New Insight into the Stability of CaCO₃ Surfaces and Nanoparticles via Molecular Simulation
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ABSTRACT: Using updated and improved atomistic models for the polymorphs of calcium carbonate and their constituent ions in solution, we revisit the question of surface energetics and nanoparticle stability. Using a simple lattice-based Monte Carlo scheme, we generate nanoparticle configurations in vacuum for all three biologically relevant polymorphs of calcium carbonate and establish that the bulk energetic ordering of polymorphs persists to the nanoscale. In aqueous environments, results based on surface enthalpy alone indicate that formation of mineral–water interfaces is marginally favorable in many cases. Including an estimate of lost entropy due to formation of structured water layers is sufficient to reverse this observation, implying a delicate balance of enthalpy and entropy at crystalline CaCO₃. In contradiction to some previous studies, we find that small calcite nanoparticles with diameters in the range of 1.8–4.1 nm do not retain an ordered structure on nanosecond time scales. The consequences of these results for simulation studies of biomineralization are discussed.

INTRODUCTION

Calcium carbonate (CaCO₃) is a common biomineral, exploited by nature for the formation of a variety of structures required by organisms for defense, structural support, or other purposes. A diverse range of mechanisms are exploited to grow structures that exhibit order over a hierarchy of length scales, leading to desirable material properties beyond those possessed by single crystals of the component mineral. These mechanisms can involve prenucleation clusters, dense liquid precursor phases, growth via metastable polymorphs, and assembly of nanoparticles into larger structures. Each of these stages may be controlled, moderated, or directed by the presence of organic scaffolds, proteins, and other biomolecules in the growth environment. The early stages of these processes are not directly accessible to experiment, and hence, significant effort has been expended to develop atomic scale models and simulation protocols to capture the essential ingredients of these nonclassical crystal nucleation and growth pathways. In recent years, a new family of CaCO₃ models have been developed focused on correctly capturing the energetics of all relevant crystalline phases, and the statistical thermodynamics of ions in solution relative to them. Most notably, solvation free energies of both Ca²⁺ and CO₃²⁻ have been fit via thermodynamic perturbation methods, requiring extensive sampling with molecular dynamics.

In this paper, we explicitly study the energetics of the CaCO₃ crystal–water interface in light of these improved models. These newer atomistic models correct several deficiencies of those used in earlier studies, generally fit only to readily computable static properties of one or two crystal polymorphs, such as lattice parameters, elastic constants, and vibrational mode frequencies. There have also been inconsistencies in how one older model in particular has been applied in the literature. The potential of Pavese et al. is fit to the calcite and aragonite structures, the most stable polymorphs under biologically relevant conditions. Both polymorphs retain their experimental symmetry groups upon relaxation with this model, only if a particular choice of exclusion rules is applied to intramolecular C–O and O–O interactions. However, to reproduce the lattice energies reported by De Leeuw and Parker in their survey of CaCO₃ surface energies, one must use different exclusion rules their use causes aragonite to relax to a lower-symmetry structure via in-plane rotation of carbonate ions.

Previous work by Cooke and Elliott has used the well-known Wulff construction, within the same model used by De Leeuw and Parker, to generate atomistic representations of calcite nanoparticles in both vacuum and aqueous environments. Perhaps surprisingly, the observed effect of water solvent was to stabilize order within these particles, such that nanocrystals as small as 18 formula units remained ordered after simulation for tens of nanoseconds. No aragonite or vaterite particles were constructed or simulated.

A particular aim of this work is to study the energetics of both calcite and aragonite surfaces and to study the relative energetics of calcite, aragonite, and vaterite nanoparticles. This extends the studies described above and also provides...
important thermodynamic data against which to interpret simulations of crystal growth. We stress from the outset that our adoption of newer atomistic models is likely to lead to conclusions qualitatively different from those observed in previous simulation studies. In particular, the calcite dissolution energetics of many of the older models have been demonstrated to be in error by an order of magnitude and a sign.27 Furthermore, only the most recent model correctly captures the difference in sign between the dissolution enthalpy and the dissolution free energy of calcite, signifying the importance of entropic contributions in determining the qualitative behavior of the CaCO3—water system.

The remainder of this paper is structured as follows. We first construct nanocrystals of the three relevant calcium carbonate polymorphs in a vacuum environment and present a simple alternative to the standard Wulff construction. The relative energetics of these polymorphs are compared as a function of particle size. Next we study the energetics of mineral—water interfaces for calcite and aragonite. Finally, we simulate a selection of crystalline nanoparticles explicitly in an aqueous environment.

Nanoparticles in a Vacuum

Wulff Constructions. In common with De Leeuw and Parker,23 we first compute surface energies in vacuum and use these to generate low-energy nanoparticle configurations via the Wulff construction. We stress that the Wulff construction has a number of limitations, both conceptual and practical. When applied to nanoscale crystallites, the approximation of interfacial energetics with those computed from ideal infinite planar surfaces is likely to be overly aggressive. Indeed, the effect of edge and corner energetics could very well dominate. Furthermore, upon construction of an atomistic representation of the resulting idealized morphology, one is restricted to “magic numbers” of ions that satisfy the constraints of the crystal structure, charge neutrality, and idealized morphology. Nevertheless, Wulff-constructed particles are a useful starting point and allow us to make direct comparisons with previous work.

Vacuum surface energies were computed for both calcite and aragonite using GULP,26 and we refer the reader to the Supporting Information of ref 19 for details about the model and its parameters. In each case, surfaces were constructed parallel to each of the 25 planes with the smallest interplanar spacing, these being expected to exhibit the lowest energies.27 Surface configurations were generated using GDIS,28 retaining all lattice shifts corresponding to terminations of the bulk lattice at an atomic layer. The mineral slab was divided into two regions, with the upper layer free to relax while the lower layer is held fixed. Periodic boundary conditions are applied in directions perpendicular to the surface normal. The energies of these surface configurations were converged with respect to the depth of both regions. In all cases, the upper region was at least 10 Å thick and the lower layer at least 8 Å. The surface energy was computed per unit area of surface by comparison with bulk lattice energies at the same pressure.

As expected, for calcite, only the {101̅4} surface is expressed. This differs only slightly from the earlier work of De Leeuw and Parker, in which a small facet of {101̅1} appears in the Wulff morphology.23 More recent calculations by Roberto et al.29,30 using the potential of Rohl et al.31 express a number of additional surfaces, with a significantly smaller energetic difference between the facets involved. For example, in our work, the second most stable surfaces are computed as {101̅0}, being 0.33 J mol⁻¹ higher in energy than the {101̅4} set. This is similar to the value of 0.38 J mol⁻¹ computed by De Leeuw and Parker23 using the Pavese model, but rather larger than the 0.19 J mol⁻¹ difference computed by Roberto et al. with the Rohl et al. model, explaining the dramatic different in equilibrium morphology.

The computed energy of the calcite (101̅4) surface32 is given in Table 1, in comparison with those of the 10 lowest-energy aragonite surfaces obtained. The precision shown is that to which the computed surface energies converge with respect to the two surface region depths. We note that the energy of the calcite (101̅4) surface is lower than that of any obtained for aragonite, suggesting that surface effects alone cannot (in vacuum) offset the bulk energetic preference for calcite. We stress that these are relaxed surface energies but acknowledge that relaxation to a local minimum may not yield the lowest-energy structure for a given surface. We are not aware of any known surface reconstruction of aragonite relevant at biological temperatures.

Applying the Wulff constructions to these surface energies, we recover the expected rhombohedral equilibrium morphology for calcite. The computed aragonite equilibrium morphology is shown in Figure 1. This does not express all of the surfaces present in the experimental morphology, which is dominated by {011}, {110}, and {010} faces. The vacuum morphology computed by De Leeuw and Parker does express the {110} and {011} surfaces, but not in the correct morphology, despite the failure of the model to correctly capture the bulk aragonite crystal structure. Note that in the

<table>
<thead>
<tr>
<th>Table 1. Ten Lowest-Energy Surfaces Computed for Aragonite with a Calcite (101̅4) Surface for Comparison</th>
</tr>
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</tr>
<tr>
<td>(012)</td>
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</tr>
<tr>
<td>(101̅4)</td>
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Figure 1. Computed vacuum Wulff construction morphology for aragonite.
current context, we do not expect vacuum surface enthalpies to lead to morphologies that are consistent with experimentally grown aragonite crystals, as the energetics of the water–aragonite interaction are likely to be highly significant in this model.

Ion Site Monte Carlo. Two factors motivate us to seek options for generating nanocrystal morphologies beyond those provided by the Wulff construction. First, because of the aforementioned magic number effects, we are able to generate only six atomistic representations of our aragonite morphology for particle sizes between 80 and 180 CaCO₃ units, this being the range of interest for comparison with previous metadynamics calculations (using an older model potential).9,15 Second, we also hope to construct vaterite particles, for which computation of representative bulk-terminated surfaces is problematic because of orientational disorder in the carbonate sublattice.33 De Leeuw and Parker avoided this issue by using a fully ordered supercell of vaterite,34 in which all three possible orientation positions are present in the correct ratio, to construct their surfaces. An alternative ordered vaterite structure is that of Wang and Becker,35 which can be considered as the lowest-energy (within the present model) realization of orientational disorder. It is not clear if surfaces generated with any of these ordered structures are representative of those generated by cleaving the partially disordered crystal, particularly as the energy required to interconvert between realizations of the disorder is comparable to the thermal energy at room temperature.

We propose a simple but effective method for generating atomistic representations of nanoparticles in vacuum. We begin with a representation of the bulk lattice, large enough such that the required nanoparticle size can be carved from its interior. Lattice sites are then randomly populated, such that the total number of CaCO₃ formula units matches that in the required nanoparticle. We then perform Metropolis Monte Carlo (MMC) moves in which pairs of lattice site occupancies are randomly swapped until the system reaches a stable low-energy configuration. The temperature used in the MMC algorithm should be considered an optimization parameter and is not physically meaningful. In principle, low-energy sets of lattice occupancies will correspond to nanoparticles.

As ions only ever occupy ideal lattice site positions, all intramolecular CO₃²⁻ interactions can be neglected, and intermolecular interactions can be tabulated for efficiency. The algorithm is, however, very slow to converge. To rectify this, we implement a configurational bias scheme, which enhances the probability of attempting to swap the occupancies of lattice sites that are at the boundary of the evolving nanoparticle, by preferentially selecting those with small numbers of occupied neighbors. Detailed balance is maintained by modifying the acceptance probability for occupancy swaps accordingly. We refer to this method of generating particle configurations as ion site Monte Carlo (ISMC).

In the case of vaterite, the bulk lattice sites for ISMC are those of Kamhi,33 retaining all three possible orientations at each CO₃²⁻ center, allowing a treatment of disorder to be implemented naturally by MMC moves that select an orientation at random and imposing the constraint that only a single orientation at each carbonate site can be occupied. Note the use of this structure is appropriate within the presently employed model potential, where realizations of this disorder are true energetic minima. However, recent first-principles calculations by Demichelis et al.36,37 have shown that many ordered candidate structures for vaterite are in fact transition states between five lower-energy vaterite structures. We retain an explicit treatment of disorder in our calculations.

This method imposes no morphology constraint, allowing us to generate nanoparticles containing an arbitrary number of formula units. For calcite, the method recovers the expected {1014} dominated rhombohedra (matching the Wulff construction exactly) upon application at sizes commensurate with the Wulff magic numbers. At other sizes, rhombohedra exhibiting steps are obtained. Such configurations may prove to be useful for future studies of morphology control, where biological molecules may bind preferentially at the step edge. For aragonite, we typically generate nanoparticles somewhat different from the Wulff construction described above, most notably omitting the {001} and {210} surfaces, suggesting that corner and edge energies involving these faces are significant for particles of this size in vacuo. In solvent, such features may be stabilized, recovering the expected equilibrium shape. Example particles generated from all three polymorphs are shown in Figure 2.

![Example nanoparticles generated via the ISMC technique for each of the three polymorphs: calcite, aragonite, and vaterite.](image)

Figure 2. Example nanoparticles generated via the ISMC technique for each of the three polymorphs: calcite, aragonite, and vaterite.

Relaxed and unrelaxed energies for each polymorph at particle sizes between 80 and 180 formula units are shown in Figure 3. Upon relaxation, all ISMC aragonite particles have energies equal to or lower than those of the Wulff-constructed equivalents. While it is somewhat disingenuous to interpret these results in the context of nanoparticle growth from solution, we can make a few general observations. First, the energetic ordering of polymorphs does not change as a function of particle size over the range considered. This indicates (at...
least in vacuum) that surface effects are not capable of offsetting the bulk energetic ordering, even at the nanoscale. However, there are particle sizes at which the energetic difference between aragonite and vaterite is extremely small, suggesting that transformation from vaterite precursor particles directly to aragonite may be achievable with thermal energy, provided the hydration energies of these two nanocrystals are comparable.

### CRYSTAL–WATER INTERFACES

We now turn our attention to the more relevant question of hydrated surfaces and nanoparticles. In principle, the quantity of interest when comparing the stability of various mineral surfaces is interfacial free energy $\gamma$, defined as the cost per unit area of creating a mineral–water interface. In simulation terms

$$\gamma_{\text{ff}} \equiv \left( \frac{g_{\text{min-water}}^{\text{N}\text{CaCO}_3}-g_{\text{min-water}}^{\text{N}\text{H}_2\text{O}}}{2A_{\text{hkl-water}}} \right),$$

where the first term on the right-hand side of eq 1 is the Gibbs free energy evaluated in a periodic simulation cell containing two equivalent interfaces between the mineral crystal and water, containing $N_{\text{CaCO}_3}$ formula units of the mineral and $N_{\text{H}_2\text{O}}$ water molecules, constructed such that the interface between the two lies parallel to the plane $(hkl)$ and is of area $A_{\text{hkl-water}}$. The specific Gibbs free energies per formula unit of mineral and water in bulk are denoted $g_{\text{min}}$ and $g_{\text{water}}$, respectively. Well-established methods exist for accurately computing the free energies of the two bulk phases, for example, by thermodynamic integration along a reversible path connecting the system to a reference state of known free energy, typically the ideal gas for fluid phases, and the Einstein crystal for solids. Evaluating the free energy of the interfacial system is problematic. The cleaving method of Broughton and Gilmer can construct a reversible path between two bulk unit cells and the interfacial system. However, with the exception of the ice–water interface, it has yet to be applied beyond systems modeled with simple pair potentials.

Hence, upon comparison of the energetics of solvated mineral surfaces, it is common to approximate $\gamma$ by the surface enthalpy, replacing the free energies in eq 1 with enthalpies, and hence neglecting any entropic contribution to the cost of forming the interface in question. In the case of calcite, there is reason to doubt the validity of this approximation. As reported by a number of authors, the calcite–water interface exhibits a number of layers of structured water at the surface. The immobilization of these molecules constitutes a reduction in entropy, which has yet to be quantified explicitly. Nevertheless, we begin our investigation of hydrated surface energetics by computing surface enthalpies only.

Enthalpies for the two bulk phases, and for the simulation cells containing mineral–water interfaces, were computed by averaging samples over molecular dynamics simulations (>1 ns) at 300 K and 1 atm of pressure. The angles defining the shape of the simulation box were constrained, but the dimensions were allowed to vary independently to sample at the required pressure.

All trajectories were computed with LAMMPS and were subject to an initial equilibration period of 0.25 ns. For each interface considered, care was taken to converge the surface enthalpy with respect to the thickness of the water and mineral layers perpendicular to the interface. An example simulation cell is shown in Figure 4. In all cases, the mineral layer was at least 40 Å thick, with the water layer no thinner than 30 Å. The water model used is the SPC/Fw model of Wu et al., and we again refer the reader to ref 19 for details of the water–mineral interaction.

Computed surface enthalpies for a representative sample of the aragonite surfaces studied are shown in Figure 5, along with the associated statistical uncertainty. Although small in magnitude, many of these surface enthalpies are negative. If these data were accurate approximations for the interfacial free energy densities for aragonite surfaces, then one would expect bulk crystals to be unstable in aqueous environments, spontaneously breaking up to form crystal–water interfaces.

---

**Figure 3.** Unrelaxed (top) and relaxed (bottom) energies of calcium carbonate nanoparticles generated using ISMC for the three relevant polymorphs of calcium carbonate. In the case of aragonite, the energies of Wulff-constructed nanoparticles are shown for comparison.

**Figure 4.** Example aragonite surface simulation cell. In this case, the (110) surface is exposed to the water layer. At this and many other aragonite surfaces, the mineral–water interface is diffuse and requires simulation for several nanoseconds to yield equilibrated energetics.
We find the structuring of water at many of these aragonite surfaces to be comparable to that on the calcite (1014) surface. Our computed value for the calcite (1014) surface enthalpy is $-0.010 \pm 0.015 \text{ J m}^{-2}$, i.e., also negative, but with a magnitude smaller than the statistical uncertainty in our calculations. For crystallites to be stable, all surface energies must be positive. Our results therefore require that the missing entropic contribution to $\gamma$ be positive, corresponding to a loss of entropy upon formation of a crystal–water interface, and larger in magnitude than the surface enthalpy.

We defer attempts to compute the entropic contribution accurately for future work; however, it is instructive to make an estimate of its magnitude for comparison with data in Figure 5. Such an estimate can be obtained by approximating the structured water at the mineral interface as icelike, whereupon the entropy lost per unit area in immobilizing a sheet of surface water can be computed from the entropy of fusion in the ice–liquid water system. In the case of a 5 Å thick layer, which is conservative for many of the surfaces simulated, this leads to a correction ($-\Delta S$) of $\approx 0.17 \text{ J m}^{-2}$ at 300 K. It is therefore not unreasonable to suggest that this entropic penalty can compensate for the negative surface enthalpy, being of the same order of magnitude but having the opposite sign.

It is instructive to compare our calcite hydrated (1014) surface enthalpy at 300 K to surface energies obtained with continuum solvation models. Two recent studies have used the COSMIC method to compute energies of static, hydrated (1014) surfaces. Bruno et al. computed a value of 0.49 J m$^{-2}$.

Estimates of the vibrational contribution to the interfacial energy are combined with a measurement of the calcite–water contact angle to obtain (via Young’s relation) an estimate of the interfacial free energy of 0.41 J m$^{-2}$ at 300 K. More recently, Heberling et al. have use improved solvation parameters (and the same interatomic potential used in the study presented here) to obtain a value of 0.26 J m$^{-2}$ for the interfacial energy. Following the same procedure as Bruno et al., this reduces to 0.18 J m$^{-2}$ for the interfacial free energy, which is very close to our figure when including the approximate correction for lost entropy mentioned above.

### NANOPARTICLES IN WATER

Without accurate calculations of the surface free energy, it is not sensible to use our computed hydrated surface data to generate meaningful Wulff constructions for aragonite. Furthermore, these would be relevant only to very large crystallites in which well-developed facets have emerged and the effect of corner, edge, and step energies is limited.

We therefore complement the calculations described above with a study of stability and structural order in small nanoparticles embedded in explicit solvent. Particle sizes ranging from 75 to 256 formula units (diameter from $\approx 1.8$ to 4.1 nm) were studied over 12 ns simulations.

In each case, ISMC-constructed nanocrystals were immersed in a cubic simulation cell containing enough water molecules to effectively screen interactions across the periodic boundaries. This criterion requires between 7200 and 8100 water molecules depending on the particle size. We note that such simulations are often considered an effective representation of an infinitely dilute suspension of nanoparticles. However, in the limit of long time scales, one would expect such simulations to exhibit partial dissolution of ions from the nanocrystal to establish equilibrium with a saturated solution, i.e., the concentration of CaCO$_3$ in the surrounding solution should be finite at equilibrium.

In practice, our use of a nonreactive force field for the water solvent effectively restricts us to simulations in the high-pH limit, where the solubility of calcite reaches its minimum. The saturated solution equilibrium in this limit would represent only a handful of dissolved ions in even our largest simulation cells. The time scales required to reach such an equilibrium are likely to be prohibitive. Indeed, we are aware of only a single attempt by Aragones et al. to fully equilibrate a system of solute (in this case an NaCl crystal) in contact with a saturated solvent, using molecular dynamics. A downward trend in the energy could still be observed after simulation for several micro-seconds, implying that even longer times would be required to fully equilibrate the system. It is therefore unsurprising that our simulations do not reach equilibrium, as indicated by plots in Figure 6 of enthalpy versus simulation time, for 90 and 147 CaCO$_3$ units. However, in several of our simulations, there is clear evidence of dissolution from the corners of the nanoparticles, as indicated in Figure 7. This effect was entirely absent from previous studies and should be considered a desirable consequence of correctly capturing solution energetics in the newer generation of CaCO$_3$ models.

Despite an inability to reach equilibrium with a saturated solution, we find it instructive to quantify the amount of crystalline order remaining in each of our nanoparticles following the 12 ns simulation. In the work of Cooke and Elliott, the presence of an ordered calcite structure within solvated nanoparticles was quantified using an order parameter...
based on the mean rotation of carbonate groups from their initial (ideal) position. Here we adopt a graph theoretic approach to measure order, closely based on that previously used by Hobbs et al.48 to study the topology of silica networks. Representing atoms as vertices on a graph, we first construct edges from calcium vertices to any carbon vertices located within a spherical cutoff of 4.7 Å. Within this network representation, one can identify all primitive rings that pass through a given atom and hence define a local cluster comprising all the vertices involved in these rings.

Table 2 lists the number of vertices and four- and six-membered rings (which we collectively term “primitive ring statistics”) for local clusters constructed around calcium and carbon sites in the three polymorphs of CaCO₃ of interest in this study. Each local cluster is illustrated in Figure 8. The values in Table 2 can be used as a fingerprint to identify individual Ca ions that are in an environment consistent with each given polymorph. The primitive ring statistics can be calculated for each ion within an arbitrary cluster, and those ions for which the number of vertices and rings exactly matches the values for one of the polymorphs can be identified with that polymorph. In this way, it is possible to calculate a polymorph composition for each cluster. Although this method is more difficult to implement than the method described in ref 15, we find this topological approach to be less sensitive to distortions of the crystal lattice in the particle subsurface and hence able to

<table>
<thead>
<tr>
<th>local cluster</th>
<th>no. of vertices</th>
<th>no. of four-membered rings</th>
<th>no. of six-membered rings</th>
</tr>
</thead>
<tbody>
<tr>
<td>calcite Ca</td>
<td>27</td>
<td>12</td>
<td>24</td>
</tr>
<tr>
<td>calcite C</td>
<td>27</td>
<td>12</td>
<td>24</td>
</tr>
<tr>
<td>aragonite Ca</td>
<td>31</td>
<td>12</td>
<td>42</td>
</tr>
<tr>
<td>aragonite C</td>
<td>39</td>
<td>12</td>
<td>42</td>
</tr>
<tr>
<td>vaterite Ca</td>
<td>39</td>
<td>12</td>
<td>42</td>
</tr>
<tr>
<td>vaterite C</td>
<td>31</td>
<td>12</td>
<td>42</td>
</tr>
</tbody>
</table>

Figure 6. Enthalpy vs simulation time for two example simulations of calcite nanoparticles immersed in water. The top panel corresponds to 90 formula units of CaCO₃ and the bottom panel to 147 formula units. Neither simulation has reached a stable equilibrium with the surrounding solvent.

Figure 7. Example simulation snapshot after simulation for 12 ns for a 192 formula unit calcite nanoparticle in water. Dissolution of ions from the corners of the nanocrystal is evident. The surrounding water solvent is hidden for the sake of clarity.

Figure 8. Projections of local clusters within the three polymorphs of calcium carbonate. The definition of local cluster is insensitive to the orientation of the carbonate ion and is hence equivalent for all realizations of vaterite disorder. Calcium ions are represented as blue spheres, carbon atoms as gray spheres, and oxygen atoms as red spheres.
identify a greater number of ions with bulk polymorphs. Nevertheless, we are unable to assign ions <4.7 Å from a particle boundary to a bulk polymorph, because of termination of the primitive rings at surfaces.

Using this analysis, we define the residual order within a nanoparticle to be the number of e.g. calcite-like ions remaining at the end of the simulation divided by the number identified within the initial, ideal nanoparticle. A scatter plot of residual order versus nanoparticle size is shown in Figure 9. There is a clear trend for increased residual order with particle size for calcite. For comparison, we also plot the residual (aragonite-like) order for ISMC nanoparticles constructed for aragonite in vacuum, stressing that we do not expect the resulting morphology to be representative of real solvated aragonite nanocrystals. Here the trend is less clear, but generally aragonite particles retain more of their initial order on this time scale than calcite particles. Partial dissolution is also observed, but it is not possible on this time scale to determine if the models correctly capture the higher solubility of aragonite with respect to calcite.

The loss of nearly all crystalline order for small particles is entirely consistent with previous free energy calculations by Raiteri and Gale,18 which indicate a clear preference for amorphous structure in nanoparticles up to approximately 3 nm in diameter. Crystalline nanoparticles become energetically competitive at larger sizes but still do not dominate even at the largest studied diameter (4.5 nm).

**DISCUSSION**

Any atomistic simulation of crystal growth must be interpreted within the context of the model used. In the case of biomineral nucleation and growth, a key part of this context is mineral–water interfacial thermodynamics. Unlike ionic solvation free energies, it is not yet possible to build interfacial free energies directly into a model fitting process or even to calculate them routinely given an existing model. In this work, we have demonstrated that recent models, fitted to capture the thermodynamic of bulk phases and of ions in solution, lead to a delicate balance of surface enthalpy and entropy at the mineral–water interface.

We stress that our conclusion is not that mineral–water surface enthalpies are negative, but rather that these are sufficiently small for the enthalpic and entropic contributions to be in delicate balance. This is a familiar situation from other questions of stability in CaCO₃. The free energy of dissolution for calcite is roughly equal in magnitude but opposite in sign to the dissolution enthalpy, and purely enthalpic calculations erroneously suggest that aragonite is the most stable crystal polymorph. One may argue that such small surface enthalpies are unlikely to be correctly captured by simple atomistic models. Indeed, there is evidence that the current model has room for improvement in its description of the calcite–water interface.49 *Ab initio* data (not without limitation) are available for comparison.50 Nevertheless, this model matches experimentally determined dissolution and ion solvation energetics to within a few percent,17 an order of magnitude improvement on older models. Hence, we do not expect further refinements to alter our conclusion with regard to the magnitude of energetic quantities.

Our data can be used to suggest new insight into the ease with which nature is able to control crystal morphology and preferentially select metastable polymorphs during growth. For example, several marine organisms readily grow aragonite crystallites under conditions where calcite is the thermodynamically stable bulk phase. One can argue that under these circumstances, small crystallites of aragonite may be stabilized by an interfacial free energy with the surrounding solvent lower than that of calcite, offsetting the bulk preference by virtue of a large surface area to volume ratio. Our results dictate that this situation can arise entirely via small differences in the entropic contribution to that interfacial free energy and cannot arise from purely enthalpic considerations.

This leads us to suggest that the action of biological polymorph/morphology control may also be completely entropic, resulting from disruption or enhancement of the interfacial water structure by biomolecules. This can be accomplished without any need for biomolecules to bind strongly (or at all) to the mineral surface itself and is an appealing alternative to more complex arguments based on kinetic control.

We have also demonstrated that it is possible to simulate directly the early stages of nanoparticle dissolution, toward equilibrium with a saturated solution, although reaching that equilibrium within an achievable simulation time is still unattainable. Furthermore, we have demonstrated that hydrated nanocrystals of calcite smaller than ~4 nm spontaneously amorphise on <20 ns time scales.

These observations present a number of challenges to future simulations probing the influence of biomolecules on the CaCO₃ nucleation and growth process. Simulations of proteins or peptides interacting with even the smallest stable calcite nanocrystal would need to be significantly larger than any reported to date. Attempts to quantify the thermodynamic influence of these molecules on surface stability should also include entropic contributions due to disruption of the strongly bound water layer, demonstrated by our data to be far from negligible. Accurately quantifying these contributions will require further advances in calculation methodology.
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