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Abstract

The ubiquity of $Ca^{2+}$ signalling makes understanding its underlying processes vitally important. This thesis probes one part of that system, the regulation of agonist-induced $Ca^{2+}$ oscillations, using both theoretical and experimental approaches. $CHO$–$hOT$ cells transfected with human oxytocin receptors are used as the vehicle to assess the mechanisms underlying oxytocin-induced $Ca^{2+}$ oscillations. The methodologies used to interrogate these oscillations are

1. varying the plasmalemmal $Ca^{2+}$ entry and removal;
2. manipulating $Ca^{2+}$ buffering within the endoplasmic reticulum (ER) and $Ca^{2+}$ uptake into the ER lumen; and
3. constructing a mathematical model that replicates the experimentally observed phenomena.
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Part A

Introduction
Chapter 0

Outline and Aims

0.1 Aims

Several indirect methods for manipulating intraluminal calcium concentration, $[Ca^{2+}]_{ER}$, have been presented in the literature [119, 118, 24, 130]. The aim of this project was to investigate the regulatory role of $[Ca^{2+}]_{ER}$ on oxytocin-induced $Ca^{2+}$ oscillations by using the aforementioned methods for $[Ca^{2+}]_{ER}$ manipulation. Namely:

1. varying the plasmalemmal $Ca^{2+}$ entry and removal;
2. manipulating $Ca^{2+}$ buffering within the endoplasmic reticulum (ER) and $Ca^{2+}$ uptake into the ER lumen; and then by
3. constructing a mathematical model that would replicate the experimentally observed phenomena.

0.2 Outline

Cell signalling orchestrates everything from ‘birth’ of cells during cell proliferation, to their differentiation into specific cell types of specific function, and, eventually, to their ‘death’ through a process such as apoptosis. Specific processes within adult cells, including contraction, secretion, metabolism, proliferation, information processing and sensory perception, are all controlled by these same signalling systems.

Chapter 1 first presents a survey of cell-signalling mechanisms in §1.1 and then goes on, in §1.2, to introduce the importance and the roles of $Ca^{2+}$ signalling in cell behaviour. In particular, this section introduces the concept of ‘ON’ and ‘OFF’
mechanisms and reactions: that is, a cell’s ability to finely control the temporal dynamics of a $Ca^{2+}$ transient during oscillatory behaviour. These include an ability to regulate its precise amplitude, duration or morphology.

Having established the importance of $Ca^{2+}$ oscillations in cell signalling, as well as the current understanding of the role of the $G_q$ signalling pathway in establishing them, §1.3 introduces the hormone oxytocin (OT). OT is used here to stimulate this pathway and is known to result in OT-induced $Ca^{2+}$ oscillations in different cell types which are introduced and discussed in §2.1. Finally, §1.4 introduces the role that mathematical modelling can play in increasing understanding of a biological system by bridging the gap between what is biologically known from first principles, and what can be observed without, or even without the possibility of, a first-principles explanation.

This understanding forms the framework on which OT-induced $Ca^{2+}$ oscillations are then investigated in CHO–hOT cells. Chapter 3 confirms that CHO–hOT cells oscillate in a predictable manner in response to OT. Further, it establishes that these oscillations are not dose-dependent, an important consideration since several cell-types have been known to show dose independent oscillatory behaviour. This chapter goes on to establish that $Ca_{EC}^{2+}$ is required for OT-induced $Ca^{2+}$ oscillations to occur. This discovery leads to the work in Chapters 4 and 5 which details experimental approaches that have been used to investigate the impact of the concentration of extracellular $Ca^{2+}$, $[Ca^{2+}]_{EC}$, and intraluminal $Ca^{2+}$, $[Ca^{2+}]_{ER}$, respectively, upon OT-induced $Ca^{2+}$ oscillations.

Chapter 6 introduces a mathematical framework for modelling $Ca^{2+}$-oscillations by considering the approaches taken by two previous models. It goes on to investigate the possible behaviours of these systems, their stability and dynamic behaviours, as well as the assumptions and simplifications that their authors used to make them useful in understanding their systems. Chapter 7 then goes on to extend their work to account for the results established in the experimental chapters of this thesis (Chapters 3–5). Chapter 8 then introduces a complete model for the system and analyses its ability to replicate the established experimental results.

The discussion in Chapter 9.1 then attempts to tie these two streams of work together before Chapter 9.2 provides concluding remarks as well as a view of possible future extensions of this work.
Chapter 1

Background

1.1 Cell signalling mechanisms

Cells within our bodies use a repertoire of electrical and chemical signals to remain in constant communication with one another.

Electrical signals are utilised in excitable systems where very fast communication, via gap junctions for instance, is required. A gap junction is a channel composed of two hemichannels, or connexons, which are in turn formed primarily of homo- or hetero-hexamers of connexin proteins (see Figure 1.1). The channels span across the intercellular space, directly connecting the cytoplasm of two cells. As well as allowing propagation of electrical signals, the pore of a gap junction is large enough to allow low-molecular-mass molecules, such as metabolites or secondary messengers (including $Ca^{2+}$ and $InsP_3$) to diffuse from one cell to the other [11].

In general, however, communication through chemical signals is by far the most widespread method of information-transfer between cells. In this type of cell communication, one cell releases a chemical stimulus, such as a hormone, growth factor or neurotransmitter, to a target cell. Receiving the incoming signal is a non-trivial problem for the target cell since it has a lipophilic plasma membrane through which only hydrophobic hormones can cross with ease to their cytosolic or nuclear protein receptors.

Hence, a more complex mechanism is required for the target cell to receive, interpret, and relay to downstream sensors and/or effectors any water-soluble signals received and thus induce a change in cellular activity. It is this mechanism that makes up the cell signalling pathway which in turn is made up of ‘ON’ and ‘OFF’ mechanisms.
1.1 Cell signalling mechanisms

1.1.1 ‘ON’ and ‘OFF’ Mechanisms

‘ON’ mechanisms are processes in a cell signalling pathway which are responsible for the onset of cellular response to external stimuli (green arrows in Figure 1.2). These ‘ON’ mechanisms are counteracted by ‘OFF’ mechanisms (red arrows in Figure 1.2) which switch off the flow of information upon the removal of external stimuli. An important and related ‘OFF’ mechanism is receptor desensitisation whereby receptors lose their sensitivity to external stimuli. For example, receptor desensitisation is often seen during prolonged labour when increased application of OT doesn’t result in increased contractile force.

The process of controlling a signalling cascade through ‘ON’ and ‘OFF’ mechanisms is a dynamic one, described in very general terms in Figure 1.2. In this process cell stimuli are received by receptors, at or on the cell periphery, that function as ‘antennae’ embedded in the plasma membrane. These receptors then transfer information to a variety of transducers and amplifiers which produce
A generalised cell signalling pathway: Stimuli acting on cell-surface receptors relay information to induce cellular responses via a cell signalling pathway. This pathway usually begins with activation of transducers which use amplifiers to generate internal messengers which, in turn, engage sensors that are coupled to the effectors responsible for inducing the cellular response. As demonstrated later (§1.2) this process is a dynamic one, consisting of a delicate balance of both ‘ON’ and ‘OFF’ reactions which are responsible for information flow down (green arrows) and up (red arrows) the signalling pathway, respectively [100].
intracellular messengers. In turn, these messengers stimulate the sensors and effectors which are responsible for activating cellular responses [52].

1.1.2 The transfer of information

Cell signalling pathways have a number of ways to transfer this information, for example by diffusion, direct protein-protein interactions or by covalent modifications such as protein phosphorylation, acetylation and nitrosylation. All of these events are affected by spatial and temporal aspects of signalling pathways.

Each cell-type has a unique repertoire of cell signalling components: its cell-type-specific signalsome [12]. This signalsome is needed to control that cell-type’s particular functions. Indeed, the cell’s repertoire of signals relies upon cross-talk between different signalling pathways. Further, the signalsome is very adaptable and is constantly remodelling itself to cope with the constantly changing cell-environment.

These highly integrated signalling mechanisms then act through different effectors (e.g. muscle proteins, secretory vesicles, transcription factors, ion channels and metabolic pathways) to control the activity of cellular processes such as development, proliferation, neural signalling, stress responses and apoptosis [104].

1.1.3 Signalling through G-protein-coupled cell-surface receptors (GPCRs) and small intracellular messengers

G-protein-coupled cell-surface receptors (GPCRs), the largest family of cell-surface receptors with over 700 identified in humans, are used by all eucaryotes in cell signalling. They mediate most responses to signals from both the external world (sight, taste, smell) and from other cells (hormones, neurotransmitters, growth factors and local mediators). The signalling molecules that act on GPCRs are as diverse in structure as they are in function. Examples of stimuli of GPCRs vary from photons of light to everything we can see or taste and include proteins, small peptides, amino acid and fatty acid derivatives.

Despite the chemical and functional diversity of their signal molecules, the members of the GPCR superfamily all have a similar structure. Their characteristic orientation consists of a single polypeptide chain that threads back and forth across the plasma membrane seven times (Figure 1.3) and they all use G-proteins to relay the received signal into the cell’s interior.
1.1 Cell signalling mechanisms

Figure 1.3 G-protein-coupled cell-surface receptor (GPCR): Showing the characteristic structure of a GPCR with its seven crossings of the plasma membrane. Both the depth of ligand-binding and the size of the extracellular part of the polypeptide chain (shown in light-blue) varies with the ligand that binds it.

1.1.4 Trimeric GTP binding protein (G-protein) Relay Signals from GPCRs

Upon binding of an extracellular signal molecule to a GPCR, the receptor undergoes a conformational change which enables it to activate a trimeric GTP binding protein (G-protein). There are a large range of G-proteins with different functions and modes of action; all G-proteins, however, are composed of the same basic structure: an α, β and γ protein subunit, attached to the cytoplasmic side of the plasma membrane (Figure 1.4).

When a GPCR is stimulated, upon binding of a signal molecule, it induces the α subunit to release its bound GDP allowing the abundant GTP to bind in its place in a process not dissimilar to a guanine nucleotide exchange factors (GEPs) (Figure 1.5).

The resultant conformational change in the G-protein activates it. The traditional view is that this causes the trimer to dissociate into an α subunit and an βγ-complex. Recent evidence suggests, however, that in some cases at least, the conformational change exposes previously sheltered faces between the α subunit and an βγ-complex (Figure 1.7). This allows them to interact with their enzyme or ion channel targets in the plasma membrane, to relay the signal down the signalling pathway without dissociating.

Indeed, GPCRs can trigger a large number of different intracellular signalling pathways, including some also activated by enzyme-coupled receptors. However, here we focus on those that use the small intracellular mediators inositol phos-
1.1 Cell signalling mechanisms

Figure 1.4 The structure of an inactive G-protein showing the GDP molecule bound to the α subunit and the covalent attachments between the α and γ subunits and the plasma membrane (red).

pholipids [88, 14].

1.1.5 G-protein Activation of An Inositol Phospholipid Signalling Pathway

Many GPCRs exert their effects mainly via G-proteins that activate the plasma-membrane-bound enzyme phospholipase-Cβ (PLCβ). The phospholipase acts on a phosphorylated inositol phospholipid (a phosphoinositide) called phosphatidylinositol 4,5-bisphosphate (PIP2) (PI(4, 5)P2 or PIP2) which is found bound in small quantity to the inner half of the plasma membrane lipid bilayer (Figure 1.6).

In much the same way as the G-protein Gs cascade activates the adenylyl cascade, the inositol phospholipid signalling pathway is mainly triggered by receptors that operate via the G-protein Gq which activates phospholipase Cβ.

As shown in Figure 1.6 (a), the phosphorylation of phosphatidylinositol and PI(4)P produce the phosphoinositides PI(4)P and PI(4, 5)P2 (PIP2), respectively. Whilst all three phospholipids can be broken down in a signalling response, it is the breakdown of the least abundant PI(4, 5)P2, making up just 10% of the total phospholipids and about 1% of the lipids in the plasma membrane, that predominates. Once activated, the phospholipase cleaves PIP2 to generate
1.1 Cell signalling mechanisms

Figure 1.5 All GTP-binding proteins (G-proteins) function through a binary switching mechanism that is driven by the binding of GTP. When GDP-bound, the G protein is inactive. Upon the exchange of GDP for GTP, the G-protein becomes activated and can stimulate any number of different signalling responses. This switching to the active state is rapid and facilitated by guanine nucleotide exchange factors (GEFs) which receive information from the receptors on the cell surface. GTPase-activating proteins (GAPs) on the other hand accelerate the OFF reaction by enhancing the hydrolysis into GDP of GTP.

- inositol 1,4,5-triphosphate ($\text{InsP}_3$) and
- diacylglycerol.

in the way demonstrated in Figure 1.6, inositol 1,4,5-triphosphate ($\text{InsP}_3$) then diffuses through the cytosol and releases $Ca^{2+}$ from the endoplasmic reticulum, while diacylglycerol, which remains bound to the membrane, helps to activate the enzyme protein kinase C (PKC).

The activated GPCR stimulates plasma-membrane-bound phospholipase PLC$_{\beta}$ via its G$_q$ protein by the $\beta\gamma$ subunit of another G protein or by both. When $\text{PI}(4, 5)P_2$ is hydrolysed by activated PLC$_{\beta}$, $\text{InsP}_3$ and diacylglycerol are produced as described in Figure 1.6 (b). $\text{InsP}_3$ diffuses through the cytosol, releasing $Ca^{2+}$ from the cell’s $Ca^{2+}$ store, the endoplasmic reticulum (ER), by binding to and opening $\text{InsP}_3$Rs. $Ca^{2+}$ escapes the ER when the $\text{InsP}_3$Rs are open because of the massive electrochemical gradient (since $[Ca^{2+}]_{ER} \gg [Ca^{2+}]_i$). Diacylglycerol remains in the plasma membrane and, with phosphatidylserine and $Ca^{2+}$, activates protein kinase C (PKC) which is recruited to the cytosolic face of the
Phosphatidylinositol (PI) 

\[ \text{PI phosphate (PI}(4)P) \]

\[ \text{PI 4,5-bisphosphate (PI}(4,5)P_2) \]

Diacylglycerol

Activates protein kinase C
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**Figure 1.6** The hydrolysis and phosphorylation of phosphoinositides
Figure 1.7 The $G_q$ signalling cascade
plasma membrane from the cytosol \[111, 12\].

1.2 \(Ca^{2+}\) Signalling

\(Ca^{2+}\) signalling is one of the major signalling systems in cells and is ubiquitous, being found in organisms from bacteria to mammals. \(Ca^{2+}\) triggers new life at fertilisation and stimulates parturition. It controls many developmental processes and, post-differentiation, governs most cellular processes, determining how we metabolise, secrete, move and think. Larger than normal elevations of \(Ca^{2+}\) are also known to cause cell death, either by triggering controlled cell-death via apoptosis, or the catastrophic necrotic changes seen during a stroke or cardiac ischaemia.

Most intracellular signalling molecules are produced by ON mechanisms in the cell, have an effect on the cell and then are destroyed by OFF mechanisms, e.g. as described in the case of the cAMP pathway, cAMP is produced (ON), it activates a kinase, and then is destroyed by a phosphodiesterase (OFF).

However, in the case of \(Ca^{2+}\) signalling, it is changes in the cytosolic concentration of \(Ca^{2+}\) ions, \([Ca^{2+}]_i\), experienced by the effector molecule where it acts, rather than the production or destruction of \(Ca^{2+}\), that controls the many metabolic processes within the cell.

At rest, cells maintain a low intracellular \(Ca^{2+}\) concentration with \([Ca^{2+}]_i \sim 100 nM\) but this can increase into the micro-molar range upon stimulation. \(Ca^{2+}\) signalling uses this seemingly simple mechanism to trigger a vast range of events over differing time scales. These range from the microsecond control of exocytosis to fertilisation which occurs over a number of hours (Figure 1.8). A cell’s ability to control this increase depends on its cell-specific \(Ca^{2+}\) signalling signal-some and the repertoire of elements from the \(Ca^{2+}\) toolkit it is able to express [18].

Several pathways controlling cellular \(Ca^{2+}\) are listed below and then addressed individually in §6.1:

- \(Ca^{2+}\) entry channels which control the entry of \(Ca^{2+}\) from the extracellular space
- \(Ca^{2+}\) release channels which control the release of \(Ca^{2+}\) from internal stores
- \(Ca^{2+}\) buffers which ensure the concentration of \(Ca^{2+}\) remains within its operational range and does not rise to levels that induce cell death
1.2 Ca\textsuperscript{2+} Signalling

Figure 1.8 Ca\textsuperscript{2+} is a signalling molecule capable of activating many different cellular processes operating over a very wide time — and spatial — domain. Cytosolic Ca\textsuperscript{2+} rests at approximately 100 nM, but this increases to 500 nM or more immediately following a stimulus that activates the Ca\textsuperscript{2+} ON reactions. When the stimulus is removed, the Ca\textsuperscript{2+} OFF reactions work to return the concentration of Ca\textsuperscript{2+} to the resting level [18].

- Ca\textsuperscript{2+} pumps and exchangers to remove it from the cytoplasm of the cell by either extrusion from the cell or re-uptake into internal stores
- Ca\textsuperscript{2+} sensors and effectors are responsible for translating Ca\textsuperscript{2+} signals into a change in cellular activity

1.2.1 Ca\textsuperscript{2+} ON mechanisms: Ca\textsuperscript{2+} entry and release channels

External stimuli cause the cell to use its repertoire of both Ca\textsuperscript{2+} entry and Ca\textsuperscript{2+} release channels to allow Ca\textsuperscript{2+} to flow into the cytoplasm and bring about the commensurate elevation in $[Ca^{2+}]_i$, responsible for cell activation. The cell signalsome has a repertoire of entry and release channels, named to indicate how the channels are opened. These have very different spatial and temporal properties which allow the variety of types of signals described in Figure 1.9.

- Ca\textsuperscript{2+} entry channels
  - Voltage-operated channels (VOCS)
  - Receptor-operated channels (ROCS)
  - Store-operated channels (SOCS)
Figure 1.9 Ca\textsuperscript{2+} signalling dynamics are governed by the interplay between ON and OFF reactions which moderate the fluxes of Ca\textsuperscript{2+} across both the plasma membrane and the internal stores such as the sarco-endoplasmic reticulum and mitochondria. ON reactions introduce Ca\textsuperscript{2+} into the cytoplasm through either channels in the plasma membrane or from internal stores such as the ER and are triggered by external stimuli. Most cells make use of both sources, but there are examples of cells using either external or internal sources to control specific processes. Most of the Ca\textsuperscript{2+} that enters the cytoplasm is adsorbed on to buffers, while a much smaller proportion activates the effectors to stimulate cellular processes. The OFF reactions remove Ca\textsuperscript{2+} from the cytoplasm using a combination of mitochondria and different pumping mechanisms. When cells are at rest, these OFF reactions keep the concentration low, but these are temporarily overwhelmed when external stimuli activate the ON reactions. Sequential activation of the ON and OFF reactions gives rise to the Ca\textsuperscript{2+} transients, which are such a characteristic feature of Ca\textsuperscript{2+} signalling systems. PMCA, plasma membrane Ca\textsuperscript{2+}-ATPase; SERCA, sarco/endo-plasmic reticulum Ca\textsuperscript{2+}-ATPase [18].
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- $Ca^{2+}$ release channels
  - Ryanodine Receptors ($RYR$)
  - $InsP_3$ receptors ($InsP_3Rs$)
  - NAADP control of $Ca^{2+}$ release

1.2.2 $Ca^{2+}$ OFF mechanisms: $Ca^{2+}$ buffers, pumps and exchangers

A cell has a variety of OFF mechanisms it can use for the removal of $Ca^{2+}$ from the cytosol. This is vital for ensuring termination of $Ca^{2+}$ signals. The recovery process thus relies on a complex interplay between the ON reactions and the following OFF reactions:

- Cytosolic $Ca^{2+}$ buffers
- Mitochondria
- $Ca^{2+}$ pumps and exchangers
  - Plasma membrane calcium-ATPase (PMCA)
  - Sarco/endoplasmic reticulum calcium-ATPase (SERCA)
  - $Na^+/Ca^{2+}$ exchanger

Hence, it is important to see the ON and OFF mechanisms not necessarily as a switch but as ‘rate limiting’. Different OFF reactions act at different times and rates during the recovery phase of a typical $Ca^{2+}$ spike.

Initially, much of the $Ca^{2+}$ that enters the cell during the ON reactions is rapidly bound to cytoplasmic buffers or taken up into the mitochondria. As the $[Ca^{2+}]_i$ returns to the resting level, $Ca^{2+}$ leaves the buffers and mitochondria and is returned to the ER or is pumped out of the cell by the pumps or exchangers. These, in turn, operate at different times to shape the resultant $Ca^{2+}$ transient. As introduced in [1.1], the first step in this process is triggered by an extracellular signalling molecule. For the purposes of this thesis $OT$ and its receptors are used to allow $OT$-induced $Ca^{2+}$ oscillations to be studied.
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Figure 1.10 Two graphical representations of the structure of Oxytocin whose systematic name is cysteine-tyrosine-isoleucine-glutamine-asparagine-cysteine-proline-leucine-glycine-amine (cys-tyr-ile-gln-asn-cys-pro-leu-gly-NH$_2$, or CYIQNCPLG-NH$_2$)
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1.3.1 Oxytocin and its receptor

The label for the polypeptide hormone oxytocin was derived from the Greek words for quick (oxys) and birth (tokos). Its uterine-contracting properties leading to a so called ‘quick-birth’, were discovered in 1906 by British pharmacologist Sir Henry Hallett Dale [36].

Oxytocin’s ability to induce or augment labour led to it being one of the first polypeptide hormones to be sequenced and synthesised [45]. Whilst the mechanistic role of oxytocin in the initiation of labour is still debated today, it is used here because of its importance during pregnancy and parturition and its ability to induce $Ca^{2+}$-oscillations by binding to the $G_q$-linked oxytocin receptor (a GPCR) and thus initiating the In$sp_3$ pathway and resultant $Ca^{2+}$ release described in §1.1.
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1.3.2 The Structure, Synthesis and Transport of Oxytocin

Oxytocin (OT) is a nonapeptide and its nine amino acid sequence was determined by Vincent du Vigneaud et al. and by Tuppy in 1953 [46] and synthesised biochemically soon after by du Vigneaud et al. in 1953 [44, 45]. Oxytocin has a molecular mass of 1007 daltons and one international unit (IU) of oxytocin is the equivalent of about 2 micrograms of pure peptide.

In the human body, oxytocin is synthesised in the paraventricular and supraoptic nucleus of the hypothalamus as a large precursor molecule which is quickly broken down to the active hormone and its neurophysin before it is packaged into neurosecretory granules. These granules are distributed throughout the perikarya1 and along the neurons whose axons pass through the median eminence into the posterior pituitary gland at a rate of 1-3 mm/hour [116]. Once the granules reach the neurohypophysis they are released by exocytosis and thus oxytocin and its neurophysin appear simultaneously in the blood. As a result of this transcriptional and post-translational processing, there are several different molecular forms of circulating oxytocin each with different biological properties [23].

1.3.3 The Oxytocin Receptor

In humans, the oxytocin receptor (OTR) is encoded by the OXTR gene [37, 89], which has been localised to chromosome 3p25 [36]. The human oxytocin receptor, at about 43 kDa, is a polypeptide of 388 amino acids and has seven transmembrane domains typical of G-protein-coupled receptors [76]. It has been determined to belong to the $G_q$ subset of that family [91] meaning that it triggers the cascade described in §1.1. A topographic model of the OT receptor is depicted in Figure 1.11 which has similar structure to Figure 1.4.

1.3.4 Oxytocin-induced Uterine Contractions

Oxytocin stimulates uterine contraction by the activation of the receptor-operated calcium mechanism and consequent release of $Ca^{2+}$ from the endoplasmic reticulum described in §1.1.

After binding to its receptors, the action of OT is mediated by the secondary messengers $InsP_3$ and diacylglycerol (DAG). Influx of extracellular $Ca^{2+}$, through voltage and/or hormonally controlled receptor-mediated $Ca^{2+}$ channels in the cell membrane of the myometrium, is needed to accomplish oxytocin-mediated

---

1 The cell body of a neurone
contractions \[10, 30\]. OT then increases hydrolysis of phosphoinositides, which leads to release of \(\text{InsP}_3\) \[30, 90, 112\]. \(\text{InsP}_3\) acts to mobilise and release stored intracellular \(\text{Ca}^{2+}\) from the ER.

OT also induces an inward current through receptor-activated, nonselective cation channels \[117\] which could depolarize the cell membrane and trigger action potential, leading to contraction of the muscle. However, also in \[117\], this oxytocin-induced voltage-dependent \(\text{Ca}^{2+}\) current may be inhibited by the resulting release of intracellular calcium. Besides slow \(\text{Ca}^{2+}\) channels, fast \(\text{Na}^+\) channels, which become more numerous towards term \[122\], are also needed for Myometrial contractions but OT does not affect \(\text{Na}^+\) currents \[66\]. \(\text{Ca}^{2+}\)-dependent phosphorylation of myosin then triggers the interaction of actin and myosin, leading to contractions in a process known as excitation-contraction coupling \[115\].

1.4 Mathematical modelling

There are multiple reasons why a mathematical model of a system can be advantageous in the study of that system. Many argue that it is in the interplay between such a mathematical model and experimental observations that is the key to gaining a full understanding of the system under study. This juxtaposition of modelling and experiment is the essence of a Systems Biology approach.

When observations are made experimentally of a system, they are often a snapshot of understanding of a complex system in a particular conformation. It is often not possible to elucidate the underlying processes from first principles and to find an exact biological explanation for the observed results. Even if the biochemistry of the system is well understood, for instance in the case of enzyme-catalyzed reactions, the biochemistry of the individual molecules is often unknown, and there can be huge variations between cell type, organ or species. Experiments result in a biological hypothesis, a biological model, about individual components in a system, but it is often unclear how several hypotheses can be combined into a coherent picture of a system’s global behaviour. For instance, in the case of \(\text{Ca}^{2+}\) signalling, it is possible to know the exact rate of \(\text{Ca}^{2+}\) flux of all the elements in a system under a particular set of circumstance (the ‘ON’ and ‘OFF’ reactions). You can also understand their exact physiological mechanism. However, this does not tell one anything about how these elements combine into a global release of \(\text{Ca}^{2+}\) within the cell.

Mathematical models can help to bridge the gap between what is understood and what is observed biologically as well as investigating the possible dynamics of the
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system in order to arrive at predictions, for instance, about their development over time or in different biological conditions.

1.4.1 What is a mathematical model?

The word, model, is ultimately derived from the Latin *modulus* meaning ‘small measure’ and the word is used to describe everything from Cara Delevingne to a miniature 1:50 aeroplane. Thus a model can be seen as an

‘idealised representation of objects or processes that explains features of these objects or processes.’ [78]

Mathematical modelling embodies these principles and can be defined as

‘the description of an experimentally delineated phenomenon by means of mathematics, with a view to capturing the salient aspects of the phenomenon at hand.’ [131]

Modelling is a subjective and selective procedure and thus some caution is needed in applying this definition. A model is modest as it only aims at ‘capturing salient aspects’ and a modeller must be cautious by understanding that it only captures specific aspects of reality. If done properly, however, these are not unduly limiting and, rather, can allow a specific question to be addressed when no answer would be available if a less selective, cautious approach were taken.

1.4.2 Dynamical systems theory and ordinary differential equations

The nature of the best ‘means of mathematics’ to employ in the construction of a model is often a subtle question. One option is to keep the mathematical approach as simple as possible. The aim of this being to allow for ease of implementation, simplicity and/or comprehensibility of results. Another approach is to model the system as realistically as the known material will allow, making the model more complex but more ‘realistic’.

In this thesis, dynamical systems theory, and in particular, the theory of ordinary differential equations (ODEs), is the ‘means of mathematics’ that is employed for constructing our models. The theory of dynamical systems pervades the analysis of biological processes. The motivation for using ordinary differential equations is straightforward: they provide a mathematically simple way of describing the rate of change in the state variables of a system as time progresses. ODEs depend on one independent variable (most often time), otherwise they are called partial differential equations (PDEs).
The system state is a snapshot of the system at a given time (for instance its initial conditions) and contained within this snapshot is enough information to predict the behaviour of the system for all future times: the system is deterministic. The state of the system is described by the set of variables, the $x_i$. The set of all possible states is the state space and the number, $n$, of independent variables defines the dimension of that state space.

The behaviour of a biological system can thus be described by the system of equations:

$$\frac{dx_i}{dt} = f_i(x_1, \ldots, x_n, t; p_1, \ldots, p_m), \text{ for } i = 1, \ldots, n, \quad (1.4.1)$$

where $x_i$ is one of the $n$ state variables of the system (e.g. the concentrations in each compartment), $p_j$ ($j = 1, \ldots, m$) is one of the $m$ parameters (e.g. the number of pumps or their activity) and $t$ is time.

A particular solution of the ODE system (1.4.1) is determined from a general solution by specifying each of the parameters, $p_j$, and initial conditions at $t = t_0$:

$$x_i(t_0) = x_i^0 \in \mathbb{R}^n, \quad (1.4.2)$$

for each $i = 1, \ldots, n$. Such a solution describes a path through the state space called a trajectory.

Using the notation $dx_i/dt = \dot{x}$ and $\mathbf{x} = (x_1, x_2, \ldots, x_n)$, the steady states of Equation (1.4.1) are the points, $\bar{x}$, in the phase plane, where the condition

$$\frac{d\mathbf{x}}{dt} = 0. \quad (1.4.3)$$

That is, those points, $\bar{x} = (\bar{x}_1, \bar{x}_2, \ldots, \bar{x}_n)$ where $dx_i/dt = 0$ for all $i = 1, \ldots, n$ simultaneously.

At a steady state, the system of $n$ differential equations is represented by a system of $n$ algebraic equations in $n$ variables. Thus, the steady state equation, $\dot{x} = 0$, can have multiple solutions which refer to multiple steady states of the system. The change of number or stability of steady states upon the change of parameter values $\mathbf{p} = (p_1, p_2, \ldots, p_m)$ is called a bifurcation and can be represented in a bifurcation diagram. Such a diagram plots the value of the steady state of a variable, $x_i$ as a parameter, $p_j$ is changed. The bifurcation diagrams presented in this thesis are accompanied by a numerically computed plot of the minimum and maximum amplitude of any oscillations that exist along with their frequency.

The behaviour of a system close to the steady state is of interest and may enable the study of the long term behaviour of the system. Considering a deviation from
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steady state, \( \dot{x} \), linear stability analysis can be performed using the perturbation from the steady state, \( x(t) = \bar{x} + \hat{x}(t) \) and, thus:

\[
\dot{x} = f(\bar{x} + \hat{x}(t)) = \frac{d}{dt}(\bar{x} + \hat{x}(t)) = \frac{d}{dt}\bar{x}(t).
\] (1.4.4)

Taylor expanding with regard to time of the deviation, \( \frac{d}{dt}\hat{x}_i = f_i(x_1 + \hat{x}_1, \ldots, x_n + \hat{x}_n) \), gives \( n \) equations of the form:

\[
\frac{d}{dt}\hat{x}_i = f_i(\bar{x}, t; p) + \sum_{j=1}^{n} \frac{\partial f_i}{\partial x_j} \bar{x} \hat{x}_j + \frac{1}{2} \sum_{j=1}^{n} \sum_{k=1}^{n} \frac{\partial^2 f_i}{\partial x_j \partial x_k} \bar{x} \hat{x}_j \hat{x}_k + \ldots. \] (1.4.5)

Since the system is considered at steady state, it holds that \( f_i(\bar{x}, t; p) = 0 \). Thus, if higher order terms are neglected,

\[
\frac{d}{dt}\hat{x}_i = \sum_{j=1}^{n} \frac{\partial f_i}{\partial x_j} \bar{x} \hat{x}_j = \sum_{j=1}^{n} a_{ij} \hat{x}_j, \] (1.4.6)

where the coefficients, \( a_{ij} = \frac{\partial f_i}{\partial x_j}|_{\bar{x}} \), are constant since they are calculated at steady state. They form the so-called Jacobian matrix of the system (1.4.1):

\[
J = \begin{pmatrix}
\frac{\partial f_1}{\partial x_1} & \frac{\partial f_1}{\partial x_2} & \cdots & \frac{\partial f_1}{\partial x_n} \\
\frac{\partial f_2}{\partial x_1} & \frac{\partial f_2}{\partial x_2} & \cdots & \frac{\partial f_2}{\partial x_n} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{\partial f_n}{\partial x_1} & \frac{\partial f_n}{\partial x_2} & \cdots & \frac{\partial f_n}{\partial x_n}
\end{pmatrix} |_{\bar{x}}. \] (1.4.7)

When this Jacobian matrix is evaluated at a steady state, its eigenvalues tell us something about the stability of the system. The system is stable if the real parts of the eigenvalues are all strictly negative. That is, a small perturbation away from the steady state will eventually return to this original equilibrium. The behaviour when one or more of the eigenvalues is non-negative requires more calculation and will be investigated as necessary within the main text.

1.4.3 A model as a bridge

In short, a model can provide a bridge between

- what has been observed,
- what can be observed and
• what is (currently) understood (or hypothesised) about the individual components or processes in a system, and

• what can be observed about the system: its (experimental) ‘output.’

The statistician George Box once said

‘essentially, all models are wrong, but some are useful’ [20].

In reality none of the above approaches to modelling is either ‘right’ or ‘wrong’, since, excepting technical errors, there is only ‘appropriately’ and ‘inappropriately’ modelled. The strength of the bridge created by a model between first principles and system observations, very much depends upon its foundations: that is, the assumptions, simplifications and mathematical tools that are used in constructing it.
Chapter 2

Methods

This chapter introduces the various experimental and mathematical methods used to generate the results in this thesis. It begins by introducing the cellular model used to collect the data, the CHO–hOT cell-line. It then addresses the instrumentation used both to collect the data and model the system before introducing the experimental procedures used to generate the data. Before finally assessing the limitations of the methodology, the method of data analysis is introduced.

2.1 Chinese Hamsters: Source of a Cellular Model

Since their first use in research in 1919, Chinese hamsters (Cricetulus griseus, Figure 2.1) which originate from the deserts of northern China and Mongolia have proven to be useful in several areas of research. Initially used as a replacement for mice in the typing of pneumococci, the Chinese hamster was identified as highly-successful carrier for the transmission of visceral leishmaniasis in 1948 which facilitated research in epidemiology [69].

Chinese hamsters were brought to the United States of American for breeding in research laboratories in 1948. Thereafter the Chinese hamster has become noteworthy for the cell lines that were derived from its tissues. This is especially true since its chromosome number, which is very low for a mammal at $2n = 22$, makes the Chinese hamster ideal for tissue culture [1].

Indeed, it was this fact that caused Theodore T. Puck to obtain a female Chinese hamster from Dr. George Yerganian’s laboratory at the Boston Cancer Research Foundation in 1957. He then used it to derive the original Chinese Hamster Ovary (CHO) cell line. CHO cells have become the mammalian cell-line equivalent of
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2.1.1 CHO–hOT Cell-line

Our biological model Chinese Hamster Ovary human oxytocin receptor (CHO–hOT) cells were given to this project as a donation from Glaxo-Smith-Klein and were cultured as per Protocol [1]. The model CHO-hOT cells were generated from Chinese Hamster Ovary cells stably transfected with human oxytocin receptor (CHO-OT1).

Unlike transient transfection, where the DNA introduced only remains in cells for several days, DNA introduced by stable transfection remains in the cells long-term. Further, stably transfected cells pass on the introduced DNA to their progeny, usually because the transfected DNA has been fully incorporated into the genome. Stable expression of the protein is achieved by the integration of the gene of interest into the target cell’s chromosome. Figure 2.2 provides a schematic of this process: the gene of interest is introduced into the cell (A), subsequently the nucleus (B) and finally it is integrated into chromosomal DNA (C).
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2.2.1 Summary

The reason a simple divalent ion such as \( Ca^{2+} \) can regulate a vast array of cellular activities is that it acts as a very versatile messenger: different cells use a multitude of \( Ca^{2+} \) signals varying in amplitude, kinetics, frequency, duration and spatial dimension. This incredible variety means it is not possible to use just one technique to visualise \( Ca^{2+} \) in the cell and so a number of different situation-specific techniques must be employed. This section focusses on methods to use fluorescence to visualise \( Ca^{2+} \) within the cell.

2.2.2 Fluorescence Microscopy

Sir George G. Stokes was the first to describe fluorescence in 1852 when he noted that the mineral fluorspar emits red light when illuminated by ultraviolet light.
Early investigations showed that many specimens (including butter!) fluoresce when illuminated by ultraviolet light. It was not until the 1930s, however, that the discovery of several fluorophores, which were highly specific to particular tissue components, bacteria, and other pathogens, led to the development of the fluorescence microscope.

This technique has become an essential tool in biology, enhancing the information available from traditional optical microscopy alone. For instance, through the use of multiple labelling where different probes can simultaneously identify several target molecules. Further, whilst fluorescence microscopy cannot provide spatial resolution below the diffraction limit, it can be used to detect fluorescing molecules below that limit.

Whilst some specimens exhibit autofluorescence, of far greater value for the study of $Ca^{2+}$ are added fluorophores. These are excited by specific wavelengths of irradiating light and emit light of defined, detectable intensity. Fluorophores are often highly specific in their attachment targeting, and in general have a significant quantum yield (the ratio, photon absorption:emission). The widespread growth in the utilisation of fluorescence microscopy in $Ca^{2+}$ signalling has been caused by the development of new synthetic and naturally occurring fluorophores with known intensity profiles of excitation and emission, with a variety of known affinities for $Ca^{2+}$.

**Fundamentals of Excitation and Emission**

An epifluorescence microscope, a schematic of which is illustrated in Figure 2.3 is designed to irradiate a specimen with a specific band of wavelengths, and then to separate out the emitted fluorescence from that excitation light. The aim is to ensure only the emission light, often a million times dimmer than the excitation light, reaches the detector. This allows one to maintain high contrast between the fluorescent material and the background. It is the darkness of this background, or rather the ability of the microscope to separate the excitation and emission light, that determines the detection limit of the microscope.

A monochromator is used to filter white light to give a specific range of wavelengths known to excite the $Ca^{2+}$-bound fluorophore. Excitatory light is passed through the objective lens and then on to the specimen. The fluorophore emits light of a different wavelength from the excitatory light when (and, in theory, only when) bound to $Ca^{2+}$. This emitted light, and the reflected excitatory light, is reflected back through the objective. The excitatory light is filtered using an emission filter to a camera for recording.
Stokes’ Shift

Vibrational energy is lost when electrons relax from an excited state to their ground state. The result of this energy loss is that the emission spectrum of an excited fluorophore is usually shifted to longer wavelengths when compared to the absorption or excitation spectrum. This phenomenon is known as Stokes’ Law or Stokes’ shift owing to the fact it was Stokes who first noted that fluorescence emission always occurred at a longer wavelength than that of the excitation light. As Stokes’ shift values increase, it becomes easier to separate excitation from emission light through the use of fluorescence filter combinations.

The fluorophore emission intensity peak is much lower than the excitation peak, and the emission spectral profile (curve) is often a mirror image (or nearly so) of the excitation curve, but shifted to longer wavelengths. This is illustrated in Figure 2.3 for Fluo-4 and Fura-2, the two probes most often used in this research. In order to achieve maximum fluorescence intensity, a fluorophore (often termed a dye) is usually excited at wavelengths near or at the peak of the excitation
(a) Absorption and fluorescence emission spectra of Ca$^{2+}$-saturated fluo-4 in pH 7.2 buffer [7].

(b) Fluorescence excitation (detected at 510 nm) and emission (excited at 340 nm) spectra of Ca$^{2+}$-saturated (A) and Ca$^{2+}$-free (B) fura-2 in pH 7.2 buffer [7].

Figure 2.4 The excitation and emission spectra of the two dyes most used in this research (a) the non-ratiometric Fluo-4 AM and (b) the ratiometric Fura-2.
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Figure 2.5 An example of photobleaching in CHO-hOT cells loaded with Fluo-4/AM. Images were taken at 4 frames per second and taken at the times indicated.

curve. The widest possible range of emission wavelengths that include the emission peak is selected for detection.

Fading, Quenching, and Photobleaching

A wide spectrum of conditions often come into play that ultimately affect the re-radiation of fluorescence emission and thus reduce the detectable intensity. The general term for a reduction of fluorescence emission intensity is fading, a catch-all category that is usually further subdivided into quenching and photobleaching phenomena for more precise descriptions. Photobleaching is the irreversible decomposition of the fluorescent molecules in the excited state because of their interaction with molecular oxygen before emission.

Figure 2.5 shows an example of photobleaching observed in a series of digital images captured at different time points for CHO-hOT cells loaded with Fluo-
Optical Collection Efficiency and Image Detection

In general, only a small number of photons are available for detection as a consequence of low emission levels. This cannot be improved and thus it is important to maximise the efficiency of detection by improving the optical collection efficiency of the microscope and the detector’s quantum efficiency.

The maximum theoretically possible collection efficiency is limited at about 30% by the realisable numerical aperture of the lens. The transmission efficiency of a dichromatic mirror is \(~85\%\) and that of the barrier filter is \(~80\%\) which further limits the overall collection efficiency to about 20%.

A charge-coupled device is used to receive this signal which has a quantum efficiency of \(~50\%\) so the detected signal would be only 10 percent of the emitted fluorescence. Even with a perfect detector, only about 20 percent of the fluorescence emission photons could be detected.

2.2.3 Microscopes

In order to image individual cells in culture, we used both epifluorescence and laser-scanning confocal microscopy in accordance with §2.2.4. The microscopes were equipped with filters, dichroic mirrors objective lenses, to maximise the efficiency of the collection of light from the fluorophore being used. Two microscopes and a micro plate reader were used in the course of this research.

**Epifluorescence Microscope**  Olympus BX51W1

- **Monochromator**  Cairn Optoscan-2
- **Detector**  Andor Luca S EMCCD 658M-TIL
- **Perfusion**  ALA-VM8 controlled by BPS-8 valve control system, Scientifica, UK
- **Temperature control**  Heated petri-dish holder and solution warming pencil controlled by TC-20 Thermocontroller, Scientifica, UK

**Confocal Microscope**  Zeiss LSM 510META

- **Lasers**  LSM 510 Laser Module, Argon Ion laser
- **Detector**  PMT
- **Perfusion**  Gilson minipluls 3 perfusion pump
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Temperature control  "temp control - 37°C." Zeiss, UK

Microplate reader

The PHERAstar FS is a multidetection microplate reader for HTS and assay development. The compact PHERAstar FS microplate reader can perform all leading non-isotopic detection technologies. The system utilises a modular optical system which appropriate filters, mirrors, beamsplitters, dichroics or polarizers incorporated into one hand-held module. Here we used the HTRF optical module as well as the systems ability to initiate sequential dual excitation, simultaneous dual emission, and ratiometric calculations to perform the Cis-Bio® IP-One HTRF® assay in §4.2.5.

Maintaining physiological conditions

In order to create reliable, replicable results it was necessary to maintain conditions as close to physiological as possible. Therefore, petri dishes in the microscope were warmed to 37°C and solutions were perfused with the solution under investigation pre-heated to 37°C by a thermostatically controlled warming pencil.

2.2.4 Visualising \( Ca^{2+} \)

- Fluorescent \( Ca^{2+} \)-indicators are molecules whose optical properties (the excitation spectrum, emission spectrum or both spectra) change when they bind \( Ca^{2+} \)
- Several strategies are commonly used to introduce indicators into cells
- Indicators can be classified as ratiometric or non-ratiometric, depending on whether \( Ca^{2+} \) changes only the magnitude of their absorption or emission, or whether their spectra shift horizontally along the wavelength axis

Loading \( Ca^{2+} \)-Indicators

The plasma membrane acts as the principle barrier to the loading of \( Ca^{2+} \)-indicators into the cytosol. This is since \( Ca^{2+} \)-indicators are hydrophilically charged (often with \( -COO^- \) groups) in their \( Ca^{2+} \) sensitive states which means they cannot easily cross the lipid membranes. To avoid permeabilising the cells, and thus losing the intracellular milieu, several methods have been developed to
allow the incorporation of $Ca^{2+}$-indicators into the cytoplasm whilst maintaining cell integrity. The most common solution is to load cells loaded with dyes that have undergone esterification of the charged groups to attempt to ‘mask’ their negative charge(s). These esterified-indicators have to be diluted in DMSO since they are highly lipophilic. Often, a detergent such as Pluronic acid is added to the stock solution to reduce lipophobicity and thus aid the loading.

Loading ester into cells is highly convenient but there are several potential disadvantages which must be considered:

- One must be careful to avoid overloading the cells with indicator and thus increasing the intracellular buffering and damping the $Ca^{2+}$ signals one is trying to observe
- Ester loading also suffers from compartmentalisation of the indicator into organelles such as the mitochondria or endoplasmic reticulum which can complicate any calibrations performed
- Many cells have an ability to rapidly clear indicator molecules from their cytoplasm
- Incomplete ester hydrolysis: The presence of the ester groups prevents the indicator from chelating $Ca^{2+}$ and makes it $Ca^{2+}$-insensitive A $Ca^{2+}$-insensitive, but still fluorescent indicator will contribute to the overall signal resulting in an underestimate of the $Ca^{2+}$ concentration. Incomplete ester hydrolysis occurs in cells with low esterase activity but can often be overcome by extending the deesterification period

Minimal indicator loadings for acceptable signal-noise ratio are preferable to reduce the effect on cellular buffering. Performing ester loading at $21^\circ C$, before adjusting the cells back to the desired experiment temperature, can usually reduce the compartmentalisation and clearance of the indicator from the cells. The use of sulfinpyrazone (100 µM), probenicid (1 mM) or leakage-resistant indicators (e.g. fura-2/PE; TefLabs) can prevent indicator loss from most cells. The most appropriate incubation times and concentrations may vary between indicators and cell types and was worked through empirically here.

Taking into account the above, $Ca^{2+}$ was successfully visualised in CHO-hOT cells when loaded with the appropriate $Ca^{2+}$-indicator in accordance with Protocol 4 from a stock solution of indicator which was made using Protocol 2. Cells were either loaded using modified Krebs HEPES (described in Protocol 3) as the extracellular dilute unless cells were to be loaded at $37^\circ C$ in a 5%-CO$_2$/95% humidified air environment, in which case serum-free F-12 media is used.
Fluorescent $Ca^{2+}$-Indicators

As discussed in §2.2.4, choosing a suitable $Ca^{2+}$-indicator is vital for visualising the desired process. The majority of the data in this thesis was collected using two well-established $Ca^{2+}$-indicators, the non-ratiometric Fluo-4 AM and the radiometric Fura-2.

Fluo-4 AM

Fluo-4 AM is based on the fluo-4 core chemistry and is an improved analog of fluo-3 AM with the two chlorine substituents replaced by fluorines. This minor structural modification results in a dye that loads faster and is brighter at equivalent concentrations, making it the preferred indicator for a variety of applications. It was used here because of its brightness and its proven pharmacology as the most rigorously tested, highly cited and used dye in the industry [3].

Fura-2

Whilst fluo-4 AM gives excellent signal-to-noise, it was important to also validate our results using a radiometric indicator. Measuring by ratio considerably reduces the effects of uneven loading or leakage of the dye as well as the impact upon traces of photobleaching and problems measuring $Ca^{2+}$ in cells of non-uniform thickness. Measurements of fura-2 fluorescence can usually be made over a period of an hour without significant loss of fluorescence resulting from either leakage or bleaching. In addition, fura-2 is bright enough to permit measurements at intracellular concentrations of dye unlikely to cause significant $Ca^{2+}$ buffering or damping of $Ca^{2+}$ transients. In particular, at low concentrations of the indicator, 340/380 nm excitation ratio for fura-2 allows accurate measurements of the intracellular $Ca^{2+}$ concentration (Figure 2.6).

This is because ratiometric readouts are known to minimise the effects of photobleaching, leakage, uneven loading, and varying cell thicknesses in mixed populations, delivering more robust and reproducible results. We chose Fura-2 because, again, it is widely cited in a variety of cell lines, including CHO-K1 [4].

Why use both Fura-2 and Fluo-4?

It was always the intention of this work to use both a radiometric and non-ratiometric indicator to validate any results seen and to eliminate any that may
Figure 2.6 Fluorescence excitation spectra of fura-2 in solutions containing $0 - 39.8 \, \mu M$ free $Ca^{2+}$.

...have been either an artefact of the dye or type of dye used or include any results missed because of the nature of the dye used. As this work progressed, this proved particularly pertinent as strong evidence (in press but not presented here) came to light that Fluo-4 has a light-sensitive excitation process. Therefore, all experiments presented here have been conducted with at least two dishes using Fluo-4 and Fura-2 to establish the discrepancies. Because light intensities were reduced accordingly to reduce the impact of the observed light-sensitivity which resulted in the same qualitative results occurring for all experiments presented here with both Fura-2 and Fluo-4 the distinction between traces is not commented on further in the rest of this document.

2.2.5 Computer modelling and calculation

MATLAB®

MATLAB® is a high-level language and interactive environment for numerical computation, visualisation, and programming produced by The MathWorks, Inc. (http://www.mathworks.com). MATLAB 2013a was used for data extraction and
modelling computations as well as some statistical analysis.

**XPPAUT and AUTO**

The XPPAUT package was developed by Bard Ermentrout at the University of Pittsburgh [50] and is freely available free at http://www.math.pitt.edu/ bard/xpp/. It is a mixed GUI-based interactive package for numerically solving and analysing differential equations written in its own `.ode` language. It also provides a simple GUI to most of the common features of the numerical bifurcation software AUTO (ftp://ftp.cs.concordia.ca/pub/doedel/auto), originally developed by E J Doedel [42].

**GraphPad Prism**

GraphPad Prism combines scientific graphing, comprehensive curve fitting (non-linear regression), statistics, and data organisation. It is used for some statistical analysis and plotting of data.
2.3 Protocols

### Protocol 1 Cell culture of CHO-hOT1 cells

**Method**

1. **CHO−hOTR** cells are cultured in 75 cm$^2$ flasks in $F−12$ media containing 50 ml FCS and 5 ml Penicillin/streptomycin (100IU). All environments should remain sterile and good aseptic technique is necessary.
2. Cells are passaged every 2−3 days or until 80% confluence is reached. Cells are passaged by rinsing with 10 ml PBS and addition of 4 ml TrypLE (3ml 1x concentration) incubated at 37°C for 2−3 mins and gentle agitation.
3. Cell suspensions are collected in 30ml universals and pelleted by centrifugation (800 rpm, 4 mins, RT) and the supernatant discarded.
4. Pellets are re-suspended in supplemented $F−12$ media and counted using a *neuberger haemocytometer*. Cells are counted in 4 × 1 mm$^2$ regions (100 nl) and an average taken. The number of cells per ml is calculated as this figure ×10,000. Cells are adjusted to a density of 2.5 × 10$^6$ cells/ml.
5. A repeating pipette tips is sterilised by dousing in ethanol and thoroughly rinsing in sterile PBS.
6. 20 µl of cell suspension at a density of 2.5 × 10$^6$ cells/ml is dispensed into appropriate wells on the 384−well plates. This volume will give a seeding density of 50,000 cells/well.
7. Plates are cultured overnight (37°C, 5% − CO$_2$/95% humidified air environment) to allow cells to adhere before assay the next day.

### Protocol 2 Making a stock solution of esterified Ca$^{2+}$-indicator

**Equipment and reagents**

- Vortex
- Pluronic F-127 (SIGMA)
- Anhydrous DMSO (SIGMA)
- Solid indicator

**Method**

1. Dissolve 20% (w/w) Pluronic F-127 in an appropriate volume of dry DMSO
2. Vortex this until the Pluronic is dissolved while simultaneously gently warming the solution. The temperature should not exceed 40°C. This takes some time.
3. Add an appropriate volume of the DMSO/Pluronic mixture to the indicator solid to make a stock solution. Likely of 1 mM.
4. Ensure the entire indicator has been dissolved in the DMSO/Pluronic mixture by agitating the solution on the vortex.
2.3 Protocols

Protocol 3 Physiological State Solution (PSS)

**Equipment and reagents**

- 136 mM NaCl (SIGMA)
- 5 mM KCl (SIGMA)
- 2 mM CaCl₂ (SIGMA)
- 0.25 mM MgCl₂ (SIGMA)
- 10 mM Glucose (SIGMA)
- 5 mM HEPES Na⁻⁺-salt (SIGMA)
- Autoclaved H₂O (SIGMA)
- 32% HCl (for pH adjustment) (SIGMA)

**Method**

1. Determine the required mass of solute for the quantity of Krebs to be made.
2. Pour over the H₂O into a beaker on a warming mixing plate.
3. Once mixed, bring to 37°C and use HCl to bring to pH 7.4.

Protocol 4 Loading of cells with the ester form of Ca²⁺-indicators

**Equipment and reagents**

- Vortex
- Petri dish
- Extracellular solution (Molecular Probes)
- Cells
- Protocol 1

**Method**

1. Make up a 2µM solution of the indicator by adding 4µL of the 1 mM stock solutions (see Protocol 1) to 2 ml of an appropriate extracellular solution. Make sure the indicator stock is completely dissolved by vortexing.
2. Wash cells thrice to remove serum prior to loading. This is since the constituents of serum can bind to indicators and reduce their free concentration.
3. Put the 2 ml of indicator solution and incubate for 30 minutes, preferably at room temperature and in a dark place.
4. Remove the indicator solution, but keep for additional loadings (can usually be reused 3-5 times, depending on the actual cell density). Replace with indicator-free extracellular solution and incubate the cells for an additional 20 – 30 mins at room temperature in the dark to allow complete de-esterification of the indicator.
2.3 Protocols

Protocol 5 Determining the location of cells using ImageJ

**Equipment and reagents**
- Cells imported into ImageJ

**Method**
1. Take an average of all images in the stack
2. Threshold this image by eye to capture the majority of the cells in a recording
3. Segment any multi-cell areas by hand
4. Add all cells to ROI Manager
5. If ratiometric recording, extract data using Ratio ROI Manager
6. If non-ratiometric recording, extract data using MultiMeasure

---

**Figure 2.7** (a) The $G_q$ stimulation pathway to produce $IP_3$ via PLC and $PIP_2$, demonstrating how $IP_3$ triggers release from the ER and how LiCl$^+$ prevents $IP_1$ from being recycled into myo-inositol. (b) The fast time-scale of $InsP_3$ degradation and the resulting $IP_1$ accumulation.

**Figure 2.8** Schematic detailing how the competitive HTRF assay works. The IP-One assays are competitive immunoassays that use terbium cryptate-labeled anti-IP1 MAb and d2-labeled IP1. LiCl is added to the cell stimulation buffer, causing the accumulation of IP1 upon receptor activation. The assay can be run in a single microplate and requires just a single 1 hour incubation following cell stimulation.
2.3 Protocols

Protocol 6 Extracting the data using MATLAB

Equipment and reagents
  • Cell traces extracted from Image J using Protocol 5

Method  The below is a pseudo-code description of the protocol used to extract the statistics from the cell.
  1. Import the data from Image J
  2. Scale the time-scale depending on the frames per second the recording was taken
  3. Detect minima and maxima. A method of peak detection using a thresholding algorithm was developed for this purpose.
  4. Correct for photobleaching. Several methods were tried here. It was empirically established that fitting a line \( y = k \in \mathbb{R} \) through the found minima of radiometric dyes and performing an exponential fit in the case of non-ratiometric dyes resulted in good removal of the effects of photobleaching.
  5. Detect minima and maxima for a second time (in case some were undetectable due to photobleaching before correction)
  6. Calculate the statistics \( A_{in}, A_{osc}, t_{in}, t_{osc}, t_{1/2}^{in} \) and \( t_{osc}^{1/2} \) for each (pair) of oscillations.
  7. Calculate averages for oscillations statistics
  8. Export the statistics for that \( Ca^{2+} \) trace
**Protocol 7** Inositol-1-phosphate Homogeneous Time Resolved Fluorescence assay

**Equipment and reagents**  This Cis-Bio assay is based on a monoclonal antibody specific for $IP_1$, labeled with Lumi4-Tb cryptate, a new HTRF technology. This antibody competes with native $IP_1$ produced by cells and $IP_1$ coupled to the dye d2 (§2.8). The specific signal is inversely proportional to the concentration of $IP_1$ in the the cell lysate. Data reduction using the fluorescence ratio (665 nm/620 nm) eliminates possible photophysical interference and means the assay is unaffected by buffer conditions and coloured compounds.

**Method**

1. Stimulation buffer is provided with the assay kits at $5 \times$ concentration. This is diluted 1 part $5 \times$ stimulation buffer + 4 parts Milli-Q grade $H_2O$.
2. All agonists, vehicle controls and antagonists are diluted in 1x stimulation buffer and laid out in a duplicate assay plate at $2 \times$ final concentrations.
   (a) **NB** If for a competitive antagonist assay different concentrations of agonist and antagonist are required, make these up as $4 \times$ final concentrations and add equal volumes of each to the agonist plate.
3. 2.3 Aspirate (do not bang) cell culture media from each well of the assay plate and wash with 20 $\mu l$ stimulation buffer. Aspirate this wash buffer away and replace with 7 $\mu l$ stimulation buffer.
   (a) **NB** Wash the cells in regions/blocks so as not to allow cells to dry out between washes.
4. Allow both the assay plate and duplicate agonist plate to warm to 37°C in an incubator (with the lids on to minimise evaporation)
5. The assay is initiated by transfer of 7 $\mu l$ from the agonist plate to the corresponding well on the assay plate. Allow the assay to proceed for the desired time-frame (for time-course analysis, this is performed at the desired time point, for dose-response analysis this is 1 hr) at 37°C.
6. Make up both the $IP_1 – d2$ and $Ab – Crpt$ reagents by adding 0.5 ml $H_2O$ to the vial and then 2.5 ml of lysis buffer.
7. Make up the assay control by adding 0.5 ml stimulation buffer.
8. Make up the $IP – 1$ standards as per Calibrations Curve.
9. Add 14 $\mu l$ of $IP – 1$ standards, negative controls (stimulation buffer) and buffer blanks ($IP – 1$ standard 0 from Calibrations Curve) to desired well before assay termination.
10. The assay is terminated by the addition of 3$\mu l$ $IP1 – d2$ to each well using a repeating pipettes. (do not add to negative control well - add 3 $\mu l$ lysis buffer instead)
11. Immediately add 3 $\mu l$ of $Ab – Crpt$ to all wells
12. To ensure through mixing of reagents briefly spin the plates (approx. 300 rpm for 5 – 10 seconds) to ensure all reagents are at the bottom of the well and shake the plate using the shake function on a plate reader.
13. Leave the plate in the dark for at least 1 hr and no more than 24 hrs before reading.for an additional 20-30 mins at room temperature in the dark to allow complete de-esterification of the indicator.
2.4 Data Analysis

2.4.1 ImageJ $Ca^{2+}$ Trace Extraction

The most common form of data requiring extraction from $Ca^{2+}$-imaging were epifluorescence and confocal microscopy recordings of an area in a petri dish. The computer captured a series of time-stamped greyscale images which can be played as a $Ca^{2+}$-imaging video. In general, the higher the pixel value recorded by the detector, the more light the $Ca^{2+}$-indicator was emitting and, hence, the higher concentration of $Ca^{2+}$ that was present.

This, of course, was a qualitative measure and so we used the java-based image processing and analysis tool, ImageJ [5] to extract quantitative data from these $Ca^{2+}$-imaging videos. The first step was to extract the exact location of the cells within a recording. This was done through a combination of automation and human inputs detailed in Protocol 5 and the steps in this process are demonstrated in Figure 2.9.

Once the cells were identified, then they were selected as regions of interest and the average pixel value of each region of interest for each frame in the video was taken and this formed the data for a $Ca^{2+}$-trace for a given cell within that recording.

2.4.2 MATLAB Data Extraction/Processing

Once the traces were extracted from each cell within the $Ca^{2+}$-imaging videos, some parameters of $Ca^{2+}$ transients were calculated. Figure 2.10 depicts an idealised trace which demonstrates the pieces of data that were extracted. They were:

- The area underneath the initial transient and between the resting $Ca^{2+}$ fluorescence – $A_{in}$
- The time taken between the peak of the initial transient and the peak of the second transient – $t_{in}$
- The average time taken between the peaks of established oscillations (excluding the first transient) – $t_{osc}$
- The average area underneath established oscillations and between the resting $Ca^{2+}$ fluorescence (excluding the first transient) – $A_{osc}$
- The full-width half-magnitude of the initial transient – $t_{1/2}$
The process of cell segmentation and average intensity extraction: (a) An maximal intensity of pixel z-projection image is first generated and then (b) the cells outlines are delineated and the average pixel value per frame for each region-of-interest are extracted.

- The full-width half-magnitude of the average of the peaks of the established oscillations (excluding the first transient) – $t_{osc}^{1/2}$

These parameters were chosen because they have been shown to yield important insights into different aspects of $Ca^{2+}$ signalling in many other papers in the field \cite{22, 129}. The first step in order to extract $A_{in}$, $A_{osc}$, $t_{in}$, $t_{osc}$, $t_{in}^{1/2}$ and $t_{osc}^{1/2}$ from the $Ca^{2+}$ traces was to identify the minima and maxima.
Determining the minima and maxima proved a non-trivial problem. Due to the always-present noise in real-life signals, any zero-derivative method falls foul of detecting multiple peaks where there are none. Therefore, Protocol 6 used the logic that a peak (or a trough) is surrounded by points that are lower (higher) than it. It found the highest point around which there were points lower by a value, $\delta$, on both sides. In our work $\delta$ was set to be one tenth of the maximum amplitude of the $Ca^{2+}$ signal which, in almost all cases resulted in almost all peaks being detected with only the occasional detection of a non-peak. Cases which had incorrectly identified peaks were excluded from the analysis.

Once the peaks had been detected, the statistics were found using the data for the maxima and minima of the system. The same protocol used the trapezium rule to approximate the area under curve and above the resting $Ca^{2+}$ fluorescence.

Once the data were extracted, MATLAB was used to collate and analyse the data and to perform any statistical analysis on it. These statistics were then plotted using GraphPad Prism.

### 2.4.3 Baseline Artefact and Statistical Significance

Throughout, data are presented as an exemplar trace, post-processing with summary data for each of the statistics investigated. Before analysing the data, All
the traces were normalised to one using the identified minimas to make the data comparable and independent of loading variabilities.

Because the data is noisy, using the current method of minima detection, the lowest point is an undershoot of the actual minima. This results in the fitted straight line through those points having non-zero gradient. Several methods were trialled to avoid introducing analysis-bias, but these often behaved erratically and so the traces here are calculated assuming the line through the minimas should have zero gradient. This sometimes results in an apparent incline of decline in the baseline of the normalised traces. Here, normalised exemplar traces are presented since these were used for data extraction. However, when drawing conclusions, the original traces were compared to ensure this was indeed an artefact of the data extraction. In all cases, except the loading of ER Tracker which is known to photo bleach rapidly and occasional cells within a viewing, any fluctuation in baseline was not consistent throughout cells in a dish.

Furthermore, because of the high $n$-numbers considered here, statistical significance is easily obtained with potentially little biological motivation. The often hundreds of samples used lead to only a small change in the mean being necessary to suggest they are significantly different from all other conditions considered. Therefore, in order to not clutter the diagrams and reduce their clarity, a dot ($\cdot$) has been places above any conditions whose mean is not statistically different from all of the other means in the graph under a 99% $t$-test.
Part B

Results
Chapter 3

General Characteristics of Responses to Oxytocin in CHO–hOT Cells

3.1 Introduction

Much is known about the $G_q$ pathway described in §1.1. However, what is not established for certain is the relationship between $Ca^{2+}$ oscillations and the level and nature of $InsP_3$ dynamics. $Ca^{2+}$ oscillations have been reported to

- occur in constant $InsP_3$
- require $InsP_3$-oscillations
- induce $InsP_3$-oscillations

Before investigating the specific behaviours of the CHO–hOT cell line, it is first sensible to investigate the system’s responsiveness to the agonist of interest, OT. Caroppo [29] demonstrates that there is little concentration dependence upon the OT-induced $Ca^{2+}$ oscillations seen when OT is applied to BHK-21 cells. Upon application of OT to cells loaded with $Ca^{2+}$-indicator, an initial transient response is seen which is followed by oscillations. A typical response for a Fura-2 loaded CHO–hOT cell is shown in Figure 3.1 (a) with an explication of how the data analysis protocol from §2.4 was applied in (b).
Figure 3.1 A representative $Ca^{2+}$ trace recording from a Fura-2 loaded CHO–hOT cell stimulated at $t = 100$ s with 1nM OT shown (a) as extracted and (b) with the calculations for the data shown in an idealised trace in Figure 2.10.
3.2 Results

3.2.1 Lack of Concentration Effect Response of CHO-hOT to Oxytocin

Figure 3.1 (a) and Figure 3.2 show typical traces for each of the four concentrations of OT (1, 10, 25 and 75 nM) which were applied to induce oscillations. Their behaviour agrees with the summarative data extracted from three petri dishes under these conditions shown in Figure 3.3. Figure 3.3 shows that

- as [OT] increases, both (a) the initial time and (c) the initial area increase
- this pattern does not follow through to (b) the period nor (d) the area of oscillations
- the initial full-width half-magnitude of the [OT] = 75 nM oscillations is significantly larger than the lower concentrations which appear to be similar to one another.
- again, the oscillation full-width half-magnitude does not replicate this pattern

It is also noteworthy that the number of cells responding to OT increases in a concentration-dependent manner as per Figure 3.4.

3.2.2 Absence to Extracellular Calcium ([Ca$^{2+}$]$_{EC}$ = 0)

The initial experiments above were conducted with a [Ca$^{2+}$]$_{EC}$ of 2 mM. These were repeated with [Ca$^{2+}$]$_{EC}$ equal to 0 mM by omitting Ca$^{2+}$ from the PSS and adding 100 µM EGTA to eliminate any Ca$^{2+}$ contamination due to impurities of other salts in PSS.

The resulting response was different from the original experiments as can be seen in the typical trace in Figure 3.5. Upon application of OT, an initial transient is seen but not the ensuing oscillations seen in the presence of extracellular calcium (for example Figure 3.2). Thereafter, the Ca$^{2+}$ level remains at its basal level even in the presence of OT.

3.3 Discussion

The intuitive understanding of signalling presented in §1.1 might lead to an expectation that application of increased [OT] might lead to, for instance, an in-
Figure 3.2 Exemplar $Ca^{2+}$ trace recordings from Fura-2 loaded CHO–hOT cells stimulated at $t = 100$ s with different concentrations of OT, shown.
3.3 Discussion

Figure 3.3 Summary data of Ca$^{2+}$ trace recordings from at least 3 Fura-2 loaded CHO-hOT cells per-concentration of OT applied at $t = 100$ s with 1nM Oxytocin. Data points were taken from all oscillatory cells within at least 3 different petri dishes with cell numbers of 69, 81, 92 and 92 for each concentration 1, 10, 25 and 75 nM, respectively.
Figure 3.4 Figure showing the proportion of cells that were responsive to OT stimulation at a fixed concentration within a viewing field.

Figure 3.5 Exemplar data Ca$^{2+}$ trace recordings from a Fura-2 loaded CHO–hOT cell stimulated at $t = 100$ s with 1 nM OT in the absence of $C_{EC}$, shown.
creased frequency in oscillations. That is, an increased concentration of agonist might result in increased activity of the $G_q$ cascade (as described in Figure 1.7). Such an increase in the production of $InsP_3$ would cause the open probability of the $InsP_3R$ to increase, potentiating release of $Ca^{2+}$ from the ER. Since it is the release from these stores which causes $Ca^{2+}$ oscillations in the cytosol, this potentiation may lead to an expectation that the frequency of oscillations would increase. The same rationale could be used to expect a concomitant increase in the area of those oscillations.

However in contrast to steady-state oscillations, it appears that this intuition is wrong. As far as the established $OT$-induced $Ca^{2+}$ oscillations are concerned, the results above for $CHO$–$hOT$ cells agree with the experiments conducted in BHK-21 cells by [29]. Varying the concentration of $OT$ applied has no discernible concentration-dependent effect on the three data points used to assess ensuing oscillations, their period, area and full-width half-magnitude. One possible explanation is that $CHO$–$hOT$ cells have a mechanism to control the dynamics of the ensuing $OT$-induced $Ca^{2+}$ oscillations regardless of the concentration of agonist applied. This might be a useful, or indeed vital, mechanism if, for instance, the extracellular milieu were not well mixed. If oscillations were left unregulated in the case of a muscle fibre, for instance, this might lead to desynchronised $OT$-induced $Ca^{2+}$ oscillations and, thus chaotic muscle contractions.

The ‘OFF’ mechanisms (§1.1) provide a potential for such mechanism of control. Several of the $Ca^{2+}$-extrusion process from the cytosol are themselves $Ca^{2+}$-dependent (see Chapter 4). Thus in a situation where there is high [$Ca^{2+}$], these ‘OFF’ mechanisms are more active. This would cause the return to basal $Ca^{2+}$ to be faster in the case where release is higher (high-$InsP_3$) rather than lower (low-$InsP_3$). Thus the regulation of $OT$-induced $Ca^{2+}$ oscillations regardless of concentration may focus around a mechanism for ensuring that oscillations are of a constant duration regardless of the applied agonist concentration.

On the contrary, however, the initial transient response does show concentration-dependent effects. It is possible, therefore that the initial transient may be part of the proposed mechanism of $OT$-induced $Ca^{2+}$ oscillations control. The initial transient has often been seen as a ‘setting’-pulse for the system to ‘programme’ for the regular oscillations which follow it; it is possible that the duration of $OT$-induced $Ca^{2+}$ oscillations and total $Ca^{2+}$ release somehow encodes the information required to do this. This initial transient increases in both area and initial time as $[OT]$ increases, but the initial full-width half-magnitude is reasonably constant for all bar the highest concentration of $OT$, 75 nM. This might suggest that maintaining a constant full-width half-magnitude is important for establishing $OT$-induced $Ca^{2+}$ oscillations. That application of $OT$ in concentra-
tions greater than 100 nM resulted in heightened $[Ca^{2+}]_i$ rather than oscillations might suggest that the system is reaching its limit of being able to compensate the full-width half-magnitude for variation in $[OT]$ at the 75 nM concentration.

The number of cells responding to $OT$ increases in a concentration-dependent manner (Figure 3.4) which suggests a potentially binary response to $OT$. The probability of that response resulting in $OT$-induced $Ca^{2+}$ oscillations increases as $[OT]$ increases. This might provide the cell's $Ca^{2+}$ signalsome with an addition tool for the regulation of $Ca^{2+}$ signalling (§1.2).

In the case where $[Ca^{2+}]_{EC}$ is zero, only the initial transient is seen. $OT$-induced $Ca^{2+}$ oscillations are unable to establish suggesting that extracellular $Ca^{2+}$ provides a vital component for them to establish. This follows since extracellular $Ca^{2+}$ entry is vital for, or at least mediates, many of the ‘ON’ and ‘OFF’ reactions. It thus seems pertinent to investigate the role of extracellular $Ca^{2+}$ entry in more detail and this is the subject of Chapter 4.

3.4 Conclusion

$OT$-induced $Ca^{2+}$ oscillations are more likely to establish in higher concentrations of agonist. Such established $OT$-induced $Ca^{2+}$-oscillations do not show concentration-dependency of their period, area or full-width half-magnitude in agreement with [29]. The initial transient, however, does show concentration-dependent effects on both the area and initial time suggesting a role in ‘priming the system’.

The full-width half-magnitude is maintained approximately constant in $[OT]$ lower than 75 nM but a concentration of greater than 75 nM leads to a significantly increased full-width half-magnitude. Combined with the fact that at $[OT]$ of 100 nM or greater $OT$-induced $Ca^{2+}$ oscillations could not establish, with the system instead reaching a new steady-state $[Ca^{2+}]_i$, this suggests the system has an ability to control full-width half-magnitude which breaks-down at excessively high $[OT]$.

One a single transient is seen without any $OT$-induced $Ca^{2+}$ oscillations when extracellular $Ca^{2+}$ is removed suggesting the importance of extracellular $Ca^{2+}$ entry for the establishment of $Ca^{2+}$ oscillations.
Chapter 4

The Role of Extracellular Calcium Entry and Extrusion

4.1 Introduction

4.1.1 Background

The plasma membrane is crucial for the maintenance of intracellular calcium concentration, $[Ca^{2+}]_i$. It is responsible for both the removal of $Ca^{2+}$ from the cell and $Ca^{2+}$ entry if required to form a signal. Extrusion of $Ca^{2+}$ from the cell is handled by two mechanisms which help to maintain the low cytoplasmic basal $[Ca^{2+}]_i$ by actively discharging $Ca^{2+}$ from the cell [77].

The first sort, the plasma membrane $Ca^{2+}$ ATPase (PMCA) pump uses the energy of one or two molecules of ATP to drive one ion of $Ca^{2+}$ out of the cell. It is called a P-type pump since its pumping cycle uses a phosphorylated intermediate involving the transient transfer of a phosphoric group to an aspartate residue on the polypeptide. This protein phosphorylation causes a conformational change which allows the transport of a single $Ca^{2+}$ ion across the membrane. Dephosphorylation restores the protein back to its initial state, primed for pumping. The net result is the breaking and loss of the high-energy phosphate bond of ATP. The energy is used to drive the $Ca^{2+}$ pumping activity of the ATPase. The structure of the ATPase protein is thought to have 10 transmembrane spanning domains. As is the case with many proteins involved in signalling several tissue-specific isoforms exist in humans. These isoforms arise from four genes as well as alternative splicing of the gene transcripts [109].

$Na^+/Ca^{2+}$—exchangers form the the second type of mechanism for $Ca^{2+}$ extru-
4.1 Introduction

They use the sodium electrochemical gradient across the plasma membrane to facilitate the extrusion of \(Ca^{2+}\). There are two main types:

1. The \(Na^+/Ca^{2+}\) exchanger, a simple exchanger, moves one \(Ca^{2+}\) out for every three \(Na^+\) ions that move inwards (for more details see §7.1.2).

2. The NCKX co-transporters one \(Ca^{2+}\) and one \(K^+\) ion with the subsequent movement of four \(Na^+\) ions inwards.

Whilst \(Ca^{2+}\)-ATPase are known to have a higher affinity for \(Ca^{2+}\) ions than \(Na^+/Ca^{2+}\)-exchangers, the \(Na^+/Ca^{2+}\) exchanger transport \(Ca^{2+}\) ions at a much faster rate; a typical \(Ca^{2+}\)-ATPase has been shown to pump \(Ca^{2+}\) ions at a rate of \(30 \text{ s}^{-1}\) whereas the \(Na^+/Ca^{2+}\)-exchangers are able to exchange ions at up to \(2000 \text{ s}^{-1}\). Thus after an influx of \(Ca^{2+}\), perhaps caused by a signalling event, the \(Na^+/Ca^{2+}\) exchangers are most important in expelling large amounts of \(Ca^{2+}\) from the cell until \([Ca^{2+}]_i\) enters the micromolar range where the slower but higher-affinity ATPase is able to continue to decrease the cytoplasmic \([Ca^{2+}]_i\) further [72].

As discussed in §1.1, the gap junction network between cells provides a powerful way of calcium entry into a cell with comparatively low \([Ca^{2+}]_i\) from one with higher \([Ca^{2+}]_i\). This passive mechanism allows for the propagation of a signal across a tissue. However, in most cells the plasma membrane also acts as the major site of re-entry of \(Ca^{2+}\) from the extracellular fluid into the cytosol.

Voltage-Gated \(Ca^{2+}\) channels (CaVs) often play an important role in \(Ca^{2+}\)-re-entry into the cell. Their structure contains a helix-turn-helix domain which is thought to act as the sensor for a voltage change across the membrane. In response to any change in voltage, they allow very rapid entry into the cell through the channel resulting in changes in \([Ca^{2+}]_i\) both within the whole cytoplasm and in the immediate vicinity of the channel.

A second method of \(Ca^{2+}\) re-entry is via transient receptor protein (TRP) ion channels. Their proteins are topologically tetrameric structures of six membrane-spanning helices with intracellular N- and C-termini which create a relatively non-selective pore through the membrane. In mammals there numerous isoforms of these channels, split into six classes, grouped into two broad groups. Group 1 includes: TRPC (Canonical), TRPV (Vanilloid), TRPM (Melastatin) and TRPA (Ankyrin). In group 2 there are TRPP (Polycystic) and TRPML (Mucolipin) [67, 110, 33].

TRP channels are sensitive to a vast range of stimuli. They are known to be sensitive (in an activating or inhibitory way) to temperature, pH and mechanical stress as well as being sensitive to a host of chemicals, including
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• calmodulin, • reactive oxygen species,
• phospholipase C, • ADO ribose,
• S100 proteins, • DAG
• annexins,

Their dysfunction has been noted in kidney disease and it is known that they are influential in development [40].

Recently, a further route of entry triggered the depletion of intracellular stores has been shown to serve as a signal for the re-entry of \(Ca^{2+}\) through the plasma membrane. This entry operates by way of a process called capacitative \(Ca^{2+}\) entry (CCE), through what is referred to as store-operated channels (SOCs). More on this is covered in Chapter 7.

4.1.2 Experiment

In Chapter 3 oxytocin-induced \(Ca^{2+}\) oscillations were shown to be unable to establish in the absence of extracellular \(Ca^{2+}\), \(Ca_{EC}^{2+}\). Indeed in this case (as demonstrated in Figure 3.5) the typical response is to see an initial transient of \(Ca^{2+}\) followed by a return to basal levels of \(Ca^{2+}\) and no regular oscillations are established.

Thus the role(s) that \(Ca_{EC}^{2+}\) has on 1 nM oxytocin-induced \(Ca^{2+}\) oscillations are investigated. First by varying \([Ca^{2+}]_{EC}\) directly by altering the final concentration of \(Ca^{2+}\) in the (extracellular) PSS. Then the roles of the \(Na^{+}/Ca^{2+}\) exchanger and PMCA are investigated by altering their ability to function. This is achieved by varying \([Na^{+}]_{EC}\) for the former and inhibition using Caloxin 3A1 in the case of the latter. Finally, another route of receptor-operated entry is investigated using ATP to stimulate purinergic receptors.

4.2 Results

4.2.1 Varying \([Ca^{2+}]_{EC}\)

In order to see the relationship between oscillation frequency and extracellular calcium concentration, three physiologically reasonable concentrations were chosen:

• Low \([Ca^{2+}]_{EC} = 0.5 \, mM\)

...
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Figure 4.1 An example trace of the toxic response in CHO-hOT to 10 mM Ca$^{2+}$-PSS upon application of 1 nM OT.

- **Physiological** $[\text{Ca}^{2+}]_{EC} = 2 \text{ mM}$
- **High**

The high concentration was initially taken as 10 mM such that a more broad range of concentrations could be investigated. However, this invariably resulted in an irreversible rise of Ca$^{2+}$ and cell death as illustrated in Figure 4.1. The value was thus reduced to $[\text{Ca}^{2+}]_{EC} = 4 \text{ mM}$.

Cells were loaded with Fluo-4/AM as per Protocol 4 and both washed and stored in 2 mM Ca$^{2+}$-PSS before experimentation. At the start of a recording a baseline of 30 seconds of 2 mM Ca$^{2+}$-PSS perfusion was taken. The PSS concentration under investigation was then perfused in the absence of oxytocin for 60 seconds to test for any impact the change in extracellular calcium alone might have. Then 1 nM oxytocin was introduced to the perfusion line and the resultant oscillations recorded. Representative traces for each of the three PSS concentrations are shown in Figure 4.2 and the statistics data is summarised in Figure 4.4.

It is also interesting to note that, following the same protocol and using the same perfusion apparatus, the onset of oscillations is faster when $[\text{Ca}^{2+}]_{EC}$ is higher; that is, the initial transient occurs more quickly in higher $[\text{Ca}^{2+}]_{EC}$. Figure 4.3 illustrates this initial transient and shows the approximately 10 seconds between the onset of the initial transient. This increase in lag-time before the initial transient occurs as concentration decreases comes with a concomitant decrease in the gradient at which the transient leaves the basal level and reach its peak.
Figure 4.2 Typical oscillations induced by 1 nM OT in CHO–hOT cells loaded with Fluo-4/AM different \([\text{Ca}^{2+}]_{EC}\): (a) 0.5 mM, (b) 2 mM and (c) 4 mM.
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Figure 4.3 A magnification of the initial transient $Ca^{2+}$ increase seen in Figure 4.2. The gradient of the initial transient and its time of onset are faster with increased $[Ca^{2+}]_{EC}$.

Taking Figure 4.2 and Figure 4.4 together reveals the change in the pattern of oscillations as $[Ca^{2+}]_{EC}$ is changed. Figure 4.2 demonstrates the trend for the period of oscillations to decrease as $[Ca^{2+}]_{EC}$ is increased which is supported by the analysis of the full data-set shown in Figure 4.4 (c). This decrease in period also appears to come with a decrease in the time, $t_{in}$, between the initial transient and the second (Figure 4.4 (a)). The shape of the initial transient appears quite different as $[Ca^{2+}]_{EC}$ is varied: the lowest dose appears to have oscillations of long duration (and, thus, larger area) with the oscillations becoming more pointed as $[Ca^{2+}]_{EC}$ increases. Whilst this is supported by Figure 4.4 (b), the same is not seen once oscillations have established: Figure 4.4 (d) demonstrates that whilst there is a larger area under the oscillations for the lowest dose the physiological and high doses appear to have a similar average area of oscillations.

Paired Data

The data summarised in Figure 4.4 is taken from recordings from hundreds of cells in viewing fields across several petri dishes over different experimental days and cell passage number. The data is analysed together on the assumption that cultures perform in a similar, predictable way to one another and that the cells within a given dish behave independently of one another. This is a common assumption in the field of calcium imaging and has been performed in numerous other works [129, 22]. However, it was decided to validate the approach by trying a second protocol.

At the start of a recording a baseline of a 30 seconds perfusion of 2 mM PSS was taken. To start, the high concentration was perfused in the absence of oxytocin for 60 seconds to eliminate any impact the change in extracellular calcium might
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Figure 4.4 Summary data for Fluo-4/AM loaded CHO–hOT cells stimulated with 1nM Oxytocin in the presence of different $[Ca^{2+}]_{EC}$. Data points were taken from all oscillatory cells within at least 3 different petri dishes with cell numbers of 156, 187 and 152 for each concentration 0.5, 2 and 4 mM, respectively.
have had. Then 1nM oxytocin was introduced to the perfusion line and the oscillations recorded. The concentration of extracellular calcium was then stepped to the medium concentration OT-containing solution at \( t = 450 \) s through the recording. Oscillations were allowed to stabilise and then a further step to the low concentration solution was performed at \( t = 650 \) s.

This protocol was employed so that a paired \( t \)−test could be used to assess whether there is a difference in the mean oscillation frequency of the same cell when the concentration of extracellular calcium is varied. This test has increased statistical power over the previous protocol because it does not need to assume independence of the individual cells as would need to be assumed to perform an unpaired \( t \)−test on the data in Figure 4.4. However, in this case any information contained in the initial transient is lost, meaning that it is necessary to either perform both sets of experiments or to run the original protocol on the same viewing field for all the concentrations but with a ‘reset gap’ of, say, 10 minutes between each recording. The former was chosen because photobleaching was deemed too severe in the latter case as well as a concern that the cells might suffer fatigue from being asked to oscillate multiple times and thus introduce that fatigue as experimental bias.

An exemplar trace of one cell using this protocol is shown in Figure 4.5. It shows that the oscillation period increases as \([Ca^{2+}]_{EC}\) decreases and the area under the oscillations (and their amplitude) decreases. Figure 4.6 (a) and (c) show the same cells in different \([Ca^{2+}]_{EC}\) connected by dotted lines for \( t_{osc} \) and \( A_{osc} \), respectively. In general both of these quantities appears to increase as \([Ca^{2+}]_{EC}\)
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Figure 4.6 The oscillation frequencies of cells when different concentrations of 1nM OT-containing extracellular calcium are applied. This recording is from one viewing field in one petri dish. Coloured lines connect the readings from the same cell. Here the number of cells which oscillate under all three conditions is 32 and each data point is plotted as a dot to indicate the spread as the dataset is smaller than others presented here.
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decreases which is confirmed by the summary data in Figure 4.6 (b) and (d); each column is significantly different from the others).

4.2.2 Varying PMCA activity

One method for varying $Ca^{2+}$ extrusion from the cell is to vary the activity of the PMCA using the specific PMCA antagonist, Caloxin 3A1. Caloxins were developed by a screening method using phage display. They target the exdoms of the PMCA since they have little homology with the other members of P-type ATPases (such as the SERCA). They are, therefore, able to uniquely target PMCA.

The first number in a Caloxin’s name denotes the exdom used as a target for the screening. The letter indicates the screening method employed with A denoting that screening was done with synthetic peptide as a target. The second number denotes a serial number obtained within the same exdom-method category [123].

Since they target the exdoms, Caloxin 3A1 can be added to the extracellular medium to inhibit the PMCA without permeabilisation. Caloxin 3A1 has a relatively low-affinity for the pump with a $K_i = 0.2 \text{mM}$ [31].

The first PMCA selective inhibitor, Caloxin 2A1 ($K_i = 0.4 \text{mM}$) produced 50% inhibition of $Ca^{2+}$ and $Mg^{2+}$-ATPase activity of PMCA in human erythrocyte ghosts at a concentration of $0.4 \pm 0.1 \text{mM}$ [31]. Caloxin 3A1 is thus used at 200 $\mu M$ in our experiments with the hope that it will reduce PMCA activity substantially, although may not eliminate it completely. The PMCA isoform known to exist in CHO–hOT cells is type three [1].

Figure 4.8 provides a summary of the data from an experiment where cells loaded with Fluo-4 were pre-treated for 10 minutes to allow the system to reach equilibrium with either PSS or containing 200 $\mu M$ Caloxin 3A1. OT was then applied and the resultant OT-induced $Ca^{2+}$ oscillations recorded in the presence and absence of 200 $\mu M$. Compared to the control, Caloxin 3A1 elicited the following effects on OT-induced $Ca^{2+}$ oscillations:

- a reduction in (a) initial time (b) period
- an increase in the area of both the (c) initial transient and (d) ensuing oscillations
- a reduction in the both the (e) initial full-width half-magnitude and (f) oscillations' full-width half-magnitude.
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Figure 4.7 Example $Ca^{2+}$ trace for OT induced (at $t = 0$ s) oscillations recording in the presence of Caloxin 3A1 pre-treated for 10 minutes before this recording started. Recording in Fluo-4 loaded CHO–hOT cells with OT applied at $t = 0$ s

4.2.3 Varying $[Na^{+}]_{EC}$

Manipulating the extracellular $Na^{+}$ concentration is a second way of altering the removal of $Ca^{2+}$ from the cell.

In the case of normal $[Na^{+}]_{EC}$, the $Na^{+}/Ca^{2+}$–exchanger removes one $Ca^{2+}$ ion from the cell at the expense of delivering three $Na^{+}$ ions into the cytoplasm. This is called the direct or forward mode of the $Na^{+}/Ca^{2+}$–exchanger. When the transmembrane $Na^{+}$ gradient is reversed, i.e. $[Na^{+}]_{EC}$ is higher than $[Na^{+}]_{EC}$, the exchanger delivers $Ca^{2+}$ into the cytoplasm working in reverse mode. $Ca^{2+}$ entry in the reverse mode is only transient unless the $Na^{+}/K^{+}$–ATPase is inhibited and $[Na^{+}]_{EC}$ is maintained at a high level.

Figure 4.9 displays two typical Fluo-4 signal traces for experiments conducted to establish the role of $Na^{+}_{EC}$ on OT-induced $Ca^{2+}$ oscillations. In order to keep the experiments compatible with those with $Na^{+}$ present in the PSS, the sodium was isosmotically substituted with sucrose [82]. The first experiment, Figure 4.9 (a), shows a moderate increase in the basal as PSS is replaced with this $Na^{+}$-0-PSS at $t = 100$s. The system then returns to its resting level of fluorescence until OT is introduced at $t = 1300$s which results in the typical initial-transient followed by oscillations. These OT-induced $Ca^{2+}$ oscillations were substantially potentiated in the absence of extracellular $Na^{+}$ with higher frequency. Activation of $Na^{+}/Ca^{2+}$–exchanger by re-introducing the sodium ions into extracellular medium markedly decreased the amplitude and frequency of the OT-induced $Ca^{2+}$ oscillations as can be seen in the typical trace in Figure 4.9 (b).
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Figure 4.8 Summary data for OT induced oscillations with the inhibition of PMCA using Caloxin 3A1 in Fluo-4 loaded CHO–hOT cells. Data points were taken from all oscillatory cells within at least 3 different petri dishes with cell numbers of 77 in the absence and 197 in the presence of 200 µM Caloxin 3A1.
Figure 4.9 Exemplar data of $Ca^{2+}$ trace recording from Fluo-4 loaded CHO–hOT cells showing (a) oscillations in the absence of extracellular Na$^+$ and (b) the impact of reintroducing extracellular Na$^+$ upon established oscillations.
Figure 4.10 Summary data of \( Ca^{2+} \) trace recording from Fluo-4 loaded CHO–hOT cells showing (a) oscillations in the absence of extracellular \( Na^+ \) and (b) the impact of reintroducing extracellular \( Na^+ \) upon established oscillations. Data points were taken from all oscillatory cells within at least 2 different petri dishes with cell numbers of over 45 in all cases.
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These results are supported by the summary data shown in Figure 4.10.

- both the initial time (a) and the period of oscillations (e) increase with the removal of $Na^{+}_{EC}$
- oscillations return to a reduced period when $[Na^{+}]_{EC}$ is returned to 145 mM (b), second blue column
- the area of the initial transient (c) in the absence of extracellular sodium is double that of the initial transient in 145 mM $Na^{+}_{EC}$.
- the full-width half-magnitude of the initial transient (c) in the absence of extracellular sodium is almost double that of the initial transient in 145 mM $Na^{+}_{EC}$.
- the area of the established oscillations (d) increases with removal of $Na^{+}_{EC}$ and decreases again upon reintroduction
- the full-width half-magnitude of the established oscillations are statistically indistinguishable from one another.

4.2.4 Varying receptor operated calcium entry

ATP as an extracellular signal

ATP is best known as a molecule that acts as a ubiquitous supply of energy within cells. ATP is made in small amounts by the anaerobic metabolism of glycolysis. This is not normally sufficient to sustain an active cell and thus the majority of the cells ATP is produced by mitochondrial aerobic respiration. Whilst ATP is vital for the survival of an individual cell, extracellular releases can happen for example from cells involved in the secretion of neurotransmitters, or through storage granules from cells such as lymphocytes. Cell death and consequent breakup can also lead to the release of intracellular ATP into the extracellular medium and thus the local concentrations of ATP may reach the high nanomolar or even low micromolar region. Whilst there are three different (extracellular) ectonucleotidases responsible for the removal of ATP from the extracellular milieu by the sequential hydrolysis of ATP to adenosine, many cells, including smooth muscle, have been shown to posses purinergic receptors on their surface capable of detecting ATP [49].

Purinergic receptors fall into two families, with $P1$ receptors sensitive to adenosine and $P2$ receptors having the highest affinity for ATP. $P2$ receptors have further been divided into two families with five subclasses the metabotropic family with subclasses $P2_{Y}$, $P2_{U}$, and $P2_{T}$ and the family of ionotropic receptors with
subclasses \( P_{2X} \) and \( P_{2Z} \) \cite{27,99}. \( P_1 \) and \( P_{2Y} \) receptors are G protein-coupled receptors whereas \( P_{2X} \) receptors are ligand-gated ion channels. The \( P_2 \) isoforms known to exist in \( \text{CHO–hOT} \) cells are \( P_{2X} \) types 1, 2, 3, 5, 6 and 7 and \( P_{2Y} \) types 1, 2, 4, 6, 10, 12, 13 and 14 \cite{11}.

These ligand-gated ion channels are non-selective cation channels, pervious to \( \text{Ca}^{2+} \), which are responsible for mediating excitatory postsynaptic responses, similar to nicotinic and ionotropic glutamate receptors \cite{71}. \( P_{2X} \) receptors are distinct from the rest of the widely known ligand-gated ion channels, as the genetic encoding of these particular channels indicates the presence of only two transmembrane domains within the channels \cite{96}. \( P_{2X} \) receptors mediate a large variety of responses including contraction of smooth muscle cells, platelet aggregation, and apoptosis \cite{26,25}.

Here, ATP is used as a tool to investigate the impact of introducing additional, non-store operated, \( \text{Ca}^{2+} \)-entry into the cytosol via \( P_{2X} \) receptors whilst \( G_q \)-mediated \( \text{Ca}^{2+} \) oscillations (via ATP-activated stimulation of \( P_{2Y} \) receptors) trigger the release of \( \text{InsP}_3 \). Thus an investigation into the concentration-dependence was conducted. \( ATP \) was applied in concentrations of 1, 10 and \( 100 \mu M \) to \( \text{CHO–hOT} \) cells loaded with Fluo-4 and the resultant \( ATP \)-induced \( \text{Ca}^{2+} \) oscillations were recorded for analysis. Figure 4.11 summarises the data and demonstrates:

- the initial time, area and full-width half-magnitude all increase with increasing \([ATP]\)
- the period of ensuring \( ATP \)-induced \( \text{Ca}^{2+} \) oscillations decreases, showing dose-dependence, unlike \( OT \)-induced \( \text{Ca}^{2+} \) oscillations
- the average oscillation period is always less than 80 seconds, compared to over 110 seconds in \( OT \)-induced \( \text{Ca}^{2+} \) oscillations
- the area of oscillations and full-width half-magnitude is much larger for \([ATP]=100 \mu M\) than for the lower concentrations

Figure 4.12 shows two traces from an experiment designed to investigate the impact that pre-application of \( ATP \) in \( \text{Ca}^{2+} \)-free PSS would have upon \( OT \)-induced \( \text{Ca}^{2+} \) oscillations. PSS was switched for \( \text{Ca}^{2+} \)-free PSS containing \( 1 \mu M \) \( ATP \) at \( t=100 \) s. An initial \( ATP \) transient is seen which results in \([\text{Ca}^{2+}]_{i}\) at a lower level than before the transient but no ensuing oscillations. This matches the response to \( OT \) in \( \text{Ca}^{2+} \)-free PSS from Chapter 3. Upon re-introduction of \( \text{Ca}^{2+} \) and \( OT \) at \( t=700 \) s in both traces the \([\text{Ca}^{2+}]_{i}\) stabilises. In the case of (a) \( OT \)-induced \( \text{Ca}^{2+} \) oscillations establish but without the initial larger transient seen when \( OT \) is applied without pre-dosing with \( ATP \). A return to \( \text{Ca}^{2+} \)-free PSS containing \( ATP \) at \( t=1500 \) s results in an \( ATP \) initial response of similar
Figure 4.11 Summary data for the application of varying concentrations of ATP. Data points were taken from all oscillatory cells within at least 2 different petri dishes with cell numbers of 60, 95 and 135 for each concentration 1, 10 and 100 nM, respectively.
Figure 4.12 Example traces OT oscillations after pre-dosing with ATP in the absence of $\text{Ca}^{2+}_{\text{EC}}$. Upon switching to OT with $[\text{Ca}^{2+}]_{\text{EC}}$ of 2 mM oscillations ensue without the initial 'setting' pulse. A second application of ATP results in a similar initial transient response to the first application.
morphology, albeit often with slightly reduced amplitude, to the initial transient seen after the first application of ATP.

### 4.2.5 IP3

The previous section demonstrated that the period of the oscillations is much shorter in the case of ATP-induced oscillations than in OT-mediated oscillations in Chapter 3. One possible explanation for this would be that stimulation by ATP results in more successful stimulation of the PLC pathway than OT stimulation (§1.1).

GPCRs carry information within the cell via two major signalling pathways: the activation of $G_s$ or $G_i$ protein coupled receptors results in a variation of the cyclic AMP (cAMP) level, and the activation of $G_q$ protein coupled receptors results in a transient increase of intracellular $Ca^{2+}$, via the secondary messenger $InsP_3$. After the GPCR $G_q$ activation, however, the lifetime of $InsP_3$ is very short (less than 30 sec) before being degraded into $IP_2$ and then $IP_1$. Fortunately, after activation of the GPCR, $IP_1$ can accumulate in the cell upon addition of LiCl (§2.7). The amount of accumulated $IP_1$ can be precisely quantified using a CisBio IP-One Tb assay (Protocol 7).

Before commencing measurement, it is first necessary to establish a sensible duration to allow for the biggest dynamic range from the assay. Figure 4.13 shows the time course data for the assay on application of 100 nM OT and 100 µM ATP. The response of the assay to OT appears linear with a linear-regression $R^2$ value of 0.96 and does not appear to tail off. The ATP response appears to be similar but has much shallower gradient and a linear-regression $R^2 = 0.8838$.

Dose-response data was then collected by applying ligands of different concentrations to the wells and recording their response. Figure 4.14 demonstrates the conventional sigmoidal dose-response and the values for that response are given in curve the data for which are in Table 4.1.

The $EC_{50}$ value of the ATP sensitive component is much higher than the OT sensitive component which is as expected physiologically as much higher concentrations are needed to stimulate $Ca^{2+}$ oscillations.

The maximal $IP_1$ reading, demonstrated by the top value in the parameterisation (Table 4.1), is much higher for the OT response suggesting that much more $IP_3$ was produced over the time period than in the case of ATP. This result is the opposite than you would have intuitively expected given that the ATP-induced oscillations are of much higher frequency than those induced by OT.
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Figure 4.13 IP-1 HTRF Assay Timecourse Data for CHO-hOT1 cells

<table>
<thead>
<tr>
<th>Ligand</th>
<th>OT</th>
<th>ATP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bottom</td>
<td>106.7</td>
<td>112.7</td>
</tr>
<tr>
<td>Top</td>
<td>961.2</td>
<td>272.2</td>
</tr>
<tr>
<td>EC&lt;sub&gt;50&lt;/sub&gt;</td>
<td>102.4 nM</td>
<td>8.748 µM</td>
</tr>
</tbody>
</table>

Table 4.1 Sigmoidal dose-response parameters
4.3 Discussion

Chapter 3 revealed the importance of $Ca^{2+}_EC$ in establishing OT-induced $Ca^{2+}$ oscillations. When extracellular $Ca^{2+}$ was removed, an initial transient was seen but OT-induced $Ca^{2+}$ oscillations did not commence. This chapter initially investigated both the role of $[Ca^{2+}]_EC$ in OT-induced $Ca^{2+}$ oscillations. OT-induced $Ca^{2+}$ oscillations were present when 1 nM OT was applied in the presence of

![Figure 4.14 IP1-1 HTRF Assay Dose Response Data for CHO-hOT1](image)
When $[Ca^{2+}]_{EC}$ was increased beyond 4 mM, the cells were unable to handle this level of increased entry of $Ca^{2+}$ through the plasma membrane. This raises questions about the role of $Ca^{2+}$ storage within the cytosol and, in particular the role of the ER $Ca^{2+}$ pump and ER buffering which are addressed in Chapter 5.

The period, area and full-width half-magnitude of OT-induced $Ca^{2+}$ oscillations was shown to decrease with increasing $[Ca^{2+}]_{EC}$. This was thought to be due to the potentiation, by $Ca^{2+}$, of calcium extrusion processes through the plasma membrane, such as the PMCA and the $Na^{+}/Ca^{2+}$-exchanger. This lead to an investigation into the role of these two mechanisms.

Inhibiting $Ca^{2+}$ extrusion from the cell by inhibiting the PMCA using 200 $\mu$M Caloxin 3A1 resulted in a significant reduction in the period of oscillations. Previous studies using Caloxin 2a, for instance [38], had shown that the PMCA was essential for $Ca^{2+}$ oscillations to establish. However, the normal response was for an initial transient to occur but not return to basal $[Ca^{2+}]_i$, instead remaining at a new, higher than basal, ‘steady-state’ $[Ca^{2+}]_i$. Here this pattern is not seen, most likely because, rather than complete inhibition of PMCA the aim here was to reduce its function to see the role it has in modulating OT-induced $Ca^{2+}$ oscillations. Given that this is the case, the same argument holds for PMCA-blocking as for the $Na^{+}/Ca^{2+}$-exchanger since the role of the PMCA is similar to that of the $Na^{+}/Ca^{2+}$-exchanger. Both the efficient range and the rate of extrusion by the PMCA are lower than that of the $Na^{+}/Ca^{2+}$-exchanger but one would expect reducing its efficacy to increase the frequency of oscillations since $[Ca^{2+}]_i$ is forced to remain artificially high for longer than normal. This argument applies to understanding why the area of those oscillations is increased. The full-width half-magnitude is significantly attenuated in the presence of Caloxin 3A1 which matches the corresponding data for Caloxin 2A1 inhibition of PMCA in [38].
ATP was employed as further way of manipulating $Ca^{2+}$ entry into the cell. ATP was used to provide an additional $Ca^{2+}$ entry mechanism through its activation of $Ca^{2+}$-permeable $P_{2x}$ receptors. The initial transient showed a similar dose-dependence to OT-induced $Ca^{2+}$ oscillations. The established ATP-induced $Ca^{2+}$ oscillations show dose dependence. Critically, ATP-induced $Ca^{2+}$ oscillations are at much higher frequency than OT-induced $Ca^{2+}$ oscillations.

The possibility that ATP acting on $P_{2x}$ receptors resulted in more $InsP_{3}$ production than OT acting on OT receptors was eliminated by using the CisBio IP-One assay to determine the amount of $InsP_{3}$ being produced. This technique was not sensitive enough to $InsP_{3}$ to have its dynamic range in the concentration ranges OT-induced $Ca^{2+}$ oscillations and ATP were seen in imaging experiments. However, the dynamic range of the $EC_{50}$ curve shown in Figure 4.14 was almost ten-fold that of ATP than in the case of OT. This is precisely the opposite from what would have been the case had 1 $\mu$M ATP better stimulated the $G_{q}$ cascade via $P_{2x}$ receptors than 1 $nM$ OT could via OT receptor. It is thus likely that increased influx of $Ca^{2+}$ into the cell through $P_{2y}$ receptors resulted in the increase in ATP-induced $Ca^{2+}$ oscillations period and area over OT-induced $Ca^{2+}$ oscillations.

Moreover, application of 1 $\mu$M ATP in the absence of extracellular $Ca^{2+}$ resulted in an initial transient much the same as for OT-induced $Ca^{2+}$ oscillations. The $[Ca^{2+}]_{i}$ is lower after the transient and ATP-induced $Ca^{2+}$ oscillations cannot establish, perhaps, since the ER has emptied. However, upon switching ATP in $Ca^{2+}$-free PSS to $Ca_{2+}$-containing PSS with 1 $nM$ OT, OT-induced $Ca^{2+}$ oscillations establish but without the initial ‘setting’ transient for virtually all other initial application experiments. When ATP in $Ca^{2+}$-free PSS was reapplied after these oscillations established, a transient $Ca^{2+}$-response was seen with the same morphology as the original ATP-induced transient. Taken together, the likely explanation for this is that in the absence of extracellular $Ca^{2+}$, an application of ATP causes the $Ca^{2+}$-stores, in particular the ER to empty. Reintroduction of $Ca^{2+}$ and OT resulted in oscillations which started with a reduced component of $Ca^{2+}$ release from the ER. These oscillations were sufficient to refill the store enough for an ATP-induced transient to occur.

4.4 Conclusion

Extracellular $Ca^{2+}$ has a vital role in OT-induced $Ca^{2+}$ oscillations in CHO–hOT. Removing $Ca^{2+}_{EC}$ entirely prevents OT-induced $Ca^{2+}$ oscillations from establishing at all whilst varying its concentration from 0.5 $mM$ $Ca^{2+}$ upwards leads to
ever more frequent OT-induced $Ca^{2+}$ oscillations until concentrations in excess of 5 $mM$ which cause a catastrophic $Ca^{2+}$ release and no OT-induced $Ca^{2+}$ oscillations.

Varying the cell’s ability to extrude $Ca^{2+}$ impacts on OT-induced $Ca^{2+}$ oscillations. Partial inhibition of the PMCA by Caloxin 3A1 and removal of $Na^{+}_{EC}$ to remove $Ca^{2+}$ extrusion via the $Na^{+}/Ca^{2+}$-exchanger results in a potentiation of the frequency of OT-induced $Ca^{2+}$ oscillations when compared with control samples.

Introducing an additional method of $Ca^{2+}$ entry via $P_{2_x}$ receptors using ATP significantly increased the activity of OT-induced $Ca^{2+}$ oscillations. In particular, when a cell is pre-treated with ATP in the absence of $Ca^{2+}_{EC}$, OT-induced $Ca^{2+}$ oscillations oscillations begin without the initial ‘setting’ transient when OT and $Ca^{2+}$ is reintroduced simultaneously. When ATP is reapplied in $Ca^{2+}$-free PSS, an identical initial transient to its first application is seen. This suggests the cell’s store had become depleted in the absence of $Ca^{2+}_{EC}$ but was able to refill itself whilst OT and $Ca^{2+}$ were present. This motivates the investigation into the role that the ER and its buffering mechanisms have in OT-induced $Ca^{2+}$ oscillations in the following chapter.
Chapter 5

Manipulating ER $Ca^{2+}$ Uptake and Buffering

5.1 Introduction

As identified in §1.2, a vital aspect of $Ca^{2+}$ signalling is a cell’s ability to maintain a very low cytoplasmic $Ca^{2+}$ concentration whilst also having the capacity to allow $[Ca^{2+}]_i$ to suddenly rise and then restore to its original low level. These processes are facilitated by the intracellular stores of calcium which allow cyclic sequestering and releasing $Ca^{2+}$ as needed for signalling. The cell’s major store for this purpose is the lumen of the endoplasmic reticulum, which is also referred to as the sarcoplasmic reticulum in the case of muscle cells.

5.1.1 Rapid $Ca^{2+}$ Release from the ER

As introduced in Figure 1.7, one of the products of phosphatidylinositol 4,5-bisphosphate ($PtdInsP_2$) breakdown is $InsP_3$ which is responsible for the release of $Ca^{2+}$ from the ER via the $InsP_3$-sensitive $InsP_3R$ on the ER membrane.

Originally termed $P400$, when discovered as glyco-proteins involved in the development in mutant mice, there are three paralogs of the $InsP_3R$ expressed differently between different tissue types. The receptors are tetrameric in conformation with a C-terminal domain. Each subunit has a molecular weight of $313kDa$ and contains a relatively unselective cationic pore which allows the transport of $Ca^{2+}$ through the membrane. Each subunit of the $InsP_3R$ also contains an arginine and lysine rich region at the N-terminal end which acts as a ligand binding
site for the protein in a similar way to that described for plasma membrane receptors in Chapter 4. InsP$_3$ acts as a ligand binding to the InsP$_3$R, opening the channel to allow Ca$^{2+}$ through. The N-terminal region is on the cytoplasmic side of the membrane and has binding sites for two ATP molecules and at least two Ca$^{2+}$ ions [97].

Importantly, InsP$_3$ is not the only regulator of the InsP$_3$R: their activation is also controlled by $[Ca^{2+}]_i$ and $[Ca^{2+}]_{ER}$ [57]. This way, Ca$^{2+}$ acts not only as a co-activator of the InsP$_3$R but also allows modulation of InsP$_3$ mediated Ca$^{2+}$ release by current levels of cytoplasmic and intraluminal $[Ca^{2+}]$. This results in a 'bell-shaped' response as demonstrated in [15] and discussed further in Chapter 4.

This feed-forward style control mechanism is vitally important since it means that relatively low Ca$^{2+}$ rises gain a control on Ca$^{2+}$ release meaning that small changes in $[Ca^{2+}]$ can be rapidly converted into large changes. Inhibition at high $[Ca^{2+}]_i$ adds a level of moderation which might attempt to avoid extreme $[Ca^{2+}]_i$ such as those seen in Figure 4.1.

5.1.2 Ca$^{2+}$ Uptake into the ER

As with the plasma membrane, Ca$^{2+}$ needs to be actively pumped through the membrane of the ER and then released from it as required. The membrane of the ER thus contains calcium pumps which pump cytoplasmic Ca$^{2+}$ into the lumen of the ER. These pumps, commonly referred to as Sarco/Endoplasmic Reticulum Calcium ATPase (SERCA) pumps, can make up to 80% of the protein component of the membrane in the case of smooth muscle at a density of up to 25,000 per $\mu m^2$ and, as such their importance to the cell’s signalling activity becomes clear [93].

Similarly to their plasma-membrane cousins, the pumps use the breakdown of ATP to extract the energy to actively transport Ca$^{2+}$ from the region of very low Ca$^{2+}$ concentration to the relatively high Ca$^{2+}$ concentration of the lumen of the ER. Another similarity to the plasma membrane equivalent is that they are also P-type ATPases due to the involvement of a phosphoryl intermediate in the pumping step. That is, a phosphatase group is added to an aspartate residue on the polypeptide causing a conformational change which results in the movement of Ca$^{2+}$ ions across the membrane where they are then released. Once this phosphate group is removed, the enzyme is restored to its original conformation, allowing further cycles of ATP hydrolysis which thus results in Ca$^{2+}$ being pumped. It is thought that two Ca$^{2+}$ ions are transported for each
molecule of ATP which is hydrolysed \[35\].

Like the PMCA, a SERCA pump also has ten transmembrane spanning regions defined in its polypeptide. There is, however, very little sequence homology between the two types of \(Ca^{2+}\) pumps despite their topological and functional similarity. The ER protein contains two main domains with a third, smaller one, on the luminal side of the membrane. The calcium channel is one of these domains and is thus buried in the membrane with \(Ca^{2+}\) ions binding near the centre line of the membrane. The other domain contains the ATPase activity on the cytoplasmic side of the membrane and the site of phosphorylation.

In experiments where a functional \(Ca^{2+}\)-ATPase was reconstituted into a phospholipid membrane, it was shown to pump \(Ca^{2+}\) ions at a rate of about 30 \(s^{-1}\). Another result demonstrated an ability of these reconstituted pumps to work in reverse mode, pumping \(Ca^{2+}\) in the opposite direction if the \([Ca^{2+}]\) was artificially reversed. This situation seems unlikely in vivo but has helped to elucidate the exact molecular mechanism involved in the pumping behaviour of \(Ca^{2+}\)-ATPases \[34\].

SERCA pumps arise from three genes in a tissue-specific manner; the genes SERCA1 and SERCA2 are expressed in different types of muscle tissue and SERCA3 is expressed in non-muscle. A lactone, thapsigargin is a highly specific inhibitor of SERCA activity which does not inhibit the activity of plasma membrane pumps. Thapsigargin, however, irreversibly blocks the activity of the SERCA and thus CPA a reversible SERCA inhibitor is used here so the restorative effects (or otherwise) after wash-out can be seen.

The action of the SERCA pump is controlled, rather than continuous, since such regulation would allow \(Ca^{2+}\) to be rapidly removed, or more slowly if an elongated response were required. High \([Ca^{2+}]\) increases the activity of the pump whilst high \([Ca^{2+}]_{EC}\) decreases activity \[28\].

5.2 Results

5.2.1 Manipulating intrastore \([Ca^{2+}]\) with SERCA Inhibitor CPA

Figure 5.1 shows an exemplar trace when a relatively high dose — 5 \(\mu M\) — of the SERCA blocker CyPA is applied to cells oscillating in the presence of 1 nM \(OT\).

Immediately upon application, a transient response is seen which appears wider than the ordinary oscillations. Rather than returning to basal \(Ca^{2+}\) levels, the system then appears to reach a steady state plateau at a significantly increased
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Figure 5.1 Example trace of the effect on oscillations of the application of 5 μM CPA

Figure 5.2 Example trace of the effect on oscillations of the application of 100 nM CPA
level, here with a ratio of approximately 1.5. On removal of CPA, oscillations are restored and the trough of oscillations returns to its original level.

Pre-treatment with a lower dose — 100 nM — of CPA in the absence of OT resulted in no distinguishable change to basal $[C{a}^{2+}]$, nor did any $C{a}^{2+}$ oscillations occur. Following this priming, an application of 1 nM OT induced oscillations which were broader, had increased area and had longer period than those after the CPA wash out. A typical trace of such an experiment is shown in Figure 5.2 and the summary data in Figure 5.3 confirms this.
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Figure 5.4 The action of TPEN in increasing luminal buffering: Membrane-permeant, $Ca^{2+}$ free TPEN becomes trapped in a compartment (red crossed arrows) upon chelation with $Ca^{2+}$. Because of the higher concentration of $Ca^{2+}$ in the ER much more TPEN becomes trapped there (process (a)) rather than in the lower concentration cytosol (process (b)).

Figure 5.5 Example trace of the effect on oscillations of the application of 50 $\mu$M TPEN.
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Figure 5.6 Summary data for the effect on oscillations of the application of 50 µM TPEN. Data points were taken from all oscillatory cells within at least 3 different petri dishes with cell numbers of 165, 125 and 127 for the three stepped concentrations of TPEN, respectively.

5.2.2 Manipulating intrastore \([Ca^{2+}]\) with a membrane permeant \(Ca^{2+}\)-chelator, TPEN

Physiologists have long used the ‘ammonium pre-pulse’ technique to study intracellular pH regulation [19]. When exposed to ammonia/ammonium \((NH_3/NH_4^+\)) , cells initially alkalise but then continued exposure to the weak base allows protons (originating from endogenous acid loading processes) to accumulate in the cell. This is because they are rapidly picked up by \(NH_3\) (a weak base capable of penetrating the cell membrane) to form the cell impermeant protonated \(NH_4^+\). On removal of \(NH_3/NH_4^+\) from the extracellular media, \(NH_3\) rapidly exits the cell, causing the dissociation of \(NH_4^+\) and \(H^+\) leaving its interior 'loaded' with protons
5.2 Results

Figure 5.7 Example trace of the cessation of oscillations in the presence of 200 µM TPEN and their restart, with reduced period, when reduced to 100 µM. Oscillations return to normal period upon TPEN wash-out.

and thus significantly acidified.

TPEN is used here in an analogous way to control the free $[Ca^{2+}]$. Originally described as a scavenger of heavy metals [9], it has a $K_d$ of $40 - 130 \mu M$ for $Ca^{2+}$ making it ideally suited for manipulating the intraluminal $[Ca^{2+}]$. Like ammonia/ammonium, TPEN’s neutral, uncomplexed form is membrane-permeant and becomes charged and membrane-impermeant when bound to $Ca^{2+}$ [29]; thus when free TPEN partitions into compartments of high $[Ca^{2+}]$, it chelates $Ca^{2+}$, lowering the free $[Ca^{2+}]$ and becomes trapped in the process (Figure 5.5).

Figure 5.5 shows a typical trace from experiment where 1nM-oxytocin was applied at $t = 100s$ and followed by the introduction of 50 µM TPEN at $t = 1000s$ which was kept in place until it was washed out at $t = 2300s$. The following effects were observed:

- Prior to the application of TPEN, oxytocin-induced oscillations establish themselves.
- These oscillations halt upon application of TPEN and the basal level of $[Ca^{2+}]_i$ is reduced significantly.
- The $[Ca^{2+}]_i$ slowly recovers over a period of approximately five minutes
- Oscillations then resume at a lower frequency
- Upon the removal of TPEN, higher frequency oscillations reinstate themselves.
- Oscillations cease when OT is washed out.
This is supported by summary data in Figure 5.6 which shows a distinct increase in period of established oscillations in the presence of 50 \( \mu \text{M} \) TPEN compared with the oscillations which establish before its application and once it was washed out. The area of the OT-induced \( \text{Ca}^{2+} \) oscillations remains unchanged in the presence of 50 \( \mu \text{M} \) TPEN but the half-width of those oscillations is significantly decreased. The half-width partially recovers when TPEN is washed out.

Higher concentrations of TPEN abolished oscillations completely, as demonstrated, for instance, in Figure 5.7. Similar behaviour to Figure 5.5 is seen:

- Oscillations establish on application of 1nM OT
- When 200 \( \mu \text{M} \) TPEN is added, the basal level of \([\text{Ca}^{2+}]_i\) decreases and recovers, again over a period of approximately 5 minutes
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- In this higher concentration, however, oscillations do not restart but some variation in the baseline is seen
- When the concentration on TPEN is reduced to 100 \( \mu M \), oscillations restart, at a reduced frequency than in the absence of TPEN
- Upon washout of TPEN, oscillations return to their original, increased frequency.
- Oscillations cease when OT is removed

The summative data for this experiment, shown in Figure 5.8, supports the above observations. Oscillations were seen in the presence of 1nM OT, but were abolished in all bar 6 out of 48 cells when 200 \( \mu M \) TPEN was introduced. The oscillations restarted in all bar 3 cells when \([TPEN]\) was reduced to 100 \( \mu M \) with increased period from the TPEN-free oscillations which preceded the application of TPEN and those which follow once TPEN was washed out. The area of oscillations was decreased and half-width increased in 100 \( \mu M \) TPEN. Both measures recovered upon removal of TPEN. The 200 \( \mu M \) TPEN data for the 6 cells which remained oscillating is shown for completeness with a thin border and grey colouring in Figure 5.8.

Those cells that remained able to oscillate in 200 \( \mu M \) TPEN exhibit the same pattern of increased period, decreased area and increased half-width of oscillations as for 100 \( \mu M \) TPEN only with a more extreme effect.

5.3 Discussion

Elucidating the role of the lumen of the ER is vital for understanding \( Ca^{2+} \) signalling.

CPA is known to block the SERCA pump when applied in high doses, here 5 \( \mu M \). Therefore, it is used here to manipulate the re-uptake of \( Ca^{2+} \) into the ER after release through \( InsP_3R \). Blocking all SERCA pump activity yielded an initial transient with wider halfwidth than the preceding oscillations. This fits with the hypothesis proposed in 1.1 that the SERCA acts as an ‘OFF’ reaction, responding to the initial rise of \( Ca^{2+} \) by working to restore the level of \( Ca^{2+} \) to the basal level. Whilst the action of other mechanisms (such as those controlling \( Ca^{2+} \) extrusion through the plasma membrane discussed in the pervious chapter) do manage to return the cytosolic \( Ca^{2+} \) most of the way to the basal \([Ca^{2+}]\), the system cannot return to the steady-state plateau in the absence of SERCA pump activity and oscillations do not establish. This suggests that the SERCA pump, and thus, \([Ca^{2+}]_{ER}\) is vital for OT-induced \( Ca^{2+} \) oscillations to occur.
In low doses, here 100 nM, CPA is expected to block only a proportion of SERCA pumps rather than stop all passage of Ca\(^{2+}\) through the pumps. It is applied here to establish the impact of manipulating, rather than removing, uptake of Ca\(^{2+}\) into the lumen of the ER. Rather than inhibiting OT-induced Ca\(^{2+}\) oscillations and resulting in an increased steady-state \([Ca^{2+}]\), a modulation of the oscillations is seen. On pre-treatment, we see no change in basal \([Ca^{2+}]_i\), suggesting that the system was at steady-state or was able to compensate for any \([Ca^{2+}]_i\) in and out of cytoplasm. OT-induced Ca\(^{2+}\) oscillations establish in 100 nM CPA, but when it is removed, the oscillations increase in frequency and decrease in both area and half-time. This suggests that uptake of Ca\(^{2+}\) back into the ER via the SERCA pump is vital in maintaining both the frequency and the duration of OT-induced Ca\(^{2+}\) oscillations.

In addition to investigating re-uptake of Ca\(^{2+}\) into the ER, TPEN was used to investigate the impact of varying the concentration of Ca\(^{2+}\) in the ER upon OT-induced Ca\(^{2+}\) oscillations. In vivo, the concentration of free Ca\(^{2+}\) ions is buffered by proteins such as calsequestrin and calreticulin. As yet there is no clear evidence of a direct role for this buffering in the ER other than as an easy-to-release store. It is clear, however, that the ER would not be able to function normally if the free \([Ca^{2+}]\) were allowed to vary too much, as it would be in an ER without buffering. The role of the ER is not just as a store of Ca\(^{2+}\) — it has other roles in protein folding and trafficking, for instance — and it is possible that the excess free Ca\(^{2+}\) ions might hinder this additional functionality. However, it has been suggested that the activity of the SERCA pump is \([Ca^{2+}]_{ER}\) dependent and it was recently discovered that release of Ca\(^{2+}\) from the ER via InsP\(_3\)R is known to be modulated by \([Ca^{2+}]_{ER}\).\(^{[57]}\)

Once the TPEN levels have reached equilibrium the vast majority of the TPEN gets trapped in the ER rather than in the cytosol because of the comparatively high \([Ca^{2+}]_{ER}\). This causes the buffering capacity in the ER to rise and the available \([Ca^{2+}]_{ER}\) to decrease. 200 \(\mu M\) of TPEN resulted in the cessation of in a vast majority of OT-induced Ca\(^{2+}\) oscillations whilst lower doses, 50-100 \(\mu M\) resulted in oscillations of reduced frequency. That some cells continue to oscillate in the highest dose of TPEN whilst the majority stop could be explained by the assumption that luminal \([Ca^{2+}]\) varies to some extent between different cells as does the InsP\(_3\)R sensitivity to luminal Ca\(^{2+}\). The initial drop below basal \([Ca^{2+}]_i\) on application of TPEN can be attributed to an initial influx of TPEN being trapped in the cytosol or to a decrease in Ca\(^{2+}\) leak from the ER due to TPEN accumulation in the ER resulting in a decreased \([Ca^{2+}]_{EC}\).

Once this new Ca\(^{2+}\) level within the ER level has stabilised, with lower doses of TPEN, oscillations are able to establish but at a much lower frequency. A possible
rationale here is that the impact of the reduced \([Ca^{2+}]_{ER}\) reduces the ability of the \(InsP_3R\) to release \(Ca^{2+}\) into the cytosol. One must be careful of such this conclusion, however, since non-specific effects on the SERCA have been described in [124].

5.4 Conclusion

The ER is a vital moderator of OT-induced \(Ca^{2+}\) oscillations and, in particular, the concentration therein has a significant impact upon those OT-induced \(Ca^{2+}\) oscillations. Too low and oscillations are terminated entirely. If \(Ca^{2+}\) uptake into the ER is eliminated then not only do oscillations cease but a new steady state of \([Ca^{2+}]_i\) is reached reflecting a balance between Store-operated \(Ca^{2+}\) entry (Chapter [7]) and \(Ca^{2+}\) removal by the plasma membrane \(Ca^{2+}\) pump and \(Na^+/Ca^{2+}\)-exchanger. Partial inhibition of SERCA pumps provides a way of moderating OT-induced \(Ca^{2+}\) oscillations.
Chapter 6

Formulating a Model

In order to inform the approach for the thesis, an initial model was needed. This model was based on the work described in §1.4 and was constructed by combining this with an understanding of our model system — the CHO–hOT cell line — both from the literature and our experiments.

6.1 Evidence for Utilising a Compartmental Modelling Approach

6.1.1 Homogeneity

Spatial aspects have been shown to be important when considering $Ca^{2+}$ signalling. In particular the distribution of the Endoplasmic Reticulum and mitochondria have proven to be important in models.

Hence the approach taken was to investigate whether such heterogeneity applied in the proposed system model. CHO–hOT cells were loaded variously with indicators for the ER (ER-Tracker$^{TM}$ Blue-White DPX), nucleus (Hoechst 33342), plasma membrane (di-3-ANEPPDHQ) and mitochondria (MitoTracker® Green) as per Protocol 1.

This resulted in the images in Figures 6.1 and 6.2. In Figure 6.1 we see a DIC image of the cells in (a) and in (b) the homogeneity of the ER (green) throughout the cytosol right to the plasma membrane of the cell (red). In Figure 6.2 it can be seen that the ER appears almost homogeneously throughout the cytosol of the cell. The distribution of the mitochondria was also homogeneous — i.e. they were regularly spaced throughout the cell. Figure 6.2 shows an overlay of
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(a) (b)

**Figure 6.1** Images of CHO h-OT cells in (a) DIC and in (b) showing the nucleus (shown in blue, stained using Hoechst 33342), endoplasmic reticulum distribution (shown in green, stained using ER-Tracker<sup>TM</sup> Blue-White DPX) and the plasma membrane (shown in red, stained using di-3-ANEPPDHQ).

recordings from both dyes within one cell to demonstrate the co-localisation of the mitochondria with the ER.

6.1.2 Lack of Resolvability of Microdomains

Localised events have been shown to lead to global $Ca^{2+}$ events. Puffs or sparks are coordinated elemental releases from small clusters of $RYR$ and $InsP_3R$. In coronary smooth muscle cells in which both puffs and sparks as well as their resultant calcium waves have been demonstrated to play an important role in $Ca^{2+}$ signalling [18]. Despite the best efforts made it was not possible to resolve either these elementary calcium events nor calcium waves in the CHO–hOT cell line.

Visualising such elementary events had previously been performed in coronary smooth muscle [18] using line-scan confocal microscopy. The protocol laid out there was followed exactly in order to attempt to visualise elementary events in CHO–hOT cells. The protocol allowed the successful visualisation of elementary events in Human Myometrial Smooth Muscle, recorded at 25 frames per second, which is shown in Figure 5.3. However, when applied to CHO cells the protocol failed to resolve any such events even at 50 frames per second for full cell recordings and just under 75 frames per second using confocal line scanning mode. Several different attempts were made to improve the protocol, including adding slow buffers to the cell to quench global cytosolic $Ca^{2+}$ transients such
Figure 6.2 Overlay of mitochondrial image (red) and the Endoplasmic Reticulum (green) in CHO-hOT cells loaded with ER-Tracker<sup>TM</sup> Blue-White DPX and MitoTracker® Green.
that the elementary (local) \( Ca^{2+} \) releases might be seen but no such events could be observed.

Absence of a phenomenon is not proof that it is not there, of course, but it does suggest that a localised approach in these cells would prove fruitless. In particular, it suggests that any micro-domains of unusually high or low \([Ca^{2+}]\) produced when \( Ca^{2+} \) release is triggered are below the resolution of the microscope used in both time and spatial dimensions. The experiments were conducted at 1 pixel = 0.167 \( \mu m \) and 25 frames per second. Thus any localised events relevant to signalling must have been happening on a scale smaller than this or they have been too closely positioned for the individual elementary events to be resolved. Close apposition of elementary \( Ca^{2+} \) release events would lead to a smooth appearance of global \( Ca^{2+} \) transients as observed in our experiments. Similar ‘sparkless’ \( Ca^{2+} \) release has been previously described in CHO cells over-expressing the cardiac type of ryanodine receptors, for instance in [17]. Because of the homogeneous distribution of the ER and the lack of well-defined localised \( Ca^{2+} \) release events, OT-induced \( Ca^{2+} \) oscillations were modelled here using a whole-cell compartmental modelling approach.

### 6.1.3 Notation

Throughout the notation \( c_i = [Ca^{2+}]_i \), \( c_e = [Ca^{2+}]_{ER} \) and \( c_o = [Ca^{2+}]_{EC} \) is adopted.

### 6.2 Two-Pool Model

The two-pool model - so named because of the assumption of the existence of two distinct internal \( Ca^{2+} \) stores, one that is sensitive to \( InsP_3 \) and the other to \( Ca^{2+} \)-established itself as one of the first ways to model the \( InsP_3 \)-dependent \( Ca^{2+} \) release described in §1.1 [61, 62, 81].

Whilst this model is able to produce an excellent mathematical approximation of the calcium dynamics of the whole-cell, it is typical of early mathematical modelling attempts in that it proposes a new physiological mechanism which gives insight, without necessarily having the physiological evidence for it.

This whole-cell model, a schematic of which is depicted in Figure [6.5], is based upon the assumption that agonist stimulation leads directly to the production of \( InsP_3 \) which, in turn, causes the release of \( Ca^{2+} \) through \( InsP_3Rs \) from the \( InsP_3 \)-sensitive store. This released \( Ca^{2+} \) then stimulates release of \( Ca^{2+} \) from a \( Ca^{2+} \) sensitive store.
Figure 6.3 Puffs in myometrial smooth muscle recorded at 25fps. (a) Average recording of stack showing lack of homogeneity of $\text{Ca}^{2+}$, (b) a pseudo line-scan showing that increases in $\text{Ca}^{2+}$ start from a localised point and spread out spatially over time and (c) a region of interest analysis of a small area showing fast releases as the local baseline increases from rest to $\sim 90$ s.
6.2 Two-Pool Model

6.2.1 Assumption

This model assumes that the InsP$_3$-sensitive store is close to the membrane and thus the Ca$^{2+}$ concentration in the InsP$_3$ sensitive store is constant as the store is quickly refilled from the extracellular medium as depicted in Figure 6.5.

The model assumes that the calcium concentration in the InsP$_3$ sensitive store is constant, and hence the initial stimulus produces a constant release rate of calcium. Thus the system can be written, using the original notation of Goldbeter and Dupont [47], as:

\[
\frac{dc_i}{d\tau} = J_{in} - k_{c_i} - \hat{f}(c_i, c_e), \quad (6.2.1)
\]

\[
\frac{dc_e}{d\tau} = \hat{f}(c_i, c_e) \quad (6.2.2)
\]

with

\[
\hat{f}(c_i, c_s) = J_+ - J_{neg} - k_f c_s, \quad (6.2.3)
\]

\[
J_{in} = v_0 + v_1 \pi, \quad (6.2.4)
\]

\[
J_+ = V_1 \frac{c_i^n}{K_1^n + c_i^n}, \quad (6.2.5)
\]

\[
J_{neg} = V_2 \frac{c_e^m}{K_2^m + c_e^m} \frac{c_i^p}{K_3^p + c_i^p}. \quad (6.2.6)
\]
In this system

- $\pi$ is the degree of saturation of the $InsP_3R$.
- $J_{in}$ represents the total (constant) entry of $Ca^{2+}$ into the cytosol and consists of
  - the influx $v_0$ from the extracellular medium and
  - the $InsP_3$ stimulated $Ca^{2+}$ negease $v_1 \pi$.
- $J_+$ and $J_{neg}$ are (respectively) the rates of pumping into a release from the $Ca^{2+}$ sensitive store with
  - $V_1$ and $V_2$ demoting their maximum rates.
  - $K_1$, $K_2$ and $K_3$ are the threshold for pumping, release and activation
  - $n$, $m$ and $p$ are the Hill coefficients characterising that pumping, release and activation
- $k_{fc}$ and $kc_i$ refer to passive efflux from the $Ca^{2+}$-sensitive store and from the cytosol (respectively)
- all concentrations are relative to the total cellular volume.

### 6.2.2 Transforming the Two-Pool Model into a One-Pool Model

Whilst there exists evidence of cells with separate $Ca^{2+}$-sensitive and $InsP_3$-sensitive stores, this is not known for $CHO-hOT$ cells. Dupont and Goldbetter went on to investigate whether $Ca^{2+}$ oscillations were possible in a model containing a single pool sensitive to $InsP_3$ and $Ca^{2+}$-the so-called One-pool model.

Equation (6.2.2) still represents the global behaviour of the system but that the ‘detailed nature of some of the processes had to be modified.’ In particular, whilst pumping in the $InsP_3$- and $Ca^{2+}$-sensitive store is still given by Equation (6.2.5), the release of $Ca^{2+}$ into the cytosol now takes the form

$$J_- = \pi J_{neg} = \pi V_2 \frac{c_e^m}{K_2 ^m + c_e^m} \frac{c_p^p}{K_3 ^p + c_p^p},$$

(6.2.7)

where $\pi$ represents the degree of saturation by $InsP_3$ of this ‘bi-activated’ receptor.

In the two-pool model, the term $v_1 \pi$ denotes the constant influx of $Ca^{2+}$ from the $InsP_3$-sensitive pool. If this term is suppressed in the one-pool model (because the effect of $InsP_3$ on $Ca^{2+}$ release is then expressed by $J_-$) and one only considered a constant $Ca^{2+}$ influx, $v_0$, from the extracellular medium, this model
loses an important property of the $Ca^{2+}$-induced $Ca^{2+}$-release (CICR) model: that the mean cytosolic $Ca^{2+}$ concentration rises with the stimulation level.

In most cell types [13, 68, 127, 128] a low (high) concentration of agonist generates a constant low (high) level of cytosolic $Ca^{2+}$, when the stimulus is outside the range leading to sustained oscillations. This shortcoming is obviated by assuming that stimulation not only causes $InsP_3$ synthesis, but also leads to direct activation of $Ca^{2+}$ entry from the extracellular medium into the cytosol. Such a stimulus-activated $Ca^{2+}$ entry has been reported [65, 43, 126] in some cell types and could be triggered by depletion of the intracellular stores, a discussion of which is in Chapter 7.

Dupont and Goldbeter [47] adopted the simplest possible assumption - that the influx of $Ca^{2+}$ from the extracellular medium triggered by external stimulation is proportional to the parameter $\pi$, much as the $InsP_3$-regulated release from the $Ca^{2+}$ pool. And thus, the expression for $J_{in}$ was replaced with the mathematically identical but differently motivated statement

$$J_{in} = v_0 + v_1 \pi \quad (6.2.8)$$

where $v_0$ still denotes the constant rate of $Ca^{2+}$ influx in the absence of stimulation while $v_1$ is now the maximum rate of stimulus-induced influx of $Ca^{2+}$ from
Thus, although based on distinct assumptions, the one-pool model, where $Ca^{2+}$ and $InsP_3$ behave as co-agonists, is mathematically similar to the two-pool model with the only difference being the replacement of $J_{neg}$ with $J_+ = \pi J_{neg}$. The necessary stability for $Ca^{2+}$-oscillations to occur is consequently inherited in one-pool model from its two-pool grandparent. This is demonstrated in Figure 6.6 where cytosolic $Ca^{2+}$ oscillations obtained by a numerical simulation mirroring that demonstrated in the original paper are shown together with the obtained variation in intraluminal $Ca^{2+}$, that is to say $Ca^{2+}$ concentration within the $InsP_3$- and $Ca^{2+}$-sensitive one-pool.
6.2.3 Non-dimensionalisation

For simplicity of analysis, it is sensible to non-dimensionalise this system of equations. Some thought allows one to rewrite the components thus

\[
\hat{f}(c_i, c_s) = \frac{V_1}{\pi V_2} \left[ \left( \frac{c_i}{K_2} \right)^n \right] - \left[ \left( \frac{c_s}{K_2} \right)^m \right] \left[ \frac{\left( \frac{c_i}{K_1} \right)^p}{\left( \frac{K_3}{K_1} \right)^p + \left( \frac{c_s}{K_2} \right)^p} \right]
\]

(6.2.9)

which can be written

\[
f(u, v) = \frac{\hat{f}(c_i, c_s)}{\pi V_2} = \beta \left[ \frac{u^n}{1 + u^n} \right] - \left[ \frac{v^m}{1 + v^m} \right] \left[ \frac{w^p}{\alpha^p + w^p} \right] - \delta v
\]

(6.2.10)

using the new parameters \( \beta = \frac{V_1}{\pi V_2}, \ u = c_i/K_1, \ v = c_s/K_2, \ \alpha = K_3/K_1 \) and \( \delta = k_f K_2/\pi V_2. \) The system thus becomes

\[
d\frac{u}{d\tau} = \frac{1}{K_1} dZ/d\tau = \frac{J_{in}}{K_1} - ku - \frac{\pi V_2}{K_1} f(u, v),\]

(6.2.11)

\[
d\frac{v}{d\tau} = \frac{1}{K_2} dY/d\tau = \frac{\pi V_2}{K_2} f(u, v),\]

(6.2.12)

which by rescaling time to simplify the system using \( t = \tau k \) becomes:

\[
d\frac{u}{dt} = \frac{J_{in}}{kK_1} - u - \frac{\pi V_2}{kK_1} f(u, v),\]

(6.2.13)

\[
d\frac{v}{dt} = \frac{\pi V_2}{kK_2} f(u, v),\]

(6.2.14)

and thus

\[
\frac{du}{dt} = \mu - u - \frac{\gamma}{\varepsilon} f(u, v),\]

(6.2.15)

\[
\frac{dv}{dt} = \frac{1}{\varepsilon} f(u, v),\]

(6.2.16)

with \( \mu = J_{in}/kK_1, \ \varepsilon = kK_2/\pi V_2 \) and \( \gamma = K_2/K_1. \)
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6.2.4 Stability

Steady states, with starred coordinates \((u^*, v^*)\), occur when both \(du/dt = 0\) and \(dv/dt = 0\). In general, for this system, this happens when

\[
\begin{align*}
  f(u^*, v^*) &= 0, & (6.2.17) \\
  u^* &= \mu. & (6.2.18)
\end{align*}
\]

As the (general) form of \(f(u, v)\) is cubic, there are two possible cases: that of either one or three real roots. Before looking in general, it is informative to note that in the case for the variables in Figure 6.6, the requirement is that

\[
\begin{align*}
  u &= 0.476, & (6.2.19) \\
  0 &= v^3 + 4.82v^2 + v - 4.62. & (6.2.20)
\end{align*}
\]

This form has the solutions \(v \in \{-4.34, -1.30, 0.82\}\) which leaves \((u^*, v^*)\) as \((0.47, 0.82)\) since \(v \geq 0\) and, on translation to concentrations

\[
(c_i^*, c_s^*) = (K_1u^*, K_2v^*) = (0.48, 1.64),
\]

which is a reasonable level for the cytosolic and endoplasmic reticulum \(Ca^{2+}\) level, respectively.

6.2.5 Linear stability Analysis

A simple change of variables, \(w = u + \gamma v\) allows the system to become

\[
\begin{align*}
  \frac{dw}{dt} &= \frac{du}{dt} + \gamma \frac{dv}{dt} = \mu - u, & (6.2.22) \\
  \frac{dv}{dt} &= \frac{1}{\varepsilon} f(w - \gamma v, v) = \frac{1}{\varepsilon} F(w, v). & (6.2.23)
\end{align*}
\]

The nullclines of the transformed Equations (6.2.22 - 6.2.23) can be seen in Figure 6.7 and show the characteristic N-shaped and straight line nature of a generalised Fitz-Hugh Nagumo model [56].

It is here that the power of this seemingly simple model becomes clear - in that the system, reduced to its two equations and non-dimensionalised cleverly can be rewritten as, and thus adopt the behaviour of, an analytically soluble model. The actual stability analysis follows but from this reduction we know that the model will exhibit the same temporal behaviour as the Fitz-Hugh Nagumo model. That is, it is an excitable system which shows oscillatory behaviour which is accessed via a Hopf bifurcation. The system also inherits the property of the Fitz-Hugh
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Nagumo model that if something is slightly below the lower Hopf bifurcation point, a sub-threshold addition of $Ca^{2+}$ gives a small response, while a super-threshold addition causes a large transient before the return to the steady state typical of $Ca^{2+}$ oscillations.

Whilst this model cannot, in its original formulation, replicate all recent experimental results (for instance the slow inhibitory effect that $Ca^{2+}$ is known to have on $InsP_3$-mediated release [103]) it is this analytical tractability and simple translation into a generalised Fitz-Hugh Nagumo system which makes it an important tool to consider in studying $Ca^{2+}$-oscillations to this day.

The stability of the general steady state is determined by first determining the Jacobian Matrix, $J$ of the system

$$J := \begin{bmatrix} \frac{\partial a(u, v)}{\partial u} & \frac{\partial a(u, v)}{\partial v} \\ \frac{\partial b(u, v)}{\partial u} & \frac{\partial b(u, v)}{\partial v} \end{bmatrix} \bigg|_{(u^*, v^*)}$$

$$= \begin{bmatrix} -1 - \frac{\gamma}{\varepsilon} f_u & \frac{\gamma}{\varepsilon} f_v \\ \frac{1}{\varepsilon} f_u & \frac{1}{\varepsilon} f_v \end{bmatrix} \bigg|_{(u^*, v^*)},$$

where $a(u, v) = \mu - u - \frac{\gamma}{\varepsilon} f(u, v)$ and $b(u, v) = \frac{1}{\varepsilon} f(u, v)$ and then using this to
find the characteristic equation

\[
|J - \lambda I_2| = \det \begin{pmatrix}
-1 - \frac{\gamma}{\varepsilon} f_u - \lambda & \frac{\gamma}{\varepsilon} f_v \\
\frac{1}{\varepsilon} f_u & 1 - \frac{\gamma}{\varepsilon} f_v - \lambda
\end{pmatrix}
\]

(6.2.26)

\[
= \left( -1 - \frac{\gamma}{\varepsilon} f_u - \lambda \right) \left( \frac{1}{\varepsilon} f_v - \lambda \right) - \frac{\gamma}{\varepsilon} f_v \frac{1}{\varepsilon} f_u
\]

(6.2.27)

\[
= \lambda^2 + H\lambda - \frac{f_v}{\varepsilon},
\]

(6.2.28)

where

\[
H = \frac{1}{\varepsilon} (\gamma f_u (u^*, v^*) - f_v (u^*, v^*) + \varepsilon),
\]

(6.2.29)

the roots of which can be used in order to determine the stability of the system.

Since we know \( f_v < 0 \), the roots of the characteristic equation (6.2.28) have negative real part (and the steady state is thus stable) if \( H > 0 \). They have positive real part if \( H < 0 \). When \( H = 0 \) the steady state changes stability through a Hopf bifurcation, and at these points a period orbit branch appears.

This oscillatory behaviour is most clearly seen in a bifurcation diagram such as the one seen in Figure 6.8 which was constructed numerically using the XPPAUT implementation of the software package AUTO [42]. As the bifurcation parameter, \( \mu \), is increased it can be seen that oscillations appear and later disappear at a supercritical Hopf bifurcation. These two bifurcation points, connected by a branch of stable periodic orbits, show that oscillations can occur with constant \( \mu \), demonstrating that the elements of the CICR mechanism is sufficient to produce oscillations without the need for oscillations in the concentration of \( \text{InsP}_3 \).

In the two- and one-pool model, \( \text{Ca}^{2+} \) stimulates its own release, while the flow of \( \text{Ca}^{2+} \) from the internal store is terminated when the concentration of \( \text{Ca}^{2+} \) in the internal store becomes too low. However, more recent experimental evidence suggests that, in addition to this stimulatory role, \( \text{Ca}^{2+} \) also inhibits its release from the store, but on a slower timescale [103]. It is believed that this activation and inactivation of the \( \text{InsP}_3 R \) by \( \text{Ca}^{2+} \) is the fundamental mechanism underlying \( \text{InsP}_3 \)-dependent \( \text{Ca}^{2+} \) oscillations.

A number of models which incorporate this hypothesis have appeared and been reviewed, for example, in [120, 125], however, this enables the introduction of a model which uses a more physiologically informed impetus for its design: the Wagner-Keizer Model approach which considers fluxes into and out from the compartments of the system with fluxes written as biologically-informed functions of the physiological state of the system rather than mathematical constructs.

The initial investigation here is of a Wagner-Keizer model with the famous ap-
Combining the above, the approach taken here is to use the Wagner-Keizer two-compartment approach introduced in §1.4. The reason $Ca^{2+}$ is so dynamic a signalling molecule is the combination of ON and OFF reactions, summarised in Figure 1.9 on page 26 which control its flux into the organelles as well as across the plasma membrane. In order to successfully model this system, therefore, it is necessary to develop a biologically informed mathematical model of each of the fluxes relevant to the system.
Thus, it is necessary to identify mathematical expressions for the fluxes identified in Figure 1.9 in order to express the fluxes to understand the schematic in Figure 6.9. To implement this approach it is necessary to identify the nature of the Ca\(^{2+}\) fluxes through the membrane (identified in Figure 1.9), determine which of these is important to the signalling process and then manipulate the parameters such that the resultant output is biologically informed, as well as replicating the observed data.

An approach to modelling the system which relies only upon biologically known information was proposed by Wagner and Keizer in their 1994 paper, Effects of rapid buffers on [132]. This model, now referred to as the Wagner-Keizer Model, is widely used as a whole-cell model because it is based on constructing a mathematical description of understood fluxes in and out of known compartments within the cell as described by the schematic in Figure 6.9.

Throughout, \(k \in \{i,e\}\) is used to indicate the intracellular medium or the Sarcoplasmic Reticulum, respectively. Thus \(N_i\) and \(N_e\) are the total number of \(Ca^{2+}\) ions - bound and free - in the cytosol and the ER, respectively. Therefore,

\[
c_k^{\text{total}} = \frac{N_k}{V_k},
\]

where \(V_k\) is the volumes of each compartment. The change in \(N_k\) from each
compartment is used to write out the system of equations:

\[
\frac{dN_i}{dt} = J_{in}^{pm} - J_{out}^{pm} - J_{in}^e + J_{out}^e, \tag{6.3.2}
\]

\[
\frac{dN_e}{dt} = J_{in}^e - J_{out}^e, \tag{6.3.3}
\]

where \( J \) have units \( \mu \text{moles/s} \). Converting these to concentrations gives

\[
\frac{dc_{total}^i}{dt} = J_{in}^{pm} - J_{out}^{pm} - J_{in}^e + J_{out}^e, \tag{6.3.4}
\]

\[
\frac{dc_{total}^e}{dt} = \frac{V_i}{V_e} (J_{in}^e - J_{out}^e), \tag{6.3.5}
\]

where volumes are absorbed into the \( j \) terms giving them units of concentration/time, \( \mu \text{M/s} \).

**Assuming Rapid Buffering**

There is a full investigation into the dynamic relationship,

\[
Ca^{2+} + B \overset{k_1}{\underset{k_2}{\rightleftharpoons}} Ca^{2+} \cdot B \tag{6.3.6}
\]

between \( Ca^{2+} \) meeting its buffer, \( B \), and forming a complex, \( c_i \cdot B \) in Chapter 7.

However the rapid rapid buffering assumption, which presumes that the buffering system is constantly in its equilibrium state,

\[
c_k = \frac{K_k [Ca^{2+} \cdot B]_k}{[B]_k} \tag{6.3.7}
\]

is required as a tool to extract the amount of ‘free’, that is to say unbuffered, \( Ca^{2+} \) available in each compartment of the model.

Differentiating Equation (6.3.7) and using the chain rule gives an expression for \( dc_k/dt \), i.e. what is of essential interest and which can be measured:

\[
\frac{dc_k}{dt} = \frac{dc_k}{dc_{total}^k} \times \frac{dc_{total}^k}{dt} = \left( 1 + \frac{K_k [B]_{total}^k}{(K_k + c_k)^2} \right) \tag{6.3.8}
\]

which, when Equation (6.3.8) is combined with Equations (6.3.4) and (6.3.5)
generates
\[
\frac{dc_i}{dt} = f_i (j_{pm}^{in} - j_{pm}^{out} - j_e^{in} + j_e^{out}), \quad (6.3.9)
\]
\[
\frac{dc_e}{dt} = \frac{f_e V_i}{V_e} (j_e^{in} - j_e^{out}), \quad (6.3.10)
\]
which can have the number of parameters reduced by taking a new parameter
\[
\sigma = \frac{V_e f_i}{V_i f_e}. \quad (6.3.11)
\]

6.3.1 \textit{InsP}_3 \textit{Receptor Modelling}

Before dealing with the other fluxes, it is necessary to first consider how to model the \textit{InsP}_3R as part of \( j_{e}^{out} \). The \textit{InsP}_3R is a \( \text{Ca}^{2+} \) channel located on the ER. For a long time, the two-pool model of \textit{InsP}_3 dependent release had been used and it matched experimental data well. Work in the early 1990’s suggested, however, that the role of \( \text{Ca}^{2+} \) is more complex than just a stimulatory \( \text{Ca}^{2+} \) step. \( \text{Ca}^{2+} \) also, on a slower time scale, causes inhibition of its own release \[103, 16\]. It is understood that this dual stimulatory and inhibitory role that \( \text{Ca}^{2+} \) plays is the fundamental mechanism underlying \textit{InsP}_3-dependent \( \text{Ca}^{2+} \) oscillations and waves \[121, 125\]. There have been many attempts at modelling this receptor to include various experimental findings but none captures all of its dynamics without being overly complex.

6.3.2 Fluxes out from the ER - \( j_{e}^{out} \): an \textit{InsP}_3R Model

Bezprozvanny \textit{et al} \[16\] had shown that the open-probability of the \textit{InsP}_3R ‘fit well’ the functional form
\[
\left[ \frac{c_i k}{(c_i + K)(c_i + k)} \right]^{m}, \quad (6.3.12)
\]
with \( K = k = 0.2 \mu M \) and \( m = 2.7 \). In 1992, Keizer and DeYoung constructed a simplified model of the \textit{InsP}_3R which took into account all possible states and the transitions between them (based on above evidence).

They made the assumption that the \textit{InsP}_3R consists of three identical subunits. To agree with the experimental evidence above, each subunit has a single ‘potentiating’ \textit{InsP}_3 binding site and two \( \text{Ca}^{2+} \) binding sites, one activating and one inactivating. Labelling the sites 1, 2 and 3 for \textit{InsP}_3, \( \text{Ca}^{2+} \)-activating and \( \text{Ca}^{2+} \)-activating, respectively as \( S_{ijk} \) (where \( i, j \) and \( k \in \{0, 1\} \) corresponds to whether...
a site is occupied (1) or not (0)) as the state a receptor is in and $x_{ijk}$ as the fraction of receptors in that state.

For $Ca^{2+} \text{ to flow through the receptor, each of the three subunits must be in their open state } (S_{110}) \text{ - that is, } InsP_3\text{-potentiated and with activating } Ca^{2+} \text{ site bound and the inactivating } Ca^{2+} \text{ site unbound. Thus, the open probability of the receptor given by this model is proportional to } (x_{110})^3.$

**Mass action**

The schematic in Figure 6.10 may be used to describe the system. Three simplifications are made:

- Rate constants are independent of whether or not $Ca^{2+}$ is bound or not
- $Ca^{2+}$ binding to the activation site is assumed independent of $InsP_3$-binding and $Ca^{2+}$-inactivation
- Mass action kinetics

The first two assumptions lead to the planar diagrams shown in B and C for $i, j, k \in \{0, 1\}$ resulting in a reduced system with 10 parameters, rather than 24. The final assumption leads to a series of 7 differential equations for each of the fractions, $x_{ijk}$ except for one (since $\sum_{i,j,k} x_{ijk} = 1$ removes linear independence).
An exemplar equations would be

\[
\frac{dx_{000}}{dt} = -((a_1[IP_3]x_{000} - b_1x_{100}) + (a_4c_i x_{000} - b_4x_{001}) + (a_5c_i x_{000} - b_5x_{010})).
\] (6.3.13)

\( j_{\text{out}} \) has two components, the \( Ca^{2+} \) flux through the \( InsP_3/R \) channel and a constant leak flux. Thus, the outward \( Ca^{2+} \) flux from the ER is given by

\[
 j_{\text{out}} = c_1 \left( v_1 x_{110}^3 + v_2 \right) (c_e - c_i),
\] (6.3.14)

where \( v_1 \) and \( v_2 \) set the maximal \( Ca^{2+} \) fluxes and \( c_1 = 0.185 \) is the ratio of the volume of the \( InsP_3 \)-sensitive \( Ca^{2+} \) pool (the ER) to the cytosolic volume [75].

### 6.3.3 Fluxes into and out from the cytosol - \( j_{\text{pm}}^{\text{in}} \) and \( j_{\text{pm}}^{\text{out}} \)

Flux of \( Ca^{2+} \) into the cytosol from outside the cell are grouped together as \( j_{\text{pm}}^{\text{in}} \) and consist of

- **Current**
- **Leak**

**Current** Most \( Ca^{2+} \) entry into the cell occurs through ion channels with ionic currents. \( I_{Ca} \) for instance, are measured in pA and so a factor, often called \( \alpha \), is needed to covert to \( \mu \) moles. In this case

\[
\alpha = (2FV_i)
\] (6.3.15)

where \( F = 96480 \text{ C/mol} \) is Faraday’s constant (the magnitude of electric charge per mole of electrons = \( eN_A \) = elementary charge \( \times \) Avogadro’s number); the 2 corresponds to the valency of \( Ca^{2+} \) and \( V_i \) is the volume of the cytosol. Thus, the current is modelled as

\[
-\alpha I_{Ca}
\] (6.3.16)

**Leak** Constant, unregulated leak conductance is modelled thermodynamically using the form

\[
j_{\text{pm}} = v_{\text{pm}}(c_o - c_i)
\] (6.3.17)
where \( v_{pml} \) is the leak permeability (\( \mu M/s \)) and \( (c_e - c_i) \) is the thermodynamic driving force for a symmetric channel.

Taken together, gives the expression for the entrance of \( Ca^{2+} \) through the plasma membrane,

\[
J_{in}^{pm} = v_{pml}(c_o - c_i) - \alpha I_{Ca} \tag{6.3.18}
\]

In the original formulation the flux of \( Ca^{2+} \) out from the cytosol into the extracellular medium consists of only PMCA pumps (as opposed to including other extrusion methods such as the \( Na^+/Ca^{2+} \) exchanger). The action of which is given the name \( j_{out}^{pm} \).

**PMCA** Similar in action to Sarco-Endoplasmic Reticulum \( Ca^{2+} \) ATPase, the Plasma Membrane \( Ca^{2+} \) ATPase (or PMCA) removes calcium from the cell (in all eukaryotes). There are 4 isoforms of PMCA and the pump has stoichiometry of \( 1Ca^{2+} : 1ATP \) for the PMCA pump. It has a high affinity, with a \( K_m \) of 100 to 200 nM \([75]\). Thus

\[
J_{out}^{pm} = \frac{v_{pmca}c_i^2}{K_{pmca}^2 + c_i^2} \tag{6.3.19}
\]

### 6.3.4 Determining the parameters

In their model of whole-cell \( Ca^{2+} \)-oscillations, De Young and set \( J_{in}^{pm} \) as 0 and \([Ca^{2+}]_{EC}\) is taken as a constant (even though \( J_{out}^{pm} \) is non-zero) thus removing one ODE from the Wagner-Keizer formulation. The model utilises the conservation condition, \( c_0 = c_1c_e + c_i \), to determine the constant \( c_e \). Taking \( c_0 \) to be 2.0 \( \mu M \) leads to maximum values of \([Ca^{2+}]_i\) and \([Ca^{2+}]_{ER}\) of approximately 1.7 \( \mu M \) and 10 \( \mu M \), respectively.

The remaining parameters, \( a_i, v_i \) and \( k_3 \), were determined so that

1. \( c_i \) oscillations occur within a reasonable range of \( InsP_3 \), (350-800 nM);
2. the equilibrium \([Ca^{2+}]_i\) in the absence of \( InsP_3 \) is approximately 50 nM \([75]\);
3. the qualitative nature of inhibition of \( Ca^{2+} \) release by \( Ca^{2+} \), as experimentally found by Parker and Ivorra \([103]\) could be reproduced \([75]\); and
4. the mean open time of the \( InsP_3R \) is the order of a few milliseconds \([75]\).
Following the derivation laid out in [39], the model initially generates a cube of transition states (identical to that of the original model). Combining equation (6.3.13) and the assumptions and the Mass-action assumption, it can be seen that the original system can be written as a matrix equation as in figure 6.11 and solved at steady state as the figures given there.

<table>
<thead>
<tr>
<th>(a_1)</th>
<th>400 (\mu M/s)</th>
<th>(b_1)</th>
<th>52 (/s)</th>
<th>(r_1)</th>
<th>6 (/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a_2)</td>
<td>0.2 (\mu M/s)</td>
<td>(b_2)</td>
<td>0.21 (/s)</td>
<td>(r_2)</td>
<td>0.108 (/s)</td>
</tr>
<tr>
<td>(a_3)</td>
<td>400 (\mu M/s)</td>
<td>(b_3)</td>
<td>377.36 (/s)</td>
<td>(r_3)</td>
<td>0.76 (\mu M/s)</td>
</tr>
<tr>
<td>(a_4)</td>
<td>0.2 (\mu M/s)</td>
<td>(b_4)</td>
<td>0.029 (/s)</td>
<td>(k_p)</td>
<td>0.1 (\mu M)</td>
</tr>
<tr>
<td>(a_5)</td>
<td>20 (\mu M/s)</td>
<td>(b_5)</td>
<td>1.65 (/s)</td>
<td>(c_e)</td>
<td>1.69 (\mu M)</td>
</tr>
</tbody>
</table>

Table 6.1 Constants used in DeYoung Keizer’s original formulation of the model

Table 6.1 shows the binding rate constants, \(a_i\), and the dissociation constants \(d_i\) that De Young and Keizer used in their original work. Note that only 4 of the 5 dissociation constants are independent due to the thermodynamic constraint of detailed balance, i.e. \(d_1d_2 = d_3d_4\) [64]. The constants in table 6.1 were obtained by fitting steady state data by Bezprozvanny et al. [15].

The \(\text{InsP}_3R\) is an integral part of the \(\text{InsP}_3R\) channel, through which \(\text{Ca}^{2+}\) is released from the endoplasmic reticulum. Biochemical experiments and electron microscopy revealed that the \(\text{InsP}_3R\) channel consists of 4 subunits and that it is conducting when at least 3 of the 4 subunits are activated [70, 15, 134]. In the De Young-Keizer model, the configuration with \(\text{InsP}_3\) and \(\text{Ca}^{2+}\) bound to the activating binding sites, but with an unoccupied \(\text{Ca}^{2+}\) inhibiting binding site is the activated state of the receptor. Consequently, the open probability of an \(\text{InsP}_3R\) channel is given by

\[
P_{\text{open}} = 4 \left( x^{*}_{110} \right)^3 - 3 \left( x^{*}_{110} \right)^4 \tag{6.3.30}
\]

where

\[
x^{*}_{110} = \frac{d_2[\text{IP}_3]^*c_i^*}{(c_i^* + d_5)(d_1d_2c_i^* + d_3c_i^* + c_i^*[\text{IP}_3]^* + d_2[\text{IP}_3]^*)} \tag{6.3.31}
\]

Exemplars of the calculated equilibrium open probability of the \(\text{InsP}_3R\) as a function of cytosolic \(\text{Ca}^{2+}\) concentration for the parameters given in Table 6.1 is given in Figure 6.12. The function is bell-shaped and decreases physiologically for lower \([\text{InsP}_3]\).
\[
\begin{bmatrix}
-a_1 - a_4 - a_5 c_i & a_4 c_i & a_1 p & 0 & 0 & 0 & 0 & 0 & x_{000} \\
-a_3 p - b_4 - a_5 c_i & b_4 & 0 & b_2 & 0 & 0 & 0 & 0 & x_{010} \\
-a_5 c_i & 0 & -b_5 - a_4 c_i - a_1 p & -b_1 - a_5 c_i & 0 & 0 & 0 & 0 & x_{100} \\
a_1 p & 0 & a_5 c_i & b_2 & 0 & 0 & b_5 & 0 & x_{001} \\
0 & a_5 c_i & a_2 c_i & 0 & -a_5 - b_4 - a_3 p & 0 & 0 & 0 & x_{011} \\
0 & 0 & a_1 p & a_5 c_i & 0 & 0 & 0 & -b_1 - a_5 c_i & x_{101} \\
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & x_{110} \\
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & x_{111}
\end{bmatrix}
= \begin{bmatrix}
x_{000} \\
x_{010} \\
x_{100} \\
x_{001} \\
x_{011} \\
x_{101} \\
x_{110} \\
x_{111}
\end{bmatrix}
\]

(6.3.20)

\[
x_{000}^* = d_1 d_2 d_3 \delta \\
x_{010}^* = d_1 d_2 c_i^* \delta \\
x_{011}^* = d_3 (c_i^*)^2 \delta \\
x_{110}^* = d_2 [IP_3]^* c_i^* \delta \\
x_{100}^* = d_2 d_5 [IP_3]^* \delta \\
x_{001}^* = d_3 d_5 c_i^* \delta \\
x_{101}^* = d_5 c_i^* [IP_3]^* \delta \\
x_{111}^* = (c_i^*)^2 [IP_3]^* \delta \\
\delta^{-1} = (c_i^* + d_5) (d_1 d_2 + d_3 c_i^* + c_i^* [IP_3]^* + d_2 [IP_3]^*)
\]

(6.3.21) (6.3.22) (6.3.23) (6.3.24) (6.3.25) (6.3.26) (6.3.27) (6.3.28) (6.3.29)

Figure 6.11 Steady-state matrix equation for the original DeYoung Keizer model and its solutions.
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Figure 6.12 Stationary value of the open probability $P_{\text{open}}$ of an $I_{n5}P_{3}R$ channel. Parameter values as in table 6.1 and $[I_{P3}] = 0.5 \mu M$

6.3.5 Wagner-Keizer Model with DeYoung-Keizer $I_{n5}P_{3}R$ Model

Combining the fluxes from the above section with the Wagner-Keizer approach results in the system of equations:

\[
\begin{align*}
\frac{dc}{dt} &= j_{\text{in}}^{\text{pm}} - j_{\text{out}}^{\text{pm}} - j_{\text{in}}^{\text{e}} + j_{\text{out}}^{\text{e}}, \\
\frac{dc_e}{dt} &= 0,
\end{align*}
\]

where

\[
\begin{align*}
j_{\text{in}}^{\text{pm}} &= v_{pml133}(c_o - c_i) - \alpha I_C a \\
j_{\text{out}}^{\text{pm}} &= \frac{(v_{pmca})(c_i^2)}{K_{pmca}^2 + c_i^2} \\
j_{\text{in}}^{\text{e}} &= 0 \\
j_{\text{out}}^{\text{e}} &= c_1 (v_{1}x_{110}^2 + v_2)(c_e - c_i)
\end{align*}
\]
6.3 Wagner-Keizer Two-Compartment Approach

and the parameters are taken as those in Table 6.1 and the initial conditions are

\[
c_i(0) = 0.1 \mu M, \\
c_e(t) = 1.60 \mu M, \\
x_{ijk} = 0.1 \forall i, j, k \in \{0, 1\}.
\]

6.3.6 Stability

For the parameters in the physiological range (shown in Table 6.1) the model shows a bifurcation structure similar to that seen in the two- and one-pool model. This structure is shown in the bifurcation diagram of the model as a function of the main bifurcation parameter, \( p \), in Figure 6.13. Here, an increase in \( \text{InsP}_3 \) periodic orbits appear via a supercritical Hopf bifurcation which is connected to a second similar Hopf bifurcation by connected by a branch of stable periodic orbits.

The model can be shown to behave with very different bifurcation structure with a change of parameters, \( r_1 \) to 20 s\(^{-1} \), \( r_2 \) to 0.004 s\(^{-1} \), \( r_3 \) to 1.2 \( \mu s^{-1} M^{-1} \) and \( c_e r \) to 1 \( \mu M \) as shown in Figure 6.14. This diagram shows a 'folding-up' of the curve of steady states which forms two limit points. For a small window of values of \( p \),
three steady-state solutions exist between these two limit points whereas for low and high InsP$_3$ concentrations there is only one stable fixed point.

For the parameter values of $p$ where the system has an unstable steady state, periodic oscillations occur. The branch of stable periodic orbits is broken into two different branches, both of which arise in a homoclinic bifurcation and end in a supercritical Hopf bifurcation.

### 6.4 Discussion and Conclusion

The two models introduced in this chapter represent two approaches to compartmental modelling of $Ca^{2+}$ oscillations. In many ways their approaches appear quite similar. However, the impetus for the equations of the two-pool model were to reproduce the output of the system, that is the $Ca^{2+}$ oscillations, by using mathematically motivated functions for fluxes. There was little evidence for separate $InsP_3$-sensitive and $Ca^{2+}$-sensitive store of $Ca^{2+}$ and so the one-pool model rationalisation was developed. This resulted in the same system of equations — with differing motivation — being applicable and the $Ca^{2+}$-store was recued to a single pool which was $InsP_3$ and $Ca^{2+}$ sensitive.

One of the original motivations of the two-pool model was to keep the system in two-dimensions, that is two equations, such that the Poincaré-Bendixson The-
orem could be applied to gain an understanding of the oscillations. Further, non-dimensionalisation of this system resulted in a Fitz-Hugh Nagumo-like system. This excellent piece of modelling thus took a simplification of the system and reduced its equations to ones that are not only mathematically tractable but the dynamic behaviour of which is well understood.

Whilst the tractability of this model is both desirable and useful and lead to a number of insights into $Ca^{2+}$ oscillations, there is also a need for a physiologically motivated approach to modelling. This approach, first taken by Wagner and Keizer results in a similar equations for $[Ca^{2+}]_i$ and $[Ca^{2+}]_{ER}$ but uses realistic expressions for the fluxes through the relevant channels. The system is, in essence still a two-dimensional model but because of the use of the De-Young Keizer model for the flux throughout the $InsP_3R$ it becomes a nine dimensional system. The power of this approach is that the results are rooted in the physiology and, indeed, are consequently different from those provided by the one-pool model. Some power of the results is lost since the model cannot be addressed in the same level of analytical completeness.
Chapter 7

Towards a Physiologically-informed Model

The previous chapters have demonstrated the importance of extracellular calcium entry into the cell (Chapter 4) and luminal $[Ca^{2+}]$ (Chapter 5) on OT-induced $Ca^{2+}$ oscillations. The mathematical models presented in the above chapter, however, are unable to replicate these facets of results:

- Whilst the one-pool reduction of the two-pool model has a luminally-sensitive $InsP_3R$ model, it assumes constant entry of $Ca^{2+}$ into the cell with a component which is $InsP_3$-dependent.

- The Wagner-Keizer model, on the other hand, can be chosen to consider $Ca^{2+}$-entry (although in its original formulation it only considers a contribution from the PMCA and by passive leak) its DeYoung-Keizer model of the $InsP_3R$ does not have a luminally sensitive component.

Furthermore, neither of these modelling approaches considers Store-Operated Calcium Entry (SOCE) a common and ubiquitous mechanism of regulating $Ca^{2+}$ influx into cells [8, 40, 101, 102].

It thus seems pertinent to investigate possible mechanisms for the three modelling facets that fail to be replicated by the models introduced in Chapter 6:

1. $Ca^{2+}$-entry
2. $Ca^{2+}$-buffering
3. Store-operated $Ca^{2+}$-entry.
7.1 \(Ca^{2+}\)-entry

In the one-pool model the term \(J_{\text{in}}\) represents the \(Ca^{2+}\) entry. This is a function of \(p\), the proportion of \(InsP_3R\)'s that are in an activated state. Therefore, in order to investigate a more physiological form of \(Ca^{2+}\) it is first sensible to investigate the role \(V_{\text{in}}\) as plays in the system by replacing it with a constant parameter. Once its role is established, the form of the fluxes needed to represent the physiology can be contracted to match the understanding gained from this investigation.

7.1.1 Replacing \(J_{\text{in}}\) with a constant

The motivation and derivation of the one-pool model (see §6.2.2) hold when setting \(J_{\text{in}}\), the \(Ca^{2+}\)-entry into the cell through the plasma membrane, as a constant. Thus we investigate the fixed points of the system. The fixed points of the system, \((c^*_i, c^*_e)\), occurs when

\[
0 = J_{\text{in}} - J_+ + J_- + k_f c^*_e - k c^*_i \tag{7.1.1}
\]
\[
0 = J_- - V_+ - k_f c^*_e \tag{7.1.2}
\]

and thus (by summing)

\[
c^*_i = \frac{J_{\text{in}}}{k} \tag{7.1.3}
\]

is the unique fixed point of the system.

Equation 7.1.3 shows that in the original one-pool model the steady-state value of \([Ca^{2+}]_i\) is only dependent on the ratio of \(J_{\text{in}}\) and the constant \(k\), which moderates the flux out of the cell. This suggests that the steady-state level of \([Ca^{2+}]_i\) depends entirely (and only) on extracellular entry into the cell.

The original model considers the expression for \(J_{\text{in}}\) as a constant (ligand-independent) entry, \(v_0\), along with an (ligand-dependent) \(InsP_3\)-generated, \(v_1\pi\), component of \(Ca^{2+}\) entry into the cell.

Thus, it is informative to reformulate the model, considering \(J_{\text{in}}\) to be a constant of the same magnitude as in the original formulation. Thus \(J_{\text{in}}\) is set as equal to the constant \(3.4 + 0.4 \times 3.4\) and this results in the bifurcation structure as shown in Figure 7.1.
Figure 7.1 Bifurcation diagrams of one-pool model with constant \( \text{Ca}^{2+} \) entry, \( v_{i,n} \in \mathbb{R} \) (a) on \( \beta \) and (b) on \( J_{i,n} \).
7.1 $Ca^{2+}$-entry

In trying to match the model’s behaviour with the suggestion that extracellular $Ca^{2+}$ entry is vital for oscillations (§ 4) as well as attempting to ensure that the term $J_{in}$ represents something more physiological than merely constant $Ca^{2+}$ influx ($v_0$) with an $InsP_3$-sensitive $Ca^{2+}$-entry state ($v_1\pi$), the impact of varying the two key parameters, $\pi$ and $J_{in}$ is investigated. The two-parameter bifurcation analysis shown in Figure [7.2] shows the location of the Hopf Bifurcation points upon varying those parameters. That is, how the ‘window’ of parameters which leads to oscillations changes as those parameters vary.

Treating extracellular $Ca^{2+}$ entry as constant yields the same bifurcation structure as the original model. Replacing this constant with a more physiologically informed expression is important. The $Ca^{2+}$-flux across the plasma membrane consists of the three elements introduced in Chapter 6:

- current,
- leak, and
- PMCA.
The $\text{Na}^+/\text{Ca}^{2+}$-exchanger was revealed as an important modulator of OT-induced $\text{Ca}^{2+}$ oscillations and so an expression for its flux must be derived and included in the model. The biology of the $\text{Na}^+/\text{Ca}^{2+}$-exchanger is introduced in §4.2.3 and it is from this biology that a number of mathematical models of the flux of $\text{Ca}^{2+}$ through the $\text{Na}^+/\text{Ca}^{2+}$-exchanger have been formed. The simplified \[74\] four-state model constructed by Kang et al \[72\] is often used in compartmental models and is thus employed here.

**Flux through $\text{Na}^+/\text{Ca}^{2+}$-exchanger**

Letting $E_i$ and $E_0$ denote the conformation of an exchanger whose binging sites are exposed to the interior and exterior of a cell, respectively. Starting at $E_i3\text{Na}^+$ (the exchanger bound with three $\text{Na}^+$), the exchanger can bind $\text{Ca}^{2+}$ inside the cell, simultaneously releasing three $\text{Na}^+$ to the interior. A change of conformation to $E_0$ then allows the exchanger to release its $\text{Ca}^{2+}$ to the extracellular medium and bind three external $\text{Na}^+$. The $\text{Na}^+$ then returns to the $E_i$ state which completely the cycle. This can best be described in the following reaction scheme:

\[
\begin{align*}
E_i3\text{Na}^+ + \text{Ca}^{2+} &\rightleftharpoons_{k_1}^{k_{-1}} E_i\text{Ca}^{2+} + 3\text{Na}^+ & (7.1.4) \\
E_i\text{Ca}^{2+} &\rightleftharpoons_{k_2}^{k_{-2}} E_o\text{Ca}^{2+} & (7.1.5) \\
E_o\text{Ca}^{2+} + 3\text{Na}^+ &\rightleftharpoons_{k_3}^{k_{-3}} E_o3\text{Na}^+ + \text{Ca}^{2+} & (7.1.6) \\
E_o3\text{Na}^+ &\rightleftharpoons_{k_4}^{k_{-4}} E_o3\text{Na}^+ & (7.1.7)
\end{align*}
\]

Letting $x_1, x_2, x_3,$ and $x_4$ be the fraction of the $\text{Na}^+/\text{Ca}^{2+}$-exchanger in the state $E_i3\text{Na}^+, E_i\text{Ca}^{2+}, E_o\text{Ca}^{2+}, E_o3\text{Na}^+$, respectively it follows directly that the equations governing the flux through the $\text{Na}^+/\text{Ca}^{2+}$-exchanger are

\[
\begin{align*}
\frac{dx_1}{dt} &= k_{-1}x_2na_i^3 + k_4x_4 - x_1(k_1c_i + k_{-4}) & (7.1.8) \\
\frac{dx_2}{dt} &= k_{-2}x_3 + k_1c_ix_1 - x_2(k_2 + k_{-1}na_i^3) & (7.1.9) \\
\frac{dx_4}{dt} &= k_2x_2 + k_{-3}c_o x_4 - x_3(k_3na_o^3 + k_{-3}) \\
1 &= x_1 + x_2 + x_3 + x_4 & (7.1.10)
\end{align*}
\]
7.2 Including Luminal-\(Ca^{2+}\) sensitivity of \(InsP_3R\)

Calculating the study state (using MATLAB) calcium leads to

\[
J_{NAX} = k_4 x_4 - k_{-4} x_1 = \frac{k_1 k_2 k_3 k_c n a_o^3 - k_{-1} k_{-2} k_{-3} k_{-4} n a_o^3 c_o}{16 \text{ positive terms}}, \quad (7.1.12)
\]

where the denominator is given by the expression

\[
\begin{align*}
na_o^3 k_{-1} k_{-2} + &c_i k_1 k_2 k_4 + na_o^3 k_{-1} k_{-2} k_{-4} \\
+ &c_i k_1 k_4 k_{-2} + na_o^3 k_2 k_4 k_{-1} + c_o k_2 k_{-3} k_{-4} + &na_o^3 k_o^3 k_3 k_{-1} \\
+ &na_o^3 n a_o^3 k_3 k_{-1} k_{-4} + c_o n a_o^3 k_1 k_3 + c_i n a_o^3 k_1 k_3 k_{-1} \\
+ &na_o^3 c_o k_{-1} k_{-2} k_{-3} + &na_o^3 c_o k_{-1} k_{-3} k_{-4} + c_i c_o k_1 k_{-2} k_{-3} \\
+ &c_i c_o k_1 k_2 k_{-3}
\end{align*}
\]

Combining this expression for the flux through the \(Na^+/Ca^{2+}\)-exchanger with those derived for current, leak and the PMCA we get the total flux across the plasma membrane, \(J_{pm}\) (positive into the cell) as:

\[
J_{pm} = J_{pml} + J_{current} - J_{pmca} - J_{nax} \quad (7.1.14)
\]

\[
J_{pm} = v_{pml}(c_e - c_i) - \alpha I_{Ca} - \frac{v_{pmca} c_i^2}{K_{pmca}^2 + c_i^2} - J_{nax} \quad (7.1.15)
\]

This expression replaces directly \(J_{in}\) from the De-Young Keizer formulation and so requires no further work to analyse the stability of the two models. Figure 7.3 shows the bifurcation diagram for the model when the extracellular \(Na^+\) parameter, \(Na^+_{EC}\), is varied in the case of (a) the one-pool and (b) the DeYoung Keizer Model.

7.2 Including Luminal-\(Ca^{2+}\) sensitivity of \(InsP_3R\)

In the One-Pool model \(Ca^{2+}\) stimulates its own release from the ER, while the flow of \(Ca^{2+}\) from the internal store is terminated when the concentration of \(Ca^{2+}\) in the internal store becomes too low since the flux through the IPR is given by

\[
J_{ipr} = \pi V_2 \frac{c_{im}^m}{K_{m}^m + c_{im}^m} \frac{c_i^p}{K_{s}^p + c_i^p} \quad (7.2.1)
\]

However, more recent experimental evidence indicates that not only does \(Ca^{2+}\) stimulate its own release, it also inhibits it, but on a slower timescale. It is
believed that this sequential activation and inactivation of the \( \text{InsP}_3 R \) by \( Ca^{2+} \) is the fundamental mechanism underlying \( \text{InsP}_3 \)-dependent \( Ca^{2+} \) oscillations and waves. A number of models which incorporate this hypothesis have appeared and been reviewed, for example, in [120, 125].

One approach to modelling the physiological understanding of the \( \text{InsP}_3 R \) was developed by De Young and Keizer [39], and it mimics the molecular subunit configuration of the \( \text{InsP}_3 R \) to reflect the activation/inactivation sequence of the channel that results from the binding of \( [Ca^{2+}]_i \) and \( \text{InsP}_3 \) to the \( \text{InsP}_3 R \).

This model, however, does not consider the impact of luminal \( [Ca^{2+}] \) identified both in §5.2.2 and in the literature, for instance, [57].

### 7.2.1 Adding \([Ca^{2+}]_{ER}\) sensitivity to the DeYoung Keizer \( IP_3\)-Receptor Model

To introduce luminal sensitivity to the model, we replace \( a_j \) from the original formulation with \( a_j := a_j ([Ca^{2+}]_{ER}) \). This is initially taken to be

\[
a_j \frac{c_e}{c_r} \quad j \in \{1, 3\}
\] (7.2.2)
where \( c^* \) is the equilibrium value of the luminal calcium concentration.

The derivation of the steady states remains the same as for Figure 6.11, and in the special case chosen above such that

\[
a_j (c^*) = a_j
\]  

(7.2.3)

the model inherits the steady state open probability as before. Of course it is possible vary the function \( a_j (c) \) to make the receptor more or less sensitive to \( [Ca^{2+}]_{ER} \) as suggested by the data.

### 7.3 Buffering

When considering sensitivity to luminal \( [Ca^{2+}] \) it is vital to understand the dynamics of buffering and to make an informed decision whether to include buffering, dynamic or rapid, when modelling a system.

#### 7.3.1 1-Compartment Model

In order to investigate the impact and importance of buffering in the system it is first necessary to develop and interrogate a simplified model. This allows for an investigation into the importance of elements in the buffering system such as luminal \( Ca^{2+} \) buffering and to make an informed choice as to whether to employ dynamic buffering, rapid buffering or, indeed, to neglect buffering altogether.

An initial one-compartment model that looks at the interaction of \( Ca^{2+} \) with its buffer given by the reaction system

\[
C + B \overset{k_1}{\underset{k_2}{\rightleftharpoons}} S
\]  

(7.3.1)

where free \( Ca^{2+} \), its buffer(s) and its buffered-complex \( Ca \cdot B \) are given by \( C \), \( B \) and \( S \), respectively. Assuming the reactions occur with probability proportional to the concentrations of \( C \), \( B \) and \( S \) (the mean-field assumption) results in the system of equations,

\[
\frac{dC}{dt} = -k_1CB + k_2S
\]  

(7.3.2)

\[
\frac{dB}{dt} = -k_1CB + k_2S
\]  

(7.3.3)

\[
\frac{dS}{dt} = k_1CB - k_2S
\]  

(7.3.4)

with initial conditions \( B(0) = B_0 \) and \( C(0) = C_0 \).
A perturbing injection of free (unbuffered) $Ca^{2+}$ into the system is considered by adding a function, $\mu(t)$, which describes the rate of that injection, to the $dC/dt$ equation. $\int_0^t \mu(u)du$ can be thought of as the total amount of $Ca^{2+}$ injected into the system after time $t$.

Examples of the system are depicted in Figure 7.4 where $\mu(t)$ is considered as a step function,

$$\mu(t) = \begin{cases} 
0 & t < 100 \\
 a \in \mathbb{R}_{\geq 0} & t \in [100, 110] \\
0 & t > 110 
\end{cases} \quad (7.3.5)$$

Reducing the system to one equation

Solving the system in Equations (7.3.2 - 7.3.4) for the equilibrium (which occur at values of $t$, $t^*$, where $dC/dt = dB/dt = dS/dt = 0$) give $\mu(t^*) \equiv 0$ and

$$S^* = \frac{k_1 C^* B^*}{k_2}. \quad (7.3.6)$$
7.3 Buffering

Also from Equations (7.3.2 - 7.3.4) both
\[
\frac{dS}{dt} = -\frac{dB}{dt} \quad (7.3.7)
\]
\[
\frac{dC}{dt} = \frac{dB}{dt} + \mu(t) = \mu(t) - \frac{dC}{dt} \quad (7.3.8)
\]
which gives \( B(t) = B_0 - S(t) \) and \( C(t) = C_0 - S(t) + \int_0^t \mu(u)du \).

Thus the system collapses to one equation
\[
\frac{dS}{dt} = k_1 \left( C_0 - S + \int_0^t \mu(u)du \right) (B_0 - S) - k_2 S \quad (7.3.9)
\]
\[
= k_1 S^2 - \left( k_2 + k_1 C_0 + k_1 B_0 + k_1 \int_0^t \mu(u)du \right) S + k_1 B_0 \left( C_0 + \int_0^t \mu(u)du \right) \quad (7.3.10)
\]
with fixed points
\[
S_\pm = \frac{-b \pm \sqrt{b^2 - 4ac}}{2a} \quad (7.3.11)
\]
where
\[
a = k_1 \quad (7.3.12)
\]
\[
b = -\left( k_2 + k_1 \left( \int_0^t \mu(u)du + C_0 + B_0 \right) \right) \quad (7.3.13)
\]
\[
c = k_1 B_0 \left( C_0 + \int_0^t \mu(u)du \right) \quad (7.3.14)
\]

**Behaviour around the equilibria**

To consider the behaviour immediately about the equilibria, the system is linearised using Taylor’s Theorem by taking the Taylor expansion about \( S_\pm \) at the point \( S \). This is the equivalent of taking the Jacobian introduced in §1.4 but allows higher order terms to be considered since the system is in one dimension and yields:
\[
\frac{dS}{dt} = f(S_\pm) + f'(S_\pm)(S - S_\pm) + \frac{f''(S_\pm)}{2!}(S - S_\pm)^2 + \cdots + \frac{f^{(k)}(S_\pm)}{(k)!}(S - S_\pm)^k + \ldots \quad (7.3.15)
\]
restricting this to the first term approximation and changing variables by setting

\( s = S - S_\pm \) (and noting \( \frac{ds}{dt} = \frac{dS}{dt} \)) gives

\[
\frac{ds}{dt} \approx sf'(S_\pm) = s(2aS_\pm + b) \tag{7.3.16}
\]

\[
\frac{ds}{dt} \approx s \left( \pm \sqrt{b^2 - 4ac} \right) \tag{7.3.17}
\]

where \( a \) and \( b \) are given in Equation [7.3.12] and [7.3.13], respectively. This linearisation, reveals two pieces of additional information:

1. It is clear from equation (7.3.17) that \( S_+ \) is (globally) unstable whilst \( S_- \) is (globally) stable since

\[
\frac{ds}{dt} \approx s \left( \pm \sqrt{b^2 - 4ac} \right) \tag{7.3.18}
\]

is positive for the positive root and vice versa for the negative root giving the required eigenvalue conditions for (in-)stability. Changing focus to consider the physiological behaviour about \( S_- \).

2. The solution of equation (7.3.17),

\[
s(t) = (S_0 - S_\pm) e^{(2aS_\pm + b)t} \tag{7.3.19}
\]

gives us (if \( S_0 \neq S_\pm \) and \( S_0 \) is in the vicinity of \( S_\pm \)) exponential decay to the equilibrium.

**Homogeneous Full Taylor**

In fact, because the expression is polynomial (of order two), it is possible to use the Taylor expansion to describe exactly what the solution curve looks like about the equilibria. Assuming \( a, b \) and \( c \) are independent of time we can take the full Taylor expansion, we have,

\[
\frac{ds}{dt} = sf'(S_\pm) + s^2 f''(S_\pm) = as^2 + (2aS_\pm + b)s \tag{7.3.20}
\]

which, by separation of variables, solves to give the inelegant

\[
s(t) = \frac{(2aS_\pm + b) \exp \left( (t - d) (2aS_\pm + b) \right)}{1 - a \exp \left( (t - d) (2aS_\pm + b) \right)} \tag{7.3.22}
\]

where \( d \) can be determined from the initial conditions. This represents a full solution (with changed coordinates about the equilibria) in the homogeneous
Non-Homogeneous Full Taylor

Further, the solution can be given explicitly when the coefficients are functions of time as Equation [7.3.21] can be seen as a Bernoulli equation of the form

\[ \frac{ds}{dt} + p(t)s = q(t)s^n \]  

with \( p(t) = -(2a(t)S_+ + b(t)) \), \( q(t) = a(t) \) and \( n = 2 \) which solves to give a full solution in the non-homogeneous case

\[ s(t) = \frac{e^{-\int p(t)dt}}{-\int e^{-\int p(t)dt}q(t)dt + D}. \]  

Once we include luminal sensitivity to the \( InsP_3R \) we must consider SOCE. etc.

7.4 Store-operated \( Ca^{2+} \)-entry (SOCE)

First introduced by Putney in 1986 [107], under the name of capacitative calcium entry (CCE), SOCE describes the process by which depletion of intraluminal \( Ca^{2+} \) activates store-operated channels (SOCs) for \( Ca^{2+} \) century across the plasma membrane. The best studied SOC is the \( Ca^{2+} \)-activated \( Ca^{2+} \)-channel (CRAC) [21, 55, 54, 87, 102, 106, 136]. Depletion of the \( [Ca^{2+}]_{EC} \) causes STIM1 to move to the SR-PM junctions, bind to Orai1, and activate SOCs for \( Ca^{2+} \)-entry from the extracellular space [85].

Two major components of SOCE have been discovered

- Stromal interaction molecule 1 (STIM1) is a transmembrane protein residing primarily in the ER. STIM1 contains an EF-hand, an N-terminus directed towards the lumen of the SR, and a C-terminus facing the cytoplasmic side. STIM1 functions as an \( [Ca^{2+}]_{EC} \) sensor. And

- Orai1 is a transmembrane protein present in the plasma membrane with intracellular N- and C-termini and is an essential component of the store-operated channel [83, 105, 107].

It was not until the late 2000s that the mechanism that STIM1 uses to sense and communicate ER \( [Ca^{2+}] \) to Orai1 was discovered [41, 53, 58, 73, 88, 95, 102, 105, 108, 139].
Emptying of $Ca^{2+}$ from the ER causes a conformational change of STIM1 and leads to oligomerisation, which enables the polybasic region to target STIM1 to target STIM1 to SR-PM junctions, and causes a conformational change in STIM1 to expose its CRAC-activation domain (CAD, amino-acids 342-448 [102]). In the junctions, the exposed CAD binds to Orai1. Stim1-Orai1 interactions change the conformation of Orai1, which drives the opening of CRAC channels and triggers $Ca^{2+}$ entry.

Moreover, the channel opening is optimised $\beta$ phosphatidylinositol 4-phosphate ($PI4P$ [79, 133]) while the channel opening is disrupted by a large cell volume increase [86]. On the other hand, the CRAC channel is inactivated by calmodulin [95], annexing 6 [94] and protein kinase C [92]. Inhibition of mitochondrial $Ca^{2+}$ uptake decreases SOCE [51, 114].

### 7.4.1 Modelling SOCE

Only a few attempts [135, 80, 98, 85, 63] have been made to model this phenomenon and the models have varied wildly as biological understanding of this process has increased. The first two of these, [135, 80] were published before a molecular basis for SOCE was established and were informative when published and led to some of the biological discoveries described above. [85, 98] include more physiological expressions for SOCE but neither accounts for the slow translocation of oilgermerised STIM1 to the plasma membrane - a process which is known as the rate-limiting step for SOCE activation [84]. Indeed, in [98], a slow diffusion of $Ca^{2+}$ between two distinctly modelled SR components (SR since they consider muscle), the internal SR and the superficial SR is hypothetically introduced to help replicate experimental results. SOCE is then activated when the superficial SR is depleted rather than due to the slow translocation.

#### Design of a SOCE Output Feedback Controller

[85] explicitly models both luminal $Ca^{2+}$ dissociation from STIM and binding of STIM to Orai and deciding an output feedback controller to return the system to basal $Ca^{2+}$. Their methodology is introduced here. The dynamic binding of and dissociation of $[Ca^{2+}]_{ER}$ and STIM1 can be modelled by the differential equation

$$\frac{d[STIM1]}{dt} = -f_s[STIM1][Ca^{2+}]_{SR} + b_s([TS] - [STIM1]), \quad (7.4.1)$$

where $f_s$ is the binding rate, $b_s$ is the dissociation rate, $n_s$ is a positive expo-
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**Figure 7.5** Steady-state $[SO]$ fit-data

**Figure 7.6** SOCE simulations from the model by [85] with parameters from that work. This simulation shows the behaviour of the mode, first when the function of the SERCA is reduced to mimic the addition of thapsigargin. Then, at $t = 320$ s, $c_0$ is suddenly increased from 10 µM to 2000 µM to observe the response of the system to this.
7.4 Store-operated $Ca^{2+}$-entry (SOCE)

$[TS]$ is the concentration of total STIM1. Here we assume that as soon as the $[Ca^{2+}]_{ER}$ is released from the luminal EF-hand of STIM1, the STIM1 is immediately in the ER-PM junctions. Thus $[STIM1]$ can be regarded as the concentration of the active cytosolic part of STIM1 in the ER-PM junctions. The net rate of $Ca^{2+}$ binding to and release from STIM1 is given by

$$r_{stim} = -f_s[STIM1][Ca^{2+}]_{SR}^{n_s} + b_s([TS] - [STIM1]). \quad (7.4.2)$$

The dynamic binding of the active cytosolic part of STIM1 to Orai1 (the region of amino acids 70-91 [102]) and the dissociation from Orai1 can be described by

$$STIM1 + Orai1 \xrightleftharpoons{f_0}{b_0} SO, \quad (7.4.3)$$

where SO denotes the complex of STIM1 and Orai1. It then follows that

$$\frac{d[SO]}{dt} = f_0(1 - [SO])[STIM1] - b_0[SO], \quad (7.4.4)$$

where $f_0$ is a binding rate, $b_0$ is a dissociation rate, and $[SO]$ is the fraction of STIM1-Orai1 complex among the total Orai1, that is, $[SO]$ is the ration of the concentration of STIM1-Orai1 and the total concentration of Orai1. The term $b_0[SO] - f_0(1 - [SO])[STIM1]$ isn’t included in Equation 7.4.1 because the binding of the cytosolic part of STIM1 to Orai does not affect the luminal part of STIM1. The Equations 7.4.1 and 7.4.4 constitute a dynamical output feedback controller:

$$p_{soce} = [SO]. \quad (7.4.5)$$

Experimental data about the dependence of the SOCE current on the SR $Ca^{2+}$ concentrations as obtained by Luik et al [87] (figure 1c). Theses data can be used to determine the values of parameters in the Equations 7.4.1 and 7.4.4. The data were obtained at equilibrium of the system which, for Equations 7.4.1 and 7.4.4 is given by

$$SO = \frac{f_0b_s[TS]}{b_0b_s + f_0b_s[TS] + b_0f_s[Ca^{2+}]_{SR}^{n_s}}. \quad (7.4.6)$$

Since no data about the total STIM1 concentration are available, $[TS]$, is taken to be 1 $\mu M$. The parameters $n_s, f_s, b_s, f_0, b_0$ are determined by fitting the steady $SO$ defined by Equation 7.4.6 into the data of Luik et al [87]. $R_{soce}$ and $I_{serca}$ are selected to result in the equilibrium calcium levels of $= 0.05 \mu M$ [138] and 450 $\mu M$ [52, 138] when $[Ca^{2+}]_{EC} = 1500 \mu M$ [48]. The parameters $R_{vipr}$ and $R_{leak}$ are adjusted in simulation to match runs to experimental observations.
7.5 Discussion

The two models investigated in the previous chapter are powerful tools for looking at whole-cell $Ca^{2+}$ dynamics. They have been the basis of several hypotheses and informative studies into $Ca^{2+}$-signalling. They both come from different philosophies of modelling. The one-pool model sought to be phenomenological, attempting to replicate the outcome of the system, choosing convenient mathematical The Wagner Keizer model with the physiologically-informed De-Young Keizer $InsP_3R$ model attempts to model the states and flux of the receptor as exactly as possible.

Adding an expression for the flux through the $Na^+/Ca^{2+}$—exchanger removes the simplicity of the system that made the one-pool model’s simple formulation in two-dimensions useful. Therefore, henceforth the Wagner-Keizer approach alone will be adopted.

An investigation into buffering revealed expressions for the binding and unbinding of $Ca^{2+}$ and its buffers taking a single-compartment view. This rationale is often used to justify assuming rapid buffering but the work herein provides a useful exact expression for the buffering dynamics in this case, from which an informed decision can be made as to its (non-)inclusion when choosing to model each compartment.

This is important when considering SOCE since the ER's ability to release $Ca^{2+}$ may impact upon the cell's need for the, relatively slow, activation of SOCE. [85] present a physiologically informed model of SOCE via a feedback control mechanism.

There are two problems with their approach which the following chapter seeks to address. The first is that the whole-cell model is a non-oscillatory one. An injection of $InsP_3$ is required to initiate each transient whereas physiologically $InsP_3$ is known either to oscillate or remain at a constant level for constant agonist stimulation. This is addressed by implementing this model into a Wagner-Keizer approach in Chapter [8].

Further, in generating a feedback-control mechanism, it was assumed that as soon as luminal $Ca^{2+}$ is released from the luminal EF-hand of STIM1, the STIM1 is instantaneously present in the ERÐPM junctions. This is not only known not to be true, but it is also known to be the rate limiting process for SOCE and thus its inclusion seems essential to a model which can inform us about the role of SOCE in $OT$-induced $Ca^{2+}$ oscillations. This refinement is introduced in Chapter [8].
Chapter 8

A Two-Compartment Physiologically-informed CHO-hOT $Ca^{2+}$-Oscillation Model with SOCE and Luminally-sensitive $InsP_3R$

8.1 Formulating the Model

In accordance with the introduction to modelling in Chapter 6 and the fluxes derived to improve the physiological relevance of the model in Chapter 7, the whole-cell $Ca^{2+}$ dynamics are modelled by the stem of ODEs [74]:

$$\frac{dc_i}{dt} = J_{in}^{pm} - J_{out}^{pm} + J_{in}^{e} - J_{out}^{e},$$

(8.1.1)

$$\frac{dc_e}{dt} = \gamma \left( J_{out}^{e} - J_{in}^{e} \right).$$

(8.1.2)

The other fluxes are defined as

- $J_{in}^{pm}$, the $Ca^{2+}$ flux into the cytosol through the plasma membrane. It consists of expressions for the three fluxes
  - receptor operated $Ca^{2+}$ entry, $J_{roce}$, which is modelled as

$$J_{roce} = v_0 \pi$$

(8.1.3)
– leak through the plasma membrane, $J_{\text{pml}}$, which is modelled as

$$J_{\text{pml}} = v_1,$$

(8.1.4)

and

– store-operated $Ca^{2+}$ entry, $J_{\text{soce}}$ the expressions for which are discussed below

• $J_{\text{out}}$, the $Ca^{2+}$ flux out from cytosol, through the plasma membrane consists of the flux through

– the Plasma membrane $Ca^{2+}$-ATPase, $J_{\text{pmca}}$, which is modelled as in Chapter 6 as

$$J_{\text{pmca}} = \frac{V_p c_i^2}{K_p^2 + c_i^2},$$

(8.1.5)

and

– the $Na^+/Ca^{2+}$-exchanger, $J_{\text{nax}}$ which is modelled as in §4.2.3,

$$J_{\text{nax}} = \frac{k_1 k_2 k_3 k_4 c_i n a_o^3 - k_{-1} k_{-2} k_{-3} k_{-4} n a_o^3 c_o}{16 \text{ positive terms}},$$

(8.1.6)

from §1.4

• $J_{\text{in}}$, the flux of $Ca^{2+}$ from the cytosol into the ER, via the

– Sarco/Endoplasmic Reticulum $Ca^{2+}$-ATPase, $J_{\text{serca}}$, which is modelled as in Chapter 6 as

$$J_{\text{serca}} = \frac{V_s c_i^2}{K_s^2 + c_i^2},$$

(8.1.7)

• $J_{\text{out}}$, the flux of $Ca^{2+}$ from the cytosol into the ER, and consists of

– $Ca^{2+}$ release via $InsP_3R$, $J_{\text{ipr}}$, the modelling of which is discussed below and

– leak from the ER, $J_{\text{erl}}$ which is modelled as a constant

$$J_{\text{erl}} = v_{\text{erl}},$$

(8.1.8)

8.1.1 Modelling $InsP_3R$

As explained in §6.3.1 the choice of $InsP_3R$ release model is highly sensitive and, depending on the choice made can lead to very different results. It is generally accepted that, since $[Ca^{2+}]_{ER}$ is much higher than $[Ca^{2+}]_i$ that $Ca^{2+}$ transport
through the receptor is driven by that $Ca^{2+}$ concentration gradient and thus flux through the $InsP_3R$ is of the general form

$$J_{ipr} = V_{ipr}p_{ipr} (c_e - c_i).$$  \hspace{1cm} (8.1.9)

Here

- $V_{ipr}$ represents the maximal rate through the $InsP_3R$,
- $p_{ipr}$ is the $InsP_3R$ channel open probability and

Here the simplest luminally-sensitive $InsP_3R$ model is employed as per the Goldbeter-Dupont Model

$$p_{ipr} = \frac{c_{en}}{K_{2}^{en} + c_{en}^{p}} \frac{c_{io}^{p}}{K_{3}^{io} + c_{io}^{p}}$$  \hspace{1cm} (8.1.10)

### 8.1.2 Modelling the Mitochondria

Inhibition of the mitochondria is known to have an inhibitory effect on SOCE \[51, 114\]. The dynamics of mitochondrial uniporters is complex, however and it can be assumed that a proportion of the PMCA extrusion term accounts for the mitochondrial sequestering of $Ca^{2+}$ as per \[113\].

### 8.1.3 Model Equations

Thus, taking into account all of the above the following system of ODEs was proposed to model the system illustrated in Figure 8.1 and with equations:

$$\frac{dc}{dt} = v_1 \pi + v_0 - J_{max} - \frac{V_s c_i^2}{K_s^2 + c_i^2} + (J_{ipr}(c_i, c_e) + J_{erl})(c_e - c_i) - \frac{V_s c_i^2}{K_s^2 + c_i^2},$$  \hspace{1cm} (8.1.11)

$$\frac{dc_e}{dt} = \gamma \left( (J_{ipr}(c_i, c_e) + J_{erl})(c_e - c_i) - \frac{V_s c_i^2}{K_s^2 + c_i^2} \right) + \frac{V_{soce} c_o}{K_{soce} + c_o} [so],$$  \hspace{1cm} (8.1.12)

$$\frac{d[so]}{dt} = f_0 (1 - [so]) [stim] - b_0 [so],$$  \hspace{1cm} (8.1.13)

$$\frac{d[stim]}{dt} = -f_s [stim] c_s^{ns} + b_s ([ts] - [stim]).$$  \hspace{1cm} (8.1.14)
8.2 Results

8.2.1 Varying $\text{InsP}_3$

Figure 8.2 shows the bifurcation diagram for the model with respect to the parameter $\pi$. In Chapter 3 it was established that there was little dose-dependency of the oscillations. The bifurcation diagram in (a) is very similar to those for the original one-pool model (Figure 6.8 in §6.2). For this parameter choice, the frequency of oscillations, shown in (b), varies between one and three oscillation every two minutes. The parameters used have been chosen such that frequency of model oscillations when $\pi = 1$ is $\sim 0.6$ oscillations per minute in order to agree with the average period of 100 s for CHO–hOT cells in Chapter 3. Our model here inherits frequency and amplitude dose-dependence from the one-pool formulation but only within a relatively small range of frequencies and amplitude.

Figure 8.3 puts this bifurcation into context and allows a replication of Figure 3.2 in (a). As with the experiments that lead to this figure, our model was run to equilibrium, then at three 5 minute intervals, the parameter $\pi$ was stepped down by 0.2 from 1.4 to 1 to represent the transition from the high dose of OT to the low dose. Figure 8.3 (b) demonstrates what happens when $\pi$ is increased further,
8.2 Results

Figure 8.2 (a) Bifurcation diagram and (b) frequency of oscillations on varying \( \pi \)

here to 4. As in the experimental case, the model gives one transient and then comes back to rest at an increased \([Ca^{2+}]_i\) steady-state.

8.2.2 The Role of Extracellular Calcium, \(Ca^{2+}_{EC}\)

Varying \([Ca^{2+}]_{EC}\)

The bifurcation diagram for varying \(c_o\), the parameter which represents \(Ca^{2+}_{EC}\), is shown in Figure 8.4 (a) along with a description of the change in frequency of oscillation in (b). Figure 8.4 (c) shows a two-parameter bifurcation diagram. Such a diagram shows the locations of the Hopf-Bifurcations when the two parameters are varied, the space between them represents the range of parameters for which oscillations can occur.

Figure 8.5 shows exemplar traces of the model to imitate Figure 4.5 in (a) and Figure 4.1 in (b). For (a) the model was brought to equilibrium with \(c_o\) set at
Figure 8.3: Example runs of the model (a) varying $\pi_1$, (b) $\pi = 4$.
Figure 8.4 Varying $Ca^{2+}_{EC}$ (a) $c_o$ bifurcation diagram and (b) frequency with a two-parameter bifurcation plot on varying $\pi$ and $c_o$ simultaneously.
Figure 8.5 $Ca_{EC}^{2+}$ model runs to duplicate (a) varying $Ca_{EC}^{2+}$ and (b) removing it.
500 \( \mu M \), it was then left for 60 seconds before switching \( \pi \) to equal 1. After 5 minutes, \( c_0 \) was stepped up to 2000 \( \mu M \) and then again to 4000 \( \mu M \) after a further 5 minutes. The period of the oscillations quickened at each step with little variation in the amplitude. For (b) the model was brought to equilibrium with \( c_0 \) set at 500 \( \mu M \), it was then left for 60 seconds before switching \( \pi \) to equal 1. This resulted in a single 'initial' transient followed by an increased steady-state value of \( c_i = [Ca^{2+}]_i \).

**Varying PMCA activity**

Figure 8.6 shows (a) the bifurcation diagram and (b) the frequencies associated with varying the parameter \( V_{PMCA} \) which represents the maximum flux available to the system through the PMCA. The steady-state solution increases linearly with increase in \( V_{PMCA} \), within the range of parameters that allow for oscillations the amplitude is approximately constant but the frequency of those oscillations increases with \( V_{PMCA} \). Figure 8.6 (c) shows the impact on the ranges of \( \pi \) for which oscillations occur for a given \( V_{PMCA} \).

**Varying [\( Na^+ \)]_{EC}**

Figure 8.7 shows traces which replicate the experiments in Figure 4.9 (a) and (b). In (a) the model is run to equilibrium with \([Na^+]_{EC} = 145 \, mM\) and then allowed to run for one minute. was then set to 0 \( mM \) and, after a small rise from basal \([Ca^{2+}]_i\), the system returns to rest. After a further 5 minutes \( \pi \) is switched to 1 and oscillations occurred as in Figure 4.9. In (b) the system is run to equilibrium with \([Na^+]_{EC} = 0 \, mM\) and then allowed to run for one minute before \( \pi \) is switched to 1. After 5 minutes \([Na^+]_{EC}\) is returned to 145 \( mM \) and the period of oscillations decreases markedly. On return of \([Na^+]_{EC}\) to 145 \( mM \) oscillations return to their original frequency.

**Varying ROCE**

Chapter 4 reveals that in \( ATP \) can be used as a way of increasing receptor-activated entry via direct \( Ca^{2+} \) entry though \( P2_y \) receptors as well as by stimulating the release of \( Ca^{2+} \) from the lumen of the ER through the stimulation of \( P2_x \) receptors and thus the \( G_q \) signalling pathway. The final section in that chapter identified that the increase in frequency of oscillations was not due to increased production of \( InsP_3 \) (modelled as \( \pi \)). Indeed quite the opposite; the
Figure 8.6 (a) Bifurcation diagram and frequency for $v_{pmca}$ and a two-parameter bifurcation diagram for $\pi$ and $v_{pmca}$. 
Figure 8.7 Modelling runs to duplicate experiments for varying $[Na^{+}]_{EC}$. 

(a) 

(b)
amount of $\text{InsP}_3$ was lower in the case of ATP-induced $Ca^{2+}$ oscillations when compared to OT-induced $Ca^{2+}$ oscillations.

Stimulation by OT has thus far been modelled by setting the parameter $\pi = 1$. In order to model stimulation by ATP $\pi$ is reduced to 0.75 (to account for the reduced production of $\text{InsP}_3$) In the absence of a physiologically informed model for $Ca^{2+}$ entry through $P2_y$ receptor, the constant influx of $Ca^{2+}$ through the plasma membrane, modelled as the constant, $v_0$ is increased from 0.01 to 5.5 $\mu M min^{-1}$.

Figure 8.8 replicates experimental Figure 4.12. The model is run to equilibrium in the absence of $Ca^{2+}_{EC}$, that is $c_0 = 0$. After one minute, $\pi$ is set to 0.75 and $v_1$ is increased to 5.5 to represent the addition of ATP to the system. We see an initial transient but no ensuing oscillations. This differs from the experiment since the steady state level of after this initial transient is higher than the original equilibrium. When, after five minutes, the parameter values for ATP application were instantaneously switched to those for OT and calcium restored to the extracellular medium ($\pi = 1$, $v_0 = 0.01$ and $c_0 = 2000$). Oscillations occur but without an initial (larger) transient (in agreement with the experimental result). When the parameters are returned to those for ATP stimulation in the absence of after a further five minutes the response is identical to that of the original application of ATP.

8.2.3 The Role of Luminal Calcium, $[Ca^{2+}]_\text{ER}$

Varying SERCA activity

As discussed in Chapter 5, the SERCA inhibitor CPA is known to reduce the number of available SERCA pumps to transport $Ca^{2+}$ into the ER. This is modelled using the parameter $V_s$ which represents the maximum rate a $Ca^{2+}$ transport by the SERCA. The bifurcation diagrams can be seen in Figure 8.9 (a) with (b) showing the frequency of those oscillations and (c) shows the relationship between the oscillations and the two SERCA parameters $V_s$ and $K_s$.

Figure 8.10 replicates the experiments in Figure 5.1 in (a) and Figure 5.2 in (b). In (a) after running the model to equilibrium, it is run for a further minute before $\pi$ is increased to 1. After 5 minutes, $V_s$ is reduced to 100 and after one transient, the system reaches a new steady state, higher than the original one. When $V_s$ is returned to its original value after a further 5 minutes oscillations restart. In (b) after running the model to equilibrium, it is run for a further minute before $V_s$ is reduced to 175. After a small increase in $[Ca^{2+}]_i$, the system returns to its previous equilibrium. After 5 minutes $\pi$ is increased to 1. After 5 minutes
Figure 8.8 Modelling runs to mimic the impact of varying $J_{iO_{ce}}$ using ATP pre-dosing.
8.2 Results

Figure 8.9 (a) Bifurcation diagram for SERCA activity via $v_s$ and the ensuing frequency. (c) the relationship between the two SERCA parameters, $V_s$ and $K_s$ and the location of the Hopf bifurcations.
Figure 8.10 The effect of (a) knocking out the SERCA pump and (b) reducing its effectiveness.
of oscillations, $V_s$ is returned to its original value, slowing the oscillations and increasing their period.

8.3 Discussion and Conclusion

The motivation for all of the modelling in this chapter came from the experimental data obtained in Chapters 3-5. The tools with which to create a physiological model were introduced in Chapters 6 and 7 and were combined here to create as physiologically informed a model as possible.

To the author’s knowledge, this represents the first time a physiologically-informed model of SOCE has been included in an oscillatory model and thus addresses the main failing of the SOCE model produced by Liu et. al. [86]. Physiological models for $Ca^{2+}_{EC}$ entry into and out from the cytosol were also included in order to probe the behaviour using physiological models.

The one observed phenomenon that the model does not replicate is that $OT$-induced $Ca^{2+}$ oscillations are not concentration dependent in experiments but they are in the model. The model presented here was to enable the system to behave physiologically. However, most physiologically informed $InsP_3R$ models result in increased flux in the presence of higher concentration of ligand, represented by an increased proportion of the available receptors being bound. It is possible to remove this concentration-dependence from the model easily using a physiologically uninformed approach, namely assuming that it is only the absence or presence of $OT$ in a particular concentration band that impacts the results. However, this goes against the approach presented here. The most simple physiological explanation is a question of detailed balance; that the system is kept in an un-excited state regardless of the concentration of $OT$ present by an unknown mechanism (possibly the network of mitochondria). This would be a question for further work.

This model was created in order to tie together and inform an understanding of the role of intraluminal calcium in $OT$-induced $Ca^{2+}$ oscillations. Therefore, the model was used to replicate as closely as possible the experimental results contained herein. The current formulation of the model is capable of replicating, qualitatively at least, the behaviour seen in the experiments. In particular the model is able to replicate all the results concerning $Ca^{2+}$ entry and extrusion from the cell.
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Chapter 9

Conclusion and Future Work

9.1 Conclusion

The ubiquity of $Ca^{2+}$ signalling makes understanding its underlying processes vitally important. This thesis probes one part of that system — the regulation of agonist-induced $Ca^{2+}$ oscillations — using both a theoretical and experimental approaches. CHO–hOT cells transfected with human OT receptor are used as the vehicle to assess the mechanisms underlying the oxytocin-induced $[Ca^{2+}]_i$ oscillations.

The aims of this project was to investigate the regulatory role of intraluminal $[Ca^{2+}]$ on oxytocin-induced $Ca^{2+}$ oscillations. The three aims were met as follows:

9.1.1 Varying the Plasmalemmal $Ca^{2+}$ Entry and Removal

At the beginning, general properties of OT responses were investigated. The ensuing oscillations were shown to be dose independent in accordance with [29]. The initial transient of these oscillations, however showed dose-dependence. The removal of extracellular $Ca^{2+}$ resulted in an initial transient but no established oscillations.

This inability to establish oscillations in the absence of $Ca^{2+}_{EC}$ prompted an investigation into the role that $Ca^{2+}_{EC}$ plays in OT-induced $Ca^{2+}$ oscillations. An initial investigation into the impact of directly varying extracellular $Ca^{2+}$ impacted upon OT-induced $Ca^{2+}$ oscillations in a dose-dependent way the OT-induced $Ca^{2+}$ oscillations in the range 0.5 – 4 mM $Ca^{2+}_{EC}$. Concentrations of > 5mM $Ca^{2+}_{EC}$ resulted in a single transient followed by a raised steady-state $[Ca^{2+}]_i$. 
This study into the impact of changing $Ca_{EC}^{2+}$ motivated an investigation into the role that the two $Ca^{2+}$ extrusion systems present in CHO–hOT cells — the PMCA and $Na^{+}/Ca^{2+}$−exchanger— have in OT-induced $Ca^{2+}$ oscillations. Decreasing the activity of these, using the specific PMCA inhibitor Caloxin 3A1 and by lowering $Na^{+}/Ca^{2+}$−exchanger activity by reducing $Na_{EC}^{+}$, resulted in potentiated OT-induced $Ca^{2+}$ oscillations.

ATP was then used as a tool to increase $Ca^{2+}$ entry through the plasma membrane via receptor operated $Ca^{2+}$ entry (ROCE) through the activation of both $P2_x$ (ROCE) and $P2_y$ ($G_q$ stimulation of $InsP_3$) receptors. This had a significant impact on the $Ca^{2+}$ oscillations seen — in particular the oscillation frequency was much higher than was able to be realised by stimulation of the $G_q$ cascade alone via OT receptors by OT.

### 9.1.2 Manipulating $Ca^{2+}$ Buffering Within the ER and $Ca^{2+}$ Uptake into the ER Lumen

The work with ATP motivated the investigation into the role that the ER and its buffering mechanisms have in OT-induced $Ca^{2+}$ oscillations. ER buffering was altered using TPEN and $Ca^{2+}$ uptake into the ER was modified by reducing the activity of the SERCA pump using the SERCA-inhibitor CPA.

### 9.1.3 Constructing a Mathematical Model that Replicates the Experimentally Observed Phenomena

Taken together these experimental results have elucidated the role that $Ca^{2+}$ entry and the ER have in the regulation of agonist-induced $Ca^{2+}$ oscillations. Supplied with this biological insight into the system, the validity of existing compartmental models was investigated. Modelling of biological systems can provide a bridge between what has been observed and the processes which underly those observations. After an initial investigation into implementing the experimental results using mathematics, the more realistic and physiologically relevant model was produced. This model is the first physiologically motivated compartmental model to simultaneously include luminally-$Ca^{2+}$-sensitive $InsP_3R$ and store-operated $Ca^{2+}$ entry.
9.2 Future Work

Throughout this work the CHO-hOT cell line has been used. An initial motivation for the use of this cell line was that the \( \text{InsP}_3R \) form the major source of \( Ca^{2+} \) release from the lumen of the ER. Indeed, stimulation of \( RYR \) using caffeine did not induce oscillations in these cells. A natural extension of this work would be to integrate the understanding obtained here in a system in which release from both \( \text{InsP}_3R \) and \( RYR \) moderate the regulation of agonist-induced \( Ca^{2+} \) oscillations. Comparing, for instance, an investigation into the regulation of agonist-induced \( Ca^{2+} \) oscillations in primary human myometrial smooth muscle cells, in which both release channels are important, might aid an understanding of the roles of the individual release mechanisms in these cells. This in turn might lead to insight into a way to moderate these oscillations and quell or induce contractions in patients with premature or dysfunctional labour, respectively.

This might first be investigated by extending the model contained herein to include release from \( RYR \). This might yield predictions which could be tested experimentally to build up a more effective understanding of the system and improve the model and yield further insights. In CHO-hOT cells spatial effects of signalling were not resolvable. They are, however, known to be important in other cell types, including human myometrial smooth muscle \[137\]. Integrating a spatial element to the model could lead to new insights into the role of increased local concentrations of \( Ca^{2+} \), often called \( Ca^{2+} \) microdomains, might have upon the system. This is especially pertinent since no such model exists which includes luminally-\( Ca^{2+} \)-sensitive \( \text{InsP}_3R \), physiological models of entry through the plasma membrane and store-operated \( Ca^{2+} \) entry.
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