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Time course of the rabbit’s conditioned nictitating membrane movements during acquisition, extinction, and reacquisition
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The present experiment tested whether or not the time course of a conditioned eyeblink response, particularly its duration, would expand and contract, as the magnitude of the conditioned response (CR) changed massively during acquisition, extinction, and reacquisition. The CR duration remained largely constant throughout the experiment, while CR onset and peak time occurred slightly later during extinction. The results suggest that computational models can account for these results by using two layers of plasticity conforming to the sequence of synapses in the cerebellar pathways that mediate eyeblink conditioning.

Computational models of eyeblink conditioning generally predict that, during the pairings of a conditioned stimulus (CS) with the unconditioned stimulus (US), the conditioned response (CR) should expand in magnitude and duration around the point of US delivery. Thus, during acquisition, the CR should roughly resemble the changes in the height and width of the sun’s rising across the horizon, as depicted schematically in the top panel of Figure 1. Conversely, during the successive CS-alone presentations in extinction, the CR should contract like a setting sun.

These predictions flow from the shared assumption that the CS onset initiates a spectrum of microstimuli, whose intensities increase and decrease at different rates (Desmond and Moore 1988; Grossberg and Schmajuk 1989; Machado 1997; Ludvig et al. 2012). At a neural level, the spectrum of microstimuli appears to start with the projection of mossy fibers into the cerebellar cortex (Buonomano and Mauk 1994; Moore and Choi 1997; Mauk et al. 2000; Lepora et al. 2010). In turn, these mossy fiber inputs are refined as temporal codes by interactions among Golgi and granule cells that are active at different times (Kalmbach et al. 2011). Experimentally, asynchronous stimulation of two populations of mossy fibers can act as a CS for acquisition of well-timed eyeblink CRs in rabbits, and post-acquisition manipulations of the relative stimulus durations can predictably alter the CR timing (Kalmbach et al. 2011). In turn, the outputs of these cells activate parallel fibers that converge near the base of Purkinje cells. As a result of pairing stimulation of these microstimulus-like pathways with stimulation of ascending US pathways, CR-like activity has, in fact, been observed in individual Purkinje cells (Jirenhe et al. 2007; Jirenheh and Hesslow 2011).

According to the behavioral and neural models described above, each microstimulus gains associative strength in proportion to its level of activation during the US. Thus, the microstimulus whose maximum intensity occurs during the US will gain the greatest associative strength, although microstimuli that are weaker at the time of US will gain less associative strength. During subsequent CS presentations, the magnitude of a CR at any point in time reflects the sum of the associative strengths of the microstimuli multiplied by their level of activity at that moment. Hence, a CR’s peak occurs near the time of US delivery, although the CR will be smaller at earlier or later times.

The location of the CR’s peak near the US is well documented for acquisition and extinction in eyeblink conditioning (Smith 1968; Kehoe and Joscelyne 2005). Regarding the duration of the CR, only its starting point, expressed as the CR onset latency, has been examined extensively. However, as the technology has switched from subjective judgments of analog waveforms to algorithmic computations on digitized waveforms (Marshall-Goodell et al. 1982), findings concerning changes in the onset latency over trials have become less certain and less supportive of spectral timing models. Analog judgments have indicated that, consistent with spectral models, the onset latency becomes shorter as the CR grows in rabbits (Schneiderman and Gormezano 1964; Gormezano et al. 1983), but also rats (Hughes and Schlosberg 1938), dogs (Hilgard and Marquis 1935), and monkeys (Hilgard and Marquis 1936). More recent algorithmic computations, however, have suggested otherwise. A recent trial-by-trial analysis revealed that, for a 500-msec CS in delay conditioning, the onset latencies in rabbits appeared stable across acquisition (Kehoe et al. 2008), although subject to cycles of within-session increases and between-session recovery (Ohyama et al. 2010). For ISIs >500 msec in delay conditioning, the CR onset latency tends to lengthen, rather than shorten, across sessions (Kehoe and Schreurs 1986; Vogel et al. 2003) as well as within sessions (Ohyama et al. 2010). For ISIs <500 msec, the CR onset latency remains short (Kehoe and Schreurs 1986) or becomes shorter (Vogel et al. 2003).

Whether extinction involves a reduction in excitatory strengths or the acquisition of countervailing inhibitory strengths attached to the microstimuli, the CR onset latency should increase as the CR contracts. The available data for eyeblink conditioning are limited. In both delay and trace conditioning of the rabbit, even analog recordings suggest that the CR onset latency largely remains constant, perhaps decreasing slightly, rather than increasing (Schneiderman and Gormezano 1964; Smith 1968).
Timing in acquisition, extinction, and reacquisition

Three groups of rabbits (n = 8) were given 16 d of acquisition training, each containing 60 presentations of a CS followed at its offset by a US on either 90%, 70%, or 50% of the trials using apparatus and procedures detailed previously (Gormezano 1966; Kehoe and Joscelyne 2005). (One rabbit in the 90% condition was lost to illness.) The CS was a 500-msec tone (1000 Hz, 83-dB SPL, C scale superimposed on a 76-dB background), and the US was a 50-msec, 3-mA, 50-Hz AC current to the periorbital region. All rabbits were then given 6 d of extinction training, each containing 60 CS-alone presentations, and then 3 d of reacquisition training, in which 90% of the CS presentations were paired with the US.

Differences among means were tested using a multivariate method (O'Brient and Kaiser 1985). Effect sizes were expressed as the lower and upper limits of the 95% confidence interval for the difference (d) in standard deviation units (Cohen 1988; Bird 2004).

Figure 2 shows the time course of CRs constructed by averaging the momentary NM readings for all rabbits at successive 5-msec time points after CS onset on CS-alone trials within each of the specified days in each phase. As a fine-grain representation of the timing and magnitude data, left-hand side panels in Figure 3 combine each animal's trial-by-trial measurements (small dot-like circles) and mean for each block of six CS-alone trials (larger circles) across the three phases.

The CR's magnitude became progressively larger across acquisition sessions. As reported previously for these data (Kehoe et al. 2008), there were initial differences related to the proportion of CS–US trials, but by the last day of acquisition, CR magnitudes across groups had converged on mean levels ~2.10 mm (SEM = 0.25 mm), $F_{(1,20)} = 2.21, P > 0.10$. Thereafter, any apparent differences among the groups were small and not statistically significant. Consequently, the data from the three groups were amalgamated.

As previously found for extinction (Napier et al. 1992; Kehoe 2006), the CR declined both within sessions, linear-trend $F_{(1,20)} = 51.77, P < 0.01, d (0.697, 1.266)$ and across sessions of extinction, linear-trend $F_{(1,20)} = 36.76, P < 0.01, d (0.611, 1.253)$. Finally, within the first day reacquisition training, CRs rapidly reached magnitudes 40% higher than on the last day of acquisition, $F_{(1,20)} = 13.92, P < 0.01, d (0.28, 0.98)$. Thereafter, CR magnitudes fluctuated only slightly, linear-trend $F < 1$.

Despite large changes in magnitude, the timing of the CR peak and duration appeared to change very little. To provide a picture without averaging artifacts, four temporal features of each
rabbit’s CRs in each phase were fitted using linear regression. These were: (1) “onset latency,” defined as the time point at which the closure reached 0.165 mm above a pre-CS baseline; (2) “duration,” defined as the interval between CR onset and CR offset; (3) “offset latency,” defined as the last time point at which the closure declined below a criterion of 0.165 mm above a post-CS baseline; and (4) “peak latency,” defined as the time point at which any closure exceeding the 0.165-mm criterion above the pre-CS baseline reached its maximum. The pre-CS baseline was computed over a 200-msec interval before CS onset, and the post-CS baseline was computed over a 200-msec interval starting 1860 msec after the end of the CS. To illustrate the range of these fits, the right-hand side panels in Figure 3 plot the fits for three representative rabbits selected on the basis that, for onset latency in acquisition, they showed, respectively, the largest increase (Rabbit 70-5), the median change (Rabbit 50-8), and largest decrease (Rabbit 50-2).

Table 1 shows the individual beta weights (slopes) for the fitted line expressed as msec/trial. To maintain an equivalent expression of slope across phases, all regressions were conducted using the absolute number of the CS-alone trial in the complete sequence of trials. For example, in reacquisition, every 10th trial was a CS-alone trial, and, accordingly, their values were entered as 10, 20, etc. In Table 1, the beta weights highlighted in bold indicate regressions that explained 10% or more of the variance. The mean of the slopes across all rabbits was tested against a hypothesized mean of zero using a two-tailed, one-sample $t$-test.

Figure 3 reveals that, in acquisition, the large changes in response magnitude were accompanied by small changes in CR timing. Table 1 indicates that the slopes for the onset latency were generally small and their average was near zero ($P = 0.66$). The slopes for duration and concurrently offset latency tended to be negative, meaning that, across acquisition, the CR contracted as magnitude increased. The mean beta weight for duration was negative, indicating a contraction, but this contraction differed statistically from zero only by using an unprotected Type I error of 0.05 ($P = 0.04$). Peak latency also decreased, but not significantly ($P = 0.17$).

In extinction, the magnitude measures plotted in Figure 3 indicate that most responding occurred on the first day, with only brief periods of spontaneous recovery subsequently (Napier et al. 1992; Kehoe 2006). Thus, linear regressions were conducted for both the first day alone and all 6 d. The lower portion of Table 1 indicates that, across both sets of regressions, the onset latency showed a significant increase across trials ($P < 0.001$). Offset latency also showed an increase, which was accompanied by considerable variance. Only the increase across all days was statistically significant ($P = 0.014$). Whereas onset and offset latencies were increasing, duration did not appear to reliably increase or decrease across extinction. Finally, the peak latency showed a significant increase ($P < 0.001$). In reacquisition, all the timing measures rapidly returned to their values at the end of acquisition ($P > 0.20$ for trends across days.).

For purposes of refining computational models, the present results appear more consistent with the balloon model for the time course of the CR sketched in the bottom panel of Figure 1. Although response magnitude increased, decreased,
and increased again, the timing of the CRs remained relatively constant. The only large change occurred as the CR extinguished. The residual CRs occurred later and later, but nevertheless retained their duration. Thus, in terms of the balloon metaphor, the CR deflated asymmetrically as it merged with randomly distributed spontaneous movements (Kehoe et al. 1987, 2009). Then, in reacquisition, it reinflated rapidly. Whether or not the present results favoring the balloon metaphor would reappear at ISIs other than the 500-msec value used here remains to be determined. For all ISIs, the basic spectral timing model would expect the magnitude and duration of CRs to expand in acquisition and contract in extinction although their peaks remain centered at the US locus.

An elegant feature of spectral timing models has been their ability to explain CR magnitude and timing by tying both of them to associative strengths attached to the microstimuli.

The beta weights in bold indicate individual linear regressions that explained 10% or more of the variance. The $P$ values indicate mean slopes that differed from a slope of zero using a significance criterion of either $P < 0.001$ (bold) or $P < 0.05$ (italic).
Retaining this virtue while explaining the present results may be accomplished in a neurally realistic way by considering the cerebellar mechanisms that mediate eyelid conditioning. The cerebellar pathways contain a sequence of plastic synapses in the cortex and the deep nuclei that drive the cranial nuclei for eyelid closure (Hesslow and Yeo 2002; Christian and Thompson 2003; Kalmbach et al. 2010; Leopra et al. 2010; Kalmbach and Mauk 2012). From a computational perspective, this sequence of plastic synapses forms a layered network that increases the flexibility of conditioning and its expression (Kehoe 1988; Medina et al. 2000a,b).

Why CR magnitude can change dramatically with little or no impact on timing may depend on this layered structure. Initial acquisition requires the facilitation of all the synapses in the sequence. Thus, timing can be established, perhaps very quickly, through the facilitation of the layer of Purkinje cells in the cerebellar cortex, but remains invisible until the deep nuclei layer is facilitated. In the Purkinje layer, there is induction of long-term potentiation (LTP) early in the CS–US interval versus induction of long-term depression (LTD) later in the CS–US interval. These changes in Purkinje cell activity regulate CR timing by suppressing the deep nuclei early in the interval and disinhibiting their responding later in the interval (Medina and Mauk 2000).

Removing the LTD leads to a long-duration CR starting early in the CS–US interval (Perrett et al. 1993; Medina et al. 2000a; Kalmbach et al. 2010). Thus, underpinning the regulated time course of the CR is also a long-duration conditioned tendency for eyelid closure.

During the presentation of the CS-alone in extinction, LTP may progressively encroach on the LTD later in the CS, thus causing the progressive increase in the CR onset and CR peak before the entire CR disappeared. The increase in variability of the timing measures may reflect an unstable equilibrium between the increasing LTP and residual LTD. However, the variable increases in CR offset time are problematic for this possible account. At the risk of speculation, they may reflect late recruiting conditioned activity plus baseline activity unrelated to conditioning.

During changes in the cerebellar cortex during extinction, changes in synapses in the deep nuclei would remain largely intact (Perrett and Mauk 1995; Medina et al. 2002; Jirenhed et al. 2007; Kalmbach and Mauk 2012). This preserved conditioning would allow the original timing to be quickly recovered when the reintroduction of CS–US pairings in reacquisition training would cause the reinduction of LTD at the time of US presentation. Furthermore, the recruitment of additional granule-to-Purkinje synapses could also capitalize on the preserved changes in the deep nuclei and produce the increased magnitude of CRs seen in reacquisition.
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