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Summary of the Thesis

In the first sub-section of the thesis, signal design for both linear and nonlinear system identification is considered. To identify a linear system using a perturbation test, a binary signal is sufficient and has the advantage of maximising the power available within a specified peak-to-peak amplitude. For this purpose, a program was written to generate five classes of binary and near-binary signal. However, to identify a nonlinear system with a Hammerstein structure, a multi-level signal is required, and methods to optimise such a signal are proposed.

In the second sub-section, the detection of the departure from linearity for direction-dependent processes is considered. It was found that only signals based on maximum length sequences allow the detection of such characteristics due to the coherent patterns formed in the crosscorrelation function. The ‘combined’ linear dynamics of the system are identified. The modelling of such processes using Wiener and neural network models is investigated. Practical results from an electronic nose are presented. The control of direction-dependent processes using the PID controller is then examined, with the design rules set according to the identified ‘combined’ dynamics.

The thesis then moves on to the topic of autotuning. The autotuning of Smith predictors for processes with significant dead time is considered. The frequency response of the process is identified in closed-loop using a multisine signal. Tuning rules for robust control are suggested which relate the controller parameters to the process parameters. A real application using a hot-air flow device is illustrated.

The final sub-section of the thesis looks at the identification of Wiener-Hammerstein models. A new technique using linear interpolation is proposed which is based on the symmetry properties of the Volterra kernel. This method has the advantages that only a single experiment is needed, and it is simple to use since no optimisation or recursive computations are required. Simulation examples are provided to illustrate the effectiveness of the technique, and its robustness in the presence of noise and input signal distortion.
Glossary of Abbreviations Used

AIC  Akaike’s information criterion
ARX  autoregressive model with exogenous input
ARMAX autoregressive moving average model with exogenous input
ELiS  Estimator for Linear Systems
DFT  discrete Fourier transform
EMINE effective minimum ratio of actual to specified harmonic amplitude
GF  Galois field
HAB  Hall binary
LIFRED linear interpolation in the frequency domain
MLB  maximum length binary
MLML multi-level maximum length
MOS  metal oxide semiconductor
MSE  mean squared error
NID  no interharmonic distortion
PI, PID Proportional-Integral
PIPS, PIPSE Performance Index for Perturbation Signals
PRB  pseudo-random binary
QRB  quadratic residue binary
QRT  quadratic residue ternary
SNR  signal-to-noise ratio
TPB  Twin Prime binary
Chapter 1

Introduction
Many processes in the real world are complex in structure, with their static and dynamic characteristics being influenced by several physical quantities which may or may not be easily measured or controlled. In such situations, a simplified model of the process is necessary in order that the process can be simulated and studied. Identification is a powerful tool to achieve this end and indeed, this has been the topic of several decades of research, partly because it is a very broad subject, which covers areas such as experimental design, model construction and parameter estimation.

The importance of experimental design cannot be overstated. It provides the basis for the latter stages in the identification process. A poorly designed experiment more often than not leads to poor results, and has to be redesigned and repeated. To avoid this, several aspects of the experiment must be carefully considered. The main ones include the type of perturbation signal used and the frequencies of interest, with the latter closely linked to the system bandwidth. The 'best' type of perturbation signal to apply depends on the particular application and the information which is to be extracted from the experiment. However, in most circumstances, periodic signals should be used because of their many advantages. These include the possibility of averaging several periods of measurements to improve the signal-to-noise ratio, the characterisation of the noise and nonlinearities present through a careful selection of the input power spectrum, the elimination of leakage errors in the discrete Fourier transform when an integer number of periods is measured, the elimination of non-excited frequencies resulting in data reduction, and the detection of trends (such as drift) in the process. Hence, in Chapter 2, the design of periodic pseudo-random signals is considered, both for the identification of linear and nonlinear systems. In fact, throughout the thesis, only periodic signals are used, due to the reasons given above.

Chapters 3 to 7 concern a class of processes known as direction-dependent processes. These processes have unsymmetrical properties depending on the direction of the output (whether the output is increasing or decreasing). Such characteristics are detected through the use of maximum length binary (MLB) signals, and the dynamics are identified both in the time and frequency domains. The processes are then modelled
using two different models - the first being a block-oriented structure known as the Wiener model, and the second being a neural network. As an application, these processes are controlled based on their ‘combined’ linear dynamics using a standard Proportional-Integral-Derivative (PID) controller. The interaction between the aspects of experimental design, model construction and parameter estimation can be clearly seen in this sub-section of the thesis.

In Chapter 8, the control of processes with significant dead time is investigated. These processes are known to be very difficult to control as the dead time could cause problems with stability. They are quite common in industry, mainly due to transport lag. Examples are distillation processes where the liquid being distilled has to travel the length of the distillation column, and coupled-tank systems where the liquid has to travel through a distance of the connecting pipe. The manufacturing of metals, plastics and rubber in sheet form using rolling processes is another well known example. In this case, the controller will change the sheet thickness by adjusting the separation between the rolls. However, a time delay is often introduced by the thickness sensor being located some distance ‘downstream’ of the process. In Chapter 8, a Smith predictor is used to compensate for the dead time, and the autotuning of the PI controller (with a Smith predictor added) is investigated. To do this, such processes are first identified in closed-loop using a multisine signal which has the advantage of being able to completely meet the frequency domain specification.

The multisine signal is also made use of in Chapters 9 and 10 where a novel approach to identify a Wiener-Hammerstein model is proposed. This is a block-oriented structure with a nonlinear block sandwiched between two blocks of linear subsystems. Such a structure is very popular in practice due to its simplicity compared to the direct use of Volterra series expansions and the fact that it can model many nonlinear processes reasonably well, with the exceptions of those with hysteresis, dead-zone and backlash. The linear subsystems are estimated from the information of the Volterra kernels. This is achieved through the extraction of the symmetry properties of the kernel and the estimation using linear interpolation in the frequency domain. The method is proposed
for a Wiener-Hammerstein model with a quadratic nonlinearity (in Chapter 9) and then extended to that with a cubic nonlinearity (in Chapter 10).

Chapters 2 and 8 of the thesis can be read independently of any other material. However, Chapters 3 to 7 should be considered together as all these involve processes with direction-dependent characteristics. Despite the fact that these chapters appear to consider very different aspects of such processes, similar concepts are used throughout. Also, the applicability of some of the techniques suggested will only become clear when these chapters are read together. Similarly, Chapters 9 and 10 should be considered as a coherent sub-section of the thesis since Chapter 10 is a direct extension of the technique proposed in Chapter 9.

Even though the thesis considers the identification of several different processes, using several different techniques, the methods proposed can all be used in a coherent manner, which is what binds the chapters in the thesis together. In fact, the different choices of perturbation signals (for example, binary or multi-level), frequency domain specifications (for example, all harmonics present or only odd harmonics present) and estimation techniques (for example, time domain estimation or frequency domain estimation) clearly bring out the important aspects of identification, and emphasise those that have a great impact on the success or failure of the identification process as a whole. A summary of the contents of each chapter now follows.

Chapter 2 considers an important aspect of experimental design, which is the design of perturbation signals. This is of paramount importance in the field of system identification as a poorly designed signal will lead to poor measurements and hence result in inaccurate and insufficient knowledge of the system. To identify a linear system using a perturbation test, a binary signal is sufficient and has the advantage of maximising the power available within a specified peak-to-peak amplitude. A program to design binary and near-binary pseudo-random signals was written to generate five classes of signal which are the maximum length binary (MLB) signal, quadratic residue binary (QRB) signal, Hall binary (HAB) signal, Twin Prime binary (TPB) signal and
quadratic residue ternary (QRT) signal. The QRT signal is very close to binary (provided the signal is reasonably long) since only one element in a period is at signal level zero (with the other two levels at +V and -V).

Three measures of signal quality are discussed. The first two of these, the Performance Index for Perturbation Signals (PIPS) and the Effective Performance Index for Perturbation Signals (PIPSE) measure the performance of a signal in maximising the power in the specified harmonics within amplitude constraints. This is important since the signal should be small enough to negate the effects of nonlinearities but large enough to negate the effects of noise. The third measure is the effective minimum ratio between the actual harmonic amplitude and the specified harmonic amplitude at any of the specified harmonics, EMINE. A good signal design is a compromise between maximising PIPS (or PIPSE) and EMINE as these have conflicting requirements.

While a binary signal is the best signal to use in identifying a linear system and a nonlinear model with a Wiener structure (since the linear block precedes the nonlinear block), this is not the case for a Hammerstein model (where the nonlinear block precedes the linear block). A multi-level signal must be used and the number of signal levels must be larger than the order of the nonlinearity. Some properties of such a pseudo-random signal generated from the Galois field are discussed. The optimal signal levels and the number of occurrences of each level are investigated through describing the system using a Vandermonde matrix. Four measures are used to evaluate the performance of the matrix and these involve the sum of all sensitivities in solving for the coefficients of the nonlinearity in the presence of noise, its greatest sensitivity, the norm of the inverse Vandermonde matrix, and the 2-norm condition number of the Vandermonde matrix.

In Chapters 3 to 7, processes with direction-dependent dynamics are considered. This means that the dynamics are different depending on whether the output is increasing or decreasing. Examples of such processes in the industry include steam-raising plants, gas turbines, chemical processes, nuclear reactors, distillation columns, polymerisation
processes, automotive suspensions and tyres. In Chapter 3, the detection of the departure from linearity is considered. It is found that only signals based on maximum length sequences allow the detection of such characteristics due to the coherent patterns formed in the crosscorrelation function. These patterns are caused by the shift-and-add and shift-and-subtract properties of these signals. After detecting the departure from linearity, the ‘combined’ linear dynamics of the system are identified in Chapter 4 using correlation analysis, and various models and estimators (such as the autoregressive (ARX) and the autoregressive moving average (ARMAX) models, and the Estimator for Linear Systems (ELiS)) in the System Identification Toolbox and the Frequency Domain System Identification Toolbox in MATLAB. It is concluded that while signals based on maximum length sequences should be used for the detection of the departure from linearity, their corresponding inverse-repeat signals should be used for estimating the linear dynamics. This is because the use of inverse-repeat signals eliminates the effects of even order nonlinearities, hence resulting in higher accuracy in the estimates obtained.

The direction-dependent behaviour is inherently very difficult to model due to the nonlinearity being non-static. In Chapter 5, the Wiener model, in which the linear subsystem precedes the nonlinearity, is found to be a good model for such a process. The crosscorrelation function is derived in detail for a first order direction-dependent process and its corresponding Wiener model when the input perturbation is an MLB signal or an inverse-repeat MLB signal. The optimum parameters of the Wiener model are obtained using the Optimization Toolbox in MATLAB. Unfortunately, the theory cannot be extended to second order processes, and instead, simulation results are presented. It is found that the match between the direction-dependent and Wiener processes is not as good as in the first order case, except when the direction-dependent process has a large damping factor and fast dynamics and therefore behaves like a first order process. In such cases, a Wiener model with first order dynamics can be used instead.
In the thesis, the modelling of such processes using a neural network is also considered, and this is the main topic of Chapter 6. The network has an architecture which is based on, and modified from, the fully recurrent network. Such an architecture is referred to as ‘semirecurrent’ since only past values of the predictions of the network are fed back to the input layer. The performances of the two types of models (the Wiener model and the neural network model) are compared for different input signals and process dynamics. An experiment is conducted on a real process, namely an electronic nose. The input to the process is the chemical odour (acetone in this case) and this is controlled by a set of valves which determine if the odour could reach the metal oxide semiconductor (MOS) sensor. The output of the process is the voltage across the sensor. The direction-dependent characteristics of the electronic nose is caused by the different adsorption and desorption rates of the sensor. It is found that the neural network model works better in this case due to the process being predominantly first order and the input signal being binary. This is consistent with simulated results. However, the Wiener model provides a better match for an actual process when a multisine input is used and the process is first order. Also, when the process is second order, it is found that only the Wiener model is capable of modelling the process.

The control of direction-dependent processes using a PID controller is considered in Chapter 7. While such processes are normally controlled using two different sets of controller parameters depending on the direction of the output, design rules based on the identified ‘combined’ linear dynamics are studied in this chapter. The aim is to investigate the controller performance when a single set of controller parameters is used. When the process gains in the upward and downward directions are different, limit cycles may occur. (However, for most processes, the gain is the same in the two directions and the difference is only in the time constants.) Controller performance is improved by including a moving averager between the controller and the process. This smoothes the control signal and the process output, thus avoiding the occurrence of limit cycles.
The thesis then moves on to the topic of autotuning in Chapter 8. The autotuning of Smith predictors for processes with significant dead time is considered. The frequency response of the process is identified in closed-loop using a multisine signal. Next, a parametric model is obtained using least squares. Tuning rules for robust control are suggested which relate the controller parameters to the process parameters. This reduces the problem of autotuning to that of a relatively simple task of process identification. Reduced order modelling for high order processes and for those with non-minimum phase is also studied. These processes can be modelled using a lower order model with dead time. An experiment was carried out using a hot-air flow device which proves that the performance of the Smith predictor with PI control is better than that either using the PI control alone, or using the Dahlin controller. This is indeed a very interesting result considering that the ratio of the dead time to the time constants of the process is in fact less than unity.

The final part of the thesis looks at the identification of Wiener-Hammerstein models. In Chapter 9, a new technique using linear interpolation in the frequency domain (shortened as LIFRED) is proposed for the identification of such a process with quadratic nonlinearity. The idea is based on the extraction of the symmetry properties of the Volterra kernel. This method, which makes use of multisine signals with no interharmonic distortion, has the advantages that only a single experiment is needed, and it is simple to use since no optimisation or recursive computations are required. Simulation examples are provided to illustrate the effectiveness of the technique, and its robustness in the presence of noise and input signal distortion. It is shown that despite the use of linear interpolation, the method works well even if the frequency response gain and phase curves could not be approximated by a straight line.

In Chapter 10, the method is extended to a Wiener-Hammerstein process with cubic nonlinearity. It is found that in this case, input signal distortion can cause major problems in the measurement of the Volterra kernel. This is due to the large number of possible combinations of the input harmonics which contribute to a particular harmonic in the output. It is also shown that the estimation lines in the output which are at the
same frequencies as the input harmonics can be used in the estimation of the gain of the first linear subsystem (the one that precedes the nonlinearity). These are normally discarded in most estimation techniques due to the contributions of several different combination of the input frequencies falling on each of these estimation lines, and hence cannot be separated. However, these lines have a larger magnitude (due to the contribution of the linear term) and it is therefore advantageous to make full use of them in the estimation process, particularly since they are always present and could not be eliminated by signal design.

Chapter 11 summarises the main conclusions and highlights the main contributions of the thesis. Suggestions for further research are proposed. It is hoped that the ideas put forward and the many examples illustrated will give the reader a broader perspective of several important aspects of system identification.
Chapter 2

Design of Pseudo-random Perturbation Signals for System Identification
2.1 Abstract

Pseudo-random signals have been widely used for the purpose of system identification. To identify a linear system or a nonlinear system with a Wiener structure, a binary signal is preferred as the signal power is maximised within constraints of the signal amplitude. Among the classes of pseudo-random binary signals, those based on maximum length sequences are the best known because of their ease of generation using feedback shift registers. However, it is less well known that there are several other classes of binary and near-binary signal with identical, or nearly identical, autocorrelation properties. An overview of these classes of signal is given and the design of a new MATLAB routine incorporating all these classes of signal (including the maximum length binary signal) is described. Three measures of signal quality are also reviewed. This chapter then goes on to consider the design of multi-level signals for the identification of nonlinear systems with the Hammerstein structure. Four measures related to the Vandermonde matrix of the system are used to evaluate the optimal signal levels and the number of occurrences of each of these levels.

2.2 Introduction

Periodic signals [1, 2] have been widely used in the field of system identification. These signals can be split into two main categories. The first is computer-optimised signals. Examples are multisine (sum of harmonics) signals [3] and discrete interval binary signals [4] which can be generated using the MATLAB Frequency Domain System Identification Toolbox [5], and multi-level multi-harmonic signals [6].

The second category of periodic signals is pseudo-random signals, which have fixed power spectra (for a given signal length). The best known class is maximum length binary (MLB) [7] signals. In addition, maximum length multi-level signals can be generated using the package GALOIS [8].
Appropriately chosen pseudo-random signals provide highly acceptable alternatives to multisine signals in applications requiring uniform power in the frequency spectrum [4]. This is the most common requirement in practice. In many cases, the input transducer of a system can only cope with a small number of discrete amplitudes, resulting in a problem with the use of multisines, which effectively have an infinite number of levels. An additional advantage of binary signals is that, within constraints of the signal amplitude, the power injected into the process is maximised (or nearly maximised in the case of near-binary signals) which means that the effects of noise can be minimised. This makes binary signals the preferred choice in the identification of linear systems. The only disadvantage of pseudo-random signals compared with multisines is that non-uniform specifications in the frequency spectrum cannot be exactly met as their frequency spectrum is fixed.

MLB signals have periods $N = 2^n - 1$ (where $n$ is an integer > 1) [9], that is $N = 3, 7, 15, 31, 63, 127, 255, 511, 1023, 2047$, etc. and can be easily generated in hardware using shift registers. The shape of the autocorrelation function approximates that of an impulse. For an MLB signal with levels ±1, the on-peak value of the autocorrelation is +1 and the off-peak value is $-1/N$. However, as $N$ increases, there are large gaps between successive periods [4]. This may pose a problem if an inflexible specification is given since the limited number of possible periods may result in the use of a signal with an excessively large value of $N$, so that the specified harmonics contain too little of the total signal power [4]. Fortunately, these gaps can be filled in by other classes of binary and near-binary signal such as quadratic residue binary (QRB), Hall binary (HAB) and Twin Prime binary (TPB) signals, which have identical autocorrelation properties to MLB signals, and with quadratic residue ternary (QRT) signals, which have almost identical autocorrelation functions [10]. It is therefore useful to design a new MATLAB routine to generate all these classes of signals, and this will be discussed in Section 2.3.

Some measures of signal quality for linear system identification will also be considered. These measures have several advantages compared with some measures used in the past such as the Peak Factor, Crest Factor and Form Factor. The ideas used for the identification of linear systems can be extended to the identification of nonlinear
systems, such as the Wiener and Hammerstein structures. These structures have been widely investigated in the literature, for example in [11 - 16]. The use of pseudo-random binary signals for the identification of nonlinear systems is advocated in [17], and this is indeed true for nonlinear systems with the Wiener structure since the signal is a direct input to the linear subsystem [18]. However, binary signals do not sufficiently excite Hammerstein systems and this is shown in [19, 20] using quadratic Volterra filters. The design of multi-level signals for the optimum identification of nonlinear systems with the Hammerstein structure is considered in Section 2.4. Four measures are used to evaluate, in terms of obtaining the maximum accuracy in solving for the coefficients of the nonlinearity in the presence of noise, the quality of the Vandermonde matrix describing the system. It will be shown that the optimal signal in the above context is contradictory to the requirement of maximising the signal power within a specified signal amplitude.

2.3 Design of a New MATLAB Routine

2.3.1 Generation of Maximum Length Binary Signals and the Design of Related Functions

2.3.1.1 Generation of Maximum Length Binary Signals

MLB signal exists for lengths $N = 2^n - 1$, where $n$ is an integer $> 1$. They are generated in hardware using shift registers consisting of $n$ stages. The feedback to the first stage is the modulo-2 sum of the logic value of the last stage and one or more of the other stages. However, not all feedback connections result in an MLB signal. The characteristic equation in the delays $D$ in the shift register must be irreducible and primitive [9]. A polynomial of degree $n$ is irreducible if it is not divisible by any polynomial of degree less than $n$ but greater than zero [9, 10]. This polynomial is primitive if and only if it does not divide $x^r \oplus q 1$ for any $r < q^n - 1$, where $q$ is the Galois field (which is two in this case) [9, 10]. (The symbol $\oplus_q$ represents modulo-$q$ addition and will be used throughout the thesis.) Tables of all irreducible polynomials
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(modulo-2) of degree 16 or less are given in [21] and the polynomials which are primitive are clearly indicated. Similar tables for degree 19 or less are given in [22]. An example of a primitive polynomial (modulo-2) for each \( n \) which satisfies \( 2 \leq n \leq 100 \), and for \( n = 107 \) and 127 is listed in [23].

If the polynomial \( c_n x^n \oplus c_{n-1} x^{n-1} \oplus \ldots \oplus c_1 x \oplus c_0 = 0 \) is primitive, the characteristic equation is in the delays introduced by the shift register [24]:

\[
    c_n D^n \oplus c_{n-1} D^{n-1} \oplus \ldots \oplus c_1 D \oplus c_0 = 0 \tag{2.1}
\]

Using the fact that modulo-2 addition is equivalent to modulo-2 subtraction, the feedback configuration [9] is given by

\[
    c_0 X = c_1 DX \oplus \ldots \oplus c_{n-1} D^{n-1} X \oplus c_n D^n X \tag{2.2}
\]

where \( X \) is the input signal to the shift register, \( DX \) is the sequence at the output of the first stage of the register and so on, so that \( D^n X \) is the sequence at the output of the last stage of the \( n \)-stage register.

The MATLAB routine allows the user to specify a characteristic equation. If this is not irreducible and primitive, an error message is given. If no characteristic equation is specified, the default MLB signal is generated which makes use of the function \textit{mlbs} [5] in the MATLAB Frequency Domain System Identification Toolbox.

2.3.1.2 Calculation of Resulting Shift due to Shift-and-add Property

The shift-and-add property [25, 26] states that when an MLB signal which is delayed by \( \alpha \) is added to the same signal delayed by \( \beta \), the resulting signal is the same signal delayed by \( \gamma \). This property is unique to maximum length signals. For sequence levels 0 and 1:

\[
    s_{i-\alpha} \oplus s_{i-\beta} = s_{i-\gamma} \tag{2.3A}
\]

where \( s_i \) denotes the MLB sequence and \( i, \alpha, \beta, \gamma \) are integers. When the elements in the sequence are mapped into real numbers \( \pm 1 \), this becomes the shift-and-multiply property.
Thus terms with multiple products of inputs \( u \) can be replaced by terms with single lags in \( u \) [27]. These lags are dependent on the particular MLB signal used and are different for different MLB signals of the same period.

The MATLAB routine offers functions to calculate positions of the resulting lags for different shifts of the original signal, when two or three (shifted) signals are added together. The first signal is used as a reference and is not shifted. In the case of two signals added together, the second signal is delayed with respect to the first signal. If three signals are added together, the second and third signals are delayed with respect to the first signal. If an inverse-repeat signal is used, the routine allows only three signals to be added as the addition of two signals will not result in a shifted version of the original signal.

### 2.3.1.3 Measures of Rejection of Unsystematic Errors

When an MLB signal is used to estimate a system weighting function obtained by input-output crosscorrelation, there are errors introduced when nonlinearities that may be described by a Volterra functional series [28] are present [29]. Examples in the literature where these effects are investigated are given in [25, 30]. These errors can be classified into systematic and unsystematic errors. Unsystematic errors are dependent on the particular MLB signal used.

Unsystematic errors due to second order nonlinearities occur when

\[
\begin{align*}
s_{i-j} \oplus_2 s_{i-K} \oplus_2 s_{i-L} &= 0
\end{align*}
\]  

(2.4)

where \( i, J, K \) and \( L \) are integers. Similarly, those due to third order nonlinearities occur when

\[
\begin{align*}
s_{i-J} \oplus_2 s_{i-K} \oplus_2 s_{i-L} \oplus_2 s_{i-J} &= 0
\end{align*}
\]  

(2.5)

where \( L \) is also an integer.
If $0 \leq J < K < I$ in equation (2.4) and $0 \leq J < K < L < I$ in equation (2.5), two quantities $R_0$ and $R_1$ can be defined as the upper bounds of $I$ below which equations (2.4) and (2.5) respectively are not satisfied [29]. These measures can be used as a guide to the position of the nearest significant unsystematic error from the zero-lag position in the crosscorrelation function. Hence, for a particular signal period $N$, the signal with feedback connections resulting in the largest possible values of $R_0$ and $R_1$ is preferred.

MLB signals with the greatest rejection of unsystematic errors and their corresponding values of $R_0$ and $R_1$ are tabulated in [29] for $2 \leq n \leq 11$. The values of $R_0$ and $R_1$ are calculated and automatically displayed when the MATLAB routine is used to generate an MLB signal. If an inverse-repeat signal is generated, only the value of $R_1$ will be displayed since the effects of second order nonlinearities are eliminated.

### 2.3.2 Other Classes of Signal Available

The main objective of the new MATLAB routine is to generate the QRB, QRT, HAB and TPB signals, and their corresponding inverse-repeat signals.

QRB signals exist for $N = 4k - 1$, where $k$ is an integer and $N$ is prime [9, 10], that is $N = 3, 7, 11, 19, 23, 31, 43, 47, 59, 67, 71, 79, etc.$ The sequence $\{x_r\}, r = 1, 2, \ldots, N$ is formed from the rule

\[
x_r = +1 \text{ if } r \text{ is a square, modulo-} N \]
\[
x_r = -1 \text{ otherwise} \]
\[
x_N = +1 \text{ or } -1 \quad (2.6)
\]

QRT signals exist for $N = 4k \pm 1$, where $k$ is an integer and $N$ is prime, that is $N = 3, 5, 7, 11, 13, 17, 19, 23, 29, 31, 37, 41, 43, etc.$ Note that this is the most common class of pseudo-random signals in terms of periods available. These are generated using the same formula as for QRB signals except that $x_N$ is set to 0, resulting in a ternary signal with $(N-1)/2$ elements $+1$, $(N-1)/2$ elements $-1$ and 1 element 0. The autocorrelation function of a QRT signal is nearly identical to that of an MLB signal and for a QRT signal with
signal levels +1, 0 and -1, the on-peak value of the autocorrelation is \((N-1)/N\) and the off-peak value is \(-1/N\).

HAB signals exist for periods \(N = 4k^2 + 27\), where \(k\) is an integer and \(N\) is prime [10], that is \(N = 31, 43, 127, 223, 283, 811, 1051, 1471, 1627, \text{etc.}\) A primitive root \(u\) of \(N\) is first chosen. The sequence is formed from the rule that

\[
x_r = \begin{cases} +1 & \text{if } r \equiv u^t \pmod{N}, \text{ where } t \equiv 0, 1 \text{ or } 3 \pmod{6} \\ -1 & \text{otherwise} \end{cases}
\]  

(2.7)

A list of least primitive roots up to 4000 is given in [31]. For primes larger than 4000, a separate routine was written to find the least primitive roots and the results were incorporated into the MATLAB routine.

TPB signals exist for \(N = k(k+2)\), where \(k\) and \(k+2\) are both primes [10], that is \(N = 15, 35, 143, 323, 899, 1763, 3599, 5183, \text{etc.}\) First QRB sequences are generated for both lengths \(k\) and \(k+2\); these sequences are denoted by \(\{a_r\}\) and \(\{b_r\}\) respectively. The TPB sequence \(\{x_r\}\) is then defined by

\[
x_r = \begin{cases} a_r b_r & \text{for } r \neq 0 \pmod{k(k+2)} \\ +1 & \text{if } r = 0 \pmod{k+2} \\ -1 & \text{if } r = 0 \pmod{k}, \text{ but } r \neq 0 \pmod{k+2} \end{cases}
\]  

(2.8)

An alternative method to generate a TPB sequence is to make use of a common primitive root \(u\) of \(k\) and \((k+2)\) [10]. A difference set is formed, modulo-\(k(k+2)\), from

\[1, u, u^2, \ldots, u^{(p^2-1)/2}; \quad 0, (k + 2), 2(k + 2), \ldots, (p - 1)(k + 2)\]

A TPB sequence is then derived from the difference set.

The first method is used in the MATLAB routine as it allows the shared use of the function to generate QRB signals.

The MATLAB routine can generate signals up to a length of 50000. This length is limited by the speed in generating TPB signals and also by the accuracy in the calculation of remainders required for the generation of HAB signals.
Two harmonic specifications are available. All the signals above have all harmonics present. Signals with only odd harmonics present can be generated by inverting every other element of the sequence on which the signal is based, so producing an inverse-repeat signal of period $2N$. These signals have the property that the effects of odd and even nonlinearities can be separated at the system output. Additionally, the effects of even order nonlinearities are eliminated in the input-output crosscorrelation function.

### 2.3.3 Other Functions Available

The program allows the user to plot graphs of the signal, its discrete Fourier transform, power spectrum and autocorrelation function. Examples are given in Figures 2.1 to 2.4 for a TPB signal of length 35. From Figure 2.2, it can be seen that the signal contains all harmonics, and the spectrum is flat except at dc. In Figure 2.3, the power spectrum for three periods is plotted and this has a $\left(\frac{\sin x}{x}\right)^2$ envelope. The on-peak value of the autocorrelation is $+1$ (at zero delay) and the off-peak value is $-1/35$. Examples are given in Figures 2.5 to 2.8 for the corresponding inverse-repeat signal. From Figure 2.6, the signal contains only odd harmonics, and the spectrum is flat except at harmonic 35, which is the Nyquist frequency. The autocorrelation function has a value of $+1$ at zero delay, $-1$ at a delay of 35 clock-pulse intervals, $+1/35$ at odd numbers of delay/clock-pulse interval and $-1/35$ at even numbers of delay/clock-pulse interval.

![Plot of Signal Levels](image)

Figure 2.1. TPB signal of length 35.
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Figure 2.2. Discrete Fourier transform of a TPB signal of length 35.

Figure 2.3. Power spectrum of a TPB signal of length 35.

Figure 2.4. Autocorrelation function of a TPB signal of length 35.
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Figure 2.5. Inverse-repeat TPB signal of length 70.

Figure 2.6. Discrete Fourier transform of an inverse-repeat TPB signal of length 70.

Figure 2.7. Power spectrum of an inverse-repeat TPB signal of length 70.
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Plot of Autocorrelation Function of Signal

Figure 2.8. Autocorrelation function of an inverse-repeat TPB signal of length 70.

The routine also incorporates functions to calculate different measures of signal quality. The Performance Index for Perturbation Signals (PIPS) [4] is given by

\[
\text{PIPS} = \frac{200\sqrt{\frac{u_{\text{rms}}^2 - u_{\text{mean}}^2}{u_{\text{max}} - u_{\text{min}}}}}{\%}
\]

(2.9)

where \(u_{\text{rms}}\) is the rms value of the signal, \(u_{\text{mean}}\) is the mean value of the signal, and \(u_{\text{max}}\) and \(u_{\text{min}}\) are the maximum and minimum values of the signal respectively.

It is used to evaluate the performance of a signal in maximising the power in specified harmonics within amplitude constraints. This is important since the signal amplitude should be small enough to negate the effects of nonlinearities and the power contained in the specified harmonics should be large enough to negate the effects of noise. In the case of periodic signals, PIPS can be expressed in terms of the harmonic content of \(u\), so that

\[
\text{PIPS} = \frac{200\sqrt{\sum_{k=1}^{N-1} |U(k)|^2}}{N(u_{\text{max}} - u_{\text{min}})} \%
\]

(2.10)
where $U(k)$ is the discrete Fourier transform (DFT) magnitude of the $k$th harmonic of $u(t)$.

An important advantage of PIPS is that it is independent of the signal mean and amplitude, thus making it more useful and versatile than other measures such as the Peak Factor, Crest Factor and Form Factor, which were originally used to quantify sine wave distortions. These measures have an additional disadvantage of being defined differently by different authors. A further advantage of PIPS is that it is 0% for a signal with the worst possible performance and 100% for a signal with the best possible performance. A pseudo-random binary signal has a PIPS of $100\sqrt{1 - \frac{1}{N^2}}$ % while a QRT signal has a PIPS of $100\sqrt{1 - \frac{1}{N}}$ % [4]. These tend to 100% as $N$ increases. It should be noted that a binary signal in which the two levels have an equal duration or number of occurrences has a PIPS of 100% [4] and this is a great advantage over multi-level signals.

PIPS can be modified to suit particular applications and the derivation thus obtained is designated PIPS(Effective) or PIPSE [4], which is given by

$$
\text{PIPSE} = \frac{200\sqrt{\sum_{k=1}^{R} |C_u(k)|^2}}{(u_{\max} - u_{\min})} \% \quad R < N/2
$$

(2.11)

where $|C_u(k)|^2$ is the power of the $k$th harmonic of $u(t)$ and the first $R$ nonzero harmonics are specified for the identification. For a pseudo-random binary signal, PIPSE is

$$
100\sqrt{\frac{2(N+1)}{N^2} \sum_{k=1}^{R} \left( \frac{\sin \frac{\pi k}{N}}{\frac{\pi k}{N}} \right)^2} \% \quad \text{whereas for a QRT signal, PIPSE is}
$$

$$
100\sqrt{\frac{2}{N} \sum_{k=1}^{R} \left( \frac{\sin \frac{\pi k}{N}}{\frac{\pi k}{N}} \right)^2} \% [4].
$$
The use of PIPS and PIPSE alone as a measure of signal quality would not take into account the possibility that the power contained in one of the specified harmonics is low, and hence result in an inaccurate estimation of the frequency response at that particular frequency. A frequency domain measure of signal quality is then used which is the effective minimum ratio between the actual harmonic amplitude and the specified harmonic amplitude at any of the specified harmonics, EMINE [4]. This is defined as

\[
\text{EMINE} = 100 \min_{k=1,2,\ldots,R} \frac{|C'_s(k)|}{\sqrt{\frac{1}{R} \sum_{k=1}^{R} |C'_s(k)|^2}} \% \quad R < N/2 \tag{2.12}
\]

EMINE is also independent of the signal mean and amplitude, and has a value of 0% for a signal with the worst possible performance and 100% for a signal with the best possible performance. For both pseudo-random binary signals and QRT signals, the \( R \)th harmonic has the least power, so that EMINE is 100 \( \frac{(\sin \frac{\pi R}{N})}{(\pi R / N)} \% \) [4].

The values of PIPSE and EMINE for a specification with \( R \) consecutive harmonics are given in Table 2.1. From the table, it can be seen that as \( R \) increases, PIPSE increases since more signal power is now at the specified harmonics. However, this is accompanied by a decrease in EMINE. It is worth noting that PIPSE for a QRT signal is only slightly lower than that of a pseudo-random binary signal, since there is only one element at the signal level zero in a period.
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<table>
<thead>
<tr>
<th>Signal type</th>
<th>$R$</th>
<th>PIPSE (%)</th>
<th>EMINE (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PRB</td>
<td>15</td>
<td>48.4</td>
<td>98.6</td>
</tr>
<tr>
<td>PRB</td>
<td>30</td>
<td>66.9</td>
<td>94.0</td>
</tr>
<tr>
<td>PRB</td>
<td>63</td>
<td>87.9</td>
<td>73.0</td>
</tr>
<tr>
<td>QRT</td>
<td>15</td>
<td>48.2</td>
<td>98.6</td>
</tr>
<tr>
<td>QRT</td>
<td>30</td>
<td>66.6</td>
<td>94.0</td>
</tr>
<tr>
<td>QRT</td>
<td>63</td>
<td>87.5</td>
<td>73.0</td>
</tr>
</tbody>
</table>

Table 2.1. PIPSE and EMINE for different values of $R$ using a pseudo-random binary (PRB) signal and a QRT signal, both with $N = 127$.

2.3.4 List of Functions

The MATLAB routine has a script file and 29 function files. The routine is started by running the script file and it will call other function files as necessary. A brief description of the purpose of the script file and all the function files is given below. The script file, `prs_perturbation`, is listed first followed by the function files in alphabetical order. A complete program is given in the Appendix.

Script file:
`prs_perturbation`: To generate binary and ternary pseudo-random signals. These signals can have either all harmonics present or only odd harmonics present.

Function files:
`autocorrelation`: To calculate the periodic autocorrelation of a signal.
`autocorrelation_plot`: To display the autocorrelation function graphically (and numerically if required).
`calculate_EMINE`: To calculate EMINE as given in equation (2.12).
`calculate_PIPS`: To calculate PIPS as given in equation (2.10).
`calculate_PIPSE`: To calculate PIPSE as given in equation (2.11).
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calculate_R0 : To calculate the limit in which unsystematic errors due to second order nonlinearities cannot be eliminated when an MLB signal is used to estimate the system weighting function (see Section 2.3.1.3).

calculate_R1 : To calculate the limit in which unsystematic errors due to third order nonlinearities cannot be eliminated when an MLB signal is used to estimate the system weighting function (see Section 2.3.1.3).

DFT_plot : To calculate the discrete Fourier transform magnitude and present it graphically.

HAB : To generate HAB signals.

HAB_exist : To check whether a HAB signal is present for a particular length.

inverse_repeat : To generate an inverse-repeat signal from a non inverse-repeat signal.

MLB : To generate MLB signals. The characteristic equation can be specified by the user. Otherwise, the function mlbs in the MATLAB Frequency Domain System Identification Toolbox is used to generate a 'default' MLB signal.

MLB_exist : To check whether an MLB signal is present for a particular length.

poly_check : To check if the characteristic equation of a shift register is irreducible and primitive. In other words, this checks if the signal generated by the shift register will be a maximum length signal (an MLB signal in this case). (This was discussed in Section 2.3.1.1.)

poly_MLB : To generate an MLB signal when a characteristic equation is specified.

power_plot : To calculate the power spectrum and display the results graphically (and numerically if required).

prime : To check if a particular integer is a prime.
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prs_all_harmonics : To generate binary and ternary pseudo-random signals with all harmonics present.

prs_odd_harmonics : To generate binary and ternary pseudo-random signals with only odd harmonics present.

QRB : To generate QRB signals.

QRB_exist : To check whether a QRB signal is present for a particular length.

QRT : To generate QRT signals.

QRT_exist : To check whether a QRT signal is present for a particular length.

second_shift : To calculate the shift in the resulting signal when an MLB signal is shifted by a particular delay and then added on to the original (non shifted) signal.

sequence_plot : To plot the generated signal.

signal_display : To display the generated signal, its discrete Fourier transform, power spectrum and autocorrelation function by calling the functions sequence_plot, DFT_plot, power_plot and autocorrelation_plot respectively. It also allows the user to save the data relating to the generated signal in an external file.

third_shift : To calculate the shift in the resulting signal when two MLB signals which are shifted by two different values of delay are added on to the original (non shifted) signal.

TPB : To generate TPB signals.

TPB_exist : To check whether a TPB signal is present for a particular signal.

A routine to find the least primitive root for any given prime number, primitive_root, was also written but is not part of the new MATLAB routine. However, the results generated using primitive_root are incorporated into the MATLAB routine within the function HAB.
2.4 Extension to Multi-level Pseudo-random Signals

2.4.1 Introduction to Nonlinear System Identification

The identification of nonlinear structures such as the Wiener and Hammerstein models using pseudo-random signals is investigated in [18]. It is shown that for the Wiener model in which a dynamic linear subsystem precedes an instantaneous nonlinearity, the performance of the signal measured using PIPS is the same as for a linear system. It is concluded in [18] that a binary signal with a PIPS of 100% will give the best performance with the Wiener model.

More complicated analysis is needed for the Hammerstein model, in which a dynamic linear subsystem succeeds an instantaneous nonlinearity. Such a structure with quadratic nonlinearity is considered in [18]. In this case, a perturbation signal with at least three levels is needed to identify the linear and nonlinear parts of the system. This is because a binary signal will produce a constant at the output of the quadratic nonlinearity. It is also shown in [18] that it is desirable for the signal to have even harmonics suppressed and its odd harmonics uniform. In addition, the square of the signal should have its odd harmonics suppressed and its even harmonics, apart from the zero harmonic, uniform. This is because the square of the signal will be an input to a linear subsystem, and hence the performance criteria should be applied to it as well. The theory can be extended to Hammerstein models with a higher order of nonlinearity. To identify a system with $N_D - 1$ order of nonlinearity, the signal must have at least $N_D$ levels [32]. The optimum signal levels were found in [32] by minimising the condition number of the associated Vandermonde matrix [33].

Some properties of multi-level (three-level, four-level and five-level) signals will be considered in the next section. It is worth noting that these signals (and those with a higher number of levels) can be generated from prime and extension fields [34] using the computer software GALOIS [8]. In Section 2.4.3, the optimum signal design for the identification of Hammerstein models will be investigated.
2.4 Extension to Multi-level Pseudo-random Signals

2.4.2 Properties of Multi-level Signals

Multi-level signals $u(i)$ may be obtained from maximum length sequences $s(i)$ generated in the Galois field $GF(q)$. Such a sequence has a period $N = q^n - 1$ and can be divided into $q-1$ subperiods. Each period of the signal contains $q^{n-1}$ occurrences of each element, except element 0 which occurs only $q^{n-1} - 1$ times.

2.4.2.1 Three-level Signals

Several properties of three-level maximum length sequences generated from $GF(3)$ are given in [35, 36]. Examples of shift register feedback connections resulting in such a signal for $2 \leq n \leq 7$ are given in [35] and these were derived from a list of primitive polynomials tabulated in [37]. Since the signal can be divided into two subperiods, it is therefore an inverse-repeat signal.

For such a signal $u(i)$, the magnitudes of the harmonics are given in [18] by

$$
|U(k)| = \begin{cases} 
2 \times 3^{(n-1)/2} & k \text{ odd} \\
0 & k \text{ even}
\end{cases} \quad (2.13)
$$

PIPS is $100\sqrt{2(N + 1) / 3N}\%$, which tends to 81.6% as $N$ increases [18]. In the identification of Hammerstein models with $N_D - 1 = 2$, the magnitudes of the harmonics of the square of the signal $v(i)$ are of importance as the signal $v(i) = u(i)^2$ will be an input to the linear subsystem. The magnitudes of these harmonics are given by

$$
|V(k)| = \begin{cases} 
2 \times 3^{n-1} & k = rN \\
2 \times 3^{(n-2)/2} & k \text{ even } \neq rN \\
0 & k \text{ odd}
\end{cases} \quad (2.14)
$$

and PIPS is $100\sqrt{2(N + 1)(N - 2) / 9N^2}\%$, which tends to 47.1% as $N$ increases [18]. Thus, both the signal and the square of the signal possess the required property for the identification of the Hammerstein model (with the nonlinear part being confined to a quadratic nonlinearity).
2.4.2.2 Four-level Signals

Four-level maximum length sequences based on GF(4) are considered in [38, 39]. If the elements (0, 1, 2, 3) of the sequence are mapped into signal levels \((u_1, u_2, u_3, u_4)\), the mean value \(M\) is given in [39] by

\[
M = \frac{u_1 + u_2 + u_3 + u_4}{4} + \frac{u_2 + u_3 + u_4 - 3u_1}{4(4^m - 1)}
\]  

(2.15)

The normalised autocorrelation function is given by

\[
R(0) = \frac{u_1^2 + u_2^2 + u_3^2 + u_4^2}{4} + \frac{u_2^2 + u_3^2 + u_4^2 - 3u_1^2}{4(4^m - 1)}
\]  

(2.16)

\[
R\left(\frac{N}{3}\right) = R\left(\frac{2N}{3}\right) = \frac{u_1^2 + u_2u_3 + u_3u_4 + u_4u_2 + u_2u_3 + u_3u_4 + u_4u_2 - 3u_1^2}{4(4^m - 1)}
\]  

(2.17)

\[
R(k) = \frac{(u_1 + u_2 + u_3 + u_4)^2}{16} + \frac{(u_1 + u_2 + u_3 + u_4)^2 - 16u_1^2}{16(4^m - 1)}
\]  

(2.18)

where \(k\) is not an integer multiple of \(N/3\).

If we consider equal spacing between the signal levels by taking \(u_1 = C, u_2 = C + A, u_3 = C + 2A, u_4 = C + 3A\) as was done in [39], equations (2.17) and (2.18) can be simplified to

\[
R\left(\frac{N}{3}\right) = R\left(\frac{2N}{3}\right) = C^2 + \frac{12AC + 9A^2}{4} \left(\frac{4^m}{4^m - 1}\right)
\]  

(2.19)

\[
R(k) = C^2 + \frac{12AC + 9A^2}{4} \left(\frac{4^m}{4^m - 1}\right)
\]  

(2.20)

Since equation (2.19) cannot be made equal to equation (2.20) (unless \(A = 0\), resulting in a constant signal), the autocorrelation function is not primitive and the harmonics are not uniform in magnitude. Also, inverting every other member of the signal does not produce an inverse-repeat signal with uniform odd harmonics.

In order to obtain a four-level signal with uniform harmonics (except at dc), the mapping levels must be made asymmetrical. Unfortunately, this results in a signal with
the separation of levels very far from being equal, thus greatly limiting its usefulness in a perturbation test. The equality of spacing between the levels can be measured using its FIT value. For a signal with equal spacing, the signal levels are

$$\left( u_1, u_1 + \frac{u_2 - u_1}{3}, u_3 - \frac{u_2 - u_1}{3}, u_4 \right)$$

(2.21)

For a particular four-level signal, the error term is defined as

$$\text{error} = \left| u_2 - \left( u_1 + \frac{u_4 - u_1}{3} \right) \right| + \left| u_3 - \left( u_4 - \frac{u_4 - u_1}{3} \right) \right|$$

(2.22)

and FIT is then defined as

$$\text{FIT} = 100 \left( 1 - \frac{1 - \text{error}}{u_4 - u_1} \right) \%$$

(2.23)

Some mapping levels for four-level signals with uniform harmonics (except at dc) are given in Table 2.2, together with their values of PIPS (defined in (2.10)) and FIT.

<table>
<thead>
<tr>
<th>$u_1$</th>
<th>$u_2$</th>
<th>$u_3$</th>
<th>$u_4$</th>
<th>PIPS (%)</th>
<th>FIT (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>-8</td>
<td>-7</td>
<td>1</td>
<td>8</td>
<td>81.3</td>
<td>62.5</td>
</tr>
<tr>
<td>-9</td>
<td>-7</td>
<td>-1</td>
<td>9</td>
<td>77.8</td>
<td>55.6</td>
</tr>
<tr>
<td>-18</td>
<td>-17</td>
<td>7</td>
<td>18</td>
<td>86.1</td>
<td>66.7</td>
</tr>
<tr>
<td>-25</td>
<td>-23</td>
<td>7</td>
<td>25</td>
<td>84.0</td>
<td>68.0</td>
</tr>
<tr>
<td>-25</td>
<td>-17</td>
<td>-7</td>
<td>25</td>
<td>76.0</td>
<td>52.0</td>
</tr>
<tr>
<td>-32</td>
<td>-31</td>
<td>17</td>
<td>32</td>
<td>89.1</td>
<td>58.3</td>
</tr>
<tr>
<td>-32</td>
<td>-23</td>
<td>-7</td>
<td>32</td>
<td>76.6</td>
<td>53.1</td>
</tr>
<tr>
<td>-49</td>
<td>-47</td>
<td>23</td>
<td>49</td>
<td>87.8</td>
<td>61.9</td>
</tr>
<tr>
<td>-49</td>
<td>-41</td>
<td>1</td>
<td>49</td>
<td>79.6</td>
<td>59.2</td>
</tr>
<tr>
<td>-49</td>
<td>-31</td>
<td>-17</td>
<td>49</td>
<td>75.5</td>
<td>51.0</td>
</tr>
<tr>
<td>-50</td>
<td>-49</td>
<td>31</td>
<td>50</td>
<td>91.0</td>
<td>53.3</td>
</tr>
<tr>
<td>-50</td>
<td>-41</td>
<td>-1</td>
<td>50</td>
<td>79.0</td>
<td>58.0</td>
</tr>
<tr>
<td>-81</td>
<td>-79</td>
<td>47</td>
<td>81</td>
<td>90.1</td>
<td>55.6</td>
</tr>
<tr>
<td>-81</td>
<td>-73</td>
<td>17</td>
<td>81</td>
<td>82.7</td>
<td>65.4</td>
</tr>
<tr>
<td>-81</td>
<td>-49</td>
<td>-31</td>
<td>81</td>
<td>75.3</td>
<td>50.6</td>
</tr>
</tbody>
</table>

Table 2.2. PIPS and FIT values for several four-level signals with uniform harmonics.
2.4.2.3 Five-level Signals

For pseudo-random sequences $u(i)$ obtained from $\text{GF}(5)$, the mapping of the sequence elements into signal levels which result in uniform harmonics can be written as

$$
\begin{align*}
  u_1 &= 0 \\
  u_2 &= -u_5 = a \\
  u_3 &= -u_4 = b
\end{align*}
$$

(2.24)

When $a > 1$ and $b = 1$, $u(i)$ has five levels. Typically, $a = 2$ since this gives equal spacing between the levels. The magnitude of the harmonics are then given by

$$
\begin{align*}
  |U(k)| &= 4.47 \times 5^{(n-1)/2} & k \text{ odd} \\
  |U(k)| &= 0 & k \text{ even}
\end{align*}
$$

(2.25)

The closer $a$ is to unity, the larger the value of PIPS.

The field elements can also be mapped such that the resulting signal is three-level by making $a = 0$ and $b = 1$, or $a = b = 1$. In the former case,

$$
\begin{align*}
  |U(k)| &= 2 \times 5^{(n-1)/2} & k \text{ odd} \\
  |U(k)| &= 0 & k \text{ even}
\end{align*}
$$

(2.26)

In the latter case

$$
\begin{align*}
  |U(k)| &= 2.83 \times 5^{(n-1)/2} & k \text{ odd} \\
  |U(k)| &= 0 & k \text{ even}
\end{align*}
$$

(2.27)

However, the square of the signal do not possess uniform even harmonics, unlike the three-level signals generated from $\text{GF}(3)$. 
2.4 Extension to Multi-level Pseudo-random Signals

2.4.3 Design of Multi-level Signals for the Identification of Hammerstein Models

For the identification of a nonlinear system with the Hammerstein structure, a multi-level perturbation signal $u$ is required. The signal must have at least $N_D$ different levels if the order of the nonlinearity is $N_D - 1$. For the present, assume that every level has the same number of occurrences. Without loss of generality it may also be assumed that $u_1 > u_2 > \ldots > u_{N_D}$, and that $u_1 = 1$ and $u_{N_D} = -1$. Despite the fact that intuition may suggest that the levels be equally spaced, this may not be the optimal solution.

To formulate the problem, the output of the nonlinear system $y$ is expressed as a function of the input $u$.

$$y = a_1 u^{N_D-1} + a_2 u^{N_D-2} + \ldots + a_{N_D-1} u + a_{N_D}$$

(2.28)

Then the output of the nonlinearity at each signal level is given by

$$\begin{bmatrix}
  y_1 \\
  y_2 \\
  \vdots \\
  y_{N_D}
\end{bmatrix} =
\begin{bmatrix}
  u_1^{N_D-1} & u_1^{N_D-2} & \ldots & u_1 & 1 \\
  u_2^{N_D-1} & u_2^{N_D-2} & \ldots & u_2 & 1 \\
  \vdots & \vdots & \ddots & \vdots & \vdots \\
  u_{N_D}^{N_D-1} & u_{N_D}^{N_D-2} & \ldots & u_{N_D} & 1
\end{bmatrix}
\begin{bmatrix}
  a_1 \\
  a_2 \\
  \vdots \\
  a_{N_D}
\end{bmatrix}$$

(2.29)

where

$$\begin{bmatrix}
  u_1^{N_D-1} & u_1^{N_D-2} & \ldots & u_1 & 1 \\
  u_2^{N_D-1} & u_2^{N_D-2} & \ldots & u_2 & 1 \\
  \vdots & \vdots & \ddots & \vdots & \vdots \\
  u_{N_D}^{N_D-1} & u_{N_D}^{N_D-2} & \ldots & u_{N_D} & 1
\end{bmatrix}$$

is the Vandermonde matrix of $(2.28)$

$$\begin{bmatrix}
  u_1 \\
  u_2 \\
  \vdots \\
  u_{N_D}
\end{bmatrix}$$

(2.30)

Equation (2.29) may be written as

$$y = V_{N_D}(u)a$$

(2.30)

hence

$$a = \left(V_{N_D}(u)^{-1}y$$

(2.31)
There are several ways to select the optimal values of $u$. These are given below:

(a) In the context of a measurement problem, errors occur in the measurements $y$, and the requirement is to minimise the sensitivity of the solution to these errors. The sensitivity matrix is

$$\frac{da}{dy} = \left(V_{N_D}(u)\right)^{-1}$$

and it is therefore required to minimise the sum of all sensitivities

$$\sum_i \sum_j \left| \left(V_{N_D}(u)\right)^{-1}_{ij} \right|$$

(b) It is also possible to minimise the greatest sensitivity given by

$$\max_{i} \left( \max_{j} \left| \left(V_{N_D}(u)\right)^{-1}_{ij} \right| \right)$$

(c) In the context of a least-squares polynomial fitting problem, errors occur in $y$ and the effect of these errors is minimised by minimising

$$\left\| \left(V_{N_D}(u)\right)^{-1} \right\|$$

(d) The problem can also be treated as a matrix inversion problem where numerical errors occur in the inversion of $V_{N_D}(u)$. In this case, the quantity to minimise is the 2-norm of the condition number of $V_{N_D}(u)$

$$\text{cond}_2 \left(V_{N_D}(u)\right)$$

as was done in [32]. This is defined as

$$\text{cond}_2 \left(V_{N_D}\right) = \left[ \frac{\lambda_{\text{max}} \left(V_{N_D}V_{N_D}^T\right)^{-\frac{1}{2}}}{\lambda_{\text{min}} \left(V_{N_D}V_{N_D}^T\right)^{-\frac{1}{2}}} \right]$$

where $\lambda$ represents the singular values of a matrix.

These four measures all give the same result when $N_D = 3$. In this case

$$V_{N_D}(u) = \begin{bmatrix} u_1^2 & u_1 & 1 \\ u_2^2 & u_2 & 1 \\ u_3^2 & u_3 & 1 \end{bmatrix} = \begin{bmatrix} 1 & 1 & 1 \\ u_2^2 & u_2 & 1 \\ 1 & -1 & 1 \end{bmatrix}$$

and
\[
(V_{N_D}(u))^{-1} = \begin{bmatrix}
\frac{1}{(u_1 - u_2)(u_1 - u_3)} & \frac{1}{(u_2 - u_3)(u_2 - u_4)} & \frac{1}{(u_3 - u_4)(u_3 - u_1)} \\
\frac{1}{u_2 + u_3} & \frac{1}{u_3 + u_4} & \frac{1}{u_4 + u_1} \\
\frac{(u_1 - u_2)(u_1 - u_3)}{u_2 u_3} & \frac{(u_2 - u_3)(u_2 - u_4)}{u_3 u_4} & \frac{(u_3 - u_4)(u_3 - u_1)}{u_4 u_1}
\end{bmatrix}
\]

\[
= \begin{bmatrix}
\frac{1}{2(1-u_2)} & \frac{1}{1-u_2^2} & \frac{1}{2(1+u_2)} \\
\frac{1}{2} & 0 & -\frac{1}{2} \\
-\frac{u_2}{2(1-u_2)} & \frac{1}{1-u_2^2} & \frac{u_2}{2(1+u_2)}
\end{bmatrix}
\]

(2.39)

In this case all four requirements are satisfied when \( u_2 = 0 \) which results in

\[
(V_{N_D}(u))^{-1} = \begin{bmatrix}
0.5 & -1 & 0.5 \\
0.5 & 0 & 0.5 \\
0 & 1 & 0
\end{bmatrix}
\]

(2.40)

The four measures do not, however, give the same results when \( N_D > 3 \). These are tabulated in Table 2.3 for the cases when \( N_D = 4 \) and 5. Methods (a) to (d) correspond to minimising the quantities given in (2.33) to (2.36) respectively.

<table>
<thead>
<tr>
<th>( N_D )</th>
<th>Method</th>
<th>( u_2 )</th>
<th>( u_3 )</th>
<th>( u_4 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>a</td>
<td>0.425</td>
<td>-0.425</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>b</td>
<td>0.575</td>
<td>-0.575</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>c</td>
<td>0.545</td>
<td>-0.545</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>d</td>
<td>0.520</td>
<td>-0.520</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>a</td>
<td>0.655</td>
<td>0</td>
<td>-0.655</td>
</tr>
<tr>
<td>5</td>
<td>b</td>
<td>0.840</td>
<td>0</td>
<td>-0.840</td>
</tr>
<tr>
<td>5</td>
<td>c</td>
<td>0.745</td>
<td>0</td>
<td>-0.745</td>
</tr>
<tr>
<td>5</td>
<td>d</td>
<td>0.725</td>
<td>0</td>
<td>-0.725</td>
</tr>
</tbody>
</table>

Table 2.3. Optimal signal levels using different methods.
The results for $N_D = 3, 4, \text{ and } 5$ all have a symmetry of the form

$$u_{N_D-r+1} = -u_r \quad r = 1, 2, \ldots$$  (2.41)

Also, as the only known four-level signals with ideal harmonics are very asymmetric, the above results indicate that they are not likely to be suitable for this application.

The above analysis needs to be modified if a nonlinearity of order $N_D - r$ (where $r \neq 1$) needs to be identified instead, and if some or all of the signal levels occur more than once. In the first case, the number of columns of the Vandermonde matrix is reduced, while in the second case, the number of rows of the matrix is increased. This modification does not change the basic solution of the problem except that the measures given in methods (a) to (d) are applied to a modified version of the Vandermonde matrix $V_m$. Due to the fact that the modified matrix is no longer a square matrix, it is now required to minimise

(a) $\sum \sum \left| \left( (V_m(u)^T V_m(u))^{-1} V_m(u)^T \right)_{ij} \right|$  (2.42)

(b) $\max_i \left( \max_j \left| \left( (V_m(u)^T V_m(u))^{-1} V_m(u)^T \right)_{ij} \right| \right)$  (2.43)

(c) $\| (V_m(u)^T V_m(u))^{-1} V_m(u)^T \|$  (2.44)

(d) $\text{cond}_2 (V_m(u)^T V_m(u))$  (2.45)

When either a four-level or a five-level signal is used to identify a quadratic nonlinearity, all four requirements are satisfied by the same degenerate case for which $u_2 = u_3 = u_4 = 0$. Results obtained when a five-level signal is used to identify a cubic nonlinearity are given in Table 2.4. Here, methods (a) to (d) correspond to minimising (2.42) to (2.45) respectively.

<table>
<thead>
<tr>
<th>Method</th>
<th>a</th>
<th>b</th>
<th>c</th>
<th>d</th>
</tr>
</thead>
<tbody>
<tr>
<td>$u_2 = -u_4$</td>
<td>0.467</td>
<td>0.577</td>
<td>0.543</td>
<td>0.526</td>
</tr>
</tbody>
</table>

Table 2.4. Optimal signal levels for a five-level signal used to identify a cubic nonlinearity. $u_1 = -u_5 = 1, u_3 = 0$. 
If each signal level occurs $p$ times instead of once, it might be expected that the four measures involved would be invariant, or would decrease as $p$ increases since more data is obtained with an increased signal length. It was found that the measures given in (2.42) and (2.45) are invariant, while the measure given in (2.43) decreases at a rate proportional to $p$, and that in (2.44) decreases at a rate proportional to $\sqrt{p}$.

For the purpose of comparing the performance of different signal levels, it is desirable that the measures involved are not dependent on the number of times the levels occur, provided that the number of occurrences of each level is approximately the same. It is therefore convenient to adopt the four invariant measures.

\[ \sum_i \sum_j \left\| \left( (V_m(u)^T V_m(u))^{-1} V_m(u)^T \right)_{i,j} \right\| \]  \hspace{1cm} (2.46)

\[ p \cdot \max_i \left( \max_j \left\| \left( (V_m(u)^T V_m(u))^{-1} V_m(u)^T \right)_{i,j} \right\| \right) \]  \hspace{1cm} (2.47)

\[ \sqrt{p} \cdot \left\| \left( (V_m(u)^T V_m(u))^{-1} V_m(u)^T \right) \right\| \]  \hspace{1cm} (2.48)

\[ \text{cond}_2 \left( V_m(u)^T V_m(u) \right) \]  \hspace{1cm} (2.49)

These four measures can also be used for multi-level pseudo-random signals in which the number of occurrences of all nonzero levels is equal and that for the zero level is one less. The invariant measures in (2.46) to (2.49) for a three-level signal generated from GF(3) with levels $+1$, $0$ and $-1$ are given in Table 2.5.

<table>
<thead>
<tr>
<th>Length, $N$</th>
<th>8</th>
<th>26</th>
<th>80</th>
<th>242</th>
<th>728</th>
<th>$3p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of ±1, $p$</td>
<td>3</td>
<td>9</td>
<td>27</td>
<td>81</td>
<td>243</td>
<td>$p$</td>
</tr>
<tr>
<td>No. of 0</td>
<td>2</td>
<td>8</td>
<td>26</td>
<td>80</td>
<td>242</td>
<td>$p$</td>
</tr>
<tr>
<td>Measure (a)</td>
<td>4.00</td>
<td>4.00</td>
<td>4.00</td>
<td>4.00</td>
<td>4.00</td>
<td>4.00</td>
</tr>
<tr>
<td>Measure (b)</td>
<td>1.50</td>
<td>1.13</td>
<td>1.04</td>
<td>1.01</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Measure (c)</td>
<td>1.81</td>
<td>1.59</td>
<td>1.54</td>
<td>1.52</td>
<td>1.51</td>
<td>1.51</td>
</tr>
<tr>
<td>Measure (d)</td>
<td>14.26</td>
<td>11.36</td>
<td>10.70</td>
<td>10.50</td>
<td>10.44</td>
<td>10.40</td>
</tr>
</tbody>
</table>

Table 2.5. Invariant measures for a three-level signal.
2.4 Extension to Multi-level Pseudo-random Signals

Since the measures given in Table 2.5 are relatively invariant, they are proven to be very useful in evaluating the signal performance. In fact, the slight variations seen are due to the fact that the number of occurrences of the signal levels is not exactly equal (except for the last column of Table 2.5). Indeed, the values of \( p \) are not exact, due to the above reasons. As the signal length increases, the number of occurrences of the signal levels becomes more like equal and the signal measures tend towards that given in the last column of Table 2.5.

It is of interest to further investigate the signal measures if the number of occurrences of the signal levels are significantly different. Unfortunately, when this is the case, the measures given in (2.46) to (2.49) cannot be used because it is no longer possible to specify a value for \( p \). The measures in (2.42) to (2.45) have to be used instead. Examples are given in Table 2.6 for a signal of length \( N = 80 \) generated from GF(9) and mapped into the three levels \(+1, 0, \) and \(-1\).

<table>
<thead>
<tr>
<th>No. of ±1</th>
<th>9</th>
<th>18</th>
<th>27</th>
<th>36</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of 0</td>
<td>62</td>
<td>44</td>
<td>26</td>
<td>8</td>
</tr>
<tr>
<td>Measure (a)</td>
<td>4.00</td>
<td>4.00</td>
<td>4.00</td>
<td>4.00</td>
</tr>
<tr>
<td>Measure (b)</td>
<td>0.06</td>
<td>0.03</td>
<td>0.04</td>
<td>0.13</td>
</tr>
<tr>
<td>Measure (c)</td>
<td>0.28</td>
<td>0.25</td>
<td>0.30</td>
<td>0.51</td>
</tr>
<tr>
<td>Measure (d)</td>
<td>6.45</td>
<td>6.34</td>
<td>10.70</td>
<td>38.08</td>
</tr>
<tr>
<td>PIPS (%)</td>
<td>47.4</td>
<td>67.1</td>
<td>82.2</td>
<td>94.9</td>
</tr>
</tbody>
</table>

Table 2.6. Measures for a three-level signal generated from GF(9) with signal levels \(+1, 0, \) and \(-1\).

It can be seen from Table 2.6 that the signal measures (b) to (d) are the worst (largest) when the number of occurrences of signal levels \( ±1 \) increases. Hence, the requirement to most accurately perform the matrix computation in the presence of noise contradicts with that to maximise the signal power within a specified peak-to-peak amplitude (PIPS). In view of this, the signal power in Table 2.6 was normalised to a root-mean-
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Square value of unity, and the signal measures were recomputed as in Table 2.7. It can be seen that despite normalising the signal power, the above observation still holds.

<table>
<thead>
<tr>
<th>No. of ±V</th>
<th>9</th>
<th>18</th>
<th>27</th>
<th>36</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of 0</td>
<td>62</td>
<td>44</td>
<td>26</td>
<td>8</td>
</tr>
<tr>
<td>Measure (a)</td>
<td>1.90</td>
<td>2.68</td>
<td>3.28</td>
<td>3.81</td>
</tr>
<tr>
<td>Measure (b)</td>
<td>0.03</td>
<td>0.02</td>
<td>0.03</td>
<td>0.12</td>
</tr>
<tr>
<td>Measure (c)</td>
<td>0.13</td>
<td>0.17</td>
<td>0.24</td>
<td>0.48</td>
</tr>
<tr>
<td>Measure (d)</td>
<td>6.45</td>
<td>6.34</td>
<td>10.70</td>
<td>38.08</td>
</tr>
<tr>
<td>V</td>
<td>2.11</td>
<td>1.49</td>
<td>1.22</td>
<td>1.05</td>
</tr>
</tbody>
</table>

Table 2.7. Measures for a three-level signal generated from GF(9) with an rms power of unity.

2.5 Conclusions

MLB signals are the best known class of pseudo-random signals due to their ease of generation using feedback shift registers. The characteristic equation in the delays of the shift register must be irreducible and primitive in order to result in an MLB signal. This class of signal possesses many unique properties such as the shift-and-add property which is useful in some applications for example, the identification (detection) of processes with direction-dependent dynamics (see Chapter 3). The effect of nonlinearities on the measurement of weighting functions by input-output crosscorrelation is also a factor which needs to be taken into consideration when making a choice of an MLB signal of a particular length. Furthermore, the use of an inverse-repeat signal eliminates the effect of even order nonlinearities and this is very useful in the estimation of linear dynamics for processes with nonlinearities. The MATLAB routine incorporates functions to generate MLB signal for any specified characteristic equation (provided the characteristic equation is irreducible and primitive), and investigate the effects of the shift-and-add property and the errors on the estimate of the weighting function caused by nonlinearities in the system.
2.5 Conclusions

Other classes of binary and near-binary signal such as the QRB, HAB and TPB signals have identical autocorrelation properties to that of an MLB signal while the QRT signal has almost identical autocorrelation properties. These signals are useful in filling in the gaps in between successive periods of the MLB signal. The design of these classes of signals was considered.

The MATLAB routine allows pseudo-random signals with all harmonics present and those with only odd harmonics present (inverse-repeat) to be generated. Other useful functions include graphical representations of the signal, its discrete Fourier transform magnitude, power spectrum and autocorrelation, and functions to calculate different measures of signal quality such as PIPS, PIPSE and EMINE. The data generated can be directly written to an external file. Thus, the MATLAB routine is a useful and convenient tool for generating pseudo-random signals for the purpose of system identification. The signals generated are applied to the detection of the departure from linearity for processes with direction-dependent dynamics (in Chapter 3), the estimation of linear dynamics for such processes (in Chapter 4), and the modelling of such processes using the Wiener model (in Chapter 5) and neural network model (in Chapter 6).

For identification of the Wiener structure, a binary signal with a PIPS of 100% is the best signal to use, as is the case for linear systems. However, the above is not true for the identification of Hammerstein models and the use of multi-level maximum length signals for this purpose was investigated. While three-level and five-level signals possess some desirable properties, it was found that four-level signals have a limited usefulness since they cannot be made inverse-repeat.

Three new signal measures were suggested, alongside with another measure already proposed in [32], to evaluate the quality of the Vandermonde matrix in the case of identifying a Hammerstein model. These four measures are the sum of all sensitivities in solving for the coefficients of the nonlinearity in the presence of noise, its greatest sensitivity, the norm of the inverse Vandermonde matrix, and the 2-norm condition number of the Vandermonde matrix. The Vandermonde matrix can also be modified if the order of the nonlinearity is less than the number of signal levels minus one, and if
some or all of the levels occur more than once. The four measures above were modified accordingly and invariant measures were suggested which are independent of the signal length. It was found that the requirement which results in the best performance measured by these contradicts with that to maximise the power within constraints of the signal amplitude (that is, to maximise PIPS (or PIPSE)).
Chapter 3

Detection of Departure from Linearity for Processes with Direction-dependent Dynamics
3.1 Abstract

Pseudo-random signals and multisines are applied to the detection of the departure from linearity for processes with direction-dependent dynamics. These processes have dynamics which depend on whether the output is increasing or decreasing. Analytical expressions for the process output are given for a first order process perturbed with a binary pseudo-random signal. Simulation results are presented for both first and second order processes when binary and multi-level pseudo-random signals, and multisine signals are applied. Identification (detection of the direction-dependent behaviour) is carried out in both time and frequency domains.

3.2 Introduction

A system with direction-dependent dynamics has dynamics which are different, according to whether the slope of the output is positive or negative. In this chapter, such a system which is linear in both directions is considered. Examples in the industry include gas-turbine engines (in which the input transducer has direction-dependent dynamic responses), chemical processes and nuclear reactors [26], steam-raising plants [25], distillation columns and polymerisation processes [40], and thermomechanical pulp refining [41, 42]. Such processes are also commonly found in the automotive sector where a damper may have a damping coefficient which is direction-dependent.

In order to detect the departure from linearity, one approach is to measure the responses to step function perturbations applied in the upward and downward directions. The problem with this is that, even with comparatively modest amounts of noise on the output, it becomes difficult to estimate the dynamics in each direction accurately. In this chapter, an alternative approach is described, which makes use of the noise rejection capabilities of input-output crosscorrelation. For a first order process perturbed with a binary signal, analytical expressions can be obtained for the process output. However, similar expressions could not be obtained for a first order process perturbed with a
multi-level signal and a second order process perturbed using a signal with any number of levels. This is because the sign of the slope of the output is not necessarily equal to the sign of the slope of the input (assuming that the input levels are symmetrical about zero) as in the case of a first order process perturbed with a binary signal.

Pseudo-random signals generated using the MATLAB routine (see Chapter 2) and those based on multi-level maximum length (MLML) sequences [36] are applied to detect the departure from linearity for processes with first and second order dynamics. Different classes of pseudo-random signals produce different patterns in the input-output crosscorrelation function and the existence of any coherent pattern can be explained using the shift-and-add and the shift-and-subtract properties. Random and Schroeder multisines [43] are also applied to the processes. Three different harmonic specifications are used. The first is the odd multisine with excitation lines at harmonic numbers \( f = 1, 3, 5, 7, 9, 11, \) etc. The second is the odd-odd multisine with excitation lines at \( f = 1, 5, 9, 13, \) etc. while the third has excitation lines at \( f = 1, 3, 9, 11, 17, 19, \) etc. The frequency spectrum of the output is analysed. The usefulness of the pseudo-random signals and multisines in detecting the presence of direction-dependent dynamics is discussed.

### 3.3 Process Simulation using MATLAB

MATLAB programs were written to simulate first and second order processes with direction-dependent dynamics. The programs allow the choice of input signal, the gains (which are set equal to unity in both directions for the rest of this chapter) and the dynamics in the positive and negative directions. For a first order process, the dynamics entered are the time constants for both directions of the output \( (T_U \) in equation (3.1A) and \( T_D \) in equation (3.1B)). The subscripts \( U \) and \( D \) denote the upward and downward directions of the output respectively.

\[
Y(s) = \frac{1}{sT_U + 1} U(s) \quad \text{sgn} (\dot{y}) > 0 \quad (3.1A)
\]
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\[ Y(s) = \frac{1}{sT_d + 1} U(s) \quad \text{sgn}(\dot{y}) < 0 \]  

(3.1B)

where \( U(s) \) and \( Y(s) \) are the Laplace transforms of the input \( u \) and output \( y \) respectively.

For a second order process, the dynamics entered represent the time constants if their values are real. If complex values are entered, the real and imaginary parts are associated with the rate of exponential decay and an oscillatory response respectively. The dynamics entered into the program are \( T_{U1} \) and \( T_{U2} \) in equation (3.2A), and \( T_{D1} \) and \( T_{D2} \) in equation (3.2B). (For the rest of the thesis, \( T_{U1} \) and \( T_{U2} \) are represented as the two values of \( T_u \), and \( T_{D1} \) and \( T_{D2} \) are represented as the two values of \( T_d \).)

\[ Y(s) = \frac{1}{(sT_{U1} + 1)(sT_{U2} + 1)} U(s) \quad \text{sgn}(\dot{y}) > 0 \]  

(3.2A)

\[ Y(s) = \frac{1}{(sT_{D1} + 1)(sT_{D2} + 1)} U(s) \quad \text{sgn}(\dot{y}) < 0 \]  

(3.2B)

The main output of the programs is the output signal which is transferred directly into the MATLAB workspace.

The zero order hold assumption is incorporated into the program design. For a first order process, this has no effect on the output as the output changes immediately in response to a change in input. However, the above is not true for a second order process. The output is affected by the fact that the input is held constant between two consecutive clock-pulse intervals. This causes an additional zero in the overall transfer function of the system. The sampling interval was set to twenty times the clock-pulse interval for a second order process in order to achieve reasonable accuracy at the output.

The programs plot the graphs of the input and output signals, the input-output cross-correlation function, the discrete Fourier transform of the input and output, and the gain and phase response of the system. These can also be saved in an associated file depending on the user’s choice.
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3.4.1 Process with First Order Dynamics

3.4.1.1 Detection using Pseudo-random Binary Signals

For a first order process, the output $y$ changes immediately in response to a change in the input $u$. $y$ increases if $u$ is larger than $y$ when $u$ is applied and decreases if otherwise. The value of $y$ remains unchanged if $u$ is equal to $y$ when $u$ is applied. For a binary signal with levels ±1 and clock-pulse interval $T$ (which is equal to the sampling interval in the first order case), it is shown in [25, 26] that

$$\text{sgn}(y) = \text{sgn}(u) \quad (3.3A)$$

and

$$y_t = \kappa_t y_{t-1} + (1-\kappa_t) u_t \quad (3.3B)$$

where

$$\kappa_t = a + bu_t \quad (3.4A)$$

$$a = 0.5(\exp(-T/T_0) + \exp(-T/T_D)) \quad (3.4B)$$

$$b = 0.5(\exp(-T/T_0) - \exp(-T/T_D)) \quad (3.4C)$$

It is also shown in [25, 26] that the output consists of a constant, first order and higher order terms.

Constant term

$$Y_0 = K(1 + a + a^2 + ...) - \frac{1-a}{b} = -\frac{b}{1-a} \quad (3.5)$$

where

$$K = \frac{(1-a)^2}{b} - b \quad (3.6)$$
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First order term

\[ Y_1 = K \frac{b}{1-a} (u_t + au_{t-1} + a^2u_{t-2} + a^3u_{t-3} + a^4u_{t-4} + \ldots) \]  

(3.7)

Second order terms

\[ Y_2 = K \frac{b^2}{1-a} (u_t u_{t-1} + au_{t-1}u_{t-2} + a^2u_{t-2}u_{t-3} + a^3u_{t-3}u_{t-4} + \ldots \]
\[ + au_{t-1}u_{t-2} + a^2u_{t-2}u_{t-3} + a^3u_{t-3}u_{t-4} + \ldots \]
\[ + a^2u_{t-1}u_{t-3} + a^3u_{t-1}u_{t-4} + \ldots \]
\[ + a^3u_{t-4} + \ldots \]
\[ + \ldots) \]  

(3.8)

Third order terms

\[ Y_3 = K \frac{b^3}{1-a} (u_t u_{t-1} u_{t-2} + au_{t-1}u_{t-2}u_{t-3} + a^2u_{t-2}u_{t-3}u_{t-4} + \ldots \]
\[ + au_{t-1}u_{t-2}u_{t-3} + a^2u_{t-2}u_{t-3}u_{t-4} + \ldots \]
\[ + au_{t-1}u_{t-2}u_{t-3} + a^2u_{t-1}u_{t-3}u_{t-4} + \ldots \]
\[ + a^2u_{t-1}u_{t-4} + \ldots \]
\[ + a^2u_{t-2}u_{t-4} + \ldots \]
\[ + a^2u_{t-3}u_{t-4} + \ldots \]
\[ + \ldots) \]  

(3.9)

When an MLB signal is applied, there are coherent discontinuities in the input-output crosscorrelation function. The positions and magnitude of these can be predicted using the shift-and-add property [25, 26] (see Section 2.3.1.2). In Table 3.1, the start positions of the peaks in the crosscorrelation function due to second order terms \(k\) (successive terms in (3.8)) and third order terms \(m\) (successive terms in (3.9)) are given for three 127-digit MLB signals with different feedback connections.
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<table>
<thead>
<tr>
<th>Start positions of peaks</th>
<th>Feedback stages 4 and 7</th>
<th>Feedback stages 6 and 7</th>
<th>Feedback stages 1, 4, 6 and 7</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k_1$</td>
<td>97</td>
<td>121</td>
<td>89</td>
</tr>
<tr>
<td>$k_2 = 2k_1$</td>
<td>67</td>
<td>115</td>
<td>51</td>
</tr>
<tr>
<td>$k_3$</td>
<td>123</td>
<td>67</td>
<td>21</td>
</tr>
<tr>
<td>$k_4 = 4k_1$</td>
<td>7</td>
<td>103</td>
<td>102</td>
</tr>
<tr>
<td>$k_5$</td>
<td>50</td>
<td>78</td>
<td>28</td>
</tr>
<tr>
<td>$m_1$</td>
<td>26</td>
<td>73</td>
<td>59</td>
</tr>
<tr>
<td>$m_2$</td>
<td>115, 46</td>
<td>99, 40</td>
<td>85, 113</td>
</tr>
</tbody>
</table>

Table 3.1. Start positions of peaks in the crosscorrelation function due to second order terms $k$ and third order terms $m$ for three 127-digit MLB signals with different feedback connections.

The crosscorrelation function obtained using a 127-digit MLB signal with feedback from stages 4 and 7 on a process with $T_U = T$ and $T_D = 5T$ is shown in Figure 3.1 (top). The peaks starting at lags 97, 67, 123, etc. due to second order terms and those starting at lags 26, 115, 46, etc. due to third order terms are clearly visible. (The expressions for the crosscorrelation function will be derived in Chapter 5.)

When an inverse-repeat MLB signal was used, the crosscorrelation function was smoother because the effects of even order terms were eliminated. This is shown in Figure 3.1 (middle) using the corresponding inverse-repeat signal of that used in Figure 3.1 (top), and the process has the same dynamics as before. The peaks starting at lags 97, 67, 123, etc. are no longer present. The peak starting at lag 26 is seen to be negative because the third order term is now at lag 153. There is thus a positive discontinuity at lag 153 and a negative discontinuity at lag 26 due to the inverse-repeat property (in which the second half of the crosscorrelation function is the negative of the first half). Positive peaks starting at lags 115 and 46 are still visible. From Figure 3.1 (middle), it can be seen that an inverse-repeat signal is much less suitable for the detection of the departure from linearity using the crosscorrelation function. (It is however more suitable for the estimation of linear dynamics and this will be discussed in Chapter 4.)
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Figure 3.1. Crosscorrelation function for a first order process with dynamics $T_U = T$ and $T_D = 5T$ using three different signals.
Top: 127-digit MLB signal with feedback from stages 4 and 7.
Middle: 254-digit inverse-repeat MLB signal with feedback from stages 4 and 7.
Bottom: 127-digit HAB signal.
Other classes of binary signals do not possess the shift-and-add property. Therefore, there is no coherent pattern in the crosscorrelation functions. This can be seen in Figure 3.1 (bottom) using a 127-digit HAB signal on the same process being considered ($T_U = T$ and $T_D = 5T$). Similar results were obtained using QRB and TPB signals. When their corresponding inverse-repeat signals were used, the crosscorrelation functions were again smoother as predicted.

An important point to note is that the period of the signal used should be significantly larger than the larger time constant of the process in order that coherent patterns in the crosscorrelation function can be easily detected if present. There was no coherent pattern in the frequency response gain or phase when using any of the signals. This is illustrated in Figure 3.2 using the same signal and process as in Figure 3.1 (top).

Figure 3.2. Gain response (top) and phase response (bottom) using a 127-digit MLB signal with feedback from stages 4 and 7. The process has dynamics $T_U = T$ and $T_D = 5T$. 
3.4.1.2 Detection using Multi-level Maximum Length Signals

MLML sequences [36] with even harmonics suppressed have inverse-repeat properties. These sequences possess the shift-and-subtract property [35]. If a $p$-level sequence is subtracted, modulo-$p$, from the same sequence delayed by $\alpha$ digits, the resulting sequence is the original sequence delayed by $\beta$ digits, where $\alpha$ and $\beta$ are integers in the range $1 \leq \alpha, \beta \leq p^a - 2$. (This becomes the shift-and-add property for MLB sequences.) Since modulo-$p$ ($p \neq 2$) addition is not equal to modulo-$p$ subtraction, MLML sequences possess the shift-and-add property in addition to the shift-and-subtract property.

For a multi-level signal, analysis using equation (3.3A) is no longer valid. However, there are still coherent peaks in the crosscorrelation function due to the shift-and-add and the shift-and-subtract properties. An example is given in Figures 3.3 to 3.5 for a process with $T_U = T$ and $T_D = 5T$. The input signal is generated from the Galois field (GF(3)) with a primitive polynomial of $1 \oplus 2x^4 \oplus 3 \oplus x^5$ and a sequence length, $N$, of $3^5 - 1 = 242$. The more significant third order terms caused by the shifts are given in (3.10). These are arranged such that the resulting shifts lie in the first half of the period.

\[
\begin{align*}
S_i + S_{i-1} + S_{i-53} &= 0 \\
S_i - S_{i-1} + S_{i-117} &= 0 \\
S_i + S_{i-2} + S_{i-77} &= 0 \\
S_i - S_{i-2} + S_{i-49} &= 0 \\
- S_i - S_{i-3} + S_{i-38} &= 0 \\
S_i - S_{i-3} + S_{i-109} &= 0 \\
- S_i - S_{i-4} + S_{i-57} &= 0 \\
S_i - S_{i-4} + S_{i-5} &= 0 \\
- S_i - S_{i-5} + S_{i-4} &= 0 \\
S_i - S_{i-5} + S_{i-57} &= 0 \\
S_i + S_{i-1} + S_{i-2} + S_{i-113} &= 0 \\
- S_i - S_{i-1} + S_{i-2} + S_{i-35} &= 0 \\
- S_i + S_{i-1} - S_{i-2} + S_{i-106} &= 0 \\
- S_i + S_{i-1} + S_{i-2} + S_{i-22} &= 0 \\
- S_i - S_{i-1} - S_{i-3} + S_{i-18} &= 0 \\
- S_i - S_{i-1} + S_{i-3} + S_{i-15} &= 0 \\
S_i - S_{i-1} + S_{i-3} + S_{i-12} &= 0 \\
S_i - S_{i-1} - S_{i-3} + S_{i-18} &= 0 \\
S_i - S_{i-1} + S_{i-3} + S_{i-31} &= 0 \\
S_i + S_{i-2} - S_{i-3} + S_{i-75} &= 0 \\
- S_i + S_{i-2} - S_{i-3} + S_{i-47} &= 0 \\
- S_i + S_{i-2} + S_{i-3} + S_{i-96} &= 0
\end{align*}
\] (3.10)
It should also be noted that terms that are apparently second order are indeed third order since
\[a_1s_{i-J} + a_2s_{i-K} + s_{i-1} = 0\] mod-3 \hspace{2cm} (3.11)

can be written in three distinct forms [29]
\[-a_1s_{i-J} - a_2s_{i-K} + s_{i-1} = 0\]
\[a_1s_{i-J} - a_2s_{i-K} - a_2s_{i-K} + s_{i-1} = 0\] mod-3 \hspace{2cm} (3.12)
\[-a_1s_{i-J} - a_1s_{i-J} + a_2s_{i-K} + s_{i-1} = 0\]

where \(a_1\) and \(a_2\) are elements of GF(3), and \(i, J, K\) and \(I\) are integers.

Some of the peaks predicted by (3.10) can be clearly observed in Figure 3.5 such as the negative peaks starting at lags 53 and 77, and the positive peaks starting at lags 117 and 38. The sign and magnitude of the resulting peaks depend on the signs of the terms in (3.10) and the magnitude of the impulse response at times corresponding to the lags in (3.10). Unfortunately, detailed theoretical analysis could not be done due to equation (3.3A) not being valid.

Figure 3.3. Input signal with GF(3) and \(n = 5\).
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Figure 3.4. Output using an input signal with GF(3) and $n = 5$ for a process with $T_U = T$ and $T_D = 5T$.

Figure 3.5. Crosscorrelation function using an input signal with GF(3) and $n = 5$ for a process with $T_U = T$ and $T_D = 5T$.

For multi-level maximum length sequences with harmonic multiples of two and three suppressed, both the inverse-repeat requirement $u(i) + u(i+N/2) = 0$ and the constraint $u(i) + u(i+N/3) + u(i+2N/3) = 0$ must be fulfilled. The autocorrelation function $R_{uu}(i)$ has the property

$$R_{uu}(i) + R_{uu}(i+N/3) + R_{uu}(i+2N/3) = 0$$

for all $i$ \hspace{1cm} (3.13)
This leads to the fact that in a normalised autocorrelation,

\[ R_{uu}(0) = 1 \]
\[ R_{uu}(N/2) = -1 \]
\[ R_{uu}(N/6) = R_{uu}(5N/6) = 0.5 \]
\[ R_{uu}(N/3) = R_{uu}(2N/3) = -0.5 \] (3.14)

These peaks can be observed in the crosscorrelation functions such as that shown in Figure 3.8 of a signal generated from GF(7) with \( n = 3 \) and the primitive polynomial \( 1 \oplus 3x^2 \oplus 2x^3 \). For this sequence, \( N = 7^3 - 1 = 342 \). The process has time constants \( T_U = T \) and \( T_D = 5T \). (The input and output signals are shown in Figures 3.6 and 3.7 respectively.) A large positive peak starts at lag zero and smaller positive peaks start at lags \((N / 6) = 57 \) and \((5N / 6) = 285 \). Similarly, a large negative peak starts at lag \((N / 2) = 171 \) and smaller negative peaks start at lags \((N / 3) = 114 \) and \((2N / 3) = 228 \). The amplitudes of these peaks are distorted by the departure from linearity.

The more significant third order terms caused by the shifts are given in (3.15). These are again arranged such that the resulting shifts lie in the first half of the period.

\[
\begin{align*}
-s_i - s_{i-4} + s_{i-63} & = 0 \\
s_i + s_{i-1} + s_{i-22} & = 0 \\
-s_i - s_{i-2} + s_{i-8} & = 0 \\
s_i - s_{i-2} + s_{i-85} & = 0 \\
s_i + s_{i-3} + s_{i-47} & = 0 \\
s_i - s_{i-3} + s_{i-122} & = 0 \\
s_i + s_{i-4} + s_{i-80} & = 0 \\
s_i - s_{i-4} + s_{i-93} & = 0 \\
-s_i - s_{i-5} + s_{i-139} & = 0 \\
-s_i + s_{i-5} + s_{i-101} & = 0 \\
-s_i - s_{i-1} - s_{i-2} + s_{i-100} & = 0 \\
-s_i - s_{i-1} + s_{i-2} + s_{i-35} & = 0 \\
-s_i + s_{i-1} - s_{i-2} + s_{i-155} & = 0 \\
-s_i + s_{i-1} + s_{i-2} + s_{i-11} & = 0 \\
s_i + s_{i-3} + s_{i-20} & = 0 \\
s_i + s_{i-3} + s_{i-88} & = 0 \\
-s_i + s_{i-1} - s_{i-3} + s_{i-146} & = 0 \\
s_i - s_{i-1} - s_{i-3} + s_{i-49} & = 0 \\
-s_i - s_{i-2} - s_{i-3} + s_{i-142} & = 0 \\
s_i + s_{i-2} - s_{i-3} + s_{i-104} & = 0 \\
-s_i + s_{i-2} - s_{i-3} + s_{i-17} & = 0 \\
s_i - s_{i-2} - s_{i-3} + s_{i-81} & = 0
\end{align*}
\] (3.15)
From Figure 3.8, positive peaks can be observed starting at lags 63 and 8, while negative peaks can be observed starting at lags 100 and 11. It is interesting to note that in the case of MLML sequences with harmonic multiples of two and three suppressed, the linear terms are large and the peaks caused by higher order terms become less noticeable.

Figure 3.6. Input signal with GF(7) and \( n = 3 \).

Figure 3.7. Output using an input signal with GF(7) and \( n = 3 \) for a process with \( T_U = T \) and \( T_D = 5T \).
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Figure 3.8. Crosscorrelation function using an input signal with GF(7) and $n = 3$ for a process with $T_U = T$ and $T_D = 5T$.

No coherent pattern was present in the frequency domain when using either of the MLML signals.

### 3.4.1.3 Detection using Multisines

Multisine signals can be generated using the function `msinzoh` which is a modification of the function `msinclip` [5] that is available in the MATLAB Frequency Domain System Identification Toolbox. (This function was modified by Andrew Tucker of the University of Warwick to allow the generated signal to be loaded directly into the MATLAB workspace.) The algorithm minimises the crest factor of the multisine using a clipping algorithm [44]. The time domain waveform is clipped and then transformed into the frequency domain. The amplitudes are restored to the desired values, and the clipping level is gradually reduced, thus reducing the signal amplitude.

To generate a random multisine, the random number generator in MATLAB can be used to generate random phases uniformly distributed between 0 and $2\pi$. The complex amplitudes at the specified nonzero frequencies are entered into `msinzoh`. To generate a Schroeder multisine [43] instead, the amplitudes at the specified nonzero frequencies are
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entered as real values. In order not to have the crest factor minimised, the iteration number should be set equal to one. The signal generated then has an almost Gaussian distribution.

Three harmonic specifications were used in this application. The first was the odd multisine with excitation lines at harmonic numbers \( f = 1, 3, 5, 7, 9, 11, \ldots \) etc. The second was the odd-odd multisine with excitation lines at \( f = 1, 5, 9, 13, \ldots \) etc. while the third had excitation lines at \( f = 1, 3, 9, 11, 17, 19, \ldots \) etc. There was no coherent pattern in the output frequency spectrum for all three specifications, either using random or Schroeder multisines. Results obtained using the specification with excitation lines at \( f = 1, 3, 9, 11, 17, 19, \ldots \) etc. are shown in Figures 3.9 to 3.14. Figures 3.9 and 3.10 show the random multisine and the process output respectively. The process has time constants \( T_v = T \) and \( T_D = 5T \). Figures 3.11 and 3.12 show the discrete Fourier transform of the input and output respectively. The Schroeder multisine is shown in Figure 3.13 and the discrete Fourier transform of the output is given in Figure 3.14 for the same process. Similar results were obtained for the odd and odd-odd multisines (in that no coherent pattern was observed in the output frequency spectrum).

![Figure 3.9. Random multisine with excitation lines at \( f = 1, 3, 9, 11, 17, 19, \ldots \) etc.](image)
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Figure 3.10. Output using a random multisine with excitation lines at $f = 1, 3, 9, 11, 17, 19$, etc. The process has time constants $T_U = T$ and $T_D = 5T$.

Figure 3.11. Discrete Fourier transform of the input signal.

Figure 3.12. Discrete Fourier transform of the output signal.
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Figure 3.13. Schroeder multisine with excitation lines at $f = 1, 3, 9, 11, 17, 19$, etc.

Figure 3.14. Discrete Fourier transform of the output signal using the Schroeder multisine.
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3.4.2 Process with Second Order Dynamics

3.4.2.1 Detection using Pseudo-random Binary Signals

For a second order process, the slope of the output $y$ no longer responds immediately to a change in input $u$. In order to predict the output $y$ reasonably accurately, the sampling interval was set to twenty times the clock-pulse interval. Due to the fact that equation (3.3A) is no longer valid, the results obtained are much more difficult to analyse. When an MLB signal is used, there are peaks in the crosscorrelation function in addition to that of the linear response. It is necessary to look for peaks starting in the same positions as for the first order process (those given by the shift-and-add property). However, these peaks are not necessarily of the same sign as that obtained for the first order case. Furthermore, some of these peaks may be undetectable due to their small amplitude.

Examples are given in Figures 3.15 to 3.17 using a 127-digit MLB signal with feedback from stages 1, 4, 6 and 7 (the second order terms $k$ and the third order terms $m$ for this signal are given in Table 3.1). Figure 3.15 shows overdamped processes, with damping factor $\zeta = 2$ in both directions. In Figure 3.15 (top), the undamped natural frequency is $\omega_{nu} = 5/T$ in the upward direction (which corresponds to $T_U = 0.05T$, $0.75T$) and $\omega_{nd} = 1.25/T$ in the downward direction (which corresponds to $T_D = 0.21T$, $2.99T$). In Figure 3.15 (middle), $\omega_{nu} = 3/T$ ($T_U = 0.09T$, $1.24T$) and $\omega_{nd} = 0.75/T$ ($T_D = 0.36T$, $4.98T$) while in Figure 3.15 (bottom), $\omega_{nu} = 1/T$ ($T_U = 0.27T$, $3.73T$) and $\omega_{nd} = 0.25/T$ ($T_D = 1.07T$, $14.93T$). Figure 3.16 shows a critically damped process with $\zeta = 1$ in both directions, $\omega_{nu} = 1/T$ ($T_U = T$, $T$) and $\omega_{nd} = 0.25/T$ ($T_U = 4T$, $4T$). Figure 3.17 shows an underdamped process with $\zeta = 0.25$ in both directions, $\omega_{nu} = 1/T$ and $\omega_{nd} = 0.25/T$; there are no real time constants in this case since $\zeta < 1$.

From these figures it is seen that there are still coherent discontinuities in the crosscorrelation functions, but not all of those observed in the first order case are necessarily present, or necessarily of the same sign. For example, the first second order
term at lag 89 causes a positive discontinuity in Figure 3.15 (top), is undetectable in Figure 3.15 (middle) and causes a negative discontinuity in Figure 3.15 (bottom).

Figure 3.15. Crosscorrelation function for a second order process with $\zeta_U = \zeta_D = 2$ using a 127-digit MLB signal with feedback from stages 1, 4, 6 and 7.

Top: $\omega_{nU} = 5/T (T_U = 0.05T, 0.75T)$ and $\omega_{nD} = 1.25/T (T_D = 0.21T, 2.99T)$.

Middle: $\omega_{nU} = 3/T (T_U = 0.09T, 1.24T)$ and $\omega_{nD} = 0.75/T (T_D = 0.36T, 4.98T)$.

Bottom: $\omega_{nU} = 1/T (T_U = 0.27T, 3.73T)$ and $\omega_{nD} = 0.25/T (T_D = 1.07T, 14.93T)$. 
Figure 3.16. Crosscorrelation function using a 127-digit MLB signal with feedback from stages 1, 4, 6 and 7. Second order process with $\zeta_U = \zeta_D = 1$, $\omega_{hU} = 1/T_U = T$, $T$ and $\omega_{hD} = 0.25/T$ ($T_D = 4T$, $4T$).

Figure 3.17. Crosscorrelation function using a 127-digit MLB signal with feedback from stages 1, 4, 6 and 7. Second order process with $\zeta_U = \zeta_D = 0.5$, $\omega_{hU} = 1/T$ and $\omega_{hD} = 0.25/T$. 
When other classes of binary signals were used, there was no coherent pattern in the crosscorrelation function due to the absence of the shift-and-add property. This can be seen in Figure 3.18 (top) using a 127-digit QRB signal and the process is critically damped with $\zeta = 1$ in both directions, and $\omega_{nU} = 1/T (T_U = T, T)$ and $\omega_{nD} = 0.25/T (T_U = 4T, 4T)$. Similar results were obtained using HAB and TPB signals. The crosscorrelation functions using inverse-repeat signals were again smoother as predicted from theory. This is illustrated in Figure 3.18 (bottom) using the corresponding inverse-repeat QRB signal on the same process.

Figure 3.18. Crosscorrelation function for a second order process with $\zeta_U = \zeta_D = 1$, $\omega_{nU} = 1/T (T_U = T, T)$ and $\omega_{nD} = 0.25/T (T_D = 4T, 4T)$ using two different signals.
Top : 127-digit QRB signal.
Bottom : 254-digit inverse-repeat QRB signal.
3.4.2.2 Detection using Multi-level Maximum Length Signals

As in the first order case, the shift-and-add and the shift-and-subtract properties caused some peaks in the crosscorrelation function. However, many of them were not readily detectable due to their small amplitude (compared to the peaks caused by an MLB signal on the same process). The directions of these peaks could not be predicted as when using an MLB signal on a second order process.

Figure 3.19 shows the crosscorrelation function using an input signal with GF(3) and $n = 5$ for a process with $\zeta_U = \zeta_D = 1$, $\omega_{nU} = 1/T (T_U = T, T)$ and $\omega_{nD} = 0.25/T (T_D = 4T, 4T)$. The primitive polynomial of the input signal is $1 \oplus x^4 \oplus x^5$ and it has even harmonics suppressed. (The signal is plotted in Figure 3.3 and the third order shifts are given in (3.10).) From Figure 3.19, the discontinuity at lag 53 is clearly visible. The other third order terms due to the shift-and-add and shift-and-subtract properties are not readily detectable due to their small amplitude (compared to the amplitude of the fluctuations in the crosscorrelation function).

![Crosscorrelation function](image-url)

Figure 3.19. Crosscorrelation function using an input signal with GF(3) and $n = 5$ for a process with $\zeta_U = \zeta_D = 1$, $\omega_{nU} = 1/T (T_U = T, T)$ and $\omega_{nD} = 0.25/T (T_D = 4T, 4T)$.
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Figure 3.20 shows the crosscorrelation function using an input signal with GF(7) and $n = 3$ for the same process. The primitive polynomial of the input signal is $1 \oplus 3x^2 \oplus 7x^3$ and it has harmonic multiples of two and three suppressed. (The signal is plotted in Figure 3.6 and the third order shifts are given in (3.15).) From Figure 3.20, the linear terms due to the autocorrelation property given by equation (3.13) are again present. The only other discontinuity which is readily detectable starts at lag 63. The amplitude of the discontinuities caused by third order terms are small compared to the linear response.

![Crosscorrelation function](image)

Figure 3.20. Crosscorrelation function using an input signal with GF(7) and $n = 3$ for a process with $\zeta_U = \zeta_D = 1$, $\omega_{nU} = 1/T_U (T_U = T, T)$ and $\omega_{nD} = 0.25/T_D (T_D = 4T, 4T)$.

From these examples, it is seen that the MLML signal is much less suitable compared to the MLB signal in detecting the departure from linearity for a second order process. In particular, a MLML signal with harmonic multiples of two and three suppressed has six discontinuities in a period caused by the linear terms. This makes the discontinuities caused by higher order terms much more difficult to detect.
3.4.2.3 Detection using Multisines

As in the case of a first order process, there was no coherent pattern in the input-output crosscorrelation function and the output frequency spectrum when either random or Schroeder multisines were used.

3.5 Conclusions

Pseudo-random signals and multisines were applied to processes with direction-dependent dynamics and with the dynamics linear in both directions of the output. To detect the presence of this type of departure from linearity, an MLB signal should be applied and the identification carried out in the time domain as there is no coherent pattern in the frequency domain. For a first order process, coherent patterns in the input-output crosscorrelation function can be predicted theoretically as a result of the shift-and-add property of the MLB signal. The period of the perturbation signal should be significantly larger than the largest time constant of the process so that these coherent patterns can be easily detected if present.

For a second order process, analytical expressions could not be obtained for the process output as the sign of the slope of the output is not necessarily the same as the sign of the input (assuming that the input levels are symmetrical about zero). It is possible to detect the departure from linearity using an MLB signal as there are still coherent patterns in the crosscorrelation function as in the first order case. However, these discontinuities are not necessarily of the same sign as for a process with first order dynamics and some of them may be undetectable due to their small amplitudes. The use of an inverse-repeat signal eliminates the effects of even order nonlinearities making the crosscorrelation function smoother. Thus, it is much less suitable for the purpose of detecting the departure from linearity using the crosscorrelation function. Other classes of pseudo-random binary signals do not possess the shift-and-add property and hence no predictable pattern can be found in the crosscorrelation function.
When a MLML signal is used, the output of the process no longer increases or decreases depending on the sign of the input. For a first order process, there are some discontinuities in the crosscorrelation function due to the shift-and-add and the shift-and-subtract properties. For a second order process, most of these discontinuities are not readily detectable due to their small amplitude (compared to when using an MLB signal). This makes the MLML signal much less suitable for detecting the direction-dependent behaviour especially if the signal has harmonic multiples of two and three suppressed (as the occurrence of more linear terms in a period will mask the effects of higher order terms).

There is no coherent pattern in the frequency response gain or phase when using any of the pseudo-random and multisine signals. This makes the multisine signals totally unsuitable for the detection of the direction-dependent characteristics (since there is no coherent pattern in the input-output crosscorrelation function either).
Chapter 4

Estimation of Linear Dynamics for Processes with Direction-dependent Dynamics
4.1 Introduction

Pseudo-random signals can be applied to estimate the parameters of a linear model of processes with direction-dependent responses and with the dynamics linear in both directions. For the first order case, the combined time constant can be obtained through simple calculations, and this is found to be closer to the smaller time constant of the process. If this linear model is the only one obtained for such a process, this could present a considerable control problem, because a controller designed for the estimated dynamics might function poorly in the slower direction, leading to possible instability in extreme cases. This demonstrates the importance of recognising the direction-dependent behaviour of the process (as was described in Chapter 3 using an MLB perturbation signal) because then, the controller parameters could be designed to cope with such a behaviour in the process response. It is also possible to obtain a linear model for both first and second order processes using parameter estimation algorithms available in the MATLAB System Identification Toolbox [45] and the MATLAB Frequency Domain System Identification Toolbox [5], and these are based on parametric identification methods. A nonparametric identification method using correlation analysis [46, 47] can be used for the same purpose. An overview of the model structures used and a comparison of the results obtained by different algorithms are given. For both first and second order processes, the overall gain is also estimated for a process in which the gain is direction-dependent.

4.2 Parameter Estimation Methods

4.2.1 Estimation using System Identification Toolbox

In the System Identification Toolbox, identification is performed in the discrete time domain. For the identification of processes with direction-dependent responses, parametric estimation is used. This can be based on transfer-function or state-space models.
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The general model structure of transfer function models [5, 45, 48] is

\[ A(z)Y(z) = \frac{B(z)}{F(z)} z^{-nk}U(z) + \frac{C(z)}{D(z)} E(z) \]  

(4.1)

where \( A(z) \), \( B(z) \), \( C(z) \), \( D(z) \) and \( F(z) \) are polynomials of \( z \), \( Y(z) \) is the measured signal, \( nk \) is the delay (an integer value), \( U(z) \) is the input signal and \( E(z) \) is white noise.

Depending on the orders of the polynomials, different sets of models are available. The ones used in the identification of direction-dependent dynamics are the ARX and the ARMAX [49] models. For the ARX model (where AR refers to the autoregressive part \( A(z)Y(z) \) and X to the extra input \( B(z)U(z) \)) the orders of the polynomials \( C(z) \), \( D(z) \) and \( F(z) \) equal zero. Estimation is carried out using either least squares or instrumental variables method [50]. In the current application, the former was used because it produces results which are closer to the theoretical values for a first order process compared to the latter. For the ARMAX model (due to a moving average (MA) part \( C(z)E(z) \)) the orders of \( D(z) \) and \( F(z) \) are zero. Since no noise was present during the simulation, \( C(z) \) was set to zero, making the model equivalent to the ARX model. Estimation was carried out using the prediction error method [51, 52]. The mean in both the input and output was removed before the start of the identification process.

The basic structure of a state-space model [45, 48, 49] is

\[ x(t+1) = Ax(t) + Bu(t) + Ke(t) \]
\[ y(t) = Cx(t) + Du(t) + e(t) \]  

(4.2)

where \( A, B, C, D \) and \( K \) are matrices, \( u(t) \) and \( y(t) \) are the input and output respectively, \( x(t) \) is the state vector, and \( e(t) \) is a stochastic process.

In the simulation, \( K \) was estimated. If \( K \) is fixed to zero, the model becomes equivalent to the Output-Error [45, 48] method. The matrix \( D \) can be fixed to zero or set as
variable. This will be further elaborated in Sections 4.3.1 and 4.3.2. Fixing $D$ to zero means that there is a delay of at least one sample from the input to the output. The initial value of the state vector $X_0$ was estimated from the data during the simulation. (There was almost no change in the values of the estimated linear dynamics if $X_0$ was set to zero.)

The estimation method uses either the *pem* or the *n4sid* algorithms [45]. The *pem* is a standard prediction error method based on iterative minimisation of a criterion while *n4sid* is a subspace-based method that does not use iterative search. The *n4sid* method was used in the identification of systems with direction-dependent dynamics because with a first order process, it produces results which are closer to the theoretical values compared to the *pem* method.

### 4.2.2 Estimation using Frequency Domain System Identification Toolbox

In the Frequency Domain System Identification Toolbox, identification is performed in the frequency domain. The general model is given by

$$
Y_{mk} = \delta \frac{N(\Omega_k)}{D(\Omega_k)} (U_{mk} - N_{uk}) + N_{yk} \tag{4.3}
$$

where $U_{mk}$ and $Y_{mk}$ are the measured complex amplitudes at the input and output respectively, $N_{uk}$ and $N_{yk}$ are the measurement noises at the input and output respectively, and $\delta$ is a delay operator. $N(\Omega_k)$ and $D(\Omega_k)$ are polynomials of $\Omega_k$, where $\Omega_k = s_k = j\omega_k$ in the s-domain, or $\Omega_k = z_k = \exp(j\omega_k T)$ in the z-domain [5].

The parametric model is estimated using the Estimator for Linear Systems (ELiS) [5] which is implemented using the function *elis*. The function *imppar* is used to read parameters from the parameter vectors. For the identification of direction-dependent
dynamics, the delay was set to zero and the data points at dc and the Nyquist frequency were deselected before the start of the identification process, which was carried out in the z-domain. (If the signal has even harmonics suppressed, the data points at these harmonics should also be removed since they carry no extra information.)

4.2.3 Estimation using Correlation Analysis

This is essentially a two-step method which first determines the correlation functions and then estimates the parameters of the parametric model using the method of least squares [46, 47]. The first step results in a nonparametric model. When a pseudo-random signal is used as input, the shape of the crosscorrelation function is approximately equal to the impulse response of the system due to the autocorrelation of the pseudo-random signal being approximately an impulse. The crosscorrelation function can be calculated using

\[ R_{xy}(n) = \sum_{k=0}^{N-1} S_{xy}(k) \exp\left( \frac{2\pi kn}{N} \right) \]  

(4.4)

and

\[ S_{xy}(k) = U_k^* Y_k \]  

(4.5)

where \( S_{xy}(k) \) is the cross-power-spectral density between the input \( u \) and the output \( y \), \( U_k^* \) is the complex conjugate of the discrete Fourier transform of the input, and \( Y_k \) is the discrete Fourier transform of the output.

Having obtained the approximate impulse response, the parameters \( a_i \) and \( b_i \) of the parametric model

\[
y(k) = -a_1 y(k-1) - a_2 y(k-2) - \ldots - a_m y(k-m) + b_0 u(k-d) + b_1 u(k-d-1) + \ldots + b_{m-1} u(k-d-(m-1))
\]  

(4.6)

can be estimated using least squares method as shown in [46, 47].
Combining equations (4.4) to (4.6) in matrix form

\[ g = Q\theta \]

where \( g = \begin{bmatrix} R_y(1) \\ R_y(2) \\ R_y(3) \\ \vdots \\ R_y(l) \end{bmatrix} \) and 
\( \theta = \begin{bmatrix} a_1 \\ a_2 \\ \vdots \\ a_m \\ b_0 \\ b_1 \\ \vdots \\ b_{m-1} \end{bmatrix} \)

\[
Q = \begin{bmatrix}
0 & 0 & \cdots & 0 & 1 & 0 & \cdots & 0 \\
-R_y(1) & 0 & \cdots & 0 & 0 & 1 & \cdots & 0 \\
-R_y(2) & -R_y(1) & \cdots & 0 & 0 & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \ddots & \ddots \\
\vdots & \vdots & \cdots & \vdots & \vdots & \ddots & \ddots & \ddots \\
-R_y(l-1) & -R_y(l-2) & \cdots & -R_y(l-m) & 0 & 0 & \cdots & 0 
\end{bmatrix}
\]

(4.7)

\( l \) can be set equal to or less than the length of the input signal (or half its length if the signal is inverse-repeat).

4.3 Estimation of Linear Dynamics

4.3.1 Process with First Order Dynamics

When a pseudo-random signal is used to perturb a linear system, the shape of the crosscorrelation function is approximately equal to the impulse response of the system (since the autocorrelation function of the input signal has an approximate shape of an impulse at zero delay). In order to estimate the best linear model for the system in terms of a single combined time constant \( T_c \), the rate of fall of the impulse response is compared with the rate of decrease of the input-output crosscorrelation function.
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Equating these gives
\[ \frac{-t}{e^{Te}} = a^T \quad (4.8A) \]

where \( a \) is defined in (3.4B). Hence,
\[ Tc = \frac{-T}{\ln a} \quad (4.8B) \]

The combined time constant is thus closer to the smaller time constant.

Results obtained for four different sets of values for \( T_U/T \) and \( T_D/T \) were compared with those produced using the ARX, ARMAX and state-space models in the System Identification Toolbox, ELiS in the Frequency Domain System Identification Toolbox, and the correlation analysis technique (with \( I \) in (4.7) set equal to the length of the input signal, or half the length if the signal was inverse-repeat). These are tabulated in Tables 4.1 and 4.2 respectively for a 127-digit MLB signal with feedback from stages 4 and 7, and its corresponding inverse-repeat signal. Theoretical results obtained using equation (4.8B) compare well with those produced using the above fitting algorithms. It can also be seen that more consistent results are produced using the inverse-repeat signal due to the effects of even order nonlinearities being eliminated (as was shown in Section 3.4.1.1).

<table>
<thead>
<tr>
<th>( T_U/T, T_D/T )</th>
<th>( Tc/T )</th>
<th>( Tc/T )</th>
<th>( Tc/T )</th>
<th>( Tc/T )</th>
<th>( Tc/T )</th>
<th>( Tc/T )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Theory</td>
<td>ARX</td>
<td>ARMAX</td>
<td>State-space</td>
<td>ELiS</td>
<td>Correlation analysis</td>
<td></td>
</tr>
<tr>
<td>2, 4</td>
<td>2.72</td>
<td>2.67</td>
<td>2.67</td>
<td>2.78</td>
<td>2.75</td>
<td>2.67</td>
</tr>
<tr>
<td>1, 5</td>
<td>1.92</td>
<td>1.82</td>
<td>1.81</td>
<td>1.89</td>
<td>1.87</td>
<td>1.83</td>
</tr>
<tr>
<td>1, 7</td>
<td>2.07</td>
<td>1.94</td>
<td>1.94</td>
<td>2.05</td>
<td>2.03</td>
<td>1.98</td>
</tr>
<tr>
<td>1, 10</td>
<td>2.21</td>
<td>2.06</td>
<td>2.05</td>
<td>2.19</td>
<td>2.17</td>
<td>2.17</td>
</tr>
</tbody>
</table>

Table 4.1. Combined time constants for a first order process. The input signal is a 127-digit MLB signal with feedback from stages 4 and 7.
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<table>
<thead>
<tr>
<th>$T_U/T$, $T_D/T$</th>
<th>$T_C/T$ Theory</th>
<th>$T_C/T$ ARX</th>
<th>$T_C/T$ ARMAX</th>
<th>$T_C/T$ State-space</th>
<th>$T_C/T$ ELiS</th>
<th>$T_C/T$ Correlation analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td>2, 4</td>
<td>2.72</td>
<td>2.72</td>
<td>2.73</td>
<td>2.72</td>
<td>2.72</td>
<td>2.72</td>
</tr>
<tr>
<td>1, 5</td>
<td>1.92</td>
<td>1.90</td>
<td>1.91</td>
<td>1.89</td>
<td>1.91</td>
<td>1.91</td>
</tr>
<tr>
<td>1, 7</td>
<td>2.07</td>
<td>2.05</td>
<td>2.06</td>
<td>2.03</td>
<td>2.06</td>
<td>2.06</td>
</tr>
<tr>
<td>1, 10</td>
<td>2.21</td>
<td>2.18</td>
<td>2.19</td>
<td>2.14</td>
<td>2.19</td>
<td>2.19</td>
</tr>
</tbody>
</table>

Table 4.2. Combined time constants for a first order process. The input signal is a 254-digit inverse-repeat MLB signal with feedback from stages 4 and 7.

It is interesting to note that when matrix $D$ in the state-space model was set as variable, the model produced had a zero and a pole. When $D$ was fixed to zero, the model had only a pole and no zeros. The position of the pole was almost unchanged with different settings of $D$. The values given in Tables 4.1 and 4.2 were obtained setting $D$ to zero.

The values of $T_C$ found using correlation analysis varied slightly as $l$ in (4.7) was varied. This was caused by the extra peaks in the crosscorrelation function due to second order and higher order terms distorting the shape of the approximate impulse response (as was discussed in Section 3.4.1.1). The peaks above a certain value of delay can be excluded by setting $l$ to be less than or equal that particular value of delay. The variation in $T_C$ with $l$ is given in Table 4.3 for two different processes perturbed with an MLB signal with feedback from stages 4 and 7, and its corresponding inverse-repeat MLB signal. A similar set of results using an MLB signal with feedback from stages 1, 4, 6 and 7, and its corresponding inverse-repeat MLB signal is given in Table 4.4. More consistent results are again obtained using inverse-repeat signals as expected since even order peaks are no longer present in the crosscorrelation function. When such signals are used, there is a general decrease in the estimated value of $T_C$ as $l$ is increased. Unfortunately, the reason for this behaviour is not known.
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#### Table 4.3.

<table>
<thead>
<tr>
<th>$T_U = T, T_D = 5T$</th>
<th>$T_U = T, T_D = 5T$</th>
<th>$T_U = T, T_D = 10T$</th>
<th>$T_U = T, T_D = 10T$</th>
</tr>
</thead>
<tbody>
<tr>
<td>MLB</td>
<td>Inverse-repeat MLB</td>
<td>MLB</td>
<td>Inverse-repeat MLB</td>
</tr>
<tr>
<td>$T_C / T$</td>
<td>$T_C / T$</td>
<td>$T_C / T$</td>
<td>$T_C / T$</td>
</tr>
<tr>
<td>10</td>
<td>1.85</td>
<td>1.93</td>
<td>2.19</td>
</tr>
<tr>
<td>30</td>
<td>1.85</td>
<td>1.92</td>
<td>2.19</td>
</tr>
<tr>
<td>50</td>
<td>1.86</td>
<td>1.92</td>
<td>2.19</td>
</tr>
<tr>
<td>70</td>
<td>1.85</td>
<td>1.92</td>
<td>2.17</td>
</tr>
<tr>
<td>90</td>
<td>1.85</td>
<td>1.92</td>
<td>2.18</td>
</tr>
<tr>
<td>110</td>
<td>1.83</td>
<td>1.91</td>
<td>2.17</td>
</tr>
<tr>
<td>127</td>
<td>1.83</td>
<td>1.91</td>
<td>2.17</td>
</tr>
</tbody>
</table>

Table 4.3. Combined time constants estimated using correlation analysis. The input is an MLB signal with feedback from stages 4 and 7, and its corresponding inverse-repeat signal.

#### Table 4.4.

<table>
<thead>
<tr>
<th>$T_U = T, T_D = 5T$</th>
<th>$T_U = T, T_D = 5T$</th>
<th>$T_U = T, T_D = 10T$</th>
<th>$T_U = T, T_D = 10T$</th>
</tr>
</thead>
<tbody>
<tr>
<td>MLB</td>
<td>Inverse-repeat MLB</td>
<td>MLB</td>
<td>Inverse-repeat MLB</td>
</tr>
<tr>
<td>$T_C / T$</td>
<td>$T_C / T$</td>
<td>$T_C / T$</td>
<td>$T_C / T$</td>
</tr>
<tr>
<td>10</td>
<td>1.84</td>
<td>1.93</td>
<td>2.15</td>
</tr>
<tr>
<td>30</td>
<td>1.83</td>
<td>1.93</td>
<td>2.15</td>
</tr>
<tr>
<td>50</td>
<td>1.84</td>
<td>1.93</td>
<td>2.15</td>
</tr>
<tr>
<td>70</td>
<td>1.82</td>
<td>1.92</td>
<td>2.14</td>
</tr>
<tr>
<td>90</td>
<td>1.73</td>
<td>1.92</td>
<td>1.97</td>
</tr>
<tr>
<td>110</td>
<td>1.80</td>
<td>1.91</td>
<td>2.13</td>
</tr>
<tr>
<td>127</td>
<td>1.81</td>
<td>1.91</td>
<td>2.12</td>
</tr>
</tbody>
</table>

Table 4.4. Combined time constants estimated using correlation analysis. The input is an MLB signal with feedback from stages 1, 4, 6 and 7, and its corresponding inverse-repeat signal.
It was found that state-space models have poorer fit in the frequency domain compared to the other models. Processes with direction-dependent dynamics are probably not so well described by state-space methods. An example is given in Figure 4.2 using a 254-digit inverse-repeat MLB signal with feedback from stages 4 and 7. The process has $T_U = T$ and $T_D = 5T$. The frequency response of the ARX model for the same set of data is shown in Figure 4.3. The frequency responses of the ARMAX and ELiS models are nearly identical to that of the ARX model. The actual frequency response of the process is given in Figure 4.1.

The shapes of the gain responses were compared with one another. The absolute values differ due to the different scaling used by each individual algorithm. (The gain is differently defined depending on the algorithm used.) The phase response of the state-space model continues to decrease due to a pure time delay which was set as variable and was estimated by the algorithm. (Setting the delay to zero produced a phase response similar to the actual phase response of the process. However, an extra zero was added to the model obtained.)

![Frequency response](image)

Figure 4.1. Frequency response of the process with $T_U = T$ and $T_D = 5T$. 
4.3 Estimation of Linear Dynamics

Figure 4.2. Frequency response of the state-space model for a process with \( T_U = T \) and \( T_D = 5T \). The signal used is a 254-digit inverse-repeat MLB signal with feedback from stages 4 and 7.

Figure 4.3. Frequency response of the ARX model for a process with \( T_U = T \) and \( T_D = 5T \). The signal used is a 254-digit inverse-repeat MLB signal with feedback from stages 4 and 7.
4.3.2 Process with Second Order Dynamics

For a process with second order dynamics, it is not possible to predict the combined time constants theoretically. Fitting algorithms are required for this purpose.

The process was modelled using two poles, with a zero added due to the presence of a zero order hold. The poles found were either real poles on the positive horizontal axis in the z-plane, or complex poles close to this axis.

If the poles found were real poles (on the positive horizontal axis), the combined time constants were each calculated using

\[ z = \exp(-\alpha T) \]  

(4.9A)

where \( z \) is the value of the pole being considered. This gives

\[ T_c = \frac{1}{\alpha} = \frac{-T}{\ln z} \]  

(4.9B)

However, if the poles were complex, a resonant frequency was then present. To calculate \( T_c \), the values of the denominator coefficients of the z transfer function were compared with the standard formula

\[ F(z) = \frac{e^{-\alpha T} \sin \omega T z^{-1}}{1 - 2e^{-\alpha T} \cos \omega T z^{-1} + e^{-2\alpha T} z^{-2}} \]  

(4.10)

The combined time constant is again given by \( 1/\alpha \). An example is given in Figure 4.4 of the results produced using ELiS for a 254-digit inverse-repeat MLB signal with feedback from stages 4 and 7. The system has two time constants each of \( 5T \) in the positive direction and two time constants each of \( T \) in the negative direction (\( \zeta = 1 \) in both directions, \( \omega_{\text{ru}} = 0.2/T \) and \( \omega_{\text{rd}} = 1/T \)). Using ELiS, the denominator of the z transfer function was found to be
0.5715 - 0.7750 z^{-1} + 0.2666 z^{-2}

Comparing this with the denominator in the standard formula (equation (4.10)),

\[ e^{-2\alpha T} = \frac{0.2666}{0.5715} = 0.4665 \]

\[ \alpha = 0.381 \text{ with } T = 1 \text{ s as in the simulation. Hence,} \]

\[ T_c = \frac{1}{\alpha} = 2.62 \text{ s} \]

Figure 4.4. Results produced using ELiS for a 254-digit inverse-repeat MLB signal with feedback from stages 4 and 7. The system has \( \zeta = 1 \) in both directions, \( \omega_{av} = 0.2/T \) (\( T_L = 5T \), \( 5T \)) and \( \omega_{av} = 1/T \) (\( T_D = T \), \( T \)). The solid line in the magnitude plot shows the gain response of the estimated model.
Results obtained for different combinations of process time constants using different fitting algorithms are given in Tables 4.5 and 4.6. In Table 4.5, the input is an inverse-repeat MLB signal with feedback from stages 4 and 7 while in Table 4.6, the input is an inverse-repeat MLB signal with feedback from stages 1, 4, 6 and 7. For two sets of faster dynamics with $\zeta_U = \zeta_D = 2$, the estimated values of damping factor ($\zeta_C$) are not very close to the true value. Indeed, using ELiS, only a first order model could be estimated; when trying to estimate a second order model, one of the estimated time constants was very small, but negative.

The method of correlation analysis followed by least squares resulted in unstable poles, probably due to the effects of oversampling not being taken into account in equation (4.7). This method was thus not used in the estimation of linear dynamics for second order processes with direction-dependent dynamics.

When matrix $D$ in the state-space model was set as variable, the model produced had two zeros and two poles. When $D$ was fixed to zero, the model had one zero and two poles. The positions of the poles were almost unchanged with different settings of $D$. The values given in Tables 4.5 and 4.6 were obtained setting $D$ to zero as before.

The System Identification Toolbox provides functions to plot the impulse and step responses of the models obtained. These can be compared with the shapes of the crosscorrelation function and the integral of the crosscorrelation function respectively. This is shown for the impulse response (Figure 4.5) and the step response (Figure 4.6) for a 254-digit inverse-repeat MLB signal with feedback from stages 1, 4, 6 and 7, and the system has damping factor $\zeta = 1$ in both directions, $\omega_{nu} = 0.2/T$ ($T_U = 5T$, $5T$) and $\omega_{nD} = 1/T$ ($T_D = T$, $T$). The fit using the state-space model was poorer compared to that using the other models. (This was true for most sets of simulations conducted.) The above could be linked to the poorer fit in the frequency domain. However, for a first order system, the discrepancy in the time domain was not obvious, for all sets of simulations conducted.
### Table 4.5. Combined time constants for second order processes estimated using different models/algorithms. The input is an inverse-repeat MLB signal with feedback from stages 4 and 7. *A second order model could not be estimated using ELiS in these two cases.*

<table>
<thead>
<tr>
<th>Process Dynamics</th>
<th>ARX</th>
<th>ARMAX</th>
<th>State-space</th>
<th>ELiS</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_U / T = 0.05, 0.75$</td>
<td>$T_C / T = 0.64$, 6.73</td>
<td>$T_C / T = 0.65$, 7.24</td>
<td>$T_C / T = 1.30$, 6.15</td>
<td>$T_C / T = 1.28^*$</td>
</tr>
<tr>
<td>$T_D / T = 0.21, 2.99$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\zeta_U = \zeta_D = 2$,</td>
<td>$\zeta_C = 1.78$, $\omega_{nc} = 0.48/T$</td>
<td>$\zeta_C = 1.82$, $\omega_{nc} = 0.46/T$</td>
<td>$\zeta_C = 1.32$, $\omega_{nc} = 0.35/T$</td>
<td></td>
</tr>
<tr>
<td>$\omega_{uu} = 5/T$, $\omega_{ud} = 1.25/T$</td>
<td>$\omega_{nc} = 0.46/T$</td>
<td>$\omega_{nc} = 0.35/T$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$T_U / T = 0.09, 1.24$</td>
<td>$T_C / T = 0.27$, 1.90</td>
<td>$T_C / T = 0.33$, 1.70</td>
<td>$T_C / T = 1.86$, 4.31</td>
<td>$T_C / T = 1.95^*$</td>
</tr>
<tr>
<td>$T_D / T = 0.36, 4.98$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\zeta_U = \zeta_D = 2$,</td>
<td>$\zeta_C = 1.53$, $\omega_{nc} = 1.41/T$</td>
<td>$\zeta_C = 1.36$, $\omega_{nc} = 1.34/T$</td>
<td>$\zeta_C = 1.09$, $\omega_{nc} = 0.35/T$</td>
<td></td>
</tr>
<tr>
<td>$\omega_{uu} = 3/T$, $\omega_{ud} = 0.75/T$</td>
<td>$\omega_{nc} = 1.46/T$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$T_U / T = 0.27, 3.73$</td>
<td>$T_C / T = 0.28$, 6.73</td>
<td>$T_C / T = 0.65$, 7.24</td>
<td>$T_C / T = 1.30$, 6.15</td>
<td>$T_C / T = 0.69$, 6.84</td>
</tr>
<tr>
<td>$T_D / T = 1.07, 14.93$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\zeta_U = \zeta_D = 2$,</td>
<td>$\zeta_C = 2.54$, $\omega_{nc} = 0.73/T$</td>
<td>$\zeta_C = 1.82$, $\omega_{nc} = 0.46/T$</td>
<td>$\zeta_C = 1.32$, $\omega_{nc} = 0.35/T$</td>
<td>$\zeta_C = 1.74$, $\omega_{nc} = 0.46/T$</td>
</tr>
<tr>
<td>$\omega_{uu} = 1/T$, $\omega_{ud} = 0.25/T$</td>
<td>$\omega_{nc} = 0.47/T$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$T_U / T = 1, 1$</td>
<td>$T_C / T = 2.13$, 2.13</td>
<td>$T_C / T = 1.60$, 3.26</td>
<td>$T_C / T = 3.01$, 3.01</td>
<td>$T_C / T = 2.59$, 2.59</td>
</tr>
<tr>
<td>$T_D / T = 4, 4$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\zeta_U = \zeta_D = 1$,</td>
<td>$\zeta_C = 0.98$, $\omega_{nc} = 0.48/T$</td>
<td>$\zeta_C = 1.06$, $\omega_{nc} = 0.44/T$</td>
<td>$\zeta_C = 0.82$, $\omega_{nc} = 0.41/T$</td>
<td>$\zeta_C = 0.89$, $\omega_{nc} = 0.43/T$</td>
</tr>
<tr>
<td>$\omega_{uu} = 1/T$, $\omega_{ud} = 0.25/T$</td>
<td>$\omega_{nc} = 0.47/T$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$T_U / T = 1, 1$</td>
<td>$T_C / T = 2.26$, 2.26</td>
<td>$T_C / T = 1.68$, 3.88</td>
<td>$T_C / T = 2.74$, 2.74</td>
<td>$T_C / T = 2.62$, 2.62</td>
</tr>
<tr>
<td>$T_D / T = 5, 5$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\zeta_U = \zeta_D = 1$,</td>
<td>$\zeta_C = 0.98$, $\omega_{nc} = 0.45/T$</td>
<td>$\zeta_C = 1.09$, $\omega_{nc} = 0.39/T$</td>
<td>$\zeta_C = 0.91$, $\omega_{nc} = 0.40/T$</td>
<td>$\zeta_C = 0.95$, $\omega_{nc} = 0.40/T$</td>
</tr>
<tr>
<td>$\omega_{uu} = 1/T$, $\omega_{ud} = 0.2/T$</td>
<td>$\omega_{nc} = 0.46/T$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$T_U / T = 1\pm j0.87$</td>
<td>$T_C / T = 3.44$, 3.44</td>
<td>$T_C / T = 3.58$, 3.58</td>
<td>$T_C / T = 4.97$, 4.97</td>
<td>$T_C / T = 4.56$, 4.56</td>
</tr>
<tr>
<td>$T_D / T = 2\pm j3.46$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\zeta_U = \zeta_D = 0.5$,</td>
<td>$\zeta_C = 0.68$, $\omega_{nc} = 0.43/T$</td>
<td>$\zeta_C = 0.70$, $\omega_{nc} = 0.40/T$</td>
<td>$\zeta_C = 0.56$, $\omega_{nc} = 0.36/T$</td>
<td>$\zeta_C = 0.59$, $\omega_{nc} = 0.37/T$</td>
</tr>
<tr>
<td>$\omega_{uu} = 1/T$, $\omega_{ud} = 0.25/T$</td>
<td>$\omega_{nc} = 0.40/T$</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
### 4.3 Estimation of Linear Dynamics

<table>
<thead>
<tr>
<th>Process Dynamics</th>
<th>ARX</th>
<th>ARMAX</th>
<th>State-space</th>
<th>ELiS</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_U / T = 0.05, 0.75$</td>
<td>$T_C / T = 0.53,$ 1.15</td>
<td>$T_C / T = 0.53,$ 1.15</td>
<td>$T_C / T = 1.25,$ 3.64</td>
<td>$T_C / T = 1.47^*$</td>
</tr>
<tr>
<td>$T_D / T = 0.21, 2.99$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\zeta_U = \zeta_D = 2,$</td>
<td>$\zeta_c = 1.08,$</td>
<td>$\zeta_c = 1.08,$</td>
<td>$\zeta_c = 1.15,$</td>
<td></td>
</tr>
<tr>
<td>$\omega_{nU} = 5/T, \omega_{nD} = 1.25/T$</td>
<td>$\omega_{nc} = 1.28/T$</td>
<td>$\omega_{nc} = 1.29/T$</td>
<td>$\omega_{nc} = 0.47/T$</td>
<td></td>
</tr>
<tr>
<td>$T_U / T = 0.09, 1.24$</td>
<td>$T_C / T = 0.27,$ 1.91</td>
<td>$T_C / T = 0.32,$ 1.71</td>
<td>$T_C / T = 1.12,$ 2.02</td>
<td>$T_C / T = 2.54^*$</td>
</tr>
<tr>
<td>$T_D / T = 0.36, 4.98$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\zeta_U = \zeta_D = 2,$</td>
<td>$\zeta_c = 1.51,$</td>
<td>$\zeta_c = 1.37,$</td>
<td>$\zeta_c = 1.04,$</td>
<td></td>
</tr>
<tr>
<td>$\omega_{nU} = 3/T, \omega_{nD} = 0.75/T$</td>
<td>$\omega_{nc} = 1.40/T$</td>
<td>$\omega_{nc} = 1.34/T$</td>
<td>$\omega_{nc} = 0.67/T$</td>
<td></td>
</tr>
<tr>
<td>$T_U / T = 0.27, 3.73$</td>
<td>$T_C / T = 0.57,$ 7.36</td>
<td>$T_C / T = 0.58,$ 7.69</td>
<td>$T_C / T = 0.78,$ 7.06</td>
<td>$T_C / T = 0.69,$ 7.02</td>
</tr>
<tr>
<td>$T_D / T = 1.07, 14.93$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\zeta_U = \zeta_D = 2,$</td>
<td>$\zeta_c = 1.93,$</td>
<td>$\zeta_c = 1.96,$</td>
<td>$\zeta_c = 1.67,$</td>
<td>$\zeta_c = 1.75,$</td>
</tr>
<tr>
<td>$\omega_{nU} = 1/T, \omega_{nD} = 0.25/T$</td>
<td>$\omega_{nc} = 0.49/T$</td>
<td>$\omega_{nc} = 0.47/T$</td>
<td>$\omega_{nc} = 0.43/T$</td>
<td>$\omega_{nc} = 0.45/T$</td>
</tr>
<tr>
<td>$T_U / T = 1, 1$</td>
<td>$T_C / T = 1.53,$ 2.80</td>
<td>$T_C / T = 1.39,$ 3.59</td>
<td>$T_C / T = 2.37,$ 2.37</td>
<td>$T_C / T = 2.37,$ 2.37</td>
</tr>
<tr>
<td>$T_D / T = 4, 4$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\zeta_U = \zeta_D = 1,$</td>
<td>$\zeta_c = 1.05,$</td>
<td>$\zeta_c = 1.11,$</td>
<td>$\zeta_c = 0.96,$</td>
<td>$\zeta_c = 0.96,$</td>
</tr>
<tr>
<td>$\omega_{nU} = 1/T, \omega_{nD} = 0.25/T$</td>
<td>$\omega_{nc} = 0.48/T$</td>
<td>$\omega_{nc} = 0.45/T$</td>
<td>$\omega_{nc} = 0.44/T$</td>
<td>$\omega_{nc} = 0.44/T$</td>
</tr>
<tr>
<td>$T_U / T = 1, 1$</td>
<td>$T_C / T = 1.90,$ 2.98</td>
<td>$T_C / T = 1.63,$ 4.31</td>
<td>$T_C / T = 2.92,$ 2.92</td>
<td>$T_C / T = 2.76,$ 2.76</td>
</tr>
<tr>
<td>$T_D / T = 5, 5$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\zeta_U = \zeta_D = 1,$</td>
<td>$\zeta_c = 1.03,$</td>
<td>$\zeta_c = 1.32,$</td>
<td>$\zeta_c = 0.94,$</td>
<td>$\zeta_c = 0.97,$</td>
</tr>
<tr>
<td>$\omega_{nU} = 1/T, \omega_{nD} = 0.2/T$</td>
<td>$\omega_{nc} = 0.42/T$</td>
<td>$\omega_{nc} = 0.38/T$</td>
<td>$\omega_{nc} = 0.37/T$</td>
<td>$\omega_{nc} = 0.37/T$</td>
</tr>
<tr>
<td>$T_U / T = 1 \pm j0.87$</td>
<td>$T_C / T = 3.28,$ 3.28</td>
<td>$T_C / T = 3.26,$ 3.26</td>
<td>$T_C / T = 4.54,$ 4.54</td>
<td>$T_C / T = 4.59,$ 4.59</td>
</tr>
<tr>
<td>$T_D / T = 2 \pm j3.46$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\zeta_U = \zeta_D = 0.5,$</td>
<td>$\zeta_c = 0.73,$</td>
<td>$\zeta_c = 0.78,$</td>
<td>$\zeta_c = 0.61,$</td>
<td>$\zeta_c = 0.59,$</td>
</tr>
<tr>
<td>$\omega_{nU} = 1/T, \omega_{nD} = 0.25/T$</td>
<td>$\omega_{nc} = 0.41/T$</td>
<td>$\omega_{nc} = 0.40/T$</td>
<td>$\omega_{nc} = 0.36/T$</td>
<td>$\omega_{nc} = 0.37/T$</td>
</tr>
</tbody>
</table>

Table 4.6. Combined time constants for second order processes estimated using different models/algorithms. The input is an inverse-repeat MLB signal with feedback from stages 1, 4, 6 and 7. *A second order model could not be estimated using ELiS in these two cases.
Figure 4.5. Impulse response of the ARX, ARMAX and state-space models, and that obtained through correlation analysis (the crosscorrelation function is plotted here since this approximates the shape of the impulse response) using a 254-digit inverse-repeat MLB signal with feedback from stages 4 and 7. The system has $\zeta = 1$ in both directions, $\omega_{nU} = 0.2/T (T_U = 5T, 5T)$ and $\omega_{nD} = 1/T (T_D = T, T)$. 
Figure 4.6. Step response of the ARX, ARMAX and state-space models, and that obtained through correlation analysis (the crosscorrelation function is plotted here since this approximates the shape of the impulse response) using a 254-digit inverse-repeat MLB signal with feedback from stages 4 and 7. The system has $\zeta = 1$ in both directions, $\omega_{hU} = 0.2/T (T_U = 5T, 5T)$ and $\omega_{hD} = 1/T (T_D = T, T)$. 
4.4 Estimation of Overall Gain for Processes with Direction-dependent Gains

4.4.1 Introduction

Some processes with direction-dependent dynamics have gains which are also direction-dependent. An example is the relationship between compressor speed and fuel flow for the Rolls-Royce Bristol Pegasus Engine [26] which is nonlinear, and about an operating point will have at least linear and quadratic nonlinear characteristics, resulting in direction-dependent gains. For a process in which the gain in the positive direction $K_V$ is different from that in the negative direction $K_O$, the overall (combined) gain $K_C$ of the system can be estimated using ELiS.

4.4.2 First Order Process

Results obtained for a few sets of first order processes with direction-dependent gains are tabulated in Table 4.7.

<table>
<thead>
<tr>
<th>$T_U/T$</th>
<th>$T_D/T$</th>
<th>$K_U = 1, K_D = 4$ MLB input</th>
<th>$K_U = 1, K_D = 4$ Inverse-repeat MLB input</th>
<th>$K_U = 1, K_D = 6$ MLB input</th>
<th>$K_U = 1, K_D = 6$ Inverse-repeat MLB input</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>2.50</td>
<td>2.50</td>
<td>3.42</td>
<td>3.50</td>
</tr>
<tr>
<td>1</td>
<td>10</td>
<td>1.10</td>
<td>1.13</td>
<td>1.55</td>
<td>1.58</td>
</tr>
<tr>
<td>3</td>
<td>10</td>
<td>1.98</td>
<td>1.87</td>
<td>2.77</td>
<td>2.62</td>
</tr>
<tr>
<td>5</td>
<td>10</td>
<td>2.34</td>
<td>2.25</td>
<td>3.27</td>
<td>3.15</td>
</tr>
<tr>
<td>10</td>
<td>10</td>
<td>2.50</td>
<td>2.50</td>
<td>3.50</td>
<td>3.50</td>
</tr>
</tbody>
</table>

Table 4.7. Estimated overall gain $K_C$ for first order processes with direction-dependent gains.
When the time constants in the positive and negative directions are equal \((T_U = T_D = T_c)\), the estimated overall gain is approximately equal to the average of the gains in the two directions. Theoretically, \(K_c\) should be exactly equal to this value since from (3.1A) and (3.1B),

\[
Y(s) = \frac{K_u}{sT_c + 1} U(s) \quad \text{sgn}(\dot{y}) > 0 \quad (4.11A)
\]

\[
Y(s) = \frac{K_d}{sT_c + 1} U(s) \quad \text{sgn}(\dot{y}) < 0 \quad (4.11B)
\]

has the same effect in the output as a change in the signal levels.

If the input is binary, and assuming it has levels ±1 which is true for all the simulations in this chapter, the input signal can now be seen as having levels \(+K_u\) and \(-K_d\), while the process can be seen as having unity gain in both directions. There is therefore a bias of \((K_u - K_d)/2\) and an average signal amplitude of \((K_u + K_d)/2\). Hence, the effects of the nonlinearity in the system are not visible in this degenerate case, when using a binary perturbation signal.

However from Table 4.7, as the difference in the dynamics in the two directions increases, the estimated overall gain decreases and tends towards the smaller gain of the system. This is probably due to the fact that the output remains close to either the upper bound (which is determined by \(K_u\)) or the lower bound (which is determined by \(K_d\)) for most of the time during a period. An example is given in Figure 4.7 of the output signal using an MLB signal as the input. The process has gains \(K_u = 1\) and \(K_d = 6\). The time constants are \(T_U = T\) and \(T_D = 10T\). It can be seen from Figure 4.7 that the output signal stays close to the upper bound (which is 1 in this case) due to the faster time constant in the positive direction. However, any further increase is slow due to the signal being already close to the upper bound. Any decrease in the signal is also slow due to the larger time constant in the negative direction. It is possible that the overall gain decreased because a lot of the input signal power was lost in the process. The output using the same input for a process with gains \(K_u = 1, K_d = 6, T_U = 10T\) and \(T_D = 10T\) is given in Figure 4.8 for comparison. The output is seen to oscillate much more in
between the upper and lower bounds, and the overall gain is larger for this process. The use of an inverse-repeat signal is seen to yield more accurate results. Also, the values obtained for the estimated overall gain remained unchanged when the gains in the positive and negative directions were exchanged.

Figure 4.7. Output using an MLB signal for a process with $T_U = T$, $T_D = 10T$, $K_U = 1$ and $K_D = 6$. $K_C = 1.55$.

Figure 4.8. Output using an MLB signal for a process with $T_U = 10T$, $T_D = 10T$, $K_U = 1$ and $K_D = 6$. $K_C = 3.50$. 
### 4.4.3 Second Order Process

Results obtained are tabulated in Table 4.8 for second order processes with larger gain in the positive direction \((K_U > K_D)\), and in Table 4.9 for second order processes with larger gain in the negative direction \((K_U < K_D)\).

<table>
<thead>
<tr>
<th>(T_U/T)</th>
<th>(T_D/T)</th>
<th>(K_U = 4, K_D = 1) MLB input</th>
<th>(K_U = 4, K_D = 1) Inverse-repeat MLB input</th>
<th>(K_U = 6, K_D = 1) MLB input</th>
<th>(K_U = 6, K_D = 1) Inverse-repeat MLB input</th>
</tr>
</thead>
<tbody>
<tr>
<td>1, 1</td>
<td>1, 1</td>
<td>2.50</td>
<td>2.50</td>
<td>3.50</td>
<td>3.50</td>
</tr>
<tr>
<td>1, 1</td>
<td>10, 10</td>
<td>2.19</td>
<td>1.35</td>
<td>5.74</td>
<td>1.89</td>
</tr>
<tr>
<td>3, 3</td>
<td>10, 10</td>
<td>2.91</td>
<td>2.42</td>
<td>4.06</td>
<td>3.39</td>
</tr>
<tr>
<td>5, 5</td>
<td>10, 10</td>
<td>2.55</td>
<td>2.46</td>
<td>3.57</td>
<td>3.45</td>
</tr>
<tr>
<td>10, 10</td>
<td>10, 10</td>
<td>2.50</td>
<td>2.50</td>
<td>3.49</td>
<td>3.50</td>
</tr>
</tbody>
</table>

Table 4.8. Estimated overall gain \(K_C\) for second order processes with larger gain in the positive direction \((K_U > K_D)\).

<table>
<thead>
<tr>
<th>(T_U/T)</th>
<th>(T_D/T)</th>
<th>(K_U = 1, K_D = 4) MLB input</th>
<th>(K_U = 1, K_D = 4) Inverse-repeat MLB input</th>
<th>(K_U = 1, K_D = 6) MLB input</th>
<th>(K_U = 1, K_D = 6) Inverse-repeat MLB input</th>
</tr>
</thead>
<tbody>
<tr>
<td>1, 1</td>
<td>1, 1</td>
<td>2.50</td>
<td>2.50</td>
<td>3.50</td>
<td>3.50</td>
</tr>
<tr>
<td>1, 1</td>
<td>10, 10</td>
<td>4.43</td>
<td>1.35</td>
<td>6.20</td>
<td>2.85</td>
</tr>
<tr>
<td>3, 3</td>
<td>10, 10</td>
<td>2.91</td>
<td>2.42</td>
<td>4.08</td>
<td>3.39</td>
</tr>
<tr>
<td>5, 5</td>
<td>10, 10</td>
<td>2.55</td>
<td>2.46</td>
<td>3.57</td>
<td>3.45</td>
</tr>
<tr>
<td>10, 10</td>
<td>10, 10</td>
<td>2.50</td>
<td>2.50</td>
<td>3.50</td>
<td>3.50</td>
</tr>
</tbody>
</table>

Table 4.9. Estimated overall gain \(K_C\) for second order processes with larger gain in the negative direction \((K_U < K_D)\).

As in the first order case, when the time constants in the positive and negative directions are equal, the estimated overall gain is approximately equal to the average of the gains in the upward and downward directions, which is to be expected theoretically. However,
as the difference between the dynamics in the two directions increases, the overall gain deviates from this average value. This cannot be easily explained because the output does not respond immediately to a change in input. Examples are given in Figures 4.9 and 4.10 of the output using an inverse-repeat MLB signal as the input. The process has a gain of 6 in the positive direction and 1 in the negative direction. In Figure 4.9, the process has $\xi = 1$, $\omega_{u} = 1/T (T_u = T, T)$ and $\omega_{d} = 0.1/T (T_d = 10T, 10T)$ while in Figure 4.10, the process has $\xi = 1$ and $\omega_{u} = \omega_{d} = 0.1/T (T_u = T_d = 10T, 10T)$. The estimated overall gain is no longer independent of the direction in which the process has a larger gain. However, it was found that there is a higher probability of obtaining the same overall gain when the gains in the two directions are exchanged, if an inverse-repeat MLB signal is used.

Figure 4.9. Output using an inverse-repeat MLB signal for a process with $\xi = 1$, $\omega_{u} = 1/T (T_u = T, T)$ and $\omega_{d} = 0.1/T (T_d = 10T, 10T)$. $K_u = 6$, $K_d = 1$ and $K_c = 1.89$. 
4.4 Estimation of Overall Gain for Processes with Direction-dependent Gains
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Figure 4.10. Output using an inverse-repeat MLB signal for a process with $\zeta = 1$ and $\omega_{nU} = \omega_{nD} = 0.1/T (T_U = T_D = 10T, 10T)$. $K_U = 6$, $K_D = 1$ and $K_C = 3.50$.

From Tables 4.8 and 4.9, when an inverse-repeat MLB signal is used as input, the estimated overall gain decreases as the difference in the dynamics in the two directions increases. However, results obtained are less consistent when an MLB signal is used. The overall gain can either increase or decrease. This depends on the fitting using ELiS. The overall gain is higher if the estimation results in real poles. However, if the estimation results in imaginary poles, then the overall gain is lower due to the presence of a resonant frequency. From the simulations conducted, it was found that there is a higher probability that the estimation results in imaginary poles when an inverse-repeat MLB signal is used. This is probably due to the magnitude of the second frequency point being larger than or very slightly less than that of the first. Examples are given in Figures 4.11 and 4.12 for a process with $\zeta = 1$, $\omega_{nU} = 1/T (T_U = T, T)$ and $\omega_{nD} = 0.1/T$. 
(\(T_D = 10T, 10T\)). The gain is 1 in the positive direction and 4 in the negative direction. In Figure 4.11, the input is an MLB signal while in Figure 4.12, the corresponding inverse-repeat signal is used. It was also found that the estimated overall gain does not necessarily fall between the gains in the positive and negative directions.

![Figure 4.11](image)

Figure 4.11. Results obtained from ELiS using an MLB signal for a process with \(\zeta = 1\), \(\omega_{nu} = 1/T (T_U = T, T)\) and \(\omega_{nd} = 0.1/T (T_D = 10T, 10T)\). \(K_U = 1\), \(K_D = 4\) and \(K_C = 4.43\). The solid line in the magnitude plot shows the gain response of the estimated model.
4.5 Conclusions

In most practical situations, linear models are greatly preferred to their nonlinear counterparts due to their inherent simplicity. In light of this, it is not difficult to comprehend why nonlinear processes are often linearised to allow further analysis and simulation. In this chapter, the combined linear dynamics for a process with direction-dependent dynamics were investigated. Despite the process having linear dynamics in both directions, a departure from linearity was observed, due to the direction-dependent behaviour. In order to obtain a high accuracy and consistency in the estimation results,
an inverse-repeat signal should be used since this eliminates the effects of even order nonlinearities. For a first order process, simple calculations can be used to obtain the combined time constant, which was found to be closer to the smaller time constant of the process. However, theoretical results could not be obtained for a second order process. The ARX, ARMAX and state-space models, and the ELiS algorithm, can be used to estimate the linear model. It was found that the models obtained using state-space have poorer fit compared with those of the other models mentioned above. Hence, the transfer function models should be preferred for this application. Also, the method of correlation analysis followed by least squares results in unstable poles for second order processes, probably due to the effects of oversampling. Thus, in this chapter, this method was only used for first order processes.

For first and second order processes with direction-dependent gains, the theoretical overall gain is equal to the average of the gains in the positive and negative directions if the dynamics are equal in both directions. For the first order case, the overall gain decreases and tends towards the smaller gain with an increase in the difference between the dynamics in the two directions. The overall gain is independent of the direction in which the process has a larger gain. Unfortunately, results obtained for second order processes were not so conclusive. The overall gain depends on several factors, including the input perturbation signal applied, the dynamics of the particular process and the direction in which the process has a larger gain.
Chapter 5

The Use of Wiener Models to Describe Systems with Direction-dependent Dynamics
5.1 Abstract

The identification of systems with direction-dependent dynamics is extended to those in which the gain is also direction-dependent. The terms in the input-output crosscorrelation function are developed for a first order process perturbed with an MLB signal and an inverse-repeat MLB signal. It is shown that coherent patterns in the crosscorrelation function of a Wiener process can be made very similar to that of a direction-dependent process, provided that the model parameters are appropriately chosen. This can be achieved using the MATLAB Optimization Toolbox. Simulation results are used to verify the theoretical analysis. The linear dynamics for both direction-dependent and Wiener processes are estimated and compared. For a second order process, analytical results could not be obtained and simulation results are presented instead.

5.2 Introduction

In Chapter 3, the detection of processes with direction-dependent dynamics was discussed. It is shown in [25, 26] that pseudo-random binary signals based on maximum length sequences are the most suitable signals for the detection of such a departure from linearity. When these signals are used to perturb a direction-dependent process, coherent patterns are observed in the input-output crosscorrelation function that are not present when other kinds of pseudo-random binary signals are used. In this chapter, the theory is extended to the more general case in which the gain is also direction-dependent. Such processes may be modelled by one of the many derivatives of the Volterra functional series [28]. In this chapter, the modelling of the direction-dependent system using one of these derivatives, namely a Wiener process [11, 53 - 60], is investigated. This process has a structure in which a dynamic linear subsystem precedes an instantaneous nonlinearity. The parameters of the Wiener model are obtained using the MATLAB Optimization Toolbox [61].
The linear dynamics for both direction-dependent and Wiener processes are then estimated using the ARX and the ARMAX models in the System Identification Toolbox [45], ELiS in the Frequency Domain System Identification Toolbox [5] and correlation analysis with least squares [46, 47]. Different optimisation criteria are used for the Wiener models, and the results obtained are compared.

Unlike in the first order case, theoretical results could not be obtained for a second order process and simulation results are presented instead. It will be shown that the match between the direction-dependent and the Wiener processes is not as good as in the former case, except when the direction-dependent process has a large damping factor and fast dynamics, and therefore behaves like a first order process. In such cases, a Wiener model with first order dynamics can be used to model the actual process.

5.3 First Order Direction-dependent Process

5.3.1 Derivation of Process Output

For a first order process with direction-dependent dynamics and direction-dependent gains, the response \( y \) to an input \( u \) with levels ±1 is given by

\[
\begin{align*}
Y_t &= K_u u + (Y_{t-1} - K_u u) \exp(-T / T_u) & \text{if } u = +1 \\
Y_t &= K_D u + (Y_{t-1} - K_D u) \exp(-T / T_D) & \text{if } u = -1
\end{align*}
\]

where \( K_u, K_D \) and \( T \) are the gains in the positive and negative directions, and the clock-pulse interval respectively.

This can be described by the difference equation

\[
y_t = \kappa_t y_{t-1} + (1 - \kappa_t)(A u_t + F)
\]

where \( \kappa_t \) is defined in equation (3.4A).

\[
A = \frac{K_u + K_D}{2} \quad \text{and} \quad F = \frac{K_u - K_D}{2}
\]
5.3 First Order Direction-dependent Process

Substituting for $\kappa$, we obtain

$$y_t = (a + bu_t)y_{t-1} + (1 - a - bu_t)(Au_t + F)$$
$$= ay_{t-1} + bu_t y_{t-1} + (A - aA - bF)u_t - bA + (1 - a)F$$
$$= (a + bu_t)\left( y_{t-1} + \left( \frac{A-aA-bF}{b} \right) \right) - bA + (1 - a)F - \left( \frac{A-aA-bF}{b} \right) a$$

(5.4)

On rearranging,

$$\left(y_t + \frac{A-aA-bF}{b}\right) = (a + bu_t)\left( y_{t-1} + \frac{A-aA-bF}{b}\right) - A\left( b - \frac{(1-a)^2}{b} \right)$$

(5.5)

which is of the form $\alpha_t = \beta_t \alpha_{t-1} + \gamma$, where $\alpha_t = \left( y_t + \frac{A-aA-bF}{b}\right)$, $\beta_t = a + bu_t$ and $\gamma = -A\left( b - \frac{(1-a)^2}{b} \right)$.

Taking corresponding expressions for $\alpha_t$, $\alpha_{t-1}$, $\alpha_{t-2}$, ..., and multiplying them by $\beta_t, \beta_{t-1}, \beta_{t-1}\beta_{t-2}, \ldots$, as in [25],

$$\alpha_t = \prod_{i=0}^{\nu} \beta_{t-i} \alpha_{t-v-1} + \sum_{p=0}^{\nu} \prod_{i=0}^{p} \gamma_{t-i}$$

(5.6)

For stable processes, $a < 1$ and $b < 1$, so that as $\nu$ becomes large, $\prod_{t=0}^{\nu} (a + bu_{t-1})$ approaches zero [25] leaving only the second term on the right-hand side of (5.6). Hence from (5.5), $y_t$ can be expressed as a nonlinear function of the inputs $u_{t-1}$.

$$y_t = A\left( \frac{(1-a)^2}{b} - b \right) \sum_{p=0}^{\nu} \prod_{i=0}^{p} (a + bu_{t-i}) - \frac{A-aA-bF}{b}$$

$$= A\left( \frac{(1-a)^2}{b} - b \right) \sum_{p=0}^{\nu} \prod_{i=0}^{p} (a + bu_{t-i}) - \left( \frac{1-a}{b} \right) + F$$

(5.7)

The right-hand side of (5.7) can be split into a constant term, a first order term and higher order terms [25, 26] as was done in Section 3.4.1.1.
5.3 First Order Direction-dependent Process

**Constant term**

\[ Y_0 = A \left( K(1+a+a^2+...)-\frac{1-a}{b} \right) + F = -\frac{Ab}{1-a} + F \]  (5.8)

where \( K = \frac{(1-a)^2}{b} - b \) as defined in equation (3.6).

**First order term**

\[ Y_1 = AK \frac{b}{1-a} (u_i + au_{i-1} + a^2u_{i-2} + a^3u_{i-3} + a^4u_{i-4} + ...) \]  (5.9)

**Second order terms**

\[ Y_2 = AK \frac{b^2}{1-a} (u_i u_{i-1} + au_{i-1}u_{i-2} + a^2u_{i-2}u_{i-3} + a^3u_{i-3}u_{i-4} + ... \]

\[ + au_i u_{i-2} + a^2u_{i-1}u_{i-3} + a^3u_{i-2}u_{i-4} + ... \]

\[ + a^2u_i u_{i-3} + a^3u_{i-1}u_{i-4} + ... \]

\[ + a^3u_i u_{i-4} + ... \]  (5.10)

**Third order terms**

\[ Y_3 = AK \frac{b^3}{1-a} (u_i u_{i-1}u_{i-2} + au_{i-1}u_{i-2}u_{i-3} + a^2u_{i-2}u_{i-3}u_{i-4} + ... \]

\[ + au_i u_{i-1}u_{i-3} + a^2u_{i-1}u_{i-2}u_{i-4} + ... \]

\[ + au_i u_{i-2}u_{i-3} + a^2u_{i-1}u_{i-3}u_{i-4} + ... \]

\[ + a^2u_i u_{i-1}u_{i-4} + ... \]

\[ + a^2u_i u_{i-2}u_{i-4} + ... \]

\[ + a^2u_i u_{i-3}u_{i-4} + ... \]  (5.11)

Since, in practice, \(|b|\) is considerably less than unity, fourth order and higher order terms will be very small and can be neglected.
5.3 First Order Direction-dependent Process

5.3.2 Derivation of Crosscorrelation Function using Maximum Length Binary Signals

If the input \( u \) is a pseudo-random binary signal of any class, with levels \( \pm 1 \), the autocorrelation function is +1 on-peak (at zero delay) and -1/N off-peak. Suppose that there are \((N+1)/2\) clock-pulse intervals at signal level +1 and \((N-1)/2\) clock-pulse intervals at signal level -1; then the contributions of \( Y_0 \) and \( Y_1 \) to the crosscorrelation function are:

**Contribution of \( Y_0 \)**

\[
W_0 = \left( -\frac{Ab}{1-a} + F \right) \left( \frac{1}{N} \right)
\]

since the average value of the input signal is 1/N.

**Contribution of \( Y_1 \)**

This contributes to a constant and a first order term in the crosscorrelation function. The on-peak value of the autocorrelation of the input contributes to a term

\[
W_{1a}(iT) = \frac{Ac}{1-a} a^i
\]

where \( c = (1 - \exp(-T/T_u))(1 - \exp(-T/T_d)) = Kb \)

However, the off-peak value of the autocorrelation has a value of -1/N. This contributes to a constant and a first order term.

\[
W_{1b}(iT) = \frac{Ac}{1-a} \left( 1 + a + a^2 + a^3 + \ldots \right) \left( \frac{-1}{N} \right)
\]

Thus the total contribution of \( Y_1 \) is

\[
W_i(iT) = \frac{Ac}{1-a} \left[ a^i \left( 1 + \frac{1}{N} \right) + \left[ 1 + a + a^2 + a^3 + \ldots \right] \left( \frac{-1}{N} \right) \right]
\]

\[
= \frac{Ac}{1-a} \left[ a^i \left( 1 + \frac{1}{N} \right) - \left( \frac{1}{N(1-a)} \right) \right]
\]
Suppose now that the input is a pseudo-random MLB signal so that the shift-and-add property
\[ s_i \oplus_2 s_{i-r} = s_{i-r}, \quad r = 1, 2, 3, \ldots \] (5.17)
applies. Here, \( s(i) \) is a maximum length binary sequence with characteristic polynomial \( f(D) \). \( u(t) \) is obtained by converting the zero elements of \( s(i) \) to -1 and the unity elements to +1. The values of \( i_r \) can be determined by dividing the polynomial \( 1 \oplus_2 D^r \) by the characteristic polynomial \( f(D) \) until the single-term remainders \( D^r \) are obtained [62].

**Contribution of \( Y_2 \)**

The first, second and third lines of (5.10) contribute to the terms

\[ W_{2a}(iT) = \frac{-Acb}{1-a} \left[ \frac{1}{N} \left( 1 + \frac{1}{N} \right) \right] \quad i = i_1, i_1 + 1, i_1 + 2, \ldots \] (5.18)

\[ W_{2b}(iT) = \frac{-Acb}{1-a} \left[ \frac{1}{N} \left( 1 + \frac{1}{N} \right) \right] \quad i = i_2, i_2 + 1, i_2 + 2, \ldots \] (5.19)

\[ W_{2c}(iT) = \frac{-Acb}{1-a} \left[ \frac{1}{N} \left( 1 + \frac{1}{N} \right) \right] \quad i = i_3, i_3 + 1, i_3 + 2, \ldots \] (5.20)

respectively. Thus the total contribution of \( Y_2 \) is

\[ W_2(iT) = \frac{-Acb}{1-a} \sum_{r=1}^{N-1} a^{i-r-i} \left( 1 + \frac{1}{N} \right) \left( 1 - \frac{1}{N(1-a)} \right) \quad i = i, i + 1, i + 2, \ldots \] (5.21)

For an MLB signal, the following property also applies
\[ s_i \oplus_2 s_{i-q} \oplus_2 s_{i-q-r} = s_{i-r}, \quad q = 1, 2, 3, \ldots \quad \text{and} \quad r = 1, 2, 3, \ldots \] (5.22)

The values of \( i_{q,r} \) can be determined by dividing the polynomial \( 1 \oplus_2 D^q \oplus_2 D^{q+r} \) by the characteristic polynomial \( f(D) \) until the single-term remainders \( D^{q+r} \) are obtained [62].

**Contribution of \( Y_3 \)**

Similarly, this contributes to a constant and to third order terms.

\[ W_3(iT) = \frac{Acb^2}{1-a} \left[ \sum_{q=1}^{N-2} \sum_{r=1}^{N-1-q} a^{q+r-i} \left( 1 + \frac{1}{N} \right) \left( 1 - \frac{1}{N(1-a)^3} \right) \right] \quad i = i_{q,r}, i_{q,r} + 1, i_{q,r} + 2, \ldots \] (5.23)
5.3 First Order Direction-dependent Process

Grouping all the constant terms (including contributions from higher order terms), we obtain

\[ \Phi_0 = \left( -\frac{Ab}{1-a} + F \right) \left( \frac{1}{N} \right) - \frac{Ac}{N(1-a)(1-a+b)} = -\frac{A+F}{N} = -\frac{K_D}{N} \]  

(5.24)

Note that \( K_U \) does not enter into the expression for \( \Phi_0 \); \( K_U \) affects the peak values relative to this constant offset.

Also the linear, quadratic and cubic terms in the crosscorrelation function are

\[
\Phi_1(iT) = \frac{Ac}{1-a} a^i \left( 1 + \frac{1}{N} \right) \quad i = 0, 1, 2, \ldots
\]  

(5.25)

\[
\Phi_2(iT) = -\frac{Ac b}{1-a} \sum_{r=1}^{N-1} a^{r-i+b} \left( 1 + \frac{1}{N} \right) \quad i = i_r, i_r + 1, i_r + 2, \ldots
\]  

(5.26)

\[
\Phi_3(iT) = \frac{A c b^2}{1-a} \sum_{q=1}^{N-2} \sum_{r=1}^{N-1-q} a^{q+r-2+i-b} \left( 1 + \frac{1}{N} \right) \quad i = i_{q,r}, i_{q,r} + 1, i_{q,r} + 2, \ldots
\]  

(5.27)

respectively.

When \( T_U = T_D \) (so that \( b = 0 \)), but \( K_U \neq K_D \), additional peaks no longer appear in the crosscorrelation function, due to the fact that the signal is binary. In this respect, this signal is not persistently exciting (see Section 4.4.2).

5.3.3 Derivation of Crosscorrelation Function using Inverse-repeat Maximum Length Binary Signals

Suppose now that the input \( u \) is an inverse-repeat signal with levels \( \pm 1 \), obtained by inverting every other digit in a pseudo-random binary signal (of any class) of length \( N \) [9]. The resulting signal is of length \( 2N \) and has an autocorrelation function \( R_{uu}(i) \) given by +1 for \( i = 0 \mod 2N \); -1 for \( i = N \mod 2N \); +1/N for \( i = 1, 3, 5, \ldots \neq N \mod 2N \); and -1/N for \( i = 2, 4, 6, \ldots = 0 \mod 2N \). For such a signal, the terms in the crosscorrelation function due to \( Y_0 \), \( Y_1 \) and \( Y_2 \) are:
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Contribution of \( Y_0 \)

\[ W_0 = 0 \]  \hspace{1cm} (5.28)

since the average value of the input signal is zero.

Contribution of \( Y_1 \)

Considering only the first half of the cross-correlation function (as the second half is the negative of the first), this contributes to a first order term. The on-peak value of the autocorrelation of the input contributes to a term

\[ W_{1A}(iT) = \frac{Ac}{1-a} a^i \hspace{1cm} i = 0, 1, 2, \ldots \]  \hspace{1cm} (5.29)

However, the off-peak value of the autocorrelation as given above contributes to

\[ W_{1B}(iT) = \frac{Ac}{1-a} \left[ -1 + a - a^2 + a^3 - \ldots \left( \frac{(-1)^i}{N} \right) + a^i \left( \frac{1}{N} \right) \right] \hspace{1cm} i = 0, 1, 2, \ldots \]  \hspace{1cm} (5.30)

Thus the total contribution of \( Y_1 \) is

\[ W_i(iT) = \frac{Ac}{1-a} \left[ a^i \left( 1 + \frac{1}{N} \right) + \left[ -1 + a - a^2 + a^3 - \ldots \left( \frac{(-1)^i}{N} \right) \right] \right] \]

\[ = \frac{Ac}{1-a} \left[ a^i \left( 1 + \frac{1}{N} \right) - \left( \frac{(-1)^i}{N(1+a)} \right) \right] \] \hspace{1cm} (5.31)

Contribution of \( Y_2 \)

Due to the inverse-repeat nature of the signal,

\[ W_2 = 0 \] \hspace{1cm} (5.32)

If the signal is an inverse-repeat MLB signal, then the shift-and-add property of (5.22) applies, so that the contribution of \( Y_3 \) can be determined as follows.
Contribution of $Y_3$

The first, second and third lines of (5.11) contribute to the terms

\[ W_{3a}(iT) = \frac{Acb^2}{1-a} \left[ a^{i-l_{i,1}} \left( 1 + \frac{1}{N} \right) - \frac{(-1)^{i-l_{i,1}}}{N(1+a)} \right] \quad i = i_1, i_1 + 1, i_1 + 2, \ldots \]  

(5.33)

\[ W_{3b}(iT) = \frac{Acb^2}{1-a} \left[ a^{i+l-l_{i,3}} \left( 1 + \frac{1}{N} \right) - \frac{a(-1)^{i-l_{i,3}}}{N(1+a)} \right] \quad i = i_2, i_2 + 1, i_2 + 2, \ldots \]  

(5.34)

\[ W_{3c}(iT) = \frac{Acb^2}{1-a} \left[ a^{i+l-l_{i,1}} \left( 1 + \frac{1}{N} \right) - \frac{a(-1)^{i-l_{i,1}}}{N(1+a)} \right] \quad i = i_2, i_2 + 1, i_2 + 2, \ldots \]  

(5.35)

respectively. Thus the total contribution of $Y_3$ is

\[ W_3(iT) = \frac{Acb^2}{1-a} \left[ \sum_{q=1}^{N-2} \sum_{r=1}^{N-1-q} a^{q+r-2+q-r} \left( 1 + \frac{1}{N} \right) - \frac{(-1)^{q-r}}{N(1-a)^2(1+a)} \right] \quad i = i_{q,r}, i_{q,r} + 1, i_{q,r} + 2, \ldots \]  

(5.36)

The zero order term in the crosscorrelation function is a sum of the two terms

\[ \Phi_{0a}(iT) = -\frac{Ac(-1)^{q}}{N(1-a)(1+a)} \quad i = 0, 1, 2, \ldots \]  

(5.37A)

\[ \Phi_{0b}(iT) = -\frac{Acb^2(-1)^{q-r}}{N(1-a)^3(1+a)} \quad i = i_{q,r}, i_{q,r} + 1, i_{q,r} + 2, \ldots \]  

(5.37B)

The linear, quadratic and cubic terms in the crosscorrelation function are

\[ \Phi_1(iT) = \frac{Ac}{1-a} a^q \left( 1 + \frac{1}{N} \right) \quad i = 0, 1, 2, \ldots \]  

(5.38)

\[ \Phi_2 = 0 \]

(5.39)

\[ \Phi_3(iT) = \frac{Acb^2}{1-a} \sum_{q=1}^{N-2} \sum_{r=1}^{N-1-q} a^{q+r-2+q-r} \left( 1 + \frac{1}{N} \right) \quad i = i_{q,r}, i_{q,r} + 1, i_{q,r} + 2, \ldots \]  

(5.40)

respectively.
5.4 Wiener Process with First Order Dynamics

5.4.1 Derivation of Crosscorrelation Function using Maximum Length Binary Signals

The Wiener model used for comparison with the direction-dependent process is shown in Figure 5.1. This model consists of a constant path, a linear path, a quadratic path and a cubic path. The quadratic path may be added to or subtracted from the total output depending on the dynamics of the direction-dependent model (and this will be discussed in Section 5.5.2). It is shown in [29] that each nonlinear path in the model contributes to terms that corrupt the crosscorrelation function obtained for the linear path alone, and the occurrences of discontinuities in the total crosscorrelation function resulting from these terms may be accounted for by (5.17) and (5.22).

![Figure 5.1. Structure of the Wiener model with first order dynamics.](image)

Using an MLB signal, the contributions of the constant path, the linear path, the quadratic path and the cubic path to the crosscorrelation function are:
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Contribution of constant path

\[ Z_0 = \frac{K_0}{N} \]  
(5.41)

since the average value of the input signal is \(1/N\).

Contribution of linear path

\[ Z_i(iT) = K_1(1-a_1) \left[ a_i \left( 1 + \frac{1}{N} \right) - \left( \frac{1}{N(1-a_1)} \right) \right] \]

\( i = 0, 1, 2, \ldots \)  
(5.42)

where \( a_1 = \exp(-T/T) \)  
(5.43)

The transfer function of the digital simulator for the linear path of the Wiener model is

\[ K_1 \frac{1-a_1}{z-a_1} \]

where \( a_1 \) is the response decrement. This gives the impulse response as

\[ 1 - a_1, (1-a_1) a_1, (1-a_1) a_1^2, \ldots \]

as there is no time delay between the input and the output in the simulation.

Contribution of quadratic path

The impulse response of the quadratic path is

\[ 1 - a_2, (1-a_2) a_2, (1-a_2) a_2^2, \ldots \]

where \( a_2 = \exp(-T/T) \)  
(5.44)

The output of the quadratic path is

\[ V_2 = [\text{sgn}(b)] K_2 \left( 1-a_2 \right)^2 \left( u_i^2 + a_2^2 u_{i-1}^2 + a_2^4 u_{i-2}^2 + a_2^6 u_{i-3}^2 + \ldots \right) \]

\[ + 2(a_2 u_i u_{i-1} + a_2^3 u_{i-1} u_{i-2} + a_2^5 u_{i-2} u_{i-3} + \ldots) \]

\[ + a_2^2 u_{i-1} u_{i-2} + a_2^4 u_{i-2} u_{i-3} + \ldots \]

\[ + a_2^3 u_{i-2} u_{i-3} + \ldots \]

\[ + \ldots \)) \]  
(5.45)

The first line of (5.45) contributes to a constant term.

\[ Z_{2,k} = \frac{[\text{sgn}(b)] K_2 \left( 1-a_2 \right)^2}{N(1-a_2^2)} \]

(5.46)
The rest of the lines in (5.45) contribute to

\[ Z_{2\theta}(iT) = -2[\text{sgn}(b)]K_2^2(1 - a_2)^2 \left[ \sum_{r=1}^{N-1} a_2^{r+2(i-1)} \left( 1 + \frac{1}{N} \right) \left( \frac{1}{N(1-a_2^2)} \right) \right] \]

(5.47)

where \( r \) and \( i \) are given in (5.17).

**Contribution of cubic path**

The impulse response of the cubic path is

\[ 1 - a_3, (1 - a_3) a_3, (1 - a_3) a_3^2, \ldots \]

where \( a_3 = \exp(-T/T_3) \)

(5.48)

The output of the cubic path is

\[ V_3 = K_3^3(1 - a_3)^3(u_t + a_3 u_{t-1} + a_3^2 u_{t-2} + a_3^3 u_{t-3} + \ldots) + 3((a_3^2 + a_3^4 + a_3^6 + a_3^8 \ldots)u_t + (a_3 + a_3^5 + a_3^7 + a_3^9 \ldots)u_{t-1} + (a_3^2 + a_3^4 + a_3^6 + a_3^8 + a_3^{10} \ldots)u_{t-2} + (a_3^3 + a_3^5 + a_3^7 + a_3^{11} \ldots)u_{t-3} + \ldots) + 6(a_3^3 u_t u_{t-1} + a_3^6 u_{t-1} u_{t-2} + a_3^9 u_{t-2} u_{t-3} + \ldots) + a_3^4 u_t u_{t-1} u_{t-2} + a_3^5 u_t u_{t-1} u_{t-3} + \ldots + a_3^6 u_t u_{t-2} u_{t-3} + \ldots + \ldots) \]

(5.49)

since \( u_t^2 = u_{t-1}^2 = u_{t-2}^2 = \ldots = 1 \).

The first line of (5.49) contributes to a linear term

\[ Z_{3\theta}(iT) = K_3^3(1 - a_3)^3 \left[ a_3^3 \left( 1 + \frac{1}{N} \right) - \left( \frac{1}{N(1-a_3^2)} \right) \right]_{i = 0, 1, 2, \ldots} \]

(5.50)
The second to fifth lines of (5.49) contribute to

\[ Z_{3b}(iT) = 3K_3^3(1-a_3)^3a_3'([1+a_3^2+a_3^4+a_3^6+\ldots]-a_3^{2i}) \]

\[ = 3K_3^3(1-a_3)^3a_3'\left(\frac{1}{1-a_3^2}-a_3^{2i}\right) \quad i = 0, 1, 2, \ldots \]  

(5.51)

when considering only the on-peak value of the autocorrelation of the input signal. Taking into account the off-peak value,

\[ Z_{3b}(iT) = 3K_3^3(1-a_3)^3 \left[ \frac{a_3'}{(1-a_3^2)} \left(1+\frac{1}{N}\right) - \frac{1}{N(1-a_3^2)} \right] \]

\[ -a_3^{3}\left(1+\frac{1}{N}\right)+\frac{1}{N(1-a_3^2)} \]  \quad i = 0, 1, 2, \ldots  

(5.52)

Line 6 and subsequent lines of (5.49) contribute to

\[ Z_{3c}(iT) = 6K_3^3(1-a_3)^3 \left[ \sum_{q=1}^{N-2} \sum_{r=1}^{N-1-q} a_3^{2q+r+3(i-i_q,r)} \left(1+\frac{1}{N}\right) \left(\frac{a_3'}{N(1-a_3^3)(1-a_3^2)(1-a_3)}\right) \right] \]

(5.53)

where \( q, r \) and \( i_{q,r} \) are given in (5.22).

Grouping all the constant terms

\[ \Psi_0 = \frac{1}{N} \left(K_0 - K_1 + [\text{sgn}(b)]K_2^2 - K_3^3 \right) \]  

(5.54)

The linear, quadratic and cubic terms in the crosscorrelation function are

\[ \Psi_1(iT) = \left(1+\frac{1}{N}\right) \left(K_1(1-a_3)a_3' + 3K_3^3 \frac{(1-a_3)^2}{(1+a_3)}a_3' - 2K_3^3(1-a_3)^3a_3^{3i}\right) \]

\[ \quad i = 0, 1, 2, \ldots \]  

(5.55)

\[ \Psi_2(iT) = -2[\text{sgn}(b)]K_2^2(1-a_2)^2 \sum_{r=1}^{N-1-q} a_2^{2(r-l)} \left(1+\frac{1}{N}\right) \quad i = i_r, i_r+1, i_r+2, \ldots \]  

(5.56)

\[ \Psi_3(iT) = 6K_3^3(1-a_3)^3 \sum_{q=1}^{N-2} \sum_{r=1}^{N-1-q} a_3^{2q+r+3(i-i_q,r)} \left(1+\frac{1}{N}\right) \quad i = i_{q,r}, i_{q,r}+1, i_{q,r}+2, \ldots \]  

(5.57)

respectively.
5.4.2 Derivation of Crosscorrelation Function using Inverse-repeat Maximum Length Binary Signals

If an inverse-repeat MLB signal is used, the contributions of the linear path and the cubic path to the crosscorrelation function are:

**Contribution of linear path**

\[ Z_{i}(iT) = K_{i}(1-a_{i}) \left[ a_{i}' \left( 1 + \frac{1}{N} \right) - \left( \frac{(-1)^{i}}{N(1+a_{i})} \right) \right] \quad i = 0, 1, 2, \ldots \tag{5.58} \]

**Contribution of cubic path**

The first line of (5.49) contributes to a linear term

\[ Z_{3_{a}}(iT) = K_{3}(1-a_{3})^{3} \left[ a_{3}'^{3} \left( 1 + \frac{1}{N} \right) - \left( \frac{(-1)^{i}}{N(1+a_{3})^{3}} \right) \right] \quad i = 0, 1, 2, \ldots \tag{5.59} \]

The second to fifth lines of (5.49) contribute to

\[ Z_{3_{b}}(iT) = 3K_{3}(1-a_{3})^{3} \left[ \frac{a_{3}'^{3}}{(1-a_{3})^{2}} \left( 1 + \frac{1}{N} \right) - \frac{(-1)^{i}}{N(1+a_{3})(1-a_{3})} \right. \]
\[ \left. \quad -a_{3}'^{3} \left( 1 + \frac{1}{N} \right) + \frac{(-1)^{i}}{N(1+a_{3})^{3}} \right] \quad i = 0, 1, 2, \ldots \tag{5.60} \]

Line 6 and subsequent lines of (5.49) contribute to

\[ Z_{3_{c}}(iT) = 6K_{3}(1-a_{3})^{3} \left[ \sum_{q=1}^{N-2} \sum_{r=1}^{N-1-q} a_{2}^{2q+r+3(i-q,r)} \left( 1 + \frac{1}{N} \right) - \frac{(-1)^{i-i_{q,r}}}{N(1+a_{3})^{3}(1-a_{3})} \right] \tag{5.61} \]

where \( q, r \) and \( i_{q,r} \) are given in (5.22).

The zero order term in the crosscorrelation function is a sum of two terms

\[ \Psi_{0_{a}}(iT) = -\frac{K_{i}(1-a_{i})(-1)^{i}}{N(1+a_{i})} \quad i = 0, 1, 2, \ldots \tag{5.62A} \]

\[ \Psi_{0_{b}}(iT) = -\frac{6K_{3}(1-a_{3})^{3}(-1)^{i-i_{q,r}}}{N(1+a_{3})^{3}} \quad i = i_{q,r}, i_{q,r} + 1, i_{q,r} + 2, \ldots \tag{5.62B} \]
The linear, quadratic and cubic terms in the crosscorrelation function are

\[ \Psi_1(iT) = \left(1 + \frac{1}{N}\right) \left(K_1(1-a_1)a_1^i + 3K_3^3 \frac{(1-a_3)^3}{(1+a_3)} a_3^i - 2K_3^3 (1-a_3)^3 a_3^3 \right) \]

\[ i = 0, 1, 2, \ldots \]  

(5.63)

\[ \Psi_2 = 0 \]  

(5.64)

\[ \Psi_3(iT) = 6K_3^3 (1-a_3)^3 \sum_{q=1}^{N-2} \sum_{r=1}^{N-1-q} a_3^{2q+r+3(i-i_{q,r})} \left(1 + \frac{1}{N}\right) \]

\[ i = i_{q,r}, i_{q,r} + 1, i_{q,r} + 2, \ldots \]  

(5.65)

respectively.

5.5 Comparison between First Order Direction-dependent and Wiener Processes

5.5.1 Optimisation Procedure

The Wiener process can be made very similar to the direction-dependent process by matching the constant term, the linear term, the quadratic term and the cubic term separately. The optimisation procedure involved uses the function \textit{fminunc} in the \texttt{MATLAB} Optimization Toolbox [61]. The default algorithm is based on least squares optimisation using Gauss-Newton method [63, 64]. (The function \textit{fminsearch} [65] which is in \texttt{MATLAB}, but not in the above toolbox, can be used as an alternative. The algorithm is based on the Nelder-Mead simplex method [61, 66 - 69]. However, this function was not used in this chapter as the options available to the user are less than that in \textit{fminunc}.)

Different methods were used to optimise the parameters of the Wiener model. This allowed comparison between the results obtained using different techniques and was used as a check for possible errors in the simulation. Six methods were used and these were minimising the

(a) sum of squares of the error in the crosscorrelation functions

(b) sum of the absolute error in the crosscorrelation functions

(c) sum of squares of the error in the outputs
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(d) sum of the absolute error in the outputs

(e) sum of squares of the distance between the points in the frequency response, taking into account both magnitude and phase

(f) sum of the distance between the points in the frequency response, taking into account both magnitude and phase

Initial values were specified for each parameter before the start of the optimisation procedure and these were obtained through observation from initial simulations. The quality of the models obtained can be similarly evaluated using the quantities minimised in methods (a) to (f). These quantities will be denoted by the alphabets $A$ to $F$, corresponding to the methods (in lowercase) in which they are minimised.

5.5.2 Comparison using Maximum Length Binary Signals

To illustrate the theory, a first order process was chosen in which $T_u = 3T$, $T_D = 12T$, $K_u = 4$ and $K_D = 1$ (Process A). For this process $A = 2.5$, $F = 1.5$, $a = 0.818$, $b = -0.102$ and $c = 0.0227$ from equations (5.3A), (5.3B), (3.4B), (3.4C) and (5.14) respectively.

Let the process be perturbed by an MLB signal $u(t)$ with period $127T$, generated from an MLB sequence $s(i)$ with characteristic polynomial $f(D) = 1 \oplus D \oplus D^2 \oplus D^4 \oplus D^5 \oplus D^6 \oplus D^7$, and the zero elements of $s(i)$ converted to -1 and the unity elements converted to +1. The signal has 64 clock-pulse intervals at signal level +1 and 63 clock-pulse intervals at signal level -1. Second order terms will cause discontinuities in the crosscorrelation function as given in (5.26). The starting positions of the most significant of these terms are given in Table 5.1. There are several MLB signals with period $127T$, and this particular one was selected because the starting positions listed in Table 5.1 are the furthest removed from the origin compared to other MLB signals with this period [29]; this makes the additional peaks due to second order terms easier to detect by eye since they are less likely to occur on the main (linear dynamics) peak. Third order terms also contribute to discontinuities in the crosscorrelation function as given in (5.27). However, the amplitudes of these discontinuities are smaller compared with those
caused by second order terms. The starting position of the most significant of these terms are given in Table 5.2. Similarly, higher order terms will cause such discontinuities but their amplitudes are generally small enough to be neglected.

<table>
<thead>
<tr>
<th>( r )</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>( i_r )</td>
<td>89</td>
<td>51</td>
<td>21</td>
<td>102</td>
<td>28</td>
<td>42</td>
<td>33</td>
<td>77</td>
<td>62</td>
<td>56</td>
</tr>
<tr>
<td>( r )</td>
<td>11</td>
<td>12</td>
<td>13</td>
<td>14</td>
<td>15</td>
<td>16</td>
<td>17</td>
<td>18</td>
<td>19</td>
<td>20</td>
</tr>
<tr>
<td>( i_r )</td>
<td>111</td>
<td>84</td>
<td>60</td>
<td>66</td>
<td>35</td>
<td>27</td>
<td>103</td>
<td>124</td>
<td>83</td>
<td>112</td>
</tr>
</tbody>
</table>

Table 5.1. Start positions of discontinuities in the crosscorrelation function due to second order terms.

<table>
<thead>
<tr>
<th>( q )</th>
<th>1</th>
<th>1</th>
<th>2</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>( r )</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>( i_{q,r} )</td>
<td>59</td>
<td>85</td>
<td>113</td>
<td>107</td>
<td>118</td>
<td>95</td>
</tr>
</tbody>
</table>

Table 5.2. Start positions of discontinuities in the crosscorrelation function due to third order terms.

The input-output crosscorrelation function of the direction-dependent process is shown in Figure 5.2 (plotted as circles). For this process and this signal, from equation (5.24), the constant term \( \Phi_0 = -0.00787 \) while from equation (5.25), the linear dynamics term is given by

\[
\Phi_1(iT) = 0.314(0.818)^i, \quad i = 0, 1, 2, \ldots
\]

From equation (5.26) and Table 5.1, the second order dynamics term \( \Phi_2(iT) \) is given by

\[
0.0320(0.818)^{i-89}, \quad i = 89, 90, 91, \ldots
+ 0.0320(0.818)(0.818)^{i-51}, \quad i = 51, 52, 53, \ldots
+ 0.0320(0.818)^2(0.818)^{i-21}, \quad i = 21, 22, 23, \ldots
+ 0.0320(0.818)^3(0.818)^{i-102}, \quad i = 102, 103, 104, \ldots
+ \ldots
\]
From equation (5.27) and Table 5.2, the third order dynamics term $\Phi_3(iT)$ is given by

$$0.00325(0.818)^{i-59}, \quad i = 59, 60, 61, \ldots$$
$$+ 0.00325(0.818)(0.818)^{i-85}, \quad i = 85, 86, 87, \ldots$$
$$+ 0.00325(0.818)(0.818)^{i-113}, \quad i = 113, 114, 115, \ldots$$
$$+ 0.00325(0.818)^2(0.818)^{i-107}, \quad i = 107, 108, 109, \ldots$$
$$+ 0.00325(0.818)^2(0.818)^{i-118}, \quad i = 118, 119, 120, \ldots$$
$$+ 0.00325(0.818)^2(0.818)^{i-95}, \quad i = 95, 96, 97, \ldots$$
$$+ \ldots$$

These patterns can be confirmed by inspection of Figure 5.2. Note that the amplitude of the largest second order peak (at lag 89) is approximately 10% of the amplitude of the linear peak (at lag zero), while the amplitude of the largest third order peak (at lag 59) is approximately 1% of the amplitude of the linear peak.

Using optimisation, the parameters for the corresponding Wiener model are given in Table 5.3 and the error measurements are given in Table 5.4. From Table 5.3, it can be seen that the results obtained using different methods are in reasonably close agreement with one another. Since the dynamics in the positive direction are faster than those in the negative direction, $b$ is negative. The sign in the quadratic path needs to be negative in order that the peaks due to the second order terms will be positive. The crosscorrelation function of the Wiener process is shown as plusses in Figure 5.2. The outputs of these processes are shown in Figure 5.3.

<table>
<thead>
<tr>
<th>Method</th>
<th>$K_0$</th>
<th>$K_1$</th>
<th>$K_2$</th>
<th>$K_3$</th>
<th>$T_1/T$</th>
<th>$T_2/T$</th>
<th>$T_3/T$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td>2.97</td>
<td>1.63</td>
<td>0.98</td>
<td>0.80</td>
<td>4.86</td>
<td>6.90</td>
<td>8.90</td>
</tr>
<tr>
<td>(b)</td>
<td>2.96</td>
<td>1.62</td>
<td>0.95</td>
<td>0.78</td>
<td>4.81</td>
<td>6.51</td>
<td>8.30</td>
</tr>
<tr>
<td>(c)</td>
<td>2.97</td>
<td>1.60</td>
<td>0.94</td>
<td>0.82</td>
<td>4.78</td>
<td>6.44</td>
<td>7.96</td>
</tr>
<tr>
<td>(d)</td>
<td>2.98</td>
<td>1.60</td>
<td>0.96</td>
<td>0.87</td>
<td>4.82</td>
<td>6.36</td>
<td>8.11</td>
</tr>
<tr>
<td>(e)</td>
<td>2.97</td>
<td>1.60</td>
<td>0.94</td>
<td>0.82</td>
<td>4.78</td>
<td>6.43</td>
<td>7.88</td>
</tr>
<tr>
<td>(f)</td>
<td>2.97</td>
<td>1.59</td>
<td>0.87</td>
<td>0.70</td>
<td>4.75</td>
<td>6.14</td>
<td>6.79</td>
</tr>
</tbody>
</table>

Table 5.3. Parameters of the Wiener model for Process A.
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<table>
<thead>
<tr>
<th>Method</th>
<th>$A$ (×$10^{-4}$)</th>
<th>$B$</th>
<th>$C$ (×$10^{2}$)</th>
<th>$D$</th>
<th>$E$</th>
<th>$F$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td>3.01</td>
<td>0.154</td>
<td>3.86</td>
<td>1.77</td>
<td>4.90</td>
<td>18.5</td>
</tr>
<tr>
<td>(b)</td>
<td>2.80</td>
<td>0.145</td>
<td>5.31</td>
<td>2.20</td>
<td>6.74</td>
<td>18.9</td>
</tr>
<tr>
<td>(c)</td>
<td>2.69</td>
<td>0.146</td>
<td>3.41</td>
<td>1.67</td>
<td>4.33</td>
<td>16.6</td>
</tr>
<tr>
<td>(d)</td>
<td>2.90</td>
<td>0.154</td>
<td>4.10</td>
<td>1.67</td>
<td>5.21</td>
<td>19.4</td>
</tr>
<tr>
<td>(e)</td>
<td>2.70</td>
<td>0.146</td>
<td>3.41</td>
<td>1.67</td>
<td>4.34</td>
<td>16.7</td>
</tr>
<tr>
<td>(f)</td>
<td>3.07</td>
<td>0.160</td>
<td>4.08</td>
<td>1.71</td>
<td>5.19</td>
<td>15.7</td>
</tr>
</tbody>
</table>

Table 5.4. Error measurements of the Wiener model for Process A.

Figure 5.2. Crosscorrelation functions of Process A (circles) and its corresponding Wiener model (plusses).

Figure 5.3. Outputs of Process A (solid line) and its corresponding Wiener model (plusses).
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If the dynamics of the direction-dependent process are faster in the negative direction instead, then \( b = 0.102 \), and the second order and higher even order terms will cause negative peaks in the crosscorrelation function. The constant, linear and third order terms remain unchanged. This is shown as circles in Figure 5.4 using the same input signal but with the process having \( T_U = 12T, T_D = 3T, K_U = 4 \) and \( K_D = 1 \) (Process B).

For the corresponding Wiener model, the parameters are given in Table 5.5. Again, close agreement is observed in the results obtained using different methods, except in the values of \( K_3 \) and \( T_3 \). This is due to the fact that the contribution of the cubic terms in the crosscorrelation function of the direction-dependent process is small and hence, the fitting of the cubic path in the Wiener process is less accurate than the constant path, the linear path and the quadratic path. This can also be seen from the larger variation in the values of \( K_3 \) and \( T_3 \) in Table 5.3. The sign in the quadratic path is positive so that the peaks due to the second order terms are negative. The crosscorrelation function of the Wiener model is shown as plusses in Figure 5.4.

<table>
<thead>
<tr>
<th>Method</th>
<th>( K_0 )</th>
<th>( K_1 )</th>
<th>( K_2 )</th>
<th>( K_3 )</th>
<th>( T_1/T )</th>
<th>( T_2/T )</th>
<th>( T_3/T )</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td>0.03</td>
<td>1.67</td>
<td>0.97</td>
<td>0.78</td>
<td>4.96</td>
<td>6.90</td>
<td>8.90</td>
</tr>
<tr>
<td>(b)</td>
<td>0.04</td>
<td>1.67</td>
<td>0.96</td>
<td>0.63</td>
<td>4.95</td>
<td>6.62</td>
<td>6.27</td>
</tr>
<tr>
<td>(c)</td>
<td>0.03</td>
<td>1.68</td>
<td>0.96</td>
<td>0.60</td>
<td>4.96</td>
<td>6.55</td>
<td>7.00</td>
</tr>
<tr>
<td>(d)</td>
<td>0.03</td>
<td>1.69</td>
<td>0.95</td>
<td>0.55</td>
<td>4.94</td>
<td>6.40</td>
<td>7.04</td>
</tr>
<tr>
<td>(e)</td>
<td>0.03</td>
<td>1.68</td>
<td>0.97</td>
<td>0.51</td>
<td>4.98</td>
<td>6.65</td>
<td>4.99</td>
</tr>
<tr>
<td>(f)</td>
<td>0.04</td>
<td>1.69</td>
<td>0.89</td>
<td>0.59</td>
<td>5.00</td>
<td>6.24</td>
<td>6.02</td>
</tr>
</tbody>
</table>

Table 5.5. Parameters of the Wiener model for Process B.

The error measurements for the Wiener models are shown in Table 5.6. From this and Table 5.4, it can be seen that in general, methods (c) and (e) give models with relatively low errors compared with the other methods. It is also interesting to note that minimising a particular error measurement does not necessarily result in a Wiener model where the quantity minimised is actually smaller than that obtained using other techniques. To complicate matters, the errors obtained depend on the direction-
dependent process parameters and the initial values entered during the optimisation. Due to the large number of parameters to be optimised, there are likely to be many local minima in the objective functions minimised.

<table>
<thead>
<tr>
<th>Method</th>
<th>( A \times 10^{-4} )</th>
<th>( B )</th>
<th>( C \times 10^{-2} )</th>
<th>( D )</th>
<th>( E )</th>
<th>( F )</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td>3.37</td>
<td>0.158</td>
<td>4.33</td>
<td>1.83</td>
<td>5.50</td>
<td>18.4</td>
</tr>
<tr>
<td>(b)</td>
<td>2.93</td>
<td>0.144</td>
<td>4.57</td>
<td>2.04</td>
<td>5.80</td>
<td>18.6</td>
</tr>
<tr>
<td>(c)</td>
<td>2.93</td>
<td>0.145</td>
<td>3.71</td>
<td>1.71</td>
<td>4.72</td>
<td>17.8</td>
</tr>
<tr>
<td>(d)</td>
<td>3.00</td>
<td>0.153</td>
<td>3.80</td>
<td>1.68</td>
<td>4.82</td>
<td>18.2</td>
</tr>
<tr>
<td>(e)</td>
<td>2.88</td>
<td>0.147</td>
<td>3.65</td>
<td>1.71</td>
<td>4.64</td>
<td>17.6</td>
</tr>
<tr>
<td>(f)</td>
<td>3.33</td>
<td>0.160</td>
<td>4.32</td>
<td>1.93</td>
<td>5.48</td>
<td>16.9</td>
</tr>
</tbody>
</table>

Table 5.6. Error measurements of the Wiener model for Process B.

![Figure 5.4](image-url)  
Figure 5.4. Crosscorrelation functions of Process B (circles) and its corresponding Wiener model (plusses).

5.5.3 Comparison using Inverse-repeat Maximum Length Binary Signals

Inverse-repeat signals contain only odd harmonics thus allowing the effects of odd and even order nonlinearities to be separated in the system output and identified separately.
This can be done by considering the fact that the former (including the linear dynamics) and the latter contribute to an inverse-repeat component and a repeat-repeat component respectively. Hence contributions from the odd order terms (for the first half of the period) could be obtained by subtracting the second half of the signal from the first and then dividing the result by two. Similarly, contributions from the even order terms could be obtained by adding the two halves of the signal and dividing the result by two. In the frequency domain, the equivalent procedure is carried out by setting either the odd or the even harmonics to zero. The use of such signals will result in an increase in the consistency and accuracy of the measurements [70]. However, there is also an associated disadvantage which is that it is not possible to separate the odd and even order terms in the crosscorrelation function. Consequently, only methods (c) to (f) can be used and the error measurement only needs to be calculated for the corresponding quantities (C to F).

For Process A, from equations (5.37A) and (5.37B), the zero order term consists of the sum of two terms, both alternating in sign and of amplitudes 0.00135 and 0.000423 respectively. Note that these amplitudes are both very small. From (5.38) and (5.40), the linear and third order dynamics terms are the same as that when using the non inverse-repeat MLB signal. However, the second order dynamics term is zero (from equation (5.39)).

The optimised values for the Wiener model are shown in Tables 5.7 and 5.8 for Process A and Process B respectively. The crosscorrelation functions of the direction-dependent and Wiener processes are shown in Figure 5.5.

<table>
<thead>
<tr>
<th>Method</th>
<th>$K_0$</th>
<th>$K_1$</th>
<th>$K_2$</th>
<th>$K_3$</th>
<th>$T_1/T$</th>
<th>$T_2/T$</th>
<th>$T_3/T$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(c)</td>
<td>2.97</td>
<td>1.64</td>
<td>1.01</td>
<td>0.81</td>
<td>4.88</td>
<td>7.22</td>
<td>8.90</td>
</tr>
<tr>
<td>(d)</td>
<td>2.98</td>
<td>1.62</td>
<td>1.05</td>
<td>0.96</td>
<td>4.83</td>
<td>7.82</td>
<td>11.97</td>
</tr>
<tr>
<td>(e)</td>
<td>2.97</td>
<td>1.64</td>
<td>1.01</td>
<td>0.84</td>
<td>4.87</td>
<td>7.22</td>
<td>9.60</td>
</tr>
<tr>
<td>(f)</td>
<td>2.96</td>
<td>1.64</td>
<td>0.89</td>
<td>0.77</td>
<td>4.88</td>
<td>6.36</td>
<td>8.58</td>
</tr>
</tbody>
</table>

Table 5.7. Parameters of the Wiener model for Process A using an inverse-repeat signal.
5.5 Comparison between First Order Direction-dependent and Wiener Processes

<table>
<thead>
<tr>
<th>Method</th>
<th>$K_0$</th>
<th>$K_1$</th>
<th>$K_2$</th>
<th>$K_3$</th>
<th>$T_1/T$</th>
<th>$T_2/T$</th>
<th>$T_3/T$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(c)</td>
<td>0.03</td>
<td>1.64</td>
<td>1.01</td>
<td>0.81</td>
<td>4.88</td>
<td>7.22</td>
<td>8.90</td>
</tr>
<tr>
<td>(d)</td>
<td>0.02</td>
<td>1.62</td>
<td>1.05</td>
<td>0.96</td>
<td>4.83</td>
<td>7.82</td>
<td>11.94</td>
</tr>
<tr>
<td>(e)</td>
<td>0.03</td>
<td>1.64</td>
<td>1.01</td>
<td>0.84</td>
<td>4.87</td>
<td>7.22</td>
<td>9.60</td>
</tr>
<tr>
<td>(f)</td>
<td>0.04</td>
<td>1.64</td>
<td>0.89</td>
<td>0.77</td>
<td>4.88</td>
<td>6.36</td>
<td>8.58</td>
</tr>
</tbody>
</table>

Table 5.8. Parameters of the Wiener model for Process B using an inverse-repeat signal.

Figure 5.5. Crosscorrelation functions of Process A (or B) (circles) and its corresponding Wiener model (plusses) using an inverse-repeat signal.

The error measurements for the Wiener models in Table 5.7 are given in Table 5.9. Very similar results were obtained for those in Table 5.8. It may seem surprising that the values in Table 5.9 are larger than the corresponding values in Table 5.4. However, these should not be compared because the signals used are different in length and harmonic content.

<table>
<thead>
<tr>
<th>Method</th>
<th>$C$</th>
<th>$D$</th>
<th>$E$</th>
<th>$F$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(c)</td>
<td>0.126</td>
<td>4.52</td>
<td>32.1</td>
<td>52.8</td>
</tr>
<tr>
<td>(d)</td>
<td>0.136</td>
<td>4.48</td>
<td>34.6</td>
<td>58.3</td>
</tr>
<tr>
<td>(e)</td>
<td>0.126</td>
<td>4.51</td>
<td>32.1</td>
<td>53.0</td>
</tr>
<tr>
<td>(f)</td>
<td>0.182</td>
<td>5.48</td>
<td>46.2</td>
<td>48.7</td>
</tr>
</tbody>
</table>

Table 5.9. Error measurements of the Wiener model for Process A using an inverse-repeat signal.
5.5.4 Estimation of Linear Dynamics

The linear dynamics for both direction-dependent and Wiener processes were estimated using the MATLAB algorithms ARX, ARMAX and ELiS, and correlation analysis with least squares. (These were discussed in Sections 4.2.1, 4.2.2 and 4.2.3.) Results obtained are given in Table 5.10. These are either equal or close to the theoretical result. An inverse-repeat MLB signal was used both for optimising the parameters of the Wiener model and estimating the linear dynamics as this leads to a higher consistency and accuracy of the results. The estimates of $T_C$ were unchanged when obtained with $T_U$ and $T_D$ (and/or $K_U$ and $K_D$) interchanged. This is to be expected as the effects of even order nonlinearities were already eliminated with the use of an inverse-repeat signal, while those of odd order do not vary when the above parameter values are interchanged.

<table>
<thead>
<tr>
<th>Models/Algorithms</th>
<th>Direction-dependent</th>
<th>(c)</th>
<th>(d)</th>
<th>(e)</th>
<th>(f)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ARX</td>
<td>4.98</td>
<td>4.98</td>
<td>4.94</td>
<td>5.00</td>
<td>5.00</td>
</tr>
<tr>
<td>ARMAX</td>
<td>4.98</td>
<td>4.98</td>
<td>4.96</td>
<td>5.01</td>
<td>5.02</td>
</tr>
<tr>
<td>ELiS</td>
<td>5.00</td>
<td>5.00</td>
<td>5.00</td>
<td>5.00</td>
<td>4.98</td>
</tr>
<tr>
<td>Correlation analysis</td>
<td>4.99</td>
<td>4.98</td>
<td>4.95</td>
<td>4.97</td>
<td>4.96</td>
</tr>
<tr>
<td>Theoretical</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>4.99</td>
</tr>
</tbody>
</table>

Table 5.10. Estimated combined time constant $T_C/T$ for Process A (or B) and its corresponding Wiener model optimised using methods (c) to (f).

5.6 Extension to Second Order Processes

For a second order direction-dependent process, the peaks in the crosscorrelation function do not necessarily have the same sign as in the first order case. Additionally, some of these may be undetectable due to their small amplitude (see Section 3.4.2.1). Thus, it is difficult to obtain a good match in the crosscorrelation function using a Wiener model with second order dynamics (as shown in Figure 5.6) since all the
discontinuities in the crosscorrelation function caused by a particular path are in the same direction. The sign of the quadratic path could not be determined theoretically and the one which gave a better fit was used (for each individual case).

The optimisation procedure is similar to that described in Section 5.5.1. The second order dynamics paths in the Wiener model were fixed at critical damping since this increased the reliability of the results obtained due to there being less parameters to optimise. This was also followed by an improvement in the speed of the simulation runs. Furthermore, the results often did not converge when these paths were fixed otherwise.

An example is illustrated for a second order process with $\zeta = 1$ in both directions, $\omega_n = 1/TU = T, T$ and $\omega_n = 0.25/TD = 4T, 4T$ (Process C). The gain is unity in both directions. Results obtained using an MLB signal are given in Table 5.11 and the sign of the quadratic path is positive. The error measurements are given in Table 5.12. These are in general larger than those given in Table 5.4, since the matching was less good compared with the first order case.
The crosscorrelation functions of the direction-dependent and the Wiener processes are illustrated in Figure 5.7. From the figure, it can be seen that the Wiener model matches the main (linear) peak of the direction-dependent process reasonably well. However, the rest of the peaks do not give such a good match. Also, the crosscorrelation function of the Wiener model is relatively flat compared to that of the direction-dependent process. The outputs of both processes are shown in Figure 5.8.

Results obtained using the corresponding inverse-repeat signal are given in Table 5.13. Again, these are seen to be more consistent than those obtained using the original (non inverse-repeat) signal. The corresponding values of the quantities $C$ to $F$ are shown in Table 5.14.

<table>
<thead>
<tr>
<th>Method</th>
<th>$K_0$</th>
<th>$K_1$</th>
<th>$K_2$</th>
<th>$K_3$</th>
<th>$T_1/T$</th>
<th>$T_2/T$</th>
<th>$T_3/T$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td>0.18</td>
<td>1.00</td>
<td>0.22</td>
<td>-0.23</td>
<td>2.09</td>
<td>0.82</td>
<td>1.48</td>
</tr>
<tr>
<td>(b)</td>
<td>0.27</td>
<td>1.04</td>
<td>0.14</td>
<td>-0.37</td>
<td>2.15</td>
<td>0.40</td>
<td>1.78</td>
</tr>
<tr>
<td>(c)</td>
<td>0.17</td>
<td>1.02</td>
<td>0.47</td>
<td>-0.68</td>
<td>2.06</td>
<td>0.83</td>
<td>1.54</td>
</tr>
<tr>
<td>(d)</td>
<td>0.16</td>
<td>0.99</td>
<td>0.26</td>
<td>-0.28</td>
<td>2.00</td>
<td>0.84</td>
<td>1.39</td>
</tr>
<tr>
<td>(e)</td>
<td>0.17</td>
<td>1.02</td>
<td>0.22</td>
<td>-0.31</td>
<td>2.06</td>
<td>0.83</td>
<td>1.53</td>
</tr>
<tr>
<td>(f)</td>
<td>0.18</td>
<td>1.06</td>
<td>0.18</td>
<td>-0.27</td>
<td>2.11</td>
<td>0.82</td>
<td>1.45</td>
</tr>
</tbody>
</table>

Table 5.11. Parameters of the Wiener model for Process C.

<table>
<thead>
<tr>
<th>Method</th>
<th>$A$ ($\times 10^2$)</th>
<th>$B$</th>
<th>$C$</th>
<th>$D$</th>
<th>$E$</th>
<th>$F$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td>1.36</td>
<td>0.95</td>
<td>1.89</td>
<td>12.1</td>
<td>140</td>
<td>119</td>
</tr>
<tr>
<td>(b)</td>
<td>1.46</td>
<td>0.96</td>
<td>2.16</td>
<td>13.9</td>
<td>274</td>
<td>124</td>
</tr>
<tr>
<td>(c)</td>
<td>0.96</td>
<td>0.84</td>
<td>1.21</td>
<td>10.3</td>
<td>154</td>
<td>104</td>
</tr>
<tr>
<td>(d)</td>
<td>1.36</td>
<td>0.96</td>
<td>2.06</td>
<td>12.5</td>
<td>262</td>
<td>121</td>
</tr>
<tr>
<td>(e)</td>
<td>1.41</td>
<td>0.96</td>
<td>2.06</td>
<td>12.6</td>
<td>261</td>
<td>122</td>
</tr>
<tr>
<td>(f)</td>
<td>1.53</td>
<td>1.01</td>
<td>2.14</td>
<td>12.9</td>
<td>272</td>
<td>125</td>
</tr>
</tbody>
</table>

Table 5.12. Error measurements of the Wiener model for Process C.
5.6 Extension to Second Order Processes

<table>
<thead>
<tr>
<th>Method</th>
<th>$K_0$</th>
<th>$K_1$</th>
<th>$K_2$</th>
<th>$K_3$</th>
<th>$T_1/T$</th>
<th>$T_2/T$</th>
<th>$T_3/T$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(c)</td>
<td>0.21</td>
<td>1.01</td>
<td>0.34</td>
<td>-0.13</td>
<td>2.19</td>
<td>0.71</td>
<td>1.92</td>
</tr>
<tr>
<td>(d)</td>
<td>0.19</td>
<td>1.01</td>
<td>0.38</td>
<td>-0.12</td>
<td>2.16</td>
<td>0.77</td>
<td>1.70</td>
</tr>
<tr>
<td>(e)</td>
<td>0.21</td>
<td>1.01</td>
<td>0.34</td>
<td>-0.13</td>
<td>2.19</td>
<td>0.72</td>
<td>1.91</td>
</tr>
<tr>
<td>(f)</td>
<td>0.21</td>
<td>0.97</td>
<td>0.34</td>
<td>-0.05</td>
<td>2.19</td>
<td>0.78</td>
<td>1.52</td>
</tr>
</tbody>
</table>

Table 5.13. Parameters of the Wiener model for Process C using an inverse-repeat signal.

<table>
<thead>
<tr>
<th>Method</th>
<th>$C$</th>
<th>$D$</th>
<th>$E$</th>
<th>$F$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(c)</td>
<td>2.56</td>
<td>20.8</td>
<td>650</td>
<td>268</td>
</tr>
<tr>
<td>(d)</td>
<td>2.65</td>
<td>20.6</td>
<td>672</td>
<td>275</td>
</tr>
<tr>
<td>(e)</td>
<td>2.56</td>
<td>20.7</td>
<td>650</td>
<td>268</td>
</tr>
<tr>
<td>(f)</td>
<td>2.52</td>
<td>20.5</td>
<td>639</td>
<td>262</td>
</tr>
</tbody>
</table>


Figure 5.7. Crosscorrelation functions of Process C (circles) and its corresponding Wiener model (plusses).
5.6 Extension to Second Order Processes

![Figure 5.8. Outputs of Process C (solid line) and its corresponding Wiener model (plusses).](image)

For a second order process with damping factor $\zeta = 2$ in both directions, $\omega_{nU} = 5/T$ ($T_U = 0.05T$, $0.75T$) and $\omega_{nD} = 1.25/T$ ($T_D = 0.21T$, $2.99T$) (Process D), a very poor match was obtained for the quadratic path using a Wiener model with second order dynamics. This was probably due to the large damping factor and the fast dynamics of the actual process. For example, optimisation using method (c) gave $K_0 = 0.13$, $K_1 = 0.71$, $K_2 = 0.48$, $T_1 = 0.51T$ and $T_2 = 0.03T$, and the sign of the quadratic path was positive. (No values were obtained for $K_3$ and $T_3$ because the simulation was conducted without the cubic path as a very poor match was obtained for the quadratic path.) Similar problems were encountered using the other methods. The crosscorrelation function of the Wiener model is illustrated in Figure 5.9 as a solid line. From the figure, the contribution of the quadratic path is undetectable due to the very small value of $T_2$.

Since the direction-dependent process behaves like a first order process (due to the large damping factor and the fast dynamics), a Wiener model with first order dynamics (as
shown in Figure 5.1) was used instead. The parameters found are given in Table 5.15 and the sign of the quadratic path is negative. The values of the errors are given in Table 5.16. The fact that different optimisation criteria gave approximately the same results for the Wiener parameters indicated that the Wiener process with first order dynamics is indeed a reasonably good model for this direction-dependent process. The crosscorrelation function is shown in Figure 5.9 as plusses, and a much closer match is observed with that of the direction-dependent process, shown as circles. In particular, the second order peaks in the direction-dependent process are now reasonably well modelled by the Wiener process. The parameters obtained using the corresponding inverse-repeat signal are given in Table 5.17, with the error measurements tabulated in Table 5.18.

<table>
<thead>
<tr>
<th>Method</th>
<th>$K_0$</th>
<th>$K_1$</th>
<th>$K_2$</th>
<th>$K_3$</th>
<th>$T_1/T$</th>
<th>$T_2/T$</th>
<th>$T_3/T$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td>0.41</td>
<td>0.57</td>
<td>0.56</td>
<td>0.65</td>
<td>1.29</td>
<td>2.30</td>
<td>1.10</td>
</tr>
<tr>
<td>(b)</td>
<td>0.35</td>
<td>0.55</td>
<td>0.52</td>
<td>0.68</td>
<td>1.26</td>
<td>2.17</td>
<td>1.15</td>
</tr>
<tr>
<td>(c)</td>
<td>0.43</td>
<td>0.57</td>
<td>0.57</td>
<td>0.65</td>
<td>1.29</td>
<td>2.31</td>
<td>1.07</td>
</tr>
<tr>
<td>(d)</td>
<td>0.42</td>
<td>0.54</td>
<td>0.52</td>
<td>0.65</td>
<td>1.28</td>
<td>2.22</td>
<td>0.97</td>
</tr>
<tr>
<td>(e)</td>
<td>0.43</td>
<td>0.57</td>
<td>0.57</td>
<td>0.65</td>
<td>1.29</td>
<td>2.32</td>
<td>1.10</td>
</tr>
<tr>
<td>(f)</td>
<td>0.42</td>
<td>0.58</td>
<td>0.57</td>
<td>0.64</td>
<td>1.30</td>
<td>2.37</td>
<td>1.08</td>
</tr>
</tbody>
</table>

Table 5.15. Parameters of the Wiener model for Process D.

<table>
<thead>
<tr>
<th>Method</th>
<th>$A (\times 10^4)$</th>
<th>$B$</th>
<th>$C (\times 10^4)$</th>
<th>$D$</th>
<th>$E$</th>
<th>$F$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td>6.07</td>
<td>0.169</td>
<td>10.3</td>
<td>2.86</td>
<td>13.1</td>
<td>33.0</td>
</tr>
<tr>
<td>(b)</td>
<td>7.46</td>
<td>0.156</td>
<td>6.90</td>
<td>8.81</td>
<td>87.6</td>
<td>42.0</td>
</tr>
<tr>
<td>(c)</td>
<td>6.03</td>
<td>0.172</td>
<td>7.74</td>
<td>2.41</td>
<td>9.83</td>
<td>31.3</td>
</tr>
<tr>
<td>(d)</td>
<td>7.75</td>
<td>0.207</td>
<td>9.83</td>
<td>2.28</td>
<td>12.5</td>
<td>33.4</td>
</tr>
<tr>
<td>(e)</td>
<td>6.05</td>
<td>0.173</td>
<td>7.80</td>
<td>2.43</td>
<td>9.90</td>
<td>31.7</td>
</tr>
<tr>
<td>(f)</td>
<td>6.06</td>
<td>0.171</td>
<td>7.94</td>
<td>2.36</td>
<td>10.1</td>
<td>31.4</td>
</tr>
</tbody>
</table>

Table 5.16. Error measurements of the Wiener model for Process D.
Table 5.17. Parameters of the Wiener model for Process D using an inverse-repeat signal.

<table>
<thead>
<tr>
<th>Method</th>
<th>$K_0$</th>
<th>$K_1$</th>
<th>$K_2$</th>
<th>$K_3$</th>
<th>$T_1/T$</th>
<th>$T_2/T$</th>
<th>$T_3/T$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(c)</td>
<td>0.43</td>
<td>0.58</td>
<td>0.59</td>
<td>0.66</td>
<td>1.29</td>
<td>2.42</td>
<td>1.19</td>
</tr>
<tr>
<td>(d)</td>
<td>0.42</td>
<td>0.55</td>
<td>0.60</td>
<td>0.65</td>
<td>1.30</td>
<td>2.54</td>
<td>0.97</td>
</tr>
<tr>
<td>(e)</td>
<td>0.43</td>
<td>0.58</td>
<td>0.59</td>
<td>0.66</td>
<td>1.29</td>
<td>2.42</td>
<td>1.19</td>
</tr>
<tr>
<td>(f)</td>
<td>0.42</td>
<td>0.60</td>
<td>0.59</td>
<td>0.64</td>
<td>1.32</td>
<td>2.48</td>
<td>1.14</td>
</tr>
</tbody>
</table>

Table 5.18. Error measurements of the Wiener model for Process D using an inverse-repeat signal.

<table>
<thead>
<tr>
<th>Method</th>
<th>$C$</th>
<th>$D$</th>
<th>$E$</th>
<th>$F$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(c)</td>
<td>0.193</td>
<td>5.34</td>
<td>49.0</td>
<td>97.9</td>
</tr>
<tr>
<td>(d)</td>
<td>0.237</td>
<td>5.43</td>
<td>60.1</td>
<td>103.4</td>
</tr>
<tr>
<td>(e)</td>
<td>0.193</td>
<td>5.34</td>
<td>49.0</td>
<td>97.9</td>
</tr>
<tr>
<td>(f)</td>
<td>0.200</td>
<td>5.33</td>
<td>50.9</td>
<td>97.3</td>
</tr>
</tbody>
</table>

Figure 5.9. Crosscorrelation functions of Process D (circles), its corresponding Wiener model with second order dynamics (solid line) and that with first order dynamics (plusses).
The estimated linear dynamics for Processes C and D, and their corresponding Wiener models are given in Tables 5.19 and 5.20 respectively. These were obtained using an inverse-repeat signal. Correlation analysis with least squares was not used as this method does not give good results for second order processes (see Section 4.3.2). From Table 5.19, little variation is observed in the estimates either for the Wiener models obtained using different methods or using different estimation algorithms. This shows that all these optimisation methods as well as estimation algorithms can be effectively used to model and identify the direction-dependent process. In Table 5.20, the estimation algorithms were used to fit second order models to the direction-dependent process. However, the large damping factor made this computationally difficult and ELiS gave a result with a single time constant. (The Wiener models were fitted with first order models since they were genuinely first order processes.)

<table>
<thead>
<tr>
<th>Models/Algorithms</th>
<th>Direction-dependent</th>
<th>(c)</th>
<th>(d)</th>
<th>(e)</th>
<th>(f)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ARX</td>
<td>$T_C/T = 1.53, 2.80$</td>
<td>$T_C/T = 2.22, 2.22$</td>
<td>$T_C/T = 2.02, 2.37$</td>
<td>$T_C/T = 2.22, 2.22$</td>
<td>$T_C/T = 2.22, 2.22$</td>
</tr>
<tr>
<td></td>
<td>$\zeta_C = 1.05$</td>
<td>$\zeta_C = 1.00$</td>
<td>$\zeta_C = 1.00$</td>
<td>$\zeta_C = 1.00$</td>
<td>$\zeta_C = 1.00$</td>
</tr>
<tr>
<td></td>
<td>$\omega_nC = 0.48/T$</td>
<td>$\omega_nC = 0.45/T$</td>
<td>$\omega_nC = 0.46/T$</td>
<td>$\omega_nC = 0.45/T$</td>
<td>$\omega_nC = 0.45/T$</td>
</tr>
<tr>
<td>ARMAX</td>
<td>$T_C/T = 1.39, 3.59$</td>
<td>$T_C/T = 2.22, 2.22$</td>
<td>$T_C/T = 2.19, 2.19$</td>
<td>$T_C/T = 2.22, 2.22$</td>
<td>$T_C/T = 2.22, 2.22$</td>
</tr>
<tr>
<td></td>
<td>$\zeta_C = 1.11$</td>
<td>$\zeta_C = 0.99$</td>
<td>$\zeta_C = 0.99$</td>
<td>$\zeta_C = 0.99$</td>
<td>$\zeta_C = 0.99$</td>
</tr>
<tr>
<td></td>
<td>$\omega_nC = 0.45/T$</td>
<td>$\omega_nC = 0.46/T$</td>
<td>$\omega_nC = 0.46/T$</td>
<td>$\omega_nC = 0.46/T$</td>
<td>$\omega_nC = 0.46/T$</td>
</tr>
<tr>
<td>ELiS</td>
<td>$T_C/T = 2.37, 2.37$</td>
<td>$T_C/T = 2.03, 2.41$</td>
<td>$T_C/T = 2.00, 2.39$</td>
<td>$T_C/T = 2.03, 2.41$</td>
<td>$T_C/T = 2.03, 2.41$</td>
</tr>
<tr>
<td></td>
<td>$\zeta_C = 0.96$</td>
<td>$\zeta_C = 1.00$</td>
<td>$\zeta_C = 1.00$</td>
<td>$\zeta_C = 1.00$</td>
<td>$\zeta_C = 1.00$</td>
</tr>
<tr>
<td></td>
<td>$\omega_nC = 0.44/T$</td>
<td>$\omega_nC = 0.45/T$</td>
<td>$\omega_nC = 0.46/T$</td>
<td>$\omega_nC = 0.45/T$</td>
<td>$\omega_nC = 0.45/T$</td>
</tr>
</tbody>
</table>

Table 5.19. Estimated combined dynamics for Process C and its corresponding Wiener model optimised using methods (c) to (f).
Table 5.20. Estimated combined dynamics for Process D and its corresponding first order Wiener model optimised using methods (c) to (f). *A second order model could not be estimated using ELiS in this case.

5.7 Conclusions

The identification of systems with direction-dependent dynamics was extended to systems with direction-dependent gains. The terms in the crosscorrelation function were developed for a first order process perturbed with an MLB signal and an inverse-repeat MLB signal as coherent patterns are not observed when other classes of binary pseudo-random signals are used.

For a first order direction-dependent process, a very good match can be obtained using a Wiener model with first order dynamics consisting of a constant path, a linear path, a quadratic path and a cubic path. The model parameters were chosen based on different criteria using the Optimization Toolbox. Results obtained through simulation were compared, and these also served to validate the theoretical analysis.

The linear dynamics for both direction-dependent and Wiener processes were estimated using the ARX, ARMAX, ELiS and correlation analysis algorithms. An inverse-repeat MLB signal was used because it eliminates the effects of even order nonlinearities, leading to a higher accuracy and consistency in the estimates obtained.
For a second order direction-dependent process, the extra peaks in the crosscorrelation function do not necessarily have the same sign as in the first order case. Thus, a Wiener model with second order dynamics may not provide a good match for the quadratic and cubic paths since all the peaks caused by the same path in the Wiener process will be in the same direction. However, if the damping factor of the actual process is large and the process has fast dynamics, a Wiener model with first order dynamics may be used instead, to provide a reasonable match to the direction-dependent process.
Chapter 6

Modelling of Direction-dependent Dynamic Processes: A Comparison of Wiener Models and Neural Networks
6.1 Abstract

The modelling of direction-dependent processes using the Wiener model has been considered in the previous chapter. An alternative model using a neural network architecture is also suggested in the literature. The objective of this chapter is to compare the two approaches for several different processes and for four different types of input signal - a pseudo-random binary signal, an inverse-repeat pseudo-random binary signal, a five-level maximum length signal generated from Galois field GF(5) and a multisine (sum of harmonics) signal. Experimental results on an electronic nose system will also be presented. For this process, the direction-dependent characteristic is observed between the input which is the strength of the chemical odour, and the output which is the voltage across the metal oxide semiconductor (MOS) sensor.

6.2 Neural Network Architecture

The neural network uses a 'semirecurrent' architecture shown in Figure 6.1 which was proposed in [40], and is based on, and modified from, the fully recurrent network [71]. In the figure, $u$ is the input and $y$ is the output of the network. The main advantage of this architecture is that the gradient of the process output is taken into account through feedback of the previous values of the predicted output thus enabling the direction-dependent characteristics to be captured.

![Figure 6.1. Architecture of the 'semirecurrent' neural network.](image-url)
6.3 Modelling First Order Direction-dependent Process

The neural network consists of one hidden layer with three neurons. The transfer function from the input to the hidden layer is a hyperbolic tangent sigmoid function given by

\[
t\text{ansig}(n) = \frac{2}{1 + \exp(-2n)} - 1
\]  

(6.1)

The reason for using this transfer function is that it is a good trade-off for neural networks, where speed is important but not the exact shape of the transfer function. The hidden layer is linearly related to the output of the network.

In the implementation used in the present chapter, backpropagation [72 - 74] was used to update the parameters of the neural network. This computes the gradient in the weight space of an error measurement based on the mismatch between the actual performance and the desired performance. The training function was based on the Levenberg-Marquardt algorithm which has the advantage of being very fast. The performance measure used was the mean squared error between the actual output and the desired output. The neural network was implemented with the function newff using the Neural Network Toolbox [75] in MATLAB.

6.3 Modelling First Order Direction-dependent Process

In this section, twelve cases, involving three different processes and four different input signals will be considered; these are tabulated in Table 6.1. (Processes A and B were already defined in Chapter 5.) The Wiener system (shown in Figure 5.1) and the neural network (shown in Figure 6.1) will be used to model these processes and the quality of the fit will be compared.

In Cases 1 to 3, the processes were perturbed with an MLB signal with feedback from stages 1, 4, 6 and 7 (period \( N = 127 \)) as was done in Section 5.5.2. The Wiener parameters are given in Table 6.2. (These were obtained in Section 5.5.2 by minimising the mean of squares of the error in the outputs. The sign of the quadratic path is negative for Processes A and E, and positive for Process B following the result in Section 5.4.1).
### Table 6.1. Summary of first order direction-dependent process parameters and perturbation signals.

<table>
<thead>
<tr>
<th>Case</th>
<th>Process</th>
<th>Input signal</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Process E: $T_U = 3T, T_D = 12T, K_U = 1, K_D = 1$</td>
<td>Binary</td>
</tr>
<tr>
<td>2</td>
<td>Process B: $T_U = 12T, T_D = 3T, K_U = 4, K_D = 1$</td>
<td>Binary</td>
</tr>
<tr>
<td>3</td>
<td>Process A: $T_U = 3T, T_D = 12T, K_U = 4, K_D = 1$</td>
<td>Binary</td>
</tr>
<tr>
<td>4</td>
<td>Process E: $T_U = 3T, T_D = 12T, K_U = 1, K_D = 1$</td>
<td>Binary inverse-repeat</td>
</tr>
<tr>
<td>5</td>
<td>Process B: $T_U = 12T, T_D = 3T, K_U = 4, K_D = 1$</td>
<td>Binary inverse-repeat</td>
</tr>
<tr>
<td>6</td>
<td>Process A: $T_U = 3T, T_D = 12T, K_U = 4, K_D = 1$</td>
<td>Binary inverse-repeat</td>
</tr>
<tr>
<td>7</td>
<td>Process E: $T_U = 3T, T_D = 12T, K_U = 1, K_D = 1$</td>
<td>Five-level inverse-repeat</td>
</tr>
<tr>
<td>8</td>
<td>Process B: $T_U = 12T, T_D = 3T, K_U = 4, K_D = 1$</td>
<td>Five-level inverse-repeat</td>
</tr>
<tr>
<td>9</td>
<td>Process A: $T_U = 3T, T_D = 12T, K_U = 4, K_D = 1$</td>
<td>Five-level inverse-repeat</td>
</tr>
<tr>
<td>10</td>
<td>Process E: $T_U = 3T, T_D = 12T, K_U = 1, K_D = 1$</td>
<td>Multi-level (multisine)</td>
</tr>
<tr>
<td>11</td>
<td>Process B: $T_U = 12T, T_D = 3T, K_U = 4, K_D = 1$</td>
<td>Multi-level (multisine)</td>
</tr>
<tr>
<td>12</td>
<td>Process A: $T_U = 3T, T_D = 12T, K_U = 4, K_D = 1$</td>
<td>Multi-level (multisine)</td>
</tr>
</tbody>
</table>

For the neural network fitting, a separate set of training data (using a similar type of signal) was provided to train the network before using it to model the direction-dependent process. The final weights from the input layer to the hidden layer are summarised in Table 6.3. It is interesting to note that in Case 1, all the hidden neurons are independent of the values of $y(t-2)$ while this is true for two of the hidden neurons in Case 3. The reason behind this is that since the signal is binary, the direction of the output depends only on the input. The values of $y(t-2)$ are therefore theoretically not needed to provide the information on the output gradient. (The dependence of all the neurons on $y(t-2)$ in Case 2 may be due to some convergence problems in the network optimisation. In this chapter, all the neural networks were trained with random initial values set by the function `newff` and terminated when further improvement was small.)

The mean squared error in the outputs are given in Table 6.4. From the table, it can be seen that the neural network performs better than the Wiener model in all these cases.
(Cases 1 to 3). However, both models are excellent as is clear from Figure 6.2, where the outputs for Case 3 are plotted.

<table>
<thead>
<tr>
<th>Case</th>
<th>$K_0$</th>
<th>$K_1$</th>
<th>$K_2$</th>
<th>$K_3$</th>
<th>$T_1/T$</th>
<th>$T_2/T$</th>
<th>$T_3/T$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.59</td>
<td>0.64</td>
<td>0.59</td>
<td>0.57</td>
<td>4.79</td>
<td>6.35</td>
<td>7.16</td>
</tr>
<tr>
<td>2</td>
<td>0.03</td>
<td>1.68</td>
<td>0.96</td>
<td>0.60</td>
<td>4.96</td>
<td>6.55</td>
<td>7.00</td>
</tr>
<tr>
<td>3</td>
<td>2.97</td>
<td>1.60</td>
<td>0.94</td>
<td>0.82</td>
<td>4.78</td>
<td>6.44</td>
<td>7.96</td>
</tr>
<tr>
<td>4</td>
<td>0.59</td>
<td>0.66</td>
<td>0.64</td>
<td>0.60</td>
<td>4.88</td>
<td>7.22</td>
<td>8.89</td>
</tr>
<tr>
<td>5</td>
<td>0.03</td>
<td>1.64</td>
<td>1.01</td>
<td>0.81</td>
<td>4.88</td>
<td>7.22</td>
<td>8.90</td>
</tr>
<tr>
<td>6</td>
<td>2.97</td>
<td>1.64</td>
<td>1.01</td>
<td>0.81</td>
<td>4.88</td>
<td>7.22</td>
<td>8.90</td>
</tr>
<tr>
<td>7</td>
<td>0.74</td>
<td>0.90</td>
<td>0.16</td>
<td>0.02</td>
<td>6.01</td>
<td>4.05</td>
<td>10.05</td>
</tr>
<tr>
<td>8</td>
<td>-0.02</td>
<td>1.65</td>
<td>0.53</td>
<td>0.37</td>
<td>4.93</td>
<td>4.40</td>
<td>7.91</td>
</tr>
<tr>
<td>9</td>
<td>2.36</td>
<td>0.24</td>
<td>0.26</td>
<td>2.92</td>
<td>1.17</td>
<td>3.02</td>
<td>20.89</td>
</tr>
<tr>
<td>10</td>
<td>0.51</td>
<td>0.93</td>
<td>0.57</td>
<td>0.00</td>
<td>6.53</td>
<td>10.99</td>
<td>-</td>
</tr>
<tr>
<td>11</td>
<td>-0.12</td>
<td>1.63</td>
<td>0.66</td>
<td>0.59</td>
<td>5.17</td>
<td>3.57</td>
<td>4.30</td>
</tr>
<tr>
<td>12</td>
<td>2.24</td>
<td>2.22</td>
<td>1.28</td>
<td>-1.81</td>
<td>5.92</td>
<td>16.55</td>
<td>38.04</td>
</tr>
</tbody>
</table>

Table 6.2. Parameters of the Wiener model for first order processes.

Figure 6.2. Outputs for Case 3. Solid line: Actual values; Plusses: Wiener model; Circles: Neural network model.
<table>
<thead>
<tr>
<th>Case</th>
<th>Hidden layer parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 and 4</td>
<td>$I_1 = 2.10u(t) - 0.46y(t-1) - 2.03$</td>
</tr>
<tr>
<td></td>
<td>$I_2 = -0.33u(t) + 0.46y(t-1) + 0.56$</td>
</tr>
<tr>
<td></td>
<td>$I_3 = -0.06u(t) + 0.22y(t-1) + 0.16$</td>
</tr>
<tr>
<td>2 and 5</td>
<td>$I_1 = 0.37u(t) - 0.01y(t-1) + 0.03y(t-2) - 0.38$</td>
</tr>
<tr>
<td></td>
<td>$I_2 = 0.18u(t) - 0.03y(t-1) + 0.02y(t-2) - 0.18$</td>
</tr>
<tr>
<td></td>
<td>$I_3 = -2.24u(t) + 0.29y(t-1) - 0.29y(t-2) - 2.80$</td>
</tr>
<tr>
<td>3 and 6</td>
<td>$I_1 = -0.09u(t) - 11.99y(t-1) + 8.82y(t-2) + 3.24$</td>
</tr>
<tr>
<td></td>
<td>$I_2 = 1.01u(t) + 0.05y(t-1) + 0.43$</td>
</tr>
<tr>
<td></td>
<td>$I_3 = 0.33u(t) - 0.04y(t-1) - 0.07$</td>
</tr>
<tr>
<td>7</td>
<td>$I_1 = -0.06u(t) - 0.15y(t-1) - 0.85y(t-2) + 1.85$</td>
</tr>
<tr>
<td></td>
<td>$I_2 = 0.02u(t) + 0.58y(t-1) - 0.19y(t-2) + 0.06$</td>
</tr>
<tr>
<td></td>
<td>$I_3 = -0.21u(t) - 1.76y(t-1) + 1.81y(t-2) - 0.24$</td>
</tr>
<tr>
<td>8</td>
<td>$I_1 = 0.01u(t) + 0.61y(t-1) - 0.96y(t-2) + 0.50$</td>
</tr>
<tr>
<td></td>
<td>$I_2 = -0.04y(t-1) - 0.04y(t-2) + 0.23$</td>
</tr>
<tr>
<td></td>
<td>$I_3 = 3.54u(t) + 0.02y(t-1) + 0.04y(t-2) + 3.36$</td>
</tr>
<tr>
<td>9</td>
<td>$I_1 = -0.09u(t) + 0.13y(t-1) - 0.20y(t-2) + 0.45$</td>
</tr>
<tr>
<td></td>
<td>$I_2 = -0.09u(t) + 0.39y(t-1) - 0.31y(t-2) - 0.20$</td>
</tr>
<tr>
<td></td>
<td>$I_3 = 0.27u(t) - 0.83y(t-1) + 1.04y(t-2) + 0.69$</td>
</tr>
<tr>
<td>10</td>
<td>$I_1 = 5.78u(t) - 2.73y(t-1) - 2.89y(t-2) - 2.42$</td>
</tr>
<tr>
<td></td>
<td>$I_2 = -0.01u(t) + 2.36y(t-1) - 1.85y(t-2) - 1.07$</td>
</tr>
<tr>
<td></td>
<td>$I_3 = -0.09y(t-1) + 0.35y(t-2) + 0.41$</td>
</tr>
<tr>
<td>11</td>
<td>$I_1 = -0.63u(t) - 0.84y(t-1) + 0.36y(t-2) + 0.52$</td>
</tr>
<tr>
<td></td>
<td>$I_2 = -0.01u(t) + 1.22y(t-1) - 1.00y(t-2) - 1.03$</td>
</tr>
<tr>
<td></td>
<td>$I_3 = -0.07y(t-1) + 0.17y(t-2) + 0.49$</td>
</tr>
<tr>
<td>12</td>
<td>$I_1 = -0.09y(t-1) + 0.02y(t-2) + 0.09$</td>
</tr>
<tr>
<td></td>
<td>$I_2 = 1.49u(t) + 2.76y(t-1) - 1.99y(t-2) - 5.26$</td>
</tr>
<tr>
<td></td>
<td>$I_3 = 7.37u(t) - 1.73y(t-1) + 0.50y(t-2) - 0.19$</td>
</tr>
</tbody>
</table>

Table 6.3. Parameters of the neural network hidden layer for first order processes.
### Table 6.4. First order processes: Output mean squared error (MSE) for the two models.

<table>
<thead>
<tr>
<th>Case</th>
<th>MSE, Wiener model</th>
<th>MSE, Neural network model</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5.51 * 10^-5</td>
<td>9.26 * 10^-8</td>
</tr>
<tr>
<td>2</td>
<td>4.25 * 10^-5</td>
<td>1.86 * 10^-5</td>
</tr>
<tr>
<td>3</td>
<td>2.47 * 10^-4</td>
<td>1.20 * 10^-6</td>
</tr>
<tr>
<td>4</td>
<td>8.47 * 10^-3</td>
<td>1.05 * 10^-7</td>
</tr>
<tr>
<td>5</td>
<td>4.98 * 10^-4</td>
<td>1.83 * 10^-5</td>
</tr>
<tr>
<td>6</td>
<td>4.98 * 10^-4</td>
<td>1.59 * 10^-6</td>
</tr>
<tr>
<td>7</td>
<td>1.05 * 10^-2</td>
<td>1.09 * 10^-3</td>
</tr>
<tr>
<td>8</td>
<td>3.50 * 10^-3</td>
<td>1.19 * 10^-2</td>
</tr>
<tr>
<td>9</td>
<td>5.19 * 10^-1</td>
<td>7.96 * 10^-1</td>
</tr>
<tr>
<td>10</td>
<td>5.04 * 10^-3</td>
<td>1.35 * 10^-2</td>
</tr>
<tr>
<td>11</td>
<td>1.45 * 10^-1</td>
<td>1.71 * 10^-1</td>
</tr>
<tr>
<td>12</td>
<td>3.42 * 10^-1</td>
<td>1.33 * 10^0</td>
</tr>
</tbody>
</table>

In Cases 4 to 6, an inverse-repeat signal generated from the MLB signal used in Cases 1 to 3 was applied. For the Wiener model, the mean squared error in the outputs (shown in Table 6.4) was found to be larger than those obtained when the original signal was used. This could be due to the fact that the odd and even components were optimised separately. Despite this, the parameter estimates obtained using the inverse-repeat signal are more consistent, as can be seen from Table 6.2.

For the neural network model, the same parameter values were used as for Cases 1 to 3 since the inverse-repeat property was not utilised in any way. Hence, the magnitudes of the errors obtained are similar to those in Cases 1 to 3.

In Cases 7 to 9, the processes were perturbed with a five-level signal with $N = 124$ generated from GF(5) with the primitive polynomial $1\oplus 4x \oplus 4x^2 \oplus 2x^3$. (This signal is an inverse-repeat signal.) The sampling interval was set to twenty times the clock-pulse interval in order to accurately calculate the output. The Wiener parameters
are shown in Table 6.2. The final weights from the input layer to the hidden layer are tabulated in Table 6.3. (These were again obtained with a separate set of training data.) From Table 6.3 (for Cases 7 to 9), all the hidden neurons (l_1, l_2 and l_3 in Figure 6.1) are now a function of y(t-2). This is due to the fact that the sign of the slope of the output no longer depends only on the input, but also on the past values of the output which are essentially providing the output gradient information.

The mean squared error in the outputs are given in Table 6.4. From the table, it can be seen that the performance of the neural network is considerably worse for Cases 7 to 9 than it is for Cases 1 to 3 and 4 to 6. For the latter, the signal is binary and hence the slope of the output depends entirely on the input. Less information is required by the neural network to calculate the output and very high accuracy is achieved. The above is not true in Case 7 where the perturbation signal has five levels. However, the fit using the neural network is still very good, and it appears that this is because the gains in the two directions are equal (as is the case for most direction-dependent systems). The match using the Wiener model is also reasonably good. These are plotted in Figure 6.3.

Figure 6.3. Outputs for Case 7. Solid line: Actual values; Plusses: Wiener model; Circles: Neural network model.
For Cases 8 and 9, the Wiener model performs better than the neural network. It was found that the neural network has difficulty in cases when the gains in the two directions of the actual process are different (except when the signal is binary, because then the different gains correspond to a change in the signal levels, with a one-to-one mapping). This causes the output waveforms to be increasingly complicated to model. These are illustrated in Figures 6.4 and 6.5 (top) for Cases 8 and 9 respectively. An important feature to note is the symmetry in the outputs. In Figure 6.4, the output is much more symmetrical about zero than that in Figure 6.5. This is because the direction with a larger gain has slower dynamics which compensates to some extent for the larger gain. Thus the percentage of the time when the output increases is not very different from that when it decreases and hence, the nonlinear effects are not so apparent. This can also be seen in Figures 6.4 and 6.5 (middle) where in Figure 6.4, the odd order terms (which comprise mainly of the linear term) dominate while this is untrue in Figure 6.5. The magnitude of the output discrete Fourier transform of the two processes are shown in the bottom of Figures 6.4 and 6.5. These plots again confirm that the departure from linearity is very much more pronounced in Case 9 and hence explains the fact that for the optimised Wiener parameters, $K_3 > K_2 > K_1$. (Also, the amount of nonlinearity generated in Case 7 is between that of Cases 8 and 9.)

It is interesting to note that while the neural network has difficulty coping with different gains in the two directions, the Wiener model works better when the direction with the faster dynamics has a smaller gain. The case with equal gains in both directions is not preferred, which is slightly surprising. This is clear from Table 6.4, where the error in Case 7 is larger than that in Case 8. (This is also true with a binary signal perturbation, and the error in Case 1 is larger than that in Case 2.) Another point worth noting is that although the error is smaller for the Wiener model compared with the neural network model in Case 9, the output of the Wiener model does not seem to follow the trend of the direction-dependent process, and often moves in the opposite direction. On the other hand, the neural network output captures the trend of the actual process better, but has an offset to the true values during most of the period.
Figure 6.4. Case 8.
Top: Process and model outputs. Solid line: Actual values; Plusses: Wiener model; Circles: Neural network model.
Middle: Solid line: Odd order terms; Dashed line: Even order terms.
Bottom: Discrete Fourier transform magnitude of the process output.
Figure 6.5. Case 9.
Top: Process and model outputs. Solid line: Actual values; Plusses: Wiener model; Circles: Neural network model.
Middle: Solid line: Odd order terms; Dashed line: Even order terms.
Bottom: Discrete Fourier transform magnitude of the process output.
In Cases 10 to 12, a multisine signal with 16 consecutive harmonics and \( N = 256 \) was used. The outputs of the direction-dependent process, the Wiener model and the neural network model are plotted in Figure 6.6. The error obtained using the Wiener model is smaller than that obtained using the neural network model for all these cases, and these are given in Table 6.4. The better performance of the Wiener model compared to the neural network model appears to be due to the fact that the input is a smoothly varying signal. This causes the change in the dynamics to be more gradual and happen at longer intervals compared with that when using a pseudo-random signal. For the neural network, this particular nature of the input signal causes one of the hidden neurons to be independent of the input \( u(t) \). Thus the current output is more dependent on the past values of the output \( y(t-1) \) and \( y(t-2) \) than on the current input, which can be expected with a smoothly varying signal. The match using the Wiener model is very good in Case 10, and less good in Cases 11 and 12. (For a smoothly varying signal, a better match is obtained when the gains in both directions are equal, and not when the direction with the faster dynamics has a smaller gain.) This may be due to the fact that the larger gain in the upward direction causes the positive peaks to be sharper, and hence more difficult to model. The fit using the neural network model is reasonable in Cases 10 and 11 (except for the initial part of the period), but is poor in Case 12.

6.4 Modelling Second Order Direction-dependent Process

For second order direction-dependent processes, the sign of the slope of the output does not change immediately following a change in the input. These processes are inherently very difficult to model, and the neural network model in Figure 6.1 was found to be unable to cope with the modelling of such processes; the output in all the cases studied so far bore almost no resemblance to that of the direction-dependent process. This section therefore considers only the performance of the Wiener model in modelling such processes.
Figure 6.6. Process and model outputs. Solid line: Actual values; Plusses: Wiener model; Circles: Neural network model.
Top: Case 10.
Middle: Case 11.
Bottom: Case 12.
The three processes considered were the same as Processes E, B and A in Table 6.1, except that in each case, the denominators of the transfer functions in each direction were squared. (These have been renamed as Processes F, G and H respectively and are summarised in Table 6.5.) The Wiener model has the structure shown in Figure 5.6. Critical damping was used for the linear, quadratic and cubic paths as this restricts the number of parameters to optimise, thus preventing convergence problems. An additional advantage is the shorter optimisation time.

Since no theoretical solution is available for second order direction-dependent processes, the sign of the quadratic path is unknown, which further complicates the analysis. In view of this, only the binary signal and its inverse-repeat were used in the simulations. Two Wiener models were obtained for each case with the sign of the quadratic path set to positive in one model and negative in the other. The results obtained were compared.

<table>
<thead>
<tr>
<th>Case</th>
<th>Process</th>
<th>Input Signal</th>
</tr>
</thead>
<tbody>
<tr>
<td>13</td>
<td>Process F: $T_U = 3T, T_D = 12T, K_U = 1, K_D = 1$</td>
<td>Binary</td>
</tr>
<tr>
<td>14</td>
<td>Process G: $T_U = 12T, T_D = 3T, K_U = 4, K_D = 1$</td>
<td>Binary</td>
</tr>
<tr>
<td>15</td>
<td>Process H: $T_U = 3T, T_D = 12T, K_U = 4, K_D = 1$</td>
<td>Binary</td>
</tr>
<tr>
<td>16</td>
<td>Process F: $T_U = 3T, T_D = 12T, K_U = 1, K_D = 1$</td>
<td>Binary inverse-repeat</td>
</tr>
<tr>
<td>17</td>
<td>Process G: $T_U = 12T, T_D = 3T, K_U = 4, K_D = 1$</td>
<td>Binary inverse-repeat</td>
</tr>
<tr>
<td>18</td>
<td>Process H: $T_U = 3T, T_D = 12T, K_U = 4, K_D = 1$</td>
<td>Binary inverse-repeat</td>
</tr>
</tbody>
</table>

Table 6.5. Summary of second order direction-dependent process parameters and perturbation signals.

The Wiener parameters obtained for Cases 13 to 16 are given in Table 6.6. In all these cases, the estimate of the gain of the cubic path was found to be zero. From the table, it can be seen that the models with the quadratic path added have small values of $T_2$ and the models with the quadratic path subtracted have large values of $T_2$. The values of $T_1$ lie between these values of $T_2$. The errors obtained are tabulated in Table 6.7 (the modified Wiener model will be discussed later in the section) and these are smaller for the models with the sign of the quadratic path being positive. This is slightly surprising
since the dynamics are faster in the upward direction in Cases 13 and 15, but slower in the direction mentioned in Case 14. The sign of the quadratic path which gives a lower error was expected to be different in Cases 13 and 15 compared with that in Case 14. (For a first order process, if the sign of the quadratic path is incorrect, the optimised gain of that path will be zero.) The graphs of the process and model outputs are shown in Figure 6.7. Again, the fit is better for Case 14 than for Case 13, despite the larger error in Case 14 which is due to the fact that the overall gain is larger in Case 14. The better performance of the Wiener model when the dynamics are faster in the direction with a smaller gain (when a pseudo-random signal is used) is consistent with the results obtained earlier in Section 6.3.

<table>
<thead>
<tr>
<th>Case</th>
<th>Sign</th>
<th>$K_0$</th>
<th>$K_1$</th>
<th>$K_2$</th>
<th>$T_1/T$</th>
<th>$T_2/T$</th>
</tr>
</thead>
<tbody>
<tr>
<td>13</td>
<td>+</td>
<td>0.10</td>
<td>1.05</td>
<td>0.71</td>
<td>6.76</td>
<td>2.51</td>
</tr>
<tr>
<td>13</td>
<td>-</td>
<td>0.18</td>
<td>1.25</td>
<td>1.50</td>
<td>6.87</td>
<td>11.41</td>
</tr>
<tr>
<td>14</td>
<td>+</td>
<td>-0.02</td>
<td>1.73</td>
<td>1.45</td>
<td>5.67</td>
<td>7.02</td>
</tr>
<tr>
<td>14</td>
<td>-</td>
<td>0.05</td>
<td>2.06</td>
<td>1.38</td>
<td>6.16</td>
<td>18.12</td>
</tr>
<tr>
<td>15</td>
<td>+</td>
<td>0.41</td>
<td>2.30</td>
<td>1.81</td>
<td>5.50</td>
<td>3.11</td>
</tr>
<tr>
<td>15</td>
<td>-</td>
<td>0.72</td>
<td>2.92</td>
<td>2.89</td>
<td>5.69</td>
<td>15.56</td>
</tr>
</tbody>
</table>

Table 6.6. Parameters of the Wiener model for second order processes using an MLB input.

<table>
<thead>
<tr>
<th>Case</th>
<th>MSE with quadratic path added</th>
<th>MSE with quadratic path subtracted</th>
<th>MSE with modified Wiener model</th>
</tr>
</thead>
<tbody>
<tr>
<td>13</td>
<td>$3.86 \times 10^{-3}$</td>
<td>$5.48 \times 10^{-3}$</td>
<td>$3.03 \times 10^{-3}$</td>
</tr>
<tr>
<td>14</td>
<td>$4.37 \times 10^{-3}$</td>
<td>$8.20 \times 10^{-3}$</td>
<td>$1.85 \times 10^{-3}$</td>
</tr>
<tr>
<td>15</td>
<td>$7.92 \times 10^{-2}$</td>
<td>$1.35 \times 10^{-1}$</td>
<td>$7.44 \times 10^{-2}$</td>
</tr>
</tbody>
</table>

Table 6.7. Second order processes: Output mean squared error (MSE) for the Wiener model using an MLB input.
Figure 6.7. Process and model outputs. Solid line: Actual values; Plusses: Wiener model with quadratic path added; Circles: Wiener model with quadratic path subtracted; Dots: Modified Wiener model.
Top: Case 13.
Middle: Case 14.
Bottom: Case 15.
To further investigate the use of the Wiener model in modelling second order direction-dependent processes, a modified Wiener model with two quadratic paths (one added and the other subtracted) was used. A better match was obtained for all the three cases considered. The Wiener parameters obtained using this model are given in Table 6.8 and the error measurements are tabulated in Table 6.7. From Table 6.8, the values for $T_2^+$ (for the quadratic path with a positive sign) and $T_2^-$ (for the quadratic path with a negative sign) are now in between the values of $T_2$ (those obtained with the original models, one with the quadratic path added and the other with the quadratic path subtracted) shown in Table 6.6. Also, the values for $T_2^+$ and $T_2^-$ are closer to the smaller values of $T_2$ in the original Wiener model. The improvement brought by the modification can be seen in Table 6.7 though the degree of it varies across the three cases investigated.

<table>
<thead>
<tr>
<th>Case</th>
<th>$K_0$</th>
<th>$K_1$</th>
<th>$K_2^+$</th>
<th>$K_2^-$</th>
<th>$T_1/T$</th>
<th>$T_2^+/T$</th>
<th>$T_2^-/T$</th>
</tr>
</thead>
<tbody>
<tr>
<td>13</td>
<td>0.13</td>
<td>1.20</td>
<td>2.02</td>
<td>2.12</td>
<td>7.05</td>
<td>4.30</td>
<td>5.10</td>
</tr>
<tr>
<td>14</td>
<td>-0.01</td>
<td>1.67</td>
<td>8.38</td>
<td>8.52</td>
<td>5.78</td>
<td>10.95</td>
<td>11.47</td>
</tr>
<tr>
<td>15</td>
<td>0.46</td>
<td>2.60</td>
<td>6.14</td>
<td>6.05</td>
<td>5.90</td>
<td>4.61</td>
<td>4.94</td>
</tr>
</tbody>
</table>

Table 6.8. Parameters of the modified Wiener model for second order processes using an MLB input.

From Figure 6.7, it can be seen that the match in Case 13 is good while the match in Case 14 is excellent. However, the quality of fit is less good in Case 15. It should be noted that the dynamics are markedly different in the two directions in this case, and for most practical situations, the dynamics would not be so different from one another.

For Cases 16 to 18, the Wiener parameters and the mean squared error in the outputs are given in Table 6.9. The sign of the quadratic path is positive in Cases 16 and 18. (When the sign was set to negative, the estimate of $K_2$ was zero.) This path could not be estimated in Case 17. However, the cubic path could now be estimated due to the fact that the odd order components had been separated at the output before applying the optimisation. (The modified Wiener model was not used in Cases 16 to 18 because it
brought no noticeable improvement to the model and convergence problems were encountered during most of the simulations conducted.)

<table>
<thead>
<tr>
<th>Case</th>
<th>$K_0$</th>
<th>$K_1$</th>
<th>$K_2$</th>
<th>$K_3$</th>
<th>$T_1/T$</th>
<th>$T_2/T$</th>
<th>$T_3/T$</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>16</td>
<td>0.14</td>
<td>1.07</td>
<td>0.41</td>
<td>0.01</td>
<td>7.24</td>
<td>2.26</td>
<td>8.05</td>
<td>$3.49 \times 10^{-3}$</td>
</tr>
<tr>
<td>17</td>
<td>0.04</td>
<td>1.93</td>
<td>0.00</td>
<td>1.14</td>
<td>6.29</td>
<td>-</td>
<td>10.93</td>
<td>$6.37 \times 10^{-3}$</td>
</tr>
<tr>
<td>18</td>
<td>0.48</td>
<td>2.23</td>
<td>0.34</td>
<td>0.01</td>
<td>6.94</td>
<td>5.14</td>
<td>8.11</td>
<td>$1.01 \times 10^{-1}$</td>
</tr>
</tbody>
</table>

Table 6.9. Parameters of the Wiener model for second order processes and the output mean squared error (MSE) using an inverse-repeat MLB input.

6.5 Practical Application using Electronic Nose

6.5.1 Model of the Gas Sensor

The gas sensor in the electronic nose [76 - 79] can be modelled using the adsorption-desorption reaction described by

$$AS + \{ \overset{k_f}{\rightarrow} \overset{k_b}{\leftarrow} \{AS\}$$

(6.2)

where $AS$ is the adsorbed species, $\{\}$ represents an empty adsorption site, $\{AS\}$ represents an occupied site, $k_f$ is the forward rate constant and $k_b$ is the backward rate constant. Denoting the fractional occupancy of adsorption sites and the concentration of the target gas by $\theta$ and $C$ respectively gives

$$\dot{\theta} = k_fC - (k_b + k_fC)\theta$$

(6.3)

Assuming that the experiment is started at time $t = 0$, and the sensor is in steady-state in air at this time, so that $\theta(0) = 0$, the solution to (6.3) is

$$\theta(t) = \frac{KC}{1 + KC} \left(1 - \exp\left[-(k_b + k_fC)t\right]\right)$$

(6.4)

where $K = \frac{k_f}{k_b}$. The conductance $G$ of the sensor can be written as

$$G(t) = G(0) + a\Gamma\theta(t)$$

(6.5)
where \( G(0) \) is the conductance of the sensor in air, \( a \) is the sensitivity coefficient and \( \Gamma \) is the concentration of the adsorption sites. Substituting (6.4) into (6.5) gives
\[
\Delta G(t) = G(t) - G(0) = a\Gamma \left( \frac{KC}{1 + KC} \left( 1 - \exp\left\{ -(k_b + k_f C)\Gamma \right\} \right) \right)
\] (6.6)
Similar analysis can be done for the case when the target gas is removed and the sensor is again placed in air. The direction-dependent characteristics are caused by \( C \) having different values in the upward and downward directions. Also, it should be noted that the dynamics are predominantly first order (from the exponential term in equation (6.6)); this may not be exact as the equation is from that of a simplified model.

6.5.2 Experimental Setup

The experiment was carried out using the software LabVIEW [80, 81]. (The program was written by Graham Searle of the University of Warwick.) The input to the program is the position of the valves through which chemical odours can reach the metal oxide semiconductor (MOS) sensor. In this particular experiment, acetone was used as the positive input, and air as the negative input. The output of the program is the voltage across the sensor, which is inversely proportional to the conductance given in (6.5).

6.5.3 Detection and Estimation of Direction-dependent Dynamics

An MLB signal of length 63 with shift register feedback from stages 1, 4, 5 and 6 (Signal 1) was applied as input. This signal was used because the second order terms due to the shift-and-add property (refer to Section 2.3.1.2) are furthest from the zero-lag position compared with other MLB signals of the same length [29], hence enabling easy detection of these terms in the crosscorrelation function. The resulting second order and third order shifts are given in Table 6.10. The output was sampled at every second while the clock-pulse interval was set to ten seconds. There was a time delay of approximately three seconds and this was removed before any analysis was conducted. This delay was due to the fact that after a valve is opened, the odour will take some time to reach the sensor. The output of the system is plotted in Figure 6.8 where it is evident that the
dynamics in the upward direction are slower than those in the downward direction. In other words, the adsorption of acetone on the MOS sensor surface is faster than its desorption, which is expected from the theory outlined in Section 6.5.1. The input-output crosscorrelation function, with the mean removed, is plotted in Figure 6.9 (top). (It is usual practice to remove the mean in the output before carrying out any identification.) The direction-dependent characteristic is confirmed here where coherent peaks are observed at the lags shown in Table 6.10. A smoother crosscorrelation function is obtained using the corresponding inverse-repeat signal (as illustrated in Figure 6.9 (bottom)) since the even order peaks are no longer present.

<table>
<thead>
<tr>
<th>Shifts</th>
<th>$k_1$</th>
<th>$k_2$</th>
<th>$k_3$</th>
<th>$k_4$</th>
<th>$k_5$</th>
<th>$m_1$</th>
<th>$m_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Signal 1</td>
<td>39</td>
<td>15</td>
<td>11</td>
<td>30</td>
<td>28</td>
<td>35</td>
<td>47, 57</td>
</tr>
<tr>
<td>Signal 2</td>
<td>8</td>
<td>16</td>
<td>53</td>
<td>32</td>
<td>38</td>
<td>45</td>
<td>13, 41</td>
</tr>
</tbody>
</table>

Table 6.10. Resulting shifts due to second order terms $k$ and third order terms $m$ for two 63-digit MLB signals, one with feedback from stages 1, 4, 5 and 6 (Signal 1), and the other with feedback from stages 2, 3, 5 and 6 (Signal 2, used later in Section 6.5.4).

Figure 6.8. Output of the electronic nose using Signal 1.
Figure 6.9. Input-output crosscorrelation function of the electronic nose using two different signals.
Top : Signal 1.
Bottom : Inverse-repeat of Signal 1.
6.5 Practical Application using Electronic Nose

The combined linear dynamics were then estimated (with the techniques discussed in Chapter 4) using both Signal 1 and its corresponding inverse-repeat signal. Both 0/1 and 1/2 models were tried and the results are given in Table 6.11. The time constants in the upward and downward directions were 18.49s and 5.54s respectively and these were obtained through separate step response tests. The theoretical combined time constant was 10.15s, assuming that the process was first order. From Table 6.11, it was found that although the process was predominantly first order, second order dynamics had a considerable effect on the system output. Hence, the theoretical combined time constant was not very accurate as this was calculated with the assumption that the process was strictly first order.

For the purpose of illustration, the result obtained for the inverse-repeat signal using ELiS with the 1/2 model is plotted in Figure 6.10. It can be seen from this figure that the model successfully captures the dynamics of the actual process.

![Figure 6.10. Result for ELiS using the inverse-repeat signal of Signal 1 and with a 1/2 model.](image-url)
Table 6.11. Estimated combined time constant $T_C$. For models with two poles, only the positive poles were considered.

### 6.5.4 Modelling of Direction-dependent Dynamics

Signal 1 was used as the training signal to obtain optimised parameters for both the Wiener model and the neural network model. These values are given below:

**Wiener model:**
- $K_0 = -0.08$
- $K_1 = 1.47$
- $K_2 = 0.66$
- $K_3 = -0.86$
- $T_1 = 19.34s$
- $T_2 = 25.82s$
- $T_3 = 30.00s$

**Neural network model:**
- $I_1 = 0.17u(t) - 0.60y(t-1) + 0.13y(t-2) - 0.52$
- $I_2 = -1.27u(t) - 5.79y(t-1) + 5.08y(t-2) - 0.18$
- $I_3 = 0.26u(t) + 0.88y(t-1) + 0.25y(t-2) - 1.29$

An MLB signal of length 63 with shift register feedback from stages 2, 3, 5 and 6 (Signal 2) was used as the validation signal. The plots of the output and the input-output cross correlation function are shown in Figure 6.11. It can be seen that coherent peaks appear in the latter at positions predicted in Table 6.10. The mean squared error in the outputs, MSE, is $6.87 * 10^{-2}$ and $1.09 * 10^{-2}$ for the Wiener model and the neural network model respectively. The better fit of the neural network model is consistent with the results found earlier in Section 6.3 for first order direction-dependent processes perturbed using binary signals. However, both models are seen to be very good.
Figure 6.11. Modelling of the electronic nose using Signal 2. Solid line: Actual values; Plusses: Wiener model; Circles: Neural network model. 
Top: Outputs.
Bottom: Input-output crosscorrelation functions.
The experiment was repeated using the inverse-repeat of Signal 1 as the training signal. The optimised parameters are given below:

**Wiener model:**

\[
\begin{align*}
K_0 &= -0.03 \\
K_1 &= 1.20 & T_1 &= 20.21s \\
K_2 &= 0.56 & T_2 &= 43.04s \\
K_3 &= -0.66 & T_3 &= 23.27s \\
\end{align*}
\]

**Neural network model:**

\[
\begin{align*}
I_1 &= 1.72u(t) + 4.81y(t-1) - 4.16y(t-2) - 0.21 \\
I_2 &= 0.13u(t) - 0.10y(t-1) + 0.01y(t-2) - 0.03 \\
I_3 &= 1.69u(t) + 4.30y(t-1) - 3.85y(t-2) + 0.33
\end{align*}
\]

It should be noted that the electronic nose is a sensitive device and its dynamic characteristic changes noticeably with room temperature and humidity. The gain of the system was found to have decreased when this set of experiments was carried out. This was largely due to the decrease in the concentration of acetone as some of the molecules had dispersed into the surrounding atmosphere. In fact, the training was repeated for the neural network due to the change in gain. Otherwise, the parameters would be the same as when the non inverse-repeat signal was used since the inverse-repeat property was not utilised in any way.

The inverse-repeat of Signal 2 was used as the validation signal. The outputs and the crosscorrelation functions are shown in Figure 6.12. The mean squared error in the outputs, MSE, is $4.27 \times 10^{-2}$ and $1.91 \times 10^{-2}$ for the Wiener model and the neural network model respectively. The fit using the neural network is still better than that using the Wiener model. However, the match using the latter has improved due to the signal being inverse-repeat, as the odd and even orders terms were first separated in the output.
6.6 Conclusions

The use of Wiener models and neural networks for modelling processes with direction-dependent dynamics was considered. It was found that both types of model can be used when the dynamics in both directions are first order. For such a process with binary and inverse-repeat binary input signals, the agreement between the model and the process output is excellent for both types of model, but it should be noted that this is the only case for which the output of the process itself can be determined theoretically. For a five-level signal, the performance of the two models investigated are about the same. The worst results are obtained when the gain is larger in the direction with faster dynamics; this causes the nonlinear effects to be more apparent. For a multisine input signal, the Wiener model gives somewhat better results than the neural network.

It was not found possible to obtain any agreement between the outputs of a second order direction-dependent process and a neural network with the architecture shown in Figure 6.1. For binary and inverse-repeat binary input signals, a Wiener model still gave good agreement between the outputs, particularly when the steady-state gains in the two directions were equal. When a binary signal was used, a structure with two quadratic paths, one added to and one subtracted from the outputs of the constant and linear paths, was found to give closer agreement than models with a single quadratic path. However, the above was untrue for inverse-repeat binary input signals.

The modelling was then carried out on an electronic nose, where the input to the process is the strength of the chemical odour and the output is the voltage across the sensor. Since the dynamics are predominantly first order, and the input is binary, the neural network provides a better match than the Wiener model. However, both models are very good. This experiment not only illustrates the applicability of the modelling techniques involved, but also that of the methods used in the detection and estimation of linear dynamics which were covered in Chapters 3 and 4 respectively.
The overall conclusion is that Wiener models can be used to model direction-dependent processes with both first and second order dynamics, and that a neural network provides a useful alternative for first order processes.
Chapter 7

Control of Processes with Direction-dependent Dynamics
7.1 Introduction

In the first part of the chapter, the control of first order and second order processes with direction-dependent dynamics but with the same gain in both directions is examined. The Proportional-Integral-Derivative (PID) controller [82 - 87] is applied as it is by far the most dominating form of feedback in use today, with 90% of all control loops being PID [88]. In the industry, most direction-dependent processes are controlled using gain scheduling with two sets of controller parameters, one for each operating mode (direction of the output). An example in the literature is given in [89] where a heating/cooling process, namely a furnace, is considered. In [89], the direction-dependent characteristic is termed 'unsymmetrical', and it noted that the heating dynamics are normally much faster than the cooling dynamics, especially when no active cooling is provided.

In this chapter, the control of such processes using only one set of controller parameters, obtained from the combined linear dynamics of the process (which were discussed in Chapter 4), is investigated. The danger of not recognising the direction-dependent characteristics is implicitly shown though simulation examples, where very poor controller performance, or even instability, is encountered in some of these examples. Thus, the importance of the detection of the departure from linearity (see Chapter 3) is emphasised.

Two alternative implementations of the derivative term are first used, and the controller with the best overall response (in terms of the smoothness and the speed of response) is then chosen. The effects of varying the controller gain and the controller period (which will be defined later in the chapter) of the closed-loop system are studied for this controller. This chapter then moves on to look at the control of first order and second order processes with different gains in the positive and negative directions. The problems that arise are discussed and modifications in the controller algorithm for possible improvements are suggested.
7.2 Control of Processes with the Same Gain in Both Directions

7.2.1 Control of First Order Process

7.2.1.1 Control Using PID

The structure of the control loop is shown in Figure 7.1 where $G_{CO}$ is the controller, $G_{PR}$ is the process, $r$ is the setpoint, $e$ is the error signal, $y$ is the output of the controller and $c$ is the controlled variable.

![Figure 7.1. Structure of the control loop.](image)

The formula for the PID controller is

$$y = G_c \left( e + \frac{1}{\tau_i} \int e dt + \tau_d \frac{de}{dt} \right)$$

(7.1A)

where $G_c$ is the controller gain, $\tau_i$ is the integral time constant and $\tau_d$ is the derivative time constant. Differentiating with respect to $e$ gives

$$\frac{dy}{dt} = G_c \left( \frac{de}{dt} + \frac{e}{\tau_i} + \tau_d \frac{d^2 e}{dt^2} \right)$$

(7.1B)

Its discrete approximation is implemented using MATLAB

$$y_n = y_{n-1} + G_c \left[ \left( 1 + \frac{T}{\tau_i} + \frac{\tau_d}{T} \right) e_n - \left( 1 + \frac{2\tau_d}{T} \right) e_{n-1} + \frac{\tau_d}{T} e_{n-2} \right]$$

(7.2)

where $T$ is the sampling interval.
The values for $G_C$, $\tau_I$ and $\tau_D$ according to the Ziegler-Nichols settings [90] are

\begin{align*}
G_C &= 0.6G_U \\
\tau_I &= 0.5\tau_U \\
\tau_D &= 0.125\tau_U
\end{align*}

(7.3)

where $G_U$ and $\tau_U$ are the ultimate gain and the ultimate period respectively. However, for both first order and second order processes without dead time, equation (7.3) could not be implemented as $G_U$ and $\tau_U$ do not exist, due to the fact that the closed-loop response with proportional only control will not oscillate continuously for any value of $G_C$. Therefore, as starting values, $G_C$ was set equal to $0.6/K_C$, where $K_C$ is the overall (combined) gain of the process (refer to Section 4.4 for the definition of overall (combined) gain). This makes use of the knowledge that the controller gain is normally set inversely proportional to the process gain (at $\pi$ radians if the process reaches this phase at a particular frequency other than infinity). $\tau_U$ was set equal to the theoretical combined time constant $T_C$ of the process found in Section 4.3.1, since the time constants in both directions are different. $\tau_U$ will be termed the controller period for the rest of this chapter. (In later sections, the effects of varying the ratio between $G_C$ and $1/K_C$, and $\tau_U$ and $T_C$ will be investigated. The ratio between $\tau_I$, $\tau_D$ and $\tau_U$ will be kept fixed as in equation (7.3). The optimal values for the controller settings in terms of smoothness and speed of response will then be obtained.)

An example is given in Figure 7.2 of the response to a positive step input (setpoint change from 0 to 1) at time $t = 0$ and a negative step input (setpoint change from 1 to -1) at time $t = 30T$. The process has a gain of unity in both directions ($K_C = 1$) and hence $G_C$ was set equal to 0.6. The time constant is $T$ in the positive direction and $5T$ in the negative direction. $\tau_U$ was set equal to $1.92T$ as this is the combined theoretical time constant of the process. $\tau_I$ and $\tau_D$ were set according to equation (7.3). From the plot of the output $c$, a very slight derivative kick is observed in response to the positive step input. This is due to the slope of the output not being equal to zero when a step input was applied.
Figure 7.2. Response to a positive step input (setpoint change from 0 to 1) at time $t = 0$ and a negative step input (setpoint change from 1 to -1) at time $t = 30T$ using a direct implementation of the PID. $T_U = T$, $T_D = 5T$ and $\tau_U = 1.92T$. 
7.2 Control of Processes with the Same Gain in Both Directions

7.2.1.2 Alternative Implementations of the Derivative Term

The phenomenon of the derivative kick can normally be reduced by using an indirect implementation of the derivative term. Instead of implementing $s\tau'_D$, the term \( \frac{s\tau_D}{1 + \frac{s\tau_D}{\alpha}} \) is implemented, where $\alpha$ is a constant. Choosing $\alpha$ as 3 (since for $\alpha > 3$, the output begins to become unstable and for $\alpha < 3$, the amount of overshoot is increased),

$$\frac{s\tau_D}{1 + \frac{s\tau_D}{3}} = \frac{3s\tau_D}{s\tau_D + 3} = 3\left(1 - \frac{3}{s\tau_D + 3}\right) \quad (7.4)$$

The $z$-transform of this is

$$3 - \frac{9}{\tau_D} \left(1 - \exp\left(-\frac{3T}{\tau_D}z^{-1}\right)\right) = \frac{3\left(1 - \exp\left(-\frac{3T}{\tau_D}z^{-1}\right)\right) - 9}{1 - \exp\left(-\frac{3T}{\tau_D}z^{-1}\right)} \quad (7.5A)$$

The gain, which is first multiplied by $G_c$, is reduced by a factor of 100 in order that the output will be stable. If this is not done, the output diverges with the application of a step input in either direction. This is also affected by the value of $\alpha$. A smaller value of $\alpha$ allows a larger gain to be applied to the derivative term. We thus obtain

$$Y(z) = G_c \left(0.03\left(1 - \exp\left(-\frac{3T}{\tau_D}z^{-1}\right)\right) - 0.09\right) \quad (7.5B)$$

Hence the derivative term is implemented as

$$y = G_c \left(0.03 - \frac{0.09}{\tau_D}\right)e + 0.03G_c \exp\left(-\frac{3T}{\tau_D}\right)e + \exp\left(-\frac{3T}{\tau_D}\right)y \quad (7.6)$$
Adding the proportional and integral terms, the PID controller is implemented as

\[ y_n = \left(1 + \exp\left(-\frac{3T}{\tau_D}\right)\right)y_{n-1} + G_c \left[\left(1 + \frac{T}{\tau_I} + 0.03 - \frac{0.09}{\tau_D}\right)e_n - \left(1 + 0.03 \exp\left(-\frac{3T}{\tau_D}\right)\right)e_{n-1}\right] \]

(7.7)

The response of the system to the same input and for the same process as in Section 7.2.1.1 is shown in Figure 7.3. From the figure, the effect of derivative kick has been greatly reduced and is no longer noticeable.

Another implementation of the derivative term applies the derivative action to the process output only [84]. This is in order to avoid a large value of the derivative when the setpoint is changed. The term \( \tau_d \frac{de}{dt} = \tau_d \left(\frac{dr}{dt} - \frac{dc}{dt}\right)\) is modified to \( -\tau_d \frac{dc}{dt} \).

Using this modification, equation (7.2) can be written as

\[ y_n = y_{n-1} + G_c \left[\left(1 + \frac{T}{\tau_I}\right)e_n - e_{n-1} - \frac{\tau_d}{T}(e_{n-1} - 2e_{n-2} + e_{n-3})\right] \]

(7.8)

The response of the system using this implementation is shown in Figure 7.4. The effect of the derivative kick has been eliminated. Unfortunately, the response to a positive step input is less smooth than that in Figure 7.3. However, it is quicker than those shown in Figures 7.2 and 7.3 especially in response to the negative step input. It was decided upon the criteria of smoothness and speed of response that this is the best controller compared to the other two implementations. (Similar criteria are applied when the term 'best' and 'optimal' are used to describe the type of controller or the controller settings throughout the rest of the chapter.)

It should be noted that the decision regarding the best controller was obtained through the simulation of several different processes. However, only one set of simulation results is presented since similar results were obtained for the other processes.
Figure 7.3. Response to a positive step input (setpoint change from 0 to 1) at time $t = 0$ and a negative step input (setpoint change from 1 to -1) at time $t = 30T$ using an alternative implementation of the PID. $T_U = T$, $T_D = 5T$ and $\tau_U = 1.92T$. 
Figure 7.4. Response to a positive step input (setpoint change from 0 to 1) at time $t = 0$ and a negative step input (setpoint change from 1 to -1) at time $t = 30T$. The derivative term is only applied to the process output. $T_U = T$, $T_D = 5T$ and $\tau_U = 1.92T$. 
7.2 Control of Processes with the Same Gain in Both Directions

7.2.1.3 Effects of Varying Controller Gain

The effects of varying the controller gain for a process with $T_U = T$ and $T_D = 5T$ are given in Table 7.1. The system was perturbed with a positive and a negative step inputs. The settling time is defined here as the time taken for the output to settle to within 5% of the final (steady-state) value.

<table>
<thead>
<tr>
<th>$G_C K_C$</th>
<th>Overshoot (%) (positive step)</th>
<th>Settling time / $T$ (positive step)</th>
<th>Overshoot (%) (negative step)</th>
<th>Settling time / $T$ (negative step)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.40</td>
<td>0.0</td>
<td>7</td>
<td>18.9</td>
<td>15</td>
</tr>
<tr>
<td>0.45</td>
<td>0.0</td>
<td>6</td>
<td>20.2</td>
<td>14</td>
</tr>
<tr>
<td>0.50</td>
<td>0.0</td>
<td>5</td>
<td>21.4</td>
<td>14</td>
</tr>
<tr>
<td>0.55</td>
<td>0.0</td>
<td>5</td>
<td>22.0</td>
<td>13</td>
</tr>
<tr>
<td>0.60</td>
<td>0.0</td>
<td>5</td>
<td>23.0</td>
<td>12</td>
</tr>
<tr>
<td>0.65</td>
<td>0.0</td>
<td>4</td>
<td>23.5</td>
<td>12</td>
</tr>
<tr>
<td>0.70</td>
<td>0.0</td>
<td>4</td>
<td>24.2</td>
<td>11</td>
</tr>
<tr>
<td>0.75</td>
<td>0.0</td>
<td>4</td>
<td>24.8</td>
<td>11</td>
</tr>
<tr>
<td>0.80</td>
<td>3.4</td>
<td>5</td>
<td>25.0</td>
<td>10</td>
</tr>
</tbody>
</table>

Table 7.1. The effects of varying $G_C$ for a process with $T_U = T$, $T_D = 5T$ and $\tau_U = 1.92T$.

It can be seen from Table 7.1 that in general, an increase in $G_C$ causes a larger overshoot and a shorter settling time. However, the settling time to a positive step input increases when $G_C$ is increased from $0.75/K_C$ to $0.80/K_C$. This was due to the overshoot in the response which swung back below the final value and required a longer time to settle to within 95% of this value. There is also a larger overshoot and a longer settling time when a negative step was applied. This was due to the slower dynamics of the process in the negative direction. The output of the system is shown in Figure 7.5. Similar results were obtained for other sets of experiments conducted using different values of $K_C$, $T_U/T$ and $T_D/T$. In general, a good control was achieved by setting $G_C$ to approximately $0.60/K_C$. 
Figure 7.5. The effects of varying $G_C$ for a process with $T_U = T$, $T_D = 5T$ and $\tau_U = 1.92T$.
Solid line: $G_C = 0.60/K_C$; Plusses: $G_C = 0.40/K_C$; Circles: $G_C = 0.80/K_C$.
Top: Response to a positive unit step.
Bottom: Response to a negative unit step.
7.2.1.4 Effects of Varying Controller Period

In the previous sections, $\tau_U$ was set equal to the theoretical combined time constant of the process. To investigate the effectiveness of using this value of $\tau_U$ for the controller, the performance of the controller with different values of $\tau_U$ was evaluated. Results obtained for the same process considered are given in Table 7.2. For this process, $T_C$ is $1.92T$. The system was again perturbed with a positive and a negative step inputs.

<table>
<thead>
<tr>
<th>$\tau_U / T$</th>
<th>Overshoot (%) (positive step)</th>
<th>Settling time / $T$ (positive step)</th>
<th>Overshoot (%) (negative step)</th>
<th>Settling time / $T$ (negative step)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>13.8</td>
<td>4</td>
<td>36.0</td>
<td>8</td>
</tr>
<tr>
<td>1.5</td>
<td>0.0</td>
<td>3</td>
<td>28.4</td>
<td>11</td>
</tr>
<tr>
<td>2.0</td>
<td>0.0</td>
<td>5</td>
<td>22.0</td>
<td>13</td>
</tr>
<tr>
<td>2.5</td>
<td>0.0</td>
<td>6</td>
<td>17.3</td>
<td>14</td>
</tr>
<tr>
<td>3.0</td>
<td>0.0</td>
<td>8</td>
<td>13.9</td>
<td>16</td>
</tr>
<tr>
<td>3.5</td>
<td>0.0</td>
<td>10</td>
<td>11.1</td>
<td>17</td>
</tr>
<tr>
<td>4.0</td>
<td>0.0</td>
<td>11</td>
<td>8.7</td>
<td>17</td>
</tr>
<tr>
<td>4.5</td>
<td>0.0</td>
<td>13</td>
<td>6.8</td>
<td>18</td>
</tr>
<tr>
<td>5.0</td>
<td>0.0</td>
<td>15</td>
<td>5.2</td>
<td>18</td>
</tr>
</tbody>
</table>

Table 7.2. The effects of varying $\tau_U$ for a process with $T_U = T$, $T_D = 5T$ and $T_C = 1.92T$.

It can be seen from Table 7.2 that in general, a decrease in $\tau_U$ causes a larger overshoot and a shorter settling time. There is again a larger overshoot and a longer settling time when a negative step input was applied due to the slower dynamics in the negative direction. The output of the system is shown in Figure 7.6. Similar results were obtained for other sets of experiments conducted using different values of the process parameters, where a better response was achieved with a value of $\tau_U$ close to the theoretical combined time constant of the process.
Figure 7.6. The effects of varying $\tau_U$ for a process with $T_U = T$, $T_D = 5T$ and $T_C = 1.92T$. Solid line: $\tau_U = 2.0T$; Plusses: $\tau_U = 1.0T$; Circles: $\tau_U = 3.0T$. Top: Response to a positive unit step. Bottom: Response to a negative unit step.
7.2 Control of Processes with the Same Gain in Both Directions

7.2.2 Control of Second Order Process

7.2.2.1 Comparison of Performance of Three Different Controllers

The structure of the control loop is as shown in Figure 7.1. The direct implementation of the PID controller and its two alternative implementations (as discussed in Section 7.2.1.2) were used to control second order processes with direction-dependent dynamics. The performance of each of these were compared. To calculate the output \( c \) to the input \( y \) of the process, the sampling interval of the path from \( y \) to \( c \) was again set to twenty times the sampling interval \( T \), as was done in Section 3.4.2.1.

Results obtained for a process with \( T_U = T \), \( T \) and \( T_D = 5T \), \( 5T \) (\( \zeta_U = \zeta_D = 1 \), \( \omega_nU = 1/T \) and \( \omega_nD = 0.2/T \)) and \( K_U = K_D = K_C = 1 \) in response to a positive and a negative step inputs are shown in Figures 7.7 and 7.8 respectively. (Again, setting \( \alpha = 3 \) as in Section 7.2.1.2 gave a reasonably fast response with a small overshoot.) \( G_C \) was set to \( 0.3/K_C \) instead of \( 0.6/K_C \) due to the instability of the system when \( G_C \) was set equal to the latter. (The effects of varying the controller gain will be discussed in detail in Section 7.2.2.2.) \( \tau_U \) was set to \( 2.62T \) according to the value obtained from ELiS using an inverse-repeat MLB signal as the perturbation signal (see Section 4.3.2).

From Figure 7.7, when using a direct implementation of the PID, the response is seen to be very oscillatory. Implementing the derivative term with an added denominator gives a smoother but slower response. The speed of response is improved with the derivative term applied only to the process output. This response is also reasonably smooth. As in the first order case, this was chosen as the best controller among the three different implementations. Similar conclusions were obtained for other sets of simulations conducted.
Figure 7.7. Response to a positive unit step input for a process with $T_U = T$, $T$ and $T_D = 5T$, $5T$. Solid line: Derivative term applied only to the process output; Plusses: Direct implementation of PID; Circles: A denominator was added to the derivative term.
Figure 7.8. Response to a negative unit step input for a process with $T_u = T$, $T$ and $T_D = 5T$, $5T$. Solid line: Derivative term applied only to the process output; Plusses: Direct implementation of PID; Circles: A denominator was added to the derivative term.
7.2 Control of Processes with the Same Gain in Both Directions

7.2.2.2 Effects of Varying Controller Gain

The effects of varying the controller gain for the process considered in 7.2.2.1 are given in Table 7.3. The system was perturbed with a positive and a negative step inputs.

<table>
<thead>
<tr>
<th>$G_c K_c$</th>
<th>Overshoot (%) (positive step)</th>
<th>Settling time / $T$ (positive step)</th>
<th>Overshoot (%) (negative step)</th>
<th>Settling time / $T$ (negative step)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.20</td>
<td>0.0</td>
<td>21</td>
<td>0.0</td>
<td>21</td>
</tr>
<tr>
<td>0.25</td>
<td>0.0</td>
<td>17</td>
<td>0.0</td>
<td>17</td>
</tr>
<tr>
<td>0.30</td>
<td>0.0</td>
<td>15</td>
<td>0.0</td>
<td>14</td>
</tr>
<tr>
<td>0.35</td>
<td>0.0</td>
<td>13</td>
<td>0.0</td>
<td>13</td>
</tr>
<tr>
<td>0.40</td>
<td>0.2</td>
<td>13</td>
<td>0.0</td>
<td>13</td>
</tr>
<tr>
<td>0.45</td>
<td>9.9</td>
<td>24</td>
<td>5.6</td>
<td>21</td>
</tr>
<tr>
<td>0.50</td>
<td>system unstable</td>
<td>system unstable</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 7.3. The effects of varying $G_c$ for a process with $T_U = T$, $T$ and $T_D = 5T$, $5T$. $\tau_U = 2.62T$.

From Table 7.3, when $G_c$ is increased from $0.20/K_c$ to $0.35/K_c$, the settling time decreases. There is a slight overshoot at $G_c = 0.40/K_c$. When $G_c$ is increased to $0.45/K_c$, there are large oscillations in the response. The settling time increases due to the time required for the oscillations to decrease in amplitude. Further increasing $G_c$ to $0.50/K_c$ leads to instability.

The response for this process to a positive unit step input is shown in Figure 7.9. It can be seen that the amplitude of oscillation increases with an increase in $G_c$. The optimal response was obtained by setting $G_c$ to approximately $0.25/K_c$.

Almost similar results were obtained in response to a negative step input. The settling time was shorter than or equal to that in the positive direction despite the slower dynamics in the negative direction. This was in fact due to smaller oscillations in the
negative direction as a result of the larger time constants. Similar results were also obtained using several different second order processes.

![Graph showing unit step response for a process with $T_u = T$, $T$ and $T_d = 5T$, $5T$. $	au_u = 2.62T$. Top: Solid line: $G_C = 0.30/K_C$; Plusses: $G_C = 0.20/K_C$; Circles: $G_C = 0.40/K_C$. Bottom: $G_C = 0.50/K_C$.](image)

Figure 7.9. Positive unit step response for a process with $T_u = T$, $T$ and $T_d = 5T$, $5T$. $	au_u = 2.62T$.

Top: Solid line: $G_C = 0.30/K_C$; Plusses: $G_C = 0.20/K_C$; Circles: $G_C = 0.40/K_C$.

Bottom: $G_C = 0.50/K_C$.

### 7.2.2.3 Effects of Varying Controller Period

The controller period $\tau_u$ was varied to find the optimum value for the control of a second order process with direction-dependent dynamics. Results obtained for the same
process considered are given in Table 7.4. The combined time constants found using ELiS are two time constants each of $2.62T$. The controller gain $G_c$ was set to $0.25/K_c$ as this was found to give the optimal response for the controller in the sense that the amplitude of oscillations was reduced without compromising much of the response speed (see Section 7.2.2.2). The system was again perturbed with a positive and a negative step inputs.

<table>
<thead>
<tr>
<th>$\tau_U / T$ (positive step)</th>
<th>Overshoot (%)</th>
<th>Settling time / $T$ (positive step)</th>
<th>Overshoot (%) (negative step)</th>
<th>Settling time / $T$ (negative step)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>25.0</td>
<td>8</td>
<td>8.7</td>
<td>5</td>
</tr>
<tr>
<td>1.0</td>
<td>0.0</td>
<td>6</td>
<td>0.0</td>
<td>6</td>
</tr>
<tr>
<td>1.5</td>
<td>0.0</td>
<td>9</td>
<td>0.0</td>
<td>9</td>
</tr>
<tr>
<td>2.0</td>
<td>0.0</td>
<td>13</td>
<td>0.0</td>
<td>13</td>
</tr>
<tr>
<td>2.5</td>
<td>0.0</td>
<td>16</td>
<td>0.0</td>
<td>16</td>
</tr>
<tr>
<td>3.0</td>
<td>0.0</td>
<td>20</td>
<td>0.0</td>
<td>20</td>
</tr>
</tbody>
</table>

Table 7.4. The effects of varying $\tau_U$ for a process with $T_U = T$, $T$ and $T_D = 5T$, $5T$. $T_c = 2.62T$.

From Table 7.4, when $\tau_U$ is increased from $1.0T$ to $3.0T$, the settling time increases. The response becomes smoother. Overshoot is observed at $\tau_U = 0.5T$. A large overshoot in response to a positive step input causes a larger settling time, due to the time required for the oscillations to die down. A negative step input causes a relatively smaller overshoot due to the slower dynamics of the process in the negative direction. The settling time in this direction thus continues to decrease as $\tau_U$ is decreased from $1.0T$ to $0.5T$.

The response due to a positive step input is shown in Figure 7.10. The optimal value of $\tau_U$ was found to be approximately $1.5T$. This value is a compromise between the smoothness and the speed of response. Using this value for the controller period and varying $G_C$ still gave the ‘best’ value of $G_C$ at approximately $0.25/K_C$. 
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7.3.1 Control of First Order Process

7.3.1.1 Control Using PID

A PID controller with the derivative term applied only to the process output was used to control a process with gain in the positive direction $K_U = 1$, and gain in the negative direction $K_D = 4$. The time constant was set to $5T$ in both directions in order to simplify the problem. The overall gain of the process $K_C$ was found to be $2.5$ (see Section 4.4.2) and $G_C$ was set to $0.6/2.5 = 0.24$. $\tau_U$ was set to $5T$. $\tau_I$ and $\tau_D$ were chosen according to equation (7.3).

The response to a positive unit step input is given in Figure 7.11. ($e$, $y$ and $c$ are as defined in Figure 7.1) From the graph, this is clearly unacceptable. There is a positive peak in the output starting at $t = 47$, which reaches a maximum at $t = 50$. From $t = 1$ to $t = 46$, the signal $y$ is larger than $c$ and $c$ tends to increase to $y$ as the gain in the positive
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direction is unity. However, at $t = 47$, $y$ is smaller than the value of $c$ at $t = 46$. The output $c$ tries to decrease and when it does so, the gain is now $K_D = 4$. Instead of decreasing, $c$ increases causing a large spike. A negative spike in $y$ ensues and $c$ decreases as a result of this. At this point the gain is still $K_D = 4$ and $c$ attempts to reach $4y$. At $t = 67$, $4y$ is larger than the value of $c$ at $t = 66$. $c$ tends to increase and the gain suddenly changes back to $K_U = 1$. Thus $c$ further decreases and tries to follow $y$ until at $t = 124$ where $y$ again becomes smaller than $c$ at $t = 123$ and the cycle repeats itself. The behaviour of $c$ at other points can be similarly explained. It is interesting to note that the pattern occurring in $e$, $y$ and $c$ is periodic (and is a form of limit cycles [91 - 93]), except at the beginning where there are transient effects. The period in this case is 77 sampling intervals.

The response to a negative unit step input is given in Figure 7.12. There are spikes in $e$, $y$ and $c$ as before. From $t = 0$ to $t = 11$, $c$ decreases and the gain is $K_D = 4$. At $t = 12$, $4y$ is larger than $c$ at $t = 11$ and $c$ wants to increase. The gain now becomes $K_U = 1$ and $c$ attempts to follow $y$. The behaviour of the system is similar to that shown in Figure 7.11. The pattern is again periodic and the period of the limit cycles is 15 sampling intervals, after the transient effects have disappeared.

From Figures 7.11 and 7.12, it can be seen that the spikes in the output are mainly due to the overshoot in $c$ with respect to the value of $K_U*y$ or $K_D*y$ (depending on whether the output is increasing or decreasing) which causes the process gain to change suddenly. The large spikes in $y$ itself lead to a much higher chance of this occurring (a change in the sign of $(K_U*y - c)$ or $(K_D*y - c)$, depending on the direction of the output).

The period of oscillation increases with an increase in the difference between $K_U$ and $K_D$. This is caused by the larger overshoot as this difference increases. Also, the overshoot is smaller and the period of oscillation is shorter when the step input is applied in the direction with a larger gain. Five sets of results are given in Table 7.5. All these processes has $T_U = T_D = 5T$. The overshoot here is defined as the maximum of the absolute value of the output for unity step inputs.
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<table>
<thead>
<tr>
<th>$K_U$</th>
<th>$K_D$</th>
<th>Overshoot (positive step)</th>
<th>Period / $T$ (positive step)</th>
<th>Overshoot (negative step)</th>
<th>Period / $T$ (negative step)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>1.38</td>
<td>56</td>
<td>1.19</td>
<td>14</td>
</tr>
<tr>
<td>1</td>
<td>3</td>
<td>1.69</td>
<td>65</td>
<td>1.33</td>
<td>14</td>
</tr>
<tr>
<td>1</td>
<td>4</td>
<td>1.98</td>
<td>77</td>
<td>1.45</td>
<td>15</td>
</tr>
<tr>
<td>1</td>
<td>5</td>
<td>2.27</td>
<td>104</td>
<td>1.55</td>
<td>16</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>1.22</td>
<td>54</td>
<td>1.11</td>
<td>13</td>
</tr>
</tbody>
</table>

Table 7.5. Variation in the overshoot and the period of oscillation for a first order process with $T_U = T_D = 5T$.

Figure 7.11. Response to a positive unit step input for a process with $K_U = 1$, $K_D = 4$ and $T_U = T_D = 5T$. In the lower figure, plusses represent $c$ and the solid line represents $y$. 
Figure 7.12. Response to a negative unit step input for a process with $K_u = 1$, $K_D = 4$ and $T_u = T_D = 5T$. In the lower figure, plusses represent $c$ and the solid line represents $y$. 
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7.3.1.2 Control Using PID with Moving Averager

A moving averager [94 - 96] with a small gain was added in between the PID controller and the process as shown in Figure 7.13 in order to smooth the signal \( y \) and scale it to a small value, hence preventing the overshoot in \( c \) with respect to the input of the process \( m \).

\[
G_M = \frac{1}{40}
\]

This value of \( G_M \) was chosen using trial-and-error. A larger value of \( G_M \) will cause instability (periodic oscillation) while a smaller value reduces the speed of response.

The response of the same process to a positive and a negative step inputs are shown in Figures 7.14 and 7.15 respectively. The output is now considerably smoother at the expense of a much slower speed of response. This is due to the very small value for \( G_M \). The settling time in the positive and negative directions are \( 240T \) and \( 51T \) respectively. The response is much faster in the negative direction due to the larger gain in this direction.
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Figure 7.14. Response to a positive unit step for a process with $K_U = 1$, $K_D = 4$ and $T_U = T_D = 5T$. A moving averager had been added.
Figure 7.15. Response to a negative unit step for a process with $K_U = 1$, $K_D = 4$ and $T_U = T_D = 5T$. A moving averager had been added.
If the time constants in both directions are different, the worst response occurs when the larger gain is the slower direction. A step change in the direction with the larger gain could lead to oscillations in the output. There are two ways to overcome this. The first is to reduce the controller gain $G_C$ and the second is to increase the controller period $\tau_U$. For example, if a process has $T_U = 3T$, $T_D = 10T$, $K_U = 1$ and $K_D = 4$, the theoretical value of $T_C$ is $4.77T$ and the estimated overall gain $K_C$ is 1.87. With $\tau_U$ set to $4.77T$ and $G_C$ set to $0.6/1.87 = 0.32$, this causes oscillations in the output. Reducing $G_C$ to $0.2/K_C$ and keeping $\tau_U = 4.77T$ solves the problem. So does changing $\tau_U$ to $11T$ and keeping $G_C$ equal to $0.6/K_C$.

### 7.3.2 Control of Second Order Process

#### 7.3.2.1 Control Using PID

A PID controller was used to control a second order process with two time constants each of $5T$ in both directions ($\zeta_U = \zeta_D = 1$, $\omega_nU = \omega_nD = 0.2/T$), and with the gains $K_U = 1$ and $K_D = 4$. The overall gain of the process $K_C$ is 2.5. $\tau_U$ was set to $5T$ while $G_C$ was set to $0.25/2.5 = 0.1$, and $\tau_I$ and $\tau_D$ were set according to (7.3).

The responses to a positive and a negative unit step inputs are given in Figure 7.16. The response is smooth when a positive unit step is applied. Unfortunately, the above is untrue in the opposite direction where the output is extremely oscillatory due to the large gain in this direction.

#### 7.3.2.2 Control Using PID with Moving Averager

A moving averager was again added in between the PID controller and the process as in Figure 7.13. $G_M$ was changed to $1/5$ and this was obtained through trial-and-error. The responses to a positive and a negative step inputs are shown in Figures 7.17 and 7.18 respectively. The output is no longer oscillatory and there is no overshoot of $c$ with
respect to \( m \). Thus there is no change in the process gain in response to a step input. A disadvantage of using this control method is the slow response. The settling time is \( 75T \) in the positive direction and \( 18T \) in the negative direction.

![Graph showing output response of a process with different gains](image)

Figure 7.16. Output response of a process with \( K_U = 1, K_D = 4 \) and \( T_U = T_D = 5T \). Top: Response to a positive unit step. Bottom: Response to a negative unit step.
Figure 7.17. Response to a positive unit step for a process with \( K_U = 1 \), \( K_D = 4 \) and \( T_U = T_D = 5T \), \( 5T \). A moving averager had been added.
Figure 7.18. Response to a negative unit step for a process with $K_U = 1$, $K_D = 4$ and $T_U = T_D = 5T$, $5T$. A moving averager had been added.
7.4 Conclusions

The controller was then used to control a process with different time constants in the positive and negative directions where \( T_U = 3T, 3T \) and \( T_D = 10T, 10T \) (corresponding to \( \zeta_U = \zeta_D = 1, \omega_nU = 0.33/T \) and \( \omega_nD = 0.1/T \)). The gains were \( K_U = 1 \) and \( K_D = 4 \). Estimation using ELiS gave \( T_C \) as two time constants each of 7.71\( T \) and an overall process gain \( K_C \) of 2.42. Accordingly, \( \tau_U \) was set equal to 7.71\( T \) and \( G_C \) was set to \( 0.25/2.42 = 0.10 \). The responses to a positive and a negative unit step inputs were smooth and there was no oscillation in the response. Exchanging the values of \( K_U \) and \( K_D \) also gave smooth responses. The settling times are tabulated in Table 7.6. The speed of response is seen to be mainly determined by the process gain in the direction perturbed. Faster response is achieved in the direction with a larger gain even if the dynamics in that direction are slower.

<table>
<thead>
<tr>
<th>( K_U )</th>
<th>( K_D )</th>
<th>Settling time / ( T ) (positive step)</th>
<th>Settling time / ( T ) (negative step)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4</td>
<td>115</td>
<td>29</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>30</td>
<td>113</td>
</tr>
</tbody>
</table>

Table 7.6. Settling times for two second order processes with \( T_U = 3T, 3T \) and \( T_D = 10T, 10T \).

7.4 Conclusions

For a first order process with direction-dependent dynamics but with the same gain in both directions, it was found that the PID controller with the derivative term applied only to the output of the process is a better controller compared to the direct implementation of the PID and that with an added denominator in the derivative term. With the derivative term applied only to the output of the process, the speed of response is quicker and derivative kick is eliminated. Setting \( G_C = 0.6/K_C \) and setting \( \tau_U \) and \( \tau_D \) according to equation (7.3) gives good control in terms of the speed and smoothness of response. The controller period \( \tau_U \) should be set close to the theoretical value of the combined time constant \( T_C \).
For a second order process with the dynamics, but not the gain, being direction-dependent, the PID controller with the derivative term applied only to the output of the process again gives a reasonably smooth and fast response. The optimum controller gain $G_c$ was found to be equal to approximately $0.25/K_c$. Setting $G_c = 0.6/K_c$ as for the first order process caused instability in most of the cases studied. The controller period can be set to a considerably smaller value than the combined time constant estimated using ELiS but if too small a value is chosen, there will be large oscillations in the output. It should be reiterated here that these are general conclusions drawn from several sets of simulations conducted.

For a first order process with direction-dependent gains, control using PID alone leads to the occurrence of limit cycles. This is chiefly due to changes in the process gain as the output increases and decreases. The problem can be solved by adding a moving averager with a small gain in between the PID controller and the process to smooth the output. The main disadvantage is a slow speed of response. The controller parameters $G_c$ and $\tau_U$ can be adjusted if necessary (from the suggested $G_c = 0.6/K_c$ and $\tau_U = T_c$) when the difference between the dynamics in the two directions increases.

For a second order process with the gains different in the two directions, there are oscillations in response to step changes in the setpoint (oscillations may not occur in both directions) if PID control alone is used. Adding a moving averager again provides a solution to the problem. The output is much smoother but the speed of response is now compromised. It was found that the latter is mainly determined by the process gains. The direction with a larger gain has a faster response even if the actual dynamics in that direction are slower.

The overall conclusion is that a moderately good control can be achieved for direction-dependent systems if the process parameters are accurately identified, and the controller parameters are correctly set. However, the above is only possible if such a departure from linearity is first detected and hence recognised in the processes being considered.
Chapter 8

Autotune Control of Processes with Significant Dead Time
8.1 Abstract

An approach to automatic tuning of the parameters of a three-term (PID) controller, involving the addition of a small amplitude signal at the setpoint input of the control loop, has recently been described. The approach processes loop signals in the frequency domain to give an unbiased estimator of the open-loop frequency response of the process, and the controller parameters are then adjusted from frequency response values. Unlike many other autotune methods, it does not require interruption of normal closed-loop operation. In addition, it allows many points on the Nyquist curve to be estimated simultaneously which is useful where the parameters of a process model are to be estimated. In this chapter, the approach is applied to the control of processes with significant dead time. Three different control strategies are examined. In the first, conventional PI control is used (derivative control is ineffective in feedback control of processes with significant dead time), while in the second, a Smith predictor is used for dead time compensation in a loop with PI control. The third control strategy uses a Dahlin algorithm instead of the PI controller. Results from all three control strategies are compared on simulated processes and on a heating process.

8.2 Introduction

Most commercially available three-term (PID) controllers nowadays incorporate an autotune facility in which the proportional gain, and the integral and derivative time constants can be set automatically. In the majority of these, autotuning is done on the basis of a relay test [97 - 99], with the controller parameters being set by rules relating them to the magnitude and frequency of the resulting limit cycle. For a relay without hysteresis, the latter is the frequency at which the process phase is minus 180 degrees. The problem with this method is that it is necessary to switch from the normal closed-loop control to a relay for long enough so that the magnitude and frequency of the limit cycle can be determined.
An alternative approach was proposed in [100] in which, when an update of the controller settings is required, a small amplitude multisine (sum of harmonics) signal is injected at the setpoint. The signals at the controller output and the process output are then processed in the frequency domain to give an unbiased estimate of the open-loop frequency response of the process [101]. The experimental design using this approach was considered further in [102].

The main advantage of this approach is that it is no longer necessary for the normal closed-loop control to be interrupted. A further advantage is that it is possible to obtain the frequency response of the process at frequencies other than that corresponding to minus 180 degrees phase, and this is required by some tuning rules, for example, [103]. The fact that the system response can be obtained at many frequencies in a single multisine test makes this an attractive approach especially when an estimation of the system transfer function is required for purposes of modelling. This technique is robust since it is not dependent on any transient response which is particularly susceptible to the effects of noise. Additionally, it is possible to obtain a reasonably accurate estimate of the steady-state (dc) gain by extrapolation, hence avoiding the need for a separate step response test.

In this chapter, the autotune control of processes with significant dead time is examined. Such processes are quite common in industry and some well known examples are distillation processes [104], coupled-tank systems [105] and the manufacturing of metals, plastics and rubber in sheet form using rolling processes [106]. The process parameters are estimated using least squares [107 - 112] in the frequency domain as this has the advantage that the dead time contributes only to the phase terms in the frequency response [113]. For first order and second order processes, it is shown that the Smith predictor [114, 115] with PI control gives a better performance than that using PI control only. (Derivative action is not included as it becomes ineffective in the control of processes with significant dead time [116 - 118].) The former is also shown to be better than a Dahlin controller [119, 120]. The set of tuning rules proposed can be used for both first order and second order processes, thus simplifying the controller design. In
addition, high order and non-minimum phase processes can be controlled by modelling these as second order processes with dead time. An application to a heating process is used to illustrate the practical nature of the approach.

8.3 Signal Design

In this chapter, the parameters of the processes were estimated in the frequency domain using a multisine signal generated using the command *msinclip* in the Frequency Domain System Identification Toolbox [5]. Following the design strategy suggested in [102], the signal consisted of eight harmonics; its relative phases were optimised for peak-to-peak minimisation in order not to have large amplitude signals superimposed on top of the normal loop signals. This design provided a good compromise between adequate distribution of perturbation frequencies and a relatively short tuning period. The highest harmonic was placed approximately an octave above the critical frequency of the process. (The approximate value of the critical frequency is assumed to be known. Otherwise, a separate relay test will have to be conducted before the test signal is designed.) The number of samples \( N \) in the signal was selected to ensure that the sampling frequency was at least 20 Hz; this is the minimum sampling frequency acceptable for discrete control of any of the processes considered in this chapter. There was a minimum of 240 samples, as in [100]. 10000 iterations were carried out in the design of the signal.

When autotuning was required, one and a quarter periods of the multiharmonic signal were added to the reference \( r \). As in [100], the first quarter period was not used in the identification due to the presence of transient effects. From experience, this is sufficiently long for the transient effects to die away. An unbiased estimate of the open-loop frequency response \( H(j\omega) \) of the process is given in [101] as

\[
\hat{H}(j\omega) = \frac{\hat{S}_r(j\omega)}{\hat{S}_w(j\omega)} \quad (8.1)
\]
where \( u \) is the input to the process, \( y \) is the output, and \( \hat{S}_{ur}(j\omega) \) and \( \hat{S}_{yr}(j\omega) \) are the estimates of the cross-power-spectral density between \( r \) and \( u \), and \( r \) and \( y \) respectively.

With periodic excitations, the estimate \( \hat{S}_{ur}(j\omega) \) is given by

\[
\hat{S}_{ur}(j\omega) = \frac{1}{P} \sum_{p} R_p(j\omega) Y_p(j\omega)
\]

(8.2)

with \( R_p(j\omega) \) and \( Y_p(j\omega) \) representing the Fourier coefficients of the \( p \)th period of the excitation and closed-loop response respectively. (* denotes complex conjugate.) The estimate \( \hat{S}_{yr}(j\omega) \) is similarly defined.

### 8.4 Smith Predictor

The basic structure of a control loop incorporating the Smith predictor is shown in Figure 8.1. (There are also some modified or extended structures such as those suggested in [107, 121-124].) In this figure, \( C(s) \) is the controller transfer function; \( G(s) \) is the process transfer function excluding the dead time \( L \); \( d \) is the disturbance (load); and \( n \) is the noise. \( r \), \( u \), and \( y \) have the same meaning as in Section 8.3 above. The process transfer function including the dead time will be denoted by \( H(s) \) and following the notation used in [125], the actual parameters of the transfer function are denoted with a bar on top of the variable.

![Figure 8.1. Control loop incorporating the Smith predictor.](image-url)
8.5 Control of a First Order Process

8.5.1 PI Control

Consider a first order plus dead time process with transfer function of the form

\[ H(s) = \frac{K_p}{sT_p + 1} e^{-sL} \]  (8.3)

where \( K_p \) is the steady-state gain and \( T_p \) is the time constant. \( K_p, T_p \) and \( L \) can be calculated using least squares from

\[ K_p^2 - |H|^2 \omega^2 T_p^2 = |H|^2 \]  (8.4)

\[ -\omega L - \tan^{-1} \omega T_p = \angle H \]  (8.5)

Many tuning rules have been suggested by different authors to control a first order process. In [125], it was proposed that, assuming that the model of the actual process is accurate, the controller is designed such that the closed-loop response, compensated for dead time, is of the form

\[ \frac{C(s)G(s)}{1 + C(s)G(s)} = \frac{1}{sT_a + 1} \]  (8.6)

\( T_a \) is a user specified parameter and is equal to \( \alpha T_p \); a suitable value for \( \alpha \) is between 0.2 to 1 [125]. This gives the parameters of the PI controller as

\[ K_c = T_p/K_pT_a = 1/\alpha K_p \]  (8.7A)

\[ T_i = T_p \]  (8.7B)

The tuning rules given by (8.7) give good control of the process, but the design is not robust to noise and inaccurate initial values. It was pointed out in [105, 126] that dead time controllers are mostly sensitive to the mismatches in the dead time. Hence, it was proposed in [107] that the controller gain should be set inversely proportional to the dead time. Incorporating the above ideas, the PI controller used in this chapter was tuned such that
where $\beta$ is between 1 and 20. The reason for including a factor of three in the numerator of (8.8A) is so that for most processes, good control is achieved with $\beta$ set to unity. However, if the process is very noisy or if the actual process and its model are not of the same type or order, such as due to certain cases of reduced order modelling, $\beta$ should be set $>1$.

Increasing $K_c$ increases the setpoint overshoot while decreasing $K_c$ increases the amplitude of the response due to a load disturbance. Decreasing $T_I$ causes the response to be faster but it also decreases the robustness of the controller due to a larger integral term. A derivative term was not added as its effect was found to be negligible [118]. Hence, a two term (PI) controller was used with an added advantage of simplicity.

8.5.2 The Dahlin Controller

The Dahlin controller [119] is a discrete algorithm designed specifically for a first order process with dead time. For such a process, the closed-loop step response is also first order with dead time, with a single tuning parameter $Q$ being used to set the closed-loop time constant. The controller algorithm is of the form

$$C(z^{-1}) = \frac{Q}{K_p M} \frac{1 - (1 - M)z^{-1}}{1 - (1 - Q)z^{-1} - Qz^{-(N_x + 1)}}$$

where $M = 1 - \exp(-T/T_p)$, $T$ is the sampling interval, $Q = 1 - \exp(-T/T_{CL})$, where $T_{CL}$ is the closed-loop time constant, and $N_x$ is the ratio of $L/T$ rounded to the nearest integer. The algorithm contains integral action, since the denominator can be factorised with $1 - (1 - Q)z^{-1} - Qz^{-(N_x + 1)} = (1 - z^{-1})(1 + Qz^{-1} + Qz^{-2} + ... + Qz^{-N_x})$.
8.5.3 Simulation Results

8.5.3.1 Parameter Estimation

As an example, a simulation was carried out for a process with \( K_p = 1 \), \( T_p = 1s \) and \( L = 10s \) (Process J). For this process, the critical gain \( K_U = 1.04 \) and the critical period \( T_U = 22.0s \). An eight-harmonic multisine signal with \( N = 2048 \) was designed and the sampling frequency was set at 25 Hz. (The signal is shown in Figure 8.2.) This placed the highest harmonic at 0.0977 Hz, which is reasonably close to twice the critical frequency of 0.0456 Hz.

![Figure 8.2. Multisine signal with eight harmonics.](image)

The resulting estimates of the process parameters \( K_p, T_p, L \), and the PI controller parameters \( K_c \) and \( T_i \) (equations (8.8)) are given in Table 8.1 for the cases with no noise added, and a Gaussian noise with signal-to-noise ratios (ratios of \( r \) to \( n \) in Figure 8.1) of 10dB and 15dB added. It can be seen that the parameter estimates are in close agreement with the theoretical results. The simulations were carried out using Simulink in MATLAB [127]. The frequency response identified using the multisine signal are shown in Figure 8.3, for the case with an SNR of 10dB.
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<table>
<thead>
<tr>
<th></th>
<th>$K_p$</th>
<th>$T_p(s)$</th>
<th>$L(s)$</th>
<th>$K_C$</th>
<th>$T_i(s)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Theoretical</td>
<td>1.00</td>
<td>1.00</td>
<td>10.00</td>
<td>0.30</td>
<td>1.00</td>
</tr>
<tr>
<td>No noise</td>
<td>1.00</td>
<td>1.01</td>
<td>9.99</td>
<td>0.30</td>
<td>1.01</td>
</tr>
<tr>
<td>SNR of 15dB</td>
<td>1.00</td>
<td>1.01</td>
<td>9.99</td>
<td>0.30</td>
<td>1.01</td>
</tr>
<tr>
<td>SNR of 10dB</td>
<td>1.10</td>
<td>1.08</td>
<td>9.92</td>
<td>0.27</td>
<td>1.08</td>
</tr>
</tbody>
</table>

Table 8.1. Process J: Actual and estimated values for process and controller parameters using Smith predictor with PI control. $\beta = 1$.

![Gain response and phase response estimates for Process J with an SNR of 10dB.](image-url)

Figure 8.3. Gain response (top) and phase response (bottom) estimates for Process J with an SNR of 10dB.
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8.5.3.2 Controller Responses

In Figures 8.4 to 8.7, the responses using different controllers with no noise added are shown. In each case, the tuning phase is carried out between \( t = 0 \) and \( t = 102s \), and the newly tuned controller is then commissioned. A setpoint change of amplitude 5 is introduced at \( t = 142s \) and a load disturbance of amplitude 1 is introduced at \( t = 442s \).

Both Figures 8.4 and 8.5 show responses using a Smith predictor with PI control. In Figure 8.4, the tuning rules of (8.8) were used, with \( \beta \) set to unity (giving \( K_c = 0.3 \) and \( T_i = 1s \)). It may be seen that the output quickly settles out to the correct steady-state value. The response to the load disturbance is also good.

![Figure 8.4](image)

Figure 8.4. Process J: Tuning phase, step response and load response using PI controller with Smith predictor. The tuning rules of (8.8) with \( \beta = 1 \) were used.

In Figure 8.5, the tuning rules of (8.7) with \( \alpha = 1 \) were used instead. (\( K_c = 1 \) and \( T_i = 1s \)). The response is seen to be excellent. However, the controller is not robust to
inaccurate modelling due to the large value of $K_C$ (see Section 8.6). Decreasing $\alpha$ causes an overshoot in the setpoint response but increases the load disturbance rejection capability.

![Graph](image)

Figure 8.5. Process J: Tuning phase, step response and load response using PI controller with Smith predictor. The tuning rules of (8.7) with $\alpha = 1$ were used.

The response using PI control only (without the Smith predictor) is shown in Figure 8.6. For this, Ziegler-Nichols settings [90] were used.

$$K_C = 0.45K_U$$  
$$T_I = T_U/1.2$$  

(8.10A)  
(8.10B)

giving $K_C = 0.47$ and $T_I = 18.3s$. Note that $T_I$ is now much larger than before due to the fact that the dead time is not compensated.

It may be seen that the output does settle out to the correct value, but only slowly. The discontinuities at $t = 152s$ in response to the setpoint change and at $t = 452s$ in response
to the load disturbance change both occur 10s after the respective changes are made, and are due to the changes being reflected round the loop after the dead time. Subsequent discontinuities at integer multiples of the dead time get progressively smaller. (The above phenomenon was also observed when a Smith predictor was incorporated into the control loop, and when a Dahlin controller was used. However, the amplitudes of these discontinuities were much smaller and they were hence less obvious.)

![Figure 8.6. Process J: Tuning phase, step response and load response using PI controller without Smith predictor. Ziegler-Nichols tuning rules (equations (8.10)) were used.](image)

In Figure 8.7, a Dahlin controller was used with the discrete controller having a sampling interval of 0.04s, making it the same as that for the rest of the control loop; thus giving \( N_R = 250 \). With \( T_P \) remaining at 1 second, \( M = 0.0392 \). The ratio \( Q/M \) was set at 2 giving \( Q = 0.0784 \), which corresponds to \( T_{CL} = 0.490s \). (A smaller value of \( Q/M \) gives a slower response while a larger value results in a more oscillatory response.) From Figure 8.7, it may be seen that the step response is good; but that the response to a load disturbance is poor, having a large amplitude.
In order to further confirm the effectiveness of the Smith predictor with PI control on first order processes, the simulation was repeated using a process with $K_p = 1$, $T_p = 2$ s and $L = 40$ s (Process K). For this process, $K_u = 1.01$ and $T_u = 84.0$ s. An eight-harmonic multisine signal with $N = 8192$ was used and the sampling frequency was set at 25 Hz, thus placing the highest harmonic at 0.0244 Hz. This is reasonably close to twice the critical frequency of 0.0119 Hz.

The control using Smith predictor with PI control (tuned according to equations (8.8) with $\beta = 1$) gives $K_c = 0.075$ and $T_i = 2$ s. The tuning phase, step response at $t = 450$ s and load disturbance response at $t = 810$ s are plotted in Figure 8.8. The responses using PI control only (with $K_c = 0.45$ and $T_i = 70.0$ s, tuned according to equations (8.10)) and using the Dahlin controller (with $M = 0.0198$, $Q = 0.0396$ and $N_f = 1000$, tuned according to equation (8.9)) are also illustrated for comparison.

From the figure, a good response is observed using the Smith predictor with PI control. The response is slower than that in Figure 8.4 due to the increased dead time. It can be observed that the response using PI control alone is extremely sluggish. With the Dahlin controller, the response to a change in setpoint is good, but the response to a load disturbance has a large amplitude. Thus, it is again shown that the Smith predictor with PI control is the best controller to use for a first order plus dead time process.
Figure 8.8. Process K: Tuning phase, step response and load response for a first order plus dead time process using three different control strategies. 
Top: Smith predictor with PI control.
Middle: PI control only.
Bottom: Dahlin controller.
8.6. Controller Robustness

The Smith predictor with PI control is robust in the sense that if the initial parameter estimates are inaccurate, the subsequent estimates will improve in accuracy over the number of iterations, and the closed-loop will not become unstable. To illustrate this, consider again Process J (with $K_p = 1$, $T_p = 1s$ and $L = 10s$), and suppose that the initial estimates for $K_p$, $T_p$ and $L$ are 0.75, 1.25s and 12.5s respectively (25% error in each estimate). The results shown in Table 8.2 are for the case where no noise was added to the system; it may be seen that the parameters quickly converge towards their correct values. With noise added, the values of the estimates again improved over the number of iterations but only up to a certain limit where these values then oscillated around the true values due to the effects of noise.

<table>
<thead>
<tr>
<th></th>
<th>$K_p$</th>
<th>$T_p$ (s)</th>
<th>$L$ (s)</th>
<th>$K_c$</th>
<th>$T_1$ (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Theoretical</td>
<td>1.00</td>
<td>1.00</td>
<td>10.00</td>
<td>0.30</td>
<td>1.00</td>
</tr>
<tr>
<td>Initial estimates</td>
<td>0.75</td>
<td>1.25</td>
<td>12.50</td>
<td>0.32</td>
<td>1.25</td>
</tr>
<tr>
<td>After 1 iteration</td>
<td>0.94</td>
<td>0.71</td>
<td>10.36</td>
<td>0.31</td>
<td>0.71</td>
</tr>
<tr>
<td>After 2 iterations</td>
<td>1.00</td>
<td>1.01</td>
<td>10.00</td>
<td>0.30</td>
<td>1.01</td>
</tr>
</tbody>
</table>

Table 8.2. Process J: Actual and estimated values for process and controller parameters using Smith predictor with PI control, for the situation with no noise added. $\beta = 1$.

Another way to compare the robustness of controllers is to use a robustness plot [128] which shows the sensitivity of the closed-loop to mismatches in process gain or process dead time. The gain ratio and the delay ratio are defined as

\[
\text{Gain ratio} = \frac{\text{process gain}}{\text{process gain the controller was tuned for}}
\]

(8.11)

\[
\text{Delay ratio} = \frac{\text{process dead time}}{\text{process dead time the controller was tuned for}}
\]

(8.12)
The robustness plot (delay ratio versus gain ratio) for Process J using a Smith predictor with PI control is shown in Figure 8.9. For the controller tuned using equations (8.7A) and (8.7B), the region to the right-hand side of the dash-dot line is unstable; similarly, the right hand side of the dashed line indicates instability for a controller tuned using equations (8.8A) and (8.8B). It is also preferred that such a line does not cross into the enclosed window (shown as the solid line), which comprises all combinations of delay ratio and gain ratio within a factor of two in either direction. It can be seen in Figure 8.9 that the controller tuned using equations (8.8) is much more robust than that tuned using equations (8.7). It is common that controllers with dead time compensator will cross into the enclosed window [116]. However, due to the accurate identification method, this should not pose any problems if the region where the crossing occurs is small. The point at (1,1) is marked with a cross to indicate the ideal situation of accurate modelling.

Figure 8.9. Robustness plot of Smith predictor with PI control for Process J. Solid line: Gain and delay ratios of a factor of two in either direction; Dashed line: Controller tuned using (8.8) with $\beta = 1$; Dash-dot line: Controller tuned using (8.7) with $\alpha = 1$. 
8.7 Control of a Second Order Process

8.7.1 PI Control

Consider a second order plus dead time process of the form

\[ H(s) = \frac{K_p}{(sT_p + 1)^2} e^{-sL} \quad (8.13) \]

where \( K_p, T_p \) and \( L \) can be calculated using least squares from

\[ K_p - |H|\omega_T^2 = |H| \quad (8.14) \]
\[ -\omega L - 2\tan^{-1}\omega T_p = \angle H \quad (8.15) \]

In [125], the controller is designed such that the closed-loop response, compensated for dead time, is of the form

\[ \frac{C(s)G(s)}{1 + C(s)G(s)} = \frac{\omega_n^2}{s^2 + 2\zeta \omega_n s + \omega_n^2} \quad (8.16) \]

assuming accurate process modelling. \( \omega_n \) and \( \zeta \) are the natural frequency and the damping factor of the desired closed-loop response respectively. Expanding the left-hand side of (8.16) gives

\[ \frac{C(s)G(s)}{1 + C(s)G(s)} = \frac{sK_pK_cT_i + K_pK_c}{(sT_p + 1)^2 sT_i + sK_pK_cT_i + K_pK_c} = \frac{\frac{K_pK_c}{T_p^2}}{s^2 + \frac{s}{T_p} + \frac{K_pK_c}{T_p^2}} \quad (8.17) \]

if \( T_i \) is set equal to \( T_p \), which was suggested in [125].

A possible solution can be obtained with

\[ K_c = \frac{1}{4\zeta^2 K_p} \]
\[ T_i = T_p \quad (8.18) \]

leaving \( \zeta \) as the only parameter to be tuned, which is chosen in the range 0.5 - 1 [125].
This controller was found to be reasonably robust. However, the robustness can again be increased by incorporating the idea of setting the controller gain to be inversely proportional to the dead time of the process [107]. It was proposed in [107] that a PID controller should be used and that the controller should incorporate the inverse of the dead time free part of the process model, which can be traced back to optimal control [129]. However, a PI controller which is well-tuned was found to be sufficient and the tuning rules were set the same as those in equations (8.8) for a first order process. Increasing $K_C$ increases the overshoot due to a step response while decreasing $K_C$ gives a slower response. Decreasing $T_i$ improves the speed of response but increases the amplitude of the response due to a load disturbance.

### 8.7.2 Simulation Results

#### 8.7.2.1 Parameter Estimation

In order to allow direct comparison with the first order process, a simulation was carried out for a second order process (Process L) with $K_P = 1$, $T_P = 1$ s and $L = 10$ s. For this process, the critical gain $K_U = 1.07$ and the critical period $T_U = 23.9$ s. A multisine signal with $N = 2048$ was used, with the sampling frequency set at 22.2 Hz. This placed the highest harmonic at 0.0868 Hz, which is reasonably close to twice the critical frequency of 0.0418 Hz.

The resulting estimates of the process parameters $K_P$, $T_P$ and $L$, and the controller parameters $K_C$ and $T_i$ (tuned according to equations (8.8)) are given in Table 8.3 for the cases with no noise added, and a Gaussian noise with SNR of 10 dB and 15 dB added. There is close match between theoretical values and those obtained through simulation. The gain response and phase response are shown in Figure 8.10, for the case with an SNR of 10 dB.
### Table 8.3. Process L: Actual and estimated values for process and controller parameters using Smith predictor with PI control.

<table>
<thead>
<tr>
<th></th>
<th>$K_P$</th>
<th>$T_P(s)$</th>
<th>$L(s)$</th>
<th>$K_C$</th>
<th>$T_I(s)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Theoretical</td>
<td>1.00</td>
<td>1.00</td>
<td>10.00</td>
<td>0.30</td>
<td>1.00</td>
</tr>
<tr>
<td>No noise</td>
<td>1.00</td>
<td>1.00</td>
<td>10.00</td>
<td>0.30</td>
<td>1.00</td>
</tr>
<tr>
<td>SNR of 15dB</td>
<td>1.00</td>
<td>0.98</td>
<td>10.02</td>
<td>0.30</td>
<td>0.98</td>
</tr>
<tr>
<td>SNR of 10dB</td>
<td>1.00</td>
<td>0.98</td>
<td>10.02</td>
<td>0.30</td>
<td>0.98</td>
</tr>
</tbody>
</table>

Table 8.3. Process L: Actual and estimated values for process and controller parameters using Smith predictor with PI control. $\beta = 1$.

![Figure 8.10. Gain response (top) and phase response (bottom) estimates for Process L with an SNR of 10dB.](image-url)
8.7.2.2 Controller Responses

In Figures 8.11 to 8.13, the responses using different controllers in the noiseless case are shown. In each case, the tuning phase is carried out between $t = 0$ and $t = 115s$. A setpoint change of amplitude 5 is introduced at $t = 160s$ and a load disturbance of amplitude 1 is then introduced at $t = 498s$.

For Figure 8.11, a Smith predictor with PI control was used, with $\beta = 1$. As for Process L, the output quickly settles to the correct steady-state value and the response to the load disturbance is good.

![Figure 8.11](image)

Figure 8.11. Process L: Tuning phase, step response and load response using PI controller with Smith predictor. The tuning rules of (8.8) with $\beta = 1$ were used.

The response using PI control without a Smith predictor is shown in Figure 8.12; this has $K_C = 0.48$ and $T_I = 19.9s$ set according to equations (8.10A) and (8.10B). The response is seen to be very slow.
A faster response can be obtained using the Dahlin controller and this is plotted in Figure 8.13. In the Dahlin design, the second order process is approximated by a first order process with a time constant equal to the sum of the two time constants in the original process; in this case, therefore, \( H(s) = \frac{1}{2s + 1} e^{-10s} \). The parameters for the controller are \( M = 0.0222 \), \( Q = 0.0444 \) and \( N_R = 222 \).
It may be seen from Figure 8.13 that the response to a change in setpoint is very oscillatory and requires a longer time to settle down to its steady-state value compared with that of the Smith predictor with PI control (shown in Figure 8.11). Similarly, the response of the former to a load disturbance is worse, having a larger amplitude and a longer settling time. It should be noted that the Dahlin algorithm is designed specifically for a first order process and hence does not perform equally well on a second order process.

A further experiment was conducted using a process with $K_P = 1$, $T_P = 2s$ and $L = 40s$ (Process M) in order to allow comparison with a first order process with similar process parameters (Process K). For this process, $K_U = 1.02$ and $T_U = 87.9s$. An eight-harmonic multisine signal with $N = 8192$ was used and the sampling frequency was set at 23.3 Hz, thus placing the highest harmonic at 0.0227 Hz, which is reasonably close to twice the critical frequency of 0.0114 Hz.

The PI control with Smith predictor (tuned according to equations (8.8) with $\beta = 1$) has parameters $K_C = 0.075$ and $T_I = 2s$. The tuning phase, step response at $t = 483s$ and load response at $t = 870s$ is shown in Figure 8.14. The response is seen to be reasonably fast and smooth. The responses using PI control only (with $K_C = 0.46$ and $T_I = 73.2s$) and using the Dahlin controller (with $M = 0.0213$, $Q = 0.0425$ and $N_R = 930$), are also shown for comparison. Using PI control alone, the response is very slow and quite oscillatory. With the Dahlin controller, the step response is extremely oscillatory. It can be seen from the figure that the Smith predictor with PI control is the optimal control technique to use (among the three strategies considered) in terms of the speed and smoothness of response for a second order process with significant dead time.
Figure 8.14. Process M: Tuning phase, step response and load response for a second order plus dead time process using three different control strategies.
Top: Smith predictor with PI control.
Middle: PI control only.
Bottom: Dahlin controller.
8.7.3 Controller Robustness

The robustness of the Smith predictor with PI control is illustrated in Table 8.4 for Process L with no noise added. If the initial estimates for $K_p$, $T_p$ and $L$ are 0.75, 1.25s and 12.5s respectively (25% error in each estimate), the values after the first and second iterations are shown in Table 8.4. Again, the parameters converge quickly towards their correct values.

<table>
<thead>
<tr>
<th></th>
<th>$K_P$</th>
<th>$T_P(s)$</th>
<th>$L (s)$</th>
<th>$K_C$</th>
<th>$T_i(s)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Theoretical</td>
<td>1.00</td>
<td>1.00</td>
<td>10.00</td>
<td>0.30</td>
<td>1.00</td>
</tr>
<tr>
<td>Initial estimates</td>
<td>0.75</td>
<td>1.25</td>
<td>12.50</td>
<td>0.32</td>
<td>1.25</td>
</tr>
<tr>
<td>After 1 iteration</td>
<td>0.92</td>
<td>0.51</td>
<td>10.77</td>
<td>0.30</td>
<td>0.51</td>
</tr>
<tr>
<td>After 2 iterations</td>
<td>1.00</td>
<td>0.97</td>
<td>9.54</td>
<td>0.31</td>
<td>0.97</td>
</tr>
</tbody>
</table>

Table 8.4. Process L : Actual and estimated values for process and controller parameters using Smith predictor with PI control, for the situation with no noise added. $\beta = 1$.

8.7.4 Identification and Control of Second Order Underdamped Processes

In the approach described in this chapter, the identification of a second order process assumes that the process is critically damped (from (8.13)). For an overdamped process, this does not pose any problems in control since the process itself is not oscillatory. However, this is not true for an underdamped process. It is therefore of interest to investigate the performance of the identification and control strategy for such a process.

A process with the transfer function $\frac{1}{s^2 + 2s + 2}e^{-10s}$ (Process N) was simulated. This has a damping factor of 0.707, an undamped natural frequency of 1.41 rad s$^{-1}$ and a critical frequency of 0.0454 Hz. Identification using a multisine with $N = 2048$ and a sampling frequency of 23.3 Hz gave the process model as $\frac{0.500}{(0.124s + 1)^2}e^{-10.8s}$.
which is considerably different from the actual process chiefly because the fitted model was constrained to a damping factor of unity.

The control of the process using a Smith predictor with PI control is shown in Figure 8.15. \( K_C = 0.139 \) and \( T_I = 0.124s \) with \( \beta = 4 \) since the process is quite underdamped. The tuning phase is carried out between \( t = 0 \) and \( t = 110s \). The response to a step input at \( t = 153s \) is rapid with very little overshoot and the response to a load disturbance at \( t = 368s \) is also seen to be excellent, despite the remarkable difference between the actual process and its model.

![Figure 8.15](image)

Figure 8.15. Process N : Tuning phase, step response and load response using PI controller with Smith predictor. The tuning rules of (8.8) with \( \beta = 4 \) were used.

8.8 Reduced Order Modelling

Many high order or non-minimum phase processes can be modelled using a lower order model with dead time [130]. It has been shown through extensive simulations [131, 132] that a second order model is adequate in most cases.
8.8 Reduced Order Modelling

8.8.1 High Order Process

Two processes with transfer functions

\[
\overline{H_2}(s) = \frac{1}{(s + 1)^{10}} \quad \text{and} \quad \overline{H_3}(s) = \frac{1}{(s + 1)^30}
\]

were considered. Identification using multisine signal (carried out assuming that the processes were second order) gave the reduced order models as

\[
H_2(s) = \frac{1.08}{(3.01s + 1)^2} e^{-5.27s} \quad \text{and} \quad H_3(s) = \frac{1.03}{(4.66s + 1)^2} e^{-22.01s}
\]

The Nyquist curves of the actual and reduced order models are shown in Figures 8.16 and 8.18 for \(H_2(s)\) and \(H_3(s)\) respectively. Note that these are closely matched thus proving that the identification technique can be used effectively for high order processes. The response to a setpoint change at \(t = 142s\) and a load disturbance change at \(t = 346s\) is shown in Figure 8.17 for the process with transfer function \(H_2(s)\). \(K_c = 0.53\) and \(T_i = 3.01s\) (with \(\beta = 1\)) set according to equations (8.8). (The tuning phase is carried out from \(t = 0\) to \(t = 102s\).) The response to a setpoint change at \(t = 337s\) and a load disturbance change \(t = 607s\) is shown in Figure 8.19 for the process with transfer function \(H_3(s)\). The controller parameters are \(K_c = 0.13\) and \(T_i = 4.66s\) (with \(\beta = 1\)). (The tuning phase is carried out from \(t = 0\) to \(t = 307s\).) It can be seen that the controller gives a reasonably good setpoint and load disturbance control in both cases (Figures 8.17 and 8.19).
Figure 8.16. Nyquist curves for process with transfer function $H_1(s)$. Line with plusses: Actual process; Line with circles: Reduced order model.

Figure 8.17. Tuning phase, step and load response using reduced order modelling for process with transfer function $H_2(s)$. 
Figure 8.18. Nyquist curves for process with transfer function $H_3(s)$. Line with plusses: Actual process; Line with circles: Reduced order model.

Figure 8.19. Tuning phase, step and load response using reduced order modelling for process with transfer function $H_3(s)$.
8.8.2 Non-minimum Phase Process

It is shown in [131, 132] that non-minimum phase processes can be modelled using second order processes with dead time. It is then of interest to evaluate the effectiveness of the proposed identification technique and subsequently, the controller design for this class of processes. Two processes with transfer functions

\[ H_4(s) = \frac{1 - s}{(s + 1)^3} \quad \text{and} \quad H_5(s) = \frac{1 - 1.5s}{(s + 1)^3} \]

were considered. (These processes were also considered in [125].)

These could be reduced to second order processes as below

\[ H_4(s) = \frac{0.86}{(0.83s + 1)^3} e^{-1.23s} \quad \text{and} \quad H_5(s) = \frac{0.91}{(0.66s + 1)^3} e^{-1.42s} \]

The Nyquist curves of the actual and reduced order models are shown in Figures 8.20 and 8.22 for \( H_4(s) \) and \( H_5(s) \) respectively. These are less well matched compared to those for high order processes, as was also found in [125]. Due to the small dead time in the reduced order models and the relatively poorer matching in the Nyquist plane, \( \beta \) was set to 20 to avoid the output response from becoming unstable. The response to a setpoint change at \( t = 66s \) and a load disturbance change at \( t = 226s \) is shown in Figures 8.21 and 8.23 for processes with transfer functions \( H_4(s) \) and \( H_5(s) \) respectively. The initial transients are seen to move in the opposite direction, and this is a characteristic of non-minimum phase processes. It is clear from these figures that the controller still performs well for this particular class of processes.
Figure 8.20. Nyquist curves for process with transfer function $H_4(s)$. Line with plusses: Actual process; Line with circles: Reduced order model.

Figure 8.21. Tuning phase, step and load response using reduced order modelling for process with transfer function $H_4(s)$. 
Figure 8.22. Nyquist curves for process with transfer function $H_5(s)$. Line with plusses: Actual process; Line with circles: Reduced order model.

Figure 8.23. Tuning phase, step and load response using reduced order modelling for process with transfer function $H_5(s)$. 
8.9 Application Example

To illustrate its practical nature, the approach was applied to a PT 326 hot-air flow device [133] available from Feedback Instruments Ltd. In this device, the air is drawn from the atmosphere by a centrifugal blower and is driven past a heater grid through a length of plastic tube back to the atmosphere. The temperature of the air is measured by a thermistor at the end of the tube. The system is approximately second order (though the actual order is not precisely known) as the high frequency roll-off of the magnitude frequency response is about 12dB per octave [134]. Although it is a laboratory scale process, it is highly representative of the type of problems which are encountered when designing a control system for a full scale process. It has a limited linear range, an internal noise source due to turbulence within the plastic tube and the temperature tends to drift in open-loop.

In the experiments reported here, the angular position of the blower inlet was set at 30°. At this setting, the air flow along the tube is relatively small, resulting in a significant dead time. (The same device was investigated in [100] but with a larger setting of the angular position of the blower inlet.)

The simulation was carried out using Simulink with the hot-air flow device being incorporated into the control loop using the Real-Time Windows Target [135] in MATLAB. (The data acquisition board used was the National Instruments PCI-6031E board [136].) The MATLAB Real-Time Workshop [137] was then used to execute the code in real time.

A multisine with $N = 256$ was used with the sampling frequency set at 80 Hz. The highest harmonic was thus placed at 2.5 Hz which is approximately twice the Nyquist frequency of 1.23 Hz suggested by the manufacturer. Identification of a model of the form of equation (8.13) was carried out using least squares (equations (8.14) and (8.15)). Results from 25 experiments were averaged. The frequency response is plotted in Figure 8.24, from which it can be seen that the uncertainty regions are quite large.
(The uncertainty regions are larger than those shown in [100] due to the difference in the angular position of the blower inlet.) This shows that the system was very noisy and difficult to control, and this was made worse by the tendency of the system to drift.

The frequency domain identification using a second order model gave the system parameters as $K_p = 1.30$, $T_p = 0.33s$ and $L = 0.21s$. In fact, when the non-parametric frequency response data was estimated using the ARX model in the System Identification Toolbox [45], the algorithm identified the poles as $0.974 \pm 0.048j$, with the sampling frequency scaled to 1 Hz. This is very close to the predicted double poles at 0.963 (corresponding to $T_p = 0.33s$) considering the fact that the closeness of the poles to the unit circle in the $z$-plane made the identification difficult. The system is therefore very slightly underdamped. The values of $K_u$ and $T_u$ were found to be 2.94 and 1.15s respectively. These were calculated by linear interpolation between successive points in the estimated frequency response in order to decrease the computational time; this is justified since the estimated frequency response function is smooth.

The Smith predictor with PI control has the parameters $K_c = 5.49$ and $T_i = 0.33s$. $\beta$ was set to 2 in order to increase the closed-loop stability since the system was very noisy. The tuning phase was carried out from $t = 0$ to $t = 4s$. The response to a step input of 3 volts at $t = 7.75s$ and to a load disturbance of 2 volts at $t = 20.3s$ is plotted in Figure 8.25. The responses using PI control without Smith predictor (with $K_c = 1.32$ and $T_i = 0.96s$) and the Dahlin controller (with $M = 0.0372$, $Q = 0.0744$ and $N_R = 17$) are also shown for comparison. (Note that a slight drawback when using the first control strategy is that the response to the tuning signal has a larger amplitude (due to the larger gain) than when using the other two strategies.) The response using PI control only is quite oscillatory. With the Dahlin controller, the step response is less oscillatory compared to that using PI control only but it has the largest overshoot of the three controllers. The load response also has the largest amplitude of these three controllers. The Smith predictor with PI control clearly has the best performance with rapid step and load responses, and very little overshoot. This result is extremely interesting (and perhaps slightly surprising) considering that the ratio of $L$ to $T_p$ is not significantly large.
Figure 8.24. Frequency response estimates of the hot-air flow system. Solid line: Mean; Dashed lines: Uncertainty region (maximum and minimum values obtained from 25 experiments); Plusses: Second order model.

Figure 8.25. Response of a hot-air flow device. Dotted and thick line: Smith predictor with PI control; Solid line: PI control only; Dashed line: Dahlin controller.
8.10 Conclusions

In this chapter, the autotune control of processes with significant dead time was considered. The approach involves the addition of a small amplitude signal at the reference input of the control loop. This signal, provided it is persistently exciting, can be used for the non-parametric identification of a process, and in all the examples in this chapter, a multisine signal was applied. A least squares procedure can then be used to obtain an estimate of the process transfer function. An advantage of this technique is that it does not require interruption of normal closed-loop control. Additionally, many points on the Nyquist curve can be estimated simultaneously.

For first order and second order processes with significant dead time, a Smith predictor with PI control was found to give much better performance than a PI controller on its own. A Dahlin controller gave excellent setpoint response for first order processes, but at the expense of poorer load disturbance rejection capability. Its performance was less satisfactory for second order processes.

For the PI controller with Smith predictor, a simple set of tuning rules was proposed which can be used for both first order and second order processes. The controller is robust to noise and inaccurate initial parameter estimates. The sensitivity of the controller to model-process mismatches in the dead time (which is a common problem in controllers incorporating a dead time compensator) was reduced by setting the controller gain to be inversely proportional to the estimated dead time. The control strategy was also shown to work for second order underdamped processes (since an underdamped process is more difficult to control compared to an overdamped or critically damped process), and high order and non-minimum phase processes modelled as second order processes with dead time. An application example using a hot-air flow device illustrated the effectiveness of the identification procedure and the controller design in practice.
Chapter 9

Identification of Wiener-Hammerstein Models using Linear Interpolation in the Frequency Domain (LIFRED)
9.1 Abstract

A new method to identify the linear subsystems of a Wiener-Hammerstein model through the measurement of the second order Volterra kernel is proposed. This technique makes use of the symmetry properties of the Volterra kernel and assumes that the frequency response gain and phase between estimated points can be reasonably well approximated by a straight line. The signal applied for the identification is a multisine with properties of no interharmonic distortion. Several advantages of the proposed method over existing ones are discussed and two simulation examples are presented to illustrate the applicability of the technique. The method is also shown to be robust to noise and input signal distortion. Several criteria for model selection are discussed and applied to the simulation examples.

9.2 Introduction

Block-oriented models have been widely used to model nonlinear systems largely due to their simplicity. The basic building blocks for such models are the Wiener [11, 138] and Hammerstein [139] structures, shown in Figures 9.1(a) and 9.1(b) respectively. The identification of these structures was investigated in [18] using multi-level maximum length signals [8]. In [53], the identification of the Wiener model was compared using two different approaches, the first being the output error approach [54, 55], and the second being the internal error approach [56]. In the former approach, a linear model is estimated from the input-output data. The simulated output is then plotted against the measured output and the nonlinearity will show up on the plot if the linear estimate is reasonably accurate. The latter approach uses a finite impulse response filter and B-splines to describe the linear system and the inverse of the nonlinearity respectively. An example using an exponential nonlinearity was used in [53] to show that the internal error approach performs better in that particular case. The Wiener-Hammerstein model (shown in Figure 9.1(c)) has also been widely investigated in the literature. Identification techniques proposed include those using multisines with carefully chosen
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harmonics to measure the Volterra kernels [140, 141], a series of large and small scale multisines [142], interpolation of the Volterra kernel using B-splines [143], and adaptive gradient search algorithms using Gaussian inputs [144]. The Hammerstein-Wiener structure (illustrated in Figure 9.1(d)) is much less well known and is effectively much more difficult to identify due to the presence of two blocks of nonlinearities. This problem has been considered in [145], where recursive least squares and singular value decomposition are applied in the identification process.

In this chapter, a new technique to identify the linear subsystems of a Wiener-Hammerstein model based on linear interpolation between measured points in the frequency domain is proposed. The analysis that follows assumes that the nonlinearity is quadratic, and that this is known a priori. However, the technique will also work if in addition to the assumed quadratic nonlinearity, there are odd order nonlinearities present. Two other pieces of a priori information are required and these are the approximate system bandwidth and the phase of the first linear subsystem at dc. The main advantages of this technique include its simplicity and the low testing time. Two examples are given to illustrate the effectiveness of the method and its robustness in the presence of noise and input signal distortion. Transfer functions are then fitted to the nonparametric frequency responses using techniques considered in [5]. The model order is first selected using several criteria such as the analysis of statistical indicators, zeros and poles, and frequency domain residuals [5, 146].

![Diagram of block-oriented models](image)

Figure 9.1. Block-oriented models: (a) Wiener, (b) Hammerstein, (c) Wiener-Hammerstein and (d) Hammerstein-Wiener. L: Linear dynamics; N: Static nonlinearity.
9.3 Volterra Kernels

Block-oriented models can be characterised using Volterra functional representation, which may be considered as a generalisation of the power series to nonlinear systems with memory [147]. For a causal, stable and time-invariant system, the time domain output \( y(t) \) of a Volterra nonlinear system is given by

\[
y(t) = \int_0^t h_1(t-\tau_1)u(t-\tau_1)d\tau_1 + \int_0^t \int_0^t h_2(t-\tau_1,\tau_2)u(t-\tau_1)u(t-\tau_2)d\tau_1d\tau_2 + \cdots
\]

\[
+ \int_0^t \int_0^t \cdots \int_0^t h_n(t-\tau_1,\tau_2,\ldots,\tau_n)u(t-\tau_1)u(t-\tau_2)\ldots u(t-\tau_n)d\tau_1d\tau_2\cdots d\tau_n
\]

(9.1)

where \( h_1(\tau_1), h_2(\tau_1, \tau_2) \) and \( h_n(\tau_1, \tau_2, \ldots, \tau_n) \) are the linear kernel, second order kernel and \( n \)th order kernel respectively; \( u \) is the input; and \( \tau \) is a time variable with the subscript denoting the dimension. For most practical systems, the effect of higher order kernels decreases with increasing \( n \), thus allowing a truncated series to be used [141]. An important advantage of the Volterra kernel is that it is valid for both time and frequency domain kernels. However, the latter is more often used in system identification since the complex multiple integrals of the time domain expression can be replaced by straightforward multiplications. The \( n \)-dimensional Laplace transforms of these kernels are given by

\[
Y_n(s_1, s_2, \ldots, s_n) = H_n(s_1, s_2, \ldots, s_n)U(s_1)U(s_2)\ldots U(s_n)
\]

(9.2)

where \( U, Y \) and \( H \) are the Laplace transforms of \( u, y \) and \( h \) respectively; and \( s \) is the Laplace operator with the subscripts representing the frequencies of the particular dimensions. The Volterra kernel possesses symmetry [140, 148] which is given by

\[
H_n(s_1, s_2, \ldots, s_n)_{sym} = \frac{1}{n!}\left\{H_n(s_1, s_2, \ldots, s_n)_{asym} + \ldots + H_n(s_n, s_{n-1}, \ldots, s_1)_{asym}\right\}
\]

(9.3)
where a symmetrical kernel is obtained by making all possible combinations of the arguments of the asymmetric kernel. Only a symmetrical kernel is guaranteed to be unique for a given system [148].

The output of block-oriented models, such as the Wiener-Hammerstein model considered in this chapter, can be easily evaluated using a multi-dimensional Laplace transform. If a double sided frequency vector is used, the output of the nonlinear system can be calculated at all possible frequency combinations of the input signal. For a Wiener-Hammerstein model, and considering the second order kernels,

\[
\begin{align*}
|H_2(s_1, s_2)| &= |L_1(s_1)| |L_1(s_2)| |L_2(s_1 + s_2)| \\
\angle H_2(s_1, s_2) &= \angle L_1(s_1) + \angle L_1(s_2) + \angle L_2(s_1 + s_2)
\end{align*}
\]

(9.4) \hspace{1cm} (9.5)

where \(L_1\) and \(L_2\) are the linear kernels of the first and second linear subsystems respectively. It is important to note that not all possible frequency combinations have to be evaluated, since the Volterra kernel is symmetrical along the \(J_i = J_i\) and \(J_i = -J_i\) diagonals [140, 141], where \(J_i\) and \(J_i\) are the values of the first and second dimensions of the input frequencies in hertz respectively. (The relationship between \(f\) and \(s\) is \(f = \omega/2\pi = s/j2\pi\), where \(\omega\) is the angular frequency in rad s\(^{-1}\).)

9.4 Identification of Linear Subsystems using Linear Interpolation in the Frequency Domain (LIFRED)

9.4.1 Signal Design

The harmonic content of the input signal is of paramount importance as a signal which is badly designed may introduce unwanted distortions at the test frequencies and the harmonics at which the Volterra kernel is to be measured. The distortions at the test frequencies can be classified into Type I and Type II [149, 150]. Type I distortions are caused by the combination of a test frequency with a pair of equally positive and negative frequencies, resulting in a contribution falling at that particular test frequency.
If the nonlinearity is even order, all these contributions fall at dc. Type II distortions are caused by any other combinations which are not classified as Type I, which result in a contribution at a test frequency [149, 150]. It is possible to design signals which do not suffer from any Type II distortions, for a given order of nonlinearity, by proper selection of their harmonic components. These signals are termed no interharmonic distortion (NID) multisines, and they possess a sparse spectrum with a log-tone appearance [149]. Additionally, it is equally important that all contributions at the estimation lines in the output are due to only one combination of the input frequencies in order to be separable.

A procedure given in [140] allows signals with the above properties to be efficiently designed, without the time-consuming exhaustive search. An example of such a signal with 10 harmonics, given in [140], is

\[ f_v = [3 \ 13 \ 25 \ 43 \ 57 \ 77 \ 119 \ 155 \ 203 \ 227] \]  

(9.6)

which consists of only odd harmonics. This has a further advantage that measurements of the second order kernel will not be corrupted by third order nonlinearities. Higher order nonlinearities may be neglected in most practical cases since their effects decrease with increasing order [141]. If not, fourth and higher even order nonlinearities will interfere with the measurements of the second order kernel since these nonlinearities will contribute to terms at all the estimation lines. It should be noted that it is impossible to avoid this by signal design since the combination of \( k \) frequencies (\( k \) even), with \((k-2)/2\) pairs of them being equal but of opposite sign, will result in a contribution at the sum of the other two remaining frequencies. Furthermore, the number of contributions at each of the estimation lines will be too large and hence not separable even with the use of extensive computations. In practice, the inability of the proposed technique to deal with this is a minor disadvantage since in most cases, fourth and higher order nonlinearities are small enough to be neglected [141].

The signal consisting of the harmonics in (9.6) will be used in the examples illustrated in Section 9.6. For this signal, the kernel coverage plot is shown in Figure 9.2. Note that
the spectrum has a log-tone appearance and is relatively sparse as expected of NID multisines. There are gaps in the measurements corresponding to \( f_1 = -f_2 \) contributions as these fall on dc and therefore cannot be measured. If the lowest harmonic number is increased, the harmonic content of the signal can be made more uniform. However, since the interpolation is carried out in the linear kernel of the second linear subsystem (as will be discussed in Section 9.4.2), instead of in the second order kernel, the uniformity of the input harmonics would cause the estimation lines to be less uniform. In addition, increasing the lowest harmonic number in the input means that the testing time will be longer since the sampling frequency will have to be decreased in order to lower the actual frequency of this harmonic.

![Kernel coverage plot for signal (9.6).](image)

Figure 9.2. Kernel coverage plot for signal (9.6).

A further requirement in the signal is that it must sufficiently excite the linear subsystems in order that the power at the estimation lines is large enough to negate the effects of noise. In the subsequent sections, it is assumed that the approximate bandwidths of the linear subsystems are known \( a \text{ priori} \).
9.4.2 Calculation of the Frequency Response Gain of the Second Linear Subsystem

The second order Volterra kernel of a simple Wiener model is known to possess identical symmetry over the $f_1 = f_2$ and $f_1 = -f_2$ diagonals [148]. For a Wiener-Hammerstein model, there is still symmetry in both diagonals, but the symmetry along $f_1 = f_2$ is not identical to that along $f_1 = -f_2$. Applying this to the model in Figure 9.1(c), it is possible to extract the four-fold symmetry in $Z$ and to attribute this to the Wiener subsystem (from $U$ to $Y$). The remaining part with two-fold symmetry can then be attributed to the contribution of the linear subsystem $L_2$. This can be formulated as

$$|Z(s_1 + s_2)| = |L_1(s_1)| |L_2(s_1 + s_2)| |U(s_1)| |U(s_2)| \quad (9.7A)$$
$$|Z(s_1 - s_2)| = |L_1(s_1)| |L_2(s_1 - s_2)| |U(s_1)| |U(-s_2)| \quad (9.7B)$$

From the symmetry property, $|L_1(s_2)| = |L_1(-s_2)|$ and $|U(s_2)| = |U(-s_2)|$. Hence,

$$\frac{|Z(s_1 + s_2)|}{|Z(s_1 - s_2)|} = \frac{|L_2(s_1 + s_2)|}{|L_2(s_1 - s_2)|} = \alpha \quad (9.8)$$

where $\alpha$ is defined as the attenuation ratio. The values of $\alpha$ are calculated for all possible combinations of the test frequencies $f_1$ and $f_2$, where $f_1 \neq f_2$. Thus for an input signal with $F$ harmonics, there are $(F^2 - F)/2$ pairs of harmonics in the estimation lines linked by their corresponding values of $\alpha$.

The gains at the estimation lines are now ready to be calculated using LIFRED. The first pair is chosen with $s_2$ equal to the lowest harmonic and $s_1$ equal to the second lowest harmonic in the input. (The reason for such a choice will be explained later.) $|L_2(s_1 - s_2)|$ is set to unity. This does not in any way impose a restriction on the technique since the overall gain in the system can be equally well divided between the subsystems $L_1$ and $L_2$. $|L_2(s_1 + s_2)|$ is calculated using (9.8). The rest of the pairs are now fitted in a sequence such that the harmonic $s_2$ is increased with every increasing $s_1$. Starting from the first pair in the sequence which has not been fitted, if the harmonic $s_1 - s_2$ does not lie in between at least two points which have already been estimated, the pair $|L_2(s_1 - s_2)|$ and $|L_2(s_1 + s_2)|$ is skipped over and the next pair is considered, and so on until another
pair has been successfully fitted. The program will then return to the pair which it previously failed to fit. The procedure is repeated until the gains of all the points have been calculated. In each case, the first point in the pair (the one with the lower frequency) is calculated using linear interpolation between the closest existing points on its left and right, and the second point is evaluated using (9.8). This can be summarised below, where $f_v$ is the vector representing the input harmonics; $\alpha_{ij}$ denotes the attenuation ratio between $|L_2(f_v(i) + f_v(j))|$ and $|L_2(f_v(i) - f_v(j))|$; minus is the vector of the difference in input harmonics, arranged in an increasing order of $s_1$ and $s_2$; and breakable is a variable governing the flow of the program by allowing it to break from a certain point when necessary.

\[
\begin{align*}
  k &= 1 \\
  \text{for } i = 2 \text{ to } F \\
  &\quad \text{for } j = 1 \text{ to } (i-1) \\
  &\quad \quad \text{calculate } \alpha_{ij} \text{ from (9.8)} \\
  &\quad \quad \text{minus}(k) = f_v(i) - f_v(j); \ k = k + 1 \\
  &\quad \text{end} \\
  &\text{end} \\
  |L_2(f_v(2) - f_v(1))| &= 1; \ |L_2(f_v(2) + f_v(1))| = \alpha_{2,1}; \ \text{min}_k = 2 \\
  \text{repeat until all points have been fitted} \\
  \text{breakable} &= 0 \\
  \text{for } k = \text{min}_k \text{ to } (F^2 - F)/2 \\
  &\quad \text{if } \text{minus}(\text{min}_k) \text{ lies between at least two points which have been fitted} \\
  &\quad \quad |L_2(f_v(i) - f_v(j))| \text{ is calculated using linear interpolation} \\
  &\quad \quad |L_2(f_v(i) + f_v(j))| = \alpha_{ij} \cdot |L_2(f_v(i) - f_v(j))| \\
  &\quad \quad \text{if } \text{breakable} == 1 \\
  &\quad \quad \quad \text{break} \\
  &\quad \quad \text{else} \\
  &\quad \quad \quad \text{breakable} = 1; \ \text{min}_k = k \\
  &\quad \text{end} \\
  &\text{end} \\
  &\text{end} \\
\end{align*}
\]
The reason behind the choice of frequencies for the first harmonic pair is that since the input signal has a sparse spectrum with log-tone appearance, the first pair will have the closest distance between the harmonics in the pair (due to the smallest value possible for $s_2$). It is then much safer to assume linearity in the gain between these harmonics. The linearity between points close together is the fundamental concept in the LIFRED technique. An additional advantage of starting with the lower frequencies is that most systems have a higher gain at low frequencies compared to that at high frequencies. Thus, the measurements at low frequencies have a higher accuracy and should be calculated first in order not to introduce a bias or a scatter of points into the frequency response estimates.

### 9.4.3 Calculation of the Frequency Response Gain of the First Linear Subsystem

When $s_1 = s_2 = s$, (9.7A) can be simplified to

$$|Z(2s)| = |L_1(s)|^2, |L_2(2s)|, |U(s)|^2 \quad (9.9)$$

The values of $|L_2(2s)|$ are calculated by linear interpolation (or linear extrapolation for the lowest and highest harmonics) on the frequency response gain curve already obtained using the procedure given in Section 9.4.2. Then,

$$|L_1(s)| = \frac{1}{|U(s)|} \cdot \sqrt{\frac{|Z(2s)|}{|L_2(2s)|}} \quad (9.10)$$

The program flow is shown below:

```
for i = 1 to F
    calculate $|L_2(2f(i))|$ using linear interpolation (or extrapolation for $i = 1$ and $F$)
    calculate $|L_1(fV(i))|$ from (9.10)
end
```
9.4.4 Simultaneous Calculation of the Frequency Response Phases of the First and Second Linear Subsystems

The symmetry that exists in the gain response unfortunately cannot be similarly utilised in the phase response. It is thus more complicated to estimate the phases of the linear subsystems compared with their gain responses. The phase of the output is given by the sum of the phases of the input and the second order kernel given in (9.5).

\[ \angle Z(s, +s_2) = \angle L_1(s, +s_2) + \angle L_2(s, +s_2) + \angle U(s, +s_2) \]
\[ \angle Z(s, -s_2) = \angle L_1(s, -s_2) - \angle L_2(s, -s_2) + \angle U(s, -s_2) \]

Subtracting (9.11B) from (9.11A),

\[ \angle L_2(s, +s_2) - \angle L_2(s, -s_2) = \angle Z(s, +s_2) - \angle Z(s, -s_2) - 2 \angle L_1(s_2) - \angle 2U(s_2) \]

where \( \gamma \) is defined as the difference term.

The first pair of harmonics to be evaluated is the pair with \( s_1 \) and \( s_2 \) equal to the fourth and third lowest harmonics in the input respectively. (The reason for this choice will become clear later.) The term \( \angle L_1(s_2) \) in (9.12) can be assigned an arbitrary value \( \phi \) since the overall delay in the Wiener-Hammerstein model can be equally well attributed to the linear subsystems \( L_1 \) and \( L_2 \). This step does not violate the generality of the results obtained. However, from (9.12), the values of \( \angle L_2(s_1 + s_2) \) and \( \angle L_2(s_1 - s_2) \) cannot be identified individually. Hence another equation is needed to solve these uniquely. From (9.11A), by replacing \( s_1 \) with \( s_2 \),

\[ \angle L_2(2s_2) = \angle Z(2s_2) - 2 \angle L_1(s_2) - \angle 2U(s_2) \]

With \( \angle L_2(2s_2) \) and \( \gamma \) calculated from (9.13) and (9.12) respectively, the values of \( \angle L_2(s_1 + s_2) \) and \( \angle L_2(s_1 - s_2) \) can be calculated by assuming a straight line joining the points \( \angle L_2(s_1 + s_2) \), \( \angle L_2(s_1 - s_2) \) and \( \angle L_2(2s_2) \). \( \angle L_1(s_1) \) can then be calculated using (9.11A). The subsequent pairs are taken with \( s_1 \) increasing from the fourth lowest harmonic to the highest harmonic in the input signal, and \( s_2 \) kept constant. For these pairs of harmonics, the first point (the one with the lower frequency) is calculated using
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linear interpolation between the closest points on its left and right. The second point in
the pair is then evaluated using (9.12). The phases obtained are unwrapped as necessary
to produce a smooth curve. At the end of this procedure, the phases of \( L_1 \) would have
been estimated from the third lowest harmonic to the highest harmonic using (9.11A).
The phases at the first and second lowest harmonics are fitted through linear
interpolation using the phase of the third lowest harmonic and the phase at dc, which is
assumed to be known \textit{a priori}.

With a complete set of phases estimated for \( L_1 \), the phases of \( L_2 \) at the remaining
harmonics can be evaluated. First, the pairs \((s_1, s_2)\) equal to (third lowest harmonic,
second lowest harmonic) and (second lowest harmonic, lowest harmonic) are fitted with
the higher frequency in each pair calculated using linear interpolation and the lower
frequency calculated using (9.12). This avoids the need for extrapolation, which is less
accurate. Next, \( s_2 \) is set to increase from the lowest to the second highest harmonic in the
input, with the third lowest harmonic being skipped over. For each value of \( s_2 \), \( s_1 \) is set
to increase from \( s_2 + 1 \) to the highest harmonic in the input. If the points in the \((s_1, s_2)\)
pair have not yet been evaluated, the first points in the pairs are calculated using linear
interpolation and the second points are calculated from (9.12). The phases are
unwrapped as necessary to form a smooth curve. The procedure can be summarised on
the next page, where \( \gamma_{i,j} \) denotes \( \angle L_2(f_\nu(i) + f_\nu(j)) - \angle L_2(f_\nu(i) - f_\nu(j)) \).

The reasons behind the choice of the first pair of harmonics will now be explained. The
first value of \( s_2 \) is a compromise between several criteria. A small value of \( s_2 \) means that
the pairs of harmonics formed using the constant value of \( s_2 \) will have points in each
pair close to one another, but far from those of the other pairs. Very likely, the
frequency range of a pair does not overlap with those of the other pairs, making linear
interpolation extremely difficult. On the other hand, if \( s_2 \) is large, the first few points
fitted will be very far from one another, and the assumption of linearity between the
points will become questionable. Also, the phases of \( L_1 \) have to be linearly interpolated
between this value of \( s_2 \) and dc. With a smaller value of \( s_2 \), greater confidence can be
placed in doing this. Hence, the choice of \( s_2 \) as the third lowest harmonic in the input
signal is a compromise between conflicting requirements.
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\[ \angle L_1(f_v(3)) = \phi \]

for \( i = 4 \) to \( F \)

\[ \text{calculate } \gamma_{i,3} \text{ from (9.12)} \]

if \( i = 4 \)

\[ \text{calculate } \angle L_2(2f_v(3)) \text{ from (9.13)} \]

\[ \angle L_2(f_v(i) + f_v(3)) \text{ and } \angle L_2(f_v(i) - f_v(3)) \text{ is fitted assuming a straight line} \]

\[ \text{between } \angle L_2(f_v(i) + f_v(3)), \angle L_2(f_v(i) - f_v(3)) \text{ and } \angle L_2(2f_v(3)) \]

else

\[ \angle L_2(f_v(i) - f_v(3)) \text{ is fitted using linear interpolation} \]

\[ \angle L_2(f_v(i) + f_v(3)) = \angle L_2(f_v(i) - f_v(3)) + \gamma_{i,3} \]

end

\[ \text{calculate } \angle L_1(f_v(i)) \text{ from (9.11A)} \]

\[ \angle L_2(f_v(i) + f_v(3)), \angle L_2(f_v(i) - f_v(3)) \text{ and } \angle L_1(f_v(i)) \text{ are unwrapped as necessary} \]

end

calculate \( \angle L_1(f_v(1)) \) and \( \angle L_1(f_v(2)) \) using linear interpolation

for \( i = 3, j = 2 \) and then \( i = 2, j = 1 \)

\[ \text{calculate } \gamma_{i,j} \text{ from (9.12)} \]

\[ \angle L_2(f_v(i) + f_v(j)) \text{ is fitted using linear interpolation} \]

\[ \angle L_2(f_v(i) - f_v(j)) = \angle L_2(f_v(i) + f_v(j)) - \gamma_{i,j} \]

\[ \angle L_2(f_v(i) + f_v(j)) \text{ and } \angle L_2(f_v(i) - f_v(j)) \text{ are unwrapped as necessary} \]

end

for \( j = 1 \) to \((F-1)\) and \( j \neq 3 \)

for \( i = (j+1) \) to \( F \)

if \( (i \neq 3, j \neq 2) \) and \( (i \neq 2, j \neq 1) \)

\[ \text{calculate } \gamma_{i,j} \text{ from (9.12)} \]

\[ \angle L_2(f_v(i) - f_v(j)) \text{ is fitted using linear interpolation} \]

\[ \angle L_2(f_v(i) + f_v(j)) = \angle L_2(f_v(i) - f_v(j)) + \gamma_{i,j} \]

\[ \angle L_2(f_v(i) + f_v(j)) \text{ and } \angle L_2(f_v(i) - f_v(j)) \text{ are unwrapped as necessary} \]

end

end

end
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The choice of the first value of $s_1$ is less complicated. Since $s_1$ could not be smaller than $s_2$ in order to apply (9.12), it is logical to start with $s_1$ equal to the next harmonic in the signal from $s_2$. This has a further advantage since with a smaller $s_1$, the probability of the frequency range of the next pair overlapping that of the first pair is higher, bearing in mind the log-tone appearance of the input multisine.

It is important to note that the sequence of the harmonic pairs to be evaluated (for both gain and phase) is dependent on the actual harmonic content of the input signal. Thus, slight modifications to this sequence may be necessary if the input signal used is different from that in (9.6). However, the concepts suggested in this chapter (the separation of the dynamics of the two linear subsystems and the estimation using linear interpolation) will also work with other NID multisine signals.

9.4.5 Advantages of the LIFRED Technique

The LIFRED technique offers many advantages over existing methods for identifying second order Volterra kernels. Firstly, the testing time required is drastically shortened, since only a single experiment is needed. In contrast, the technique given in [142] requires multiple small-signal sine experiments for each large-signal multisine. (The use of two large-signal multisines were suggested in the paper.) Also, in [14], the identification of the Wiener-Hammerstein model simulated on an electronic circuit was carried out using 423 separate experiments.

Secondly, the computational burden needed for LIFRED is much less compared with algorithms requiring optimisations or recursive iterations [14, 142 - 144]. This, together with the short testing time, favours the use of LIFRED in autotuning applications where the controller parameters are updated at short time intervals.

A further advantage of the technique is the simplicity of the algorithm since all the steps are transparent to the user. The estimates of the frequency response can be easily calculated since neither optimisation nor iterative algorithms are used. This allows the
Parametric Estimation and Model Selection

9.5.1 Parametric Estimation using *elis*

The transfer functions of $L_1$ and $L_2$ in Figure 9.1(c) can be estimated using *elis* in the MATLAB Frequency Domain System Identification Toolbox [5]. The frequency responses at $X$ and $Y$ are obtained as $U.L_1$ and $Z/L_2$ respectively. Alternatively, the estimated frequency responses are used as the output data, and the input data is set to unity for all frequencies, as was done in [141]. If the pure time delay of the system is known, then it should be fixed at this value in the simulation. If the variances of the input and output Fourier coefficients are available, these should also be specified before the start of the simulation. However, when no averaging has been carried out, the variance data is unavailable and should be left at the default argument values of unity, unless there is any other information present which indicates otherwise. The estimation is done in the $z$-domain as the simulation is conducted in discrete time, using a digital signal.

9.5.2 Model Selection

Model selection forms an important part of the identification process. It is essential to avoid the situations of undermodelling, where the model order is too low, and overmodelling, where the model order is too high. When undermodelling occurs, the model is not able to capture some of the important characteristics of the actual system. In the case of overmodelling, the model has redundant parameters and would normally require longer computational times and a larger number of iterations for convergence. While these situations should be avoided, it is necessary to bear in mind that a linear transfer function is often an approximate model of a physical system, which cannot be modelled accurately with a limited number of parameters. Some effects of nonlinearities or distributed parameters may be present, which are not adequately modelled by the
selected model. Thus a limited modelling error is to be expected. This in turn complicates the process of model selection. Fortunately, there are techniques available to detect the situations of undermodelling and overmodelling and these are treated in [5, 146, 151].

9.5.2.1 Statistical Indicators

When a model is bad, the best indicator is the large value of the cost function $K$ [5]. In the case of a good model, $2K$ is a random variable with a $\chi^2$-distribution and $2F - n_p$ degrees of freedom, where $F$ is the number of estimation lines and $n_p$ is the number of free parameters. Consequently, if no modelling errors are present, the cost function should reach a theoretical minimum [152, 153] of

$$K_{\text{min}} = F - \frac{n_p}{2}$$  \hspace{1cm} (9.14)

Thus a comparison of the actual and the theoretical minimum of the cost function allows an evaluation of the goodness of a particular model. Additional advantages of using cost functions are that these estimates possess the properties of being asymptotically unbiased, efficient and robust to various time domain disturbances. However, special care has to be taken to use correct variance values since these will have a scaling effect on the cost function.

A second indicator is the mean model error $h_{\text{mean}}$ [5], which shows the extent of modelling errors present. This should be interpreted in conjunction with the mean absolute value of the transfer function $H_{\text{mean}}$, since with a larger value of $H_{\text{mean}}$, the value of $h_{\text{mean}}$ is also likely to increase. In addition to this, incorrect variance values may lead to an imaginary value of $h_{\text{mean}}$ (if the variance values are too large) or a large value of $h_{\text{mean}}$ (if the variance values are too small).

A further possibility is to calculate Akaike's information criterion (AIC) [146, 151, 154 - 156] when searching for the best order model. This is given by
where $K$ is the cost function. The model with the lowest AIC value is to be preferred.

All the above indicators are available as outputs when running *elis*.

### 9.5.2.2 Analysis of Zeros and Poles

The analysis of zeros and poles can provide useful information about the quality of a model. When overmodelling occurs, the redundant zeros and poles will have large uncertainties. The plots of the zeros and poles with their confidence ellipses can be generated using the function `plotelpz` while their standard deviations can be assessed using `stdpz`, both which are available in the Frequency Domain System Identification Toolbox. Additionally, unnecessary zeros and poles often appear in pairs, almost cancelling one another. They will have a high correlation and this can also be detected using `stdpz`.

### 9.5.2.3 Analysis of Residuals

The frequency domain residuals between the measured and the model frequency responses are calculated. Any model errors are a result of either stochastic effects, undermodelling or nonlinear distortion. A technique to distinguish between these was proposed in [157] which involves the computation of the normalised autocorrelation of the residuals given by

\[
R_{re}(m) = \frac{1}{F-m} \sum_{k=1}^{F-m} (H_m(j\omega_k) - H(j\omega_k, \hat{P}))(H_m(j\omega_k) - H(j\omega_k, \hat{P}))^* \sigma^2(j\omega_k) \delta(m-0)
\]

(9.16)

where $H_m(j\omega_k)$ and $H_m(j\omega_k, \hat{P})$ are the measured and estimated frequency response functions respectively; $\sigma^2(j\omega_k)$ is the standard deviation of $H_m(j\omega_k)$; and $\delta$ is the Kronecker delta function. $m$ represents the $m$th harmonic in the harmonic vector while $*$ denotes complex conjugate.
If $|R_{ee}|$ is small, the model is good. However, if it is large, with a sharp peak at zero lag, the residuals are uncorrelated (except at zero lag) and the errors are due to either stochastic effects or nonlinear distortion. At this point, the value of the cost function should be taken into account. If this is small, the errors are due to stochastic effects. Otherwise, the errors are a result of unmodelled nonlinear distortion. If $|R_{ee}|$ is large and broad, this suggests undermodelling whereby the difference between the measured and estimated frequency responses vary smoothly, and are correlated. Such an analysis can be performed easily using the function \textit{rdueelis} (also in the Frequency Domain System Identification Toolbox).

\section*{9.6 Simulation Examples}

Two simulation examples are presented in this section. In the first example, both the linear subsystems $L_1$ and $L_2$ have frequency responses which can be reasonably well represented using straight lines, especially in the gain responses. This is not so in the second example in which $L_1$ and $L_2$ were intentionally chosen such as to allow a direct comparison between the effectiveness of using LIFRED under some sort of 'best case' and 'worst case' scenarios.

\subsection*{9.6.1 Example 1}

In this example, $L_1$ is a second order system with time constants of 1 second and 10 seconds. The gain falls to half its maximum at $\omega = 0.170$ rad s$^{-1}$, which corresponds to 0.0271 Hz. The linear subsystem $L_2$ is a first order process with a time constant of 5 seconds and the gain is half that of its maximum at $\omega = 0.346$ rad s$^{-1}$, or a cyclic frequency of 0.0551 Hz. The input multisine is of length $N = 4096$ and has the harmonics given in (9.6). Using a sampling frequency of 1 Hz, the highest estimation lines used in estimating $L_1$ and $L_2$ are at 0.0554 Hz and 0.111 Hz respectively thus covering approximately twice the frequency ranges mentioned above.
The second order Volterra kernels at $Y$ and $Z$ (see Figure 9.1(c)) are plotted in Figures 9.3 and 9.4 respectively. Note that there is a four-fold symmetry in Figure 9.3 while the symmetry is two-fold in Figure 9.4.

The experiment was repeated with band-limited white noise added to the system output. The noise was first filtered using a third order Chebyshev lowpass filter with 3dB of ripple in the passband and a cut-off frequency of 0.04 Hz. (The filter coefficients were obtained using the function `cheby1` in the MATLAB Signal Processing Toolbox [158].) A signal power to noise power ratio of approximately 30dB was achieved in the output at the frequencies of interest.

A third experiment was then carried out with the input signal being distorted by the presence of nonlinearities. This may well happen in practice if the part preceding the Wiener-Hammerstein system is analogue. In [140], an example is illustrated using a servo motor system, where the ratio of the signal amplitude to the distortion amplitude obtained is approximately 60dB. In Example 1 of this chapter, the distortion amplitude was also set at 60dB below the signal amplitude.

The actual and estimated frequency responses of $L_1$ and $L_2$ are shown in Figures 9.5 and 9.6 respectively. Since the input multisine contains 10 harmonics, there are 10 frequencies used in the estimation of $L_1$ but $10^2 - 10 = 90$ frequencies used in the estimation of $L_2$ (as discussed in Section 9.4.2). From these figures, it can be seen that the estimates obtained under the no noise and no input distortion condition have a very high accuracy. For the other two cases investigated, the estimates are still reasonably accurate, except that there is a bias at high frequencies in the phase response of $L_2$. The reason is that there was very little signal power at the output in these frequencies due to the lowpass characteristics of $L_1$ and $L_2$, hence resulting in lower accuracy of the measurements.
Figure 9.3. Example 1: Second order Volterra kernel at $Y$.

Figure 9.4. Example 1: Second order Volterra kernel at $Z$. 
Figure 9.5. Example 1: Frequency response gain (top) and phase (bottom) of $L_1$. Solid line: Actual values; Circles: Estimates obtained without noise and input distortion; Plusses: Estimates obtained with noise; Crosses: Estimates obtained with input signal distortion.
Figure 9.6. Example 1: Frequency response gain (top) and phase (bottom) of $L_2$. Solid line: Actual values; Circles: Estimates obtained without noise and input distortion; Plusses: Estimates obtained with noise; Crosses: Estimates obtained with input signal distortion.
A statistical measure of the deviation of the estimates from the true values, termed the complex error $E$ in [159, 160], was calculated by computing the mean of the distances between the estimated points and the actual ones in the Nyquist plane.

$$E = \frac{1}{F} \sum_{k=1}^{F} |H(j\omega_k) - \hat{H}(j\omega_k)|$$ (9.17)

The mean of the squares of the distances $E_S$ can also be used. Results obtained are given in Table 9.1. The errors obtained in the estimation of $L_2$ are larger than those obtained in the estimation of $L_1$ and this is to be expected from Figures 9.5 and 9.6. Also, the errors are larger for the noisy case than for the case with input signal distortion. This is again apparent from Figures 9.5 and 9.6.

<table>
<thead>
<tr>
<th>Error estimates</th>
<th>No noise</th>
<th>With noise</th>
<th>With input distortion</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E$ for $L_1$</td>
<td>$2.71 \times 10^{-3}$</td>
<td>$2.40 \times 10^{-2}$</td>
<td>$6.49 \times 10^{-3}$</td>
</tr>
<tr>
<td>$E_S$ for $L_1$</td>
<td>$1.29 \times 10^{-5}$</td>
<td>$7.26 \times 10^{-4}$</td>
<td>$4.97 \times 10^{-5}$</td>
</tr>
<tr>
<td>$E$ for $L_2$</td>
<td>$5.10 \times 10^{-3}$</td>
<td>$2.49 \times 10^{-2}$</td>
<td>$1.38 \times 10^{-2}$</td>
</tr>
<tr>
<td>$E_S$ for $L_2$</td>
<td>$4.09 \times 10^{-5}$</td>
<td>$8.49 \times 10^{-4}$</td>
<td>$2.33 \times 10^{-4}$</td>
</tr>
</tbody>
</table>

Table 9.1. Example 1: Values of $E$ and $E_S$ for $L_1$ and $L_2$.

In order to obtain estimates of the transfer functions of $L_1$ and $L_2$, the estimated frequency responses were fed into elis and the statistical indicators discussed in Section 9.5.2.1 were analysed to find the best order model. Results obtained for the case without noise and input signal distortion are given in Tables 9.2 and 9.3 respectively. Similar conclusions could be drawn for the cases with noise and input signal distortion.

<table>
<thead>
<tr>
<th>Model order</th>
<th>0/1</th>
<th>0/2</th>
<th>1/2</th>
<th>1/3</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K$</td>
<td>3790</td>
<td>38.0</td>
<td>36.5</td>
<td>23.6</td>
</tr>
<tr>
<td>$K_{\text{min}}$</td>
<td>9.00</td>
<td>8.50</td>
<td>8.00</td>
<td>7.50</td>
</tr>
<tr>
<td>$h_{\text{mean}}$</td>
<td>0.0300</td>
<td>0.0027</td>
<td>0.0026</td>
<td>0.0020</td>
</tr>
<tr>
<td>$H_{\text{mean}}$</td>
<td>0.652</td>
<td>0.656</td>
<td>0.656</td>
<td>0.655</td>
</tr>
</tbody>
</table>

Table 9.2. Example 1: Statistical indicators for different model orders for $L_1$. 
Table 9.3. Example 1: Statistical indicators for different model orders for $L_2$

<table>
<thead>
<tr>
<th>Model order</th>
<th>$0/1$</th>
<th>$0/2$</th>
<th>$1/2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K$</td>
<td>73.2</td>
<td>72.4</td>
<td>66.6</td>
</tr>
<tr>
<td>$K_{min}$</td>
<td>89.0</td>
<td>88.5</td>
<td>88.0</td>
</tr>
<tr>
<td>$h_{mean}$</td>
<td>0.0063j</td>
<td>0.0064j</td>
<td>0.0074j</td>
</tr>
<tr>
<td>$H_{mean}$</td>
<td>0.716</td>
<td>0.716</td>
<td>0.717</td>
</tr>
</tbody>
</table>

From Table 9.2, the most clear cut indication of the best model order is the value of the cost function. With an order of $0/1$, $K$ is very large. When the order is increased to $0/2$, $K$ drops drastically and then only decreases relatively slightly with further increase in the model order. Thus the order $0/2$ is the best order judging from the sharp decrease in the value of $K$. Although it could be argued that the decrease in $K$ when the order is increased to $1/3$ may be significant, this actually resulted in an unstable pole. The value of $h_{mean}$ for order $0/1$ is also much larger than that of the other orders taking into account the fact that $H_{mean}$ is approximately the same for all the orders considered. This again verifies that $0/2$ is the best order model for $L_1$. The AIC value was not considered since from (9.15), it is largely determined by the value of $K$ (due to the small number of free parameters $n_p$) and hence follows the trend of the cost function.

From Table 9.3, it can be seen that the values of $K$ are too small, and in fact smaller than $K_{min}$. Also the values of $h_{mean}$ are imaginary. These indicate that the variance data is too large (from Section 9.5.2.1). As no noise was added in the experiment and no averaging had been carried out, the variance of the input Fourier coefficients was set to zero and the variance of the output Fourier coefficients had been left at the default value of unity. However, since the same variance data was used for all the different sets of model orders considered, the values of the statistical indicators obtained were similarly scaled and could therefore still be used to provide information on the best order model. From the table, there is a relatively large decrease in the value of $K$ when the order is increased from $0/2$ to $1/2$. This may initially indicate that $1/2$ is the best order. However, this again resulted in an unstable pole. Therefore, the final model order was chosen as $0/1$. 
Since the best model orders were already reasonably clear, no further investigation was carried out. For both the linear subsystems, the model orders chosen were equal to the actual orders simulated, thus proving the usefulness of the analysis conducted.

The parametric estimates of the frequency responses obtained for \( L_1 \) and \( L_2 \) are given in Table 9.4, in terms of the \( z \)-transfer function poles. Note that these are reasonably close to the true values for all the three cases investigated. The effects of biasing and scattering in the frequency response estimates caused by noise and input distortion were reduced by fitting a smooth curve over the points. Hence, the estimated transfer functions are not very susceptible to these unwanted effects.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Actual</th>
<th>No noise</th>
<th>With noise</th>
<th>With distortion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Poles of ( L_1 )</td>
<td>0.368 (1.00)</td>
<td>0.378 (1.03)</td>
<td>0.450 (1.25)</td>
<td>0.338 (0.92)</td>
</tr>
<tr>
<td></td>
<td>0.905 (10.00)</td>
<td>0.904 (9.91)</td>
<td>0.900 (9.49)</td>
<td>0.905 (10.00)</td>
</tr>
<tr>
<td>Pole of ( L_2 )</td>
<td>0.819 (5.00)</td>
<td>0.821 (5.07)</td>
<td>0.819 (5.00)</td>
<td>0.824 (5.17)</td>
</tr>
</tbody>
</table>

Table 9.4. Example 1: Estimated poles of \( L_1 \) and \( L_2 \) with the corresponding time constants in seconds given in brackets.

**9.6.2 Example 2**

In this example, \( L_1 \) is a fourth order Chebyshev filter with 5dB of ripple in the passband and a cut-off frequency of 0.05 Hz. \( L_2 \) is a sixth order Chebyshev bandpass filter with 3dB of ripple in the passband of 0.001 Hz to 0.1 Hz. Using the same input and sampling frequency as that in Example 1 gave sufficient excitation in the passbands of \( L_1 \) and \( L_2 \).

The second order Volterra kernels at \( Y \) and \( Z \) are plotted in Figures 9.7 and 9.8 respectively. Visual inspection of Figure 9.7 yielded the fact that \( L_1 \) consists of at least a linear term which is underdamped since the contours are closed and there are 'islands' in the plot [161]. From Figure 9.8, the contours are closed around more than one point at the main diagonal. This shows that the linear subsystem after the quadratic nonlinearity consists of at least an underdamped term [161].
As in Example 1, the experiment was repeated with band-limited white noise added to the system output. The noise power was approximately 30dB below the signal power at the frequencies of interest. However, the noise was not filtered by a lowpass filter as in the previous example since the overall gain response of the Wiener-Hammerstein model was not strictly lowpass. The noise therefore had a reasonably flat spectrum at the frequencies of interest.

Next, the experiment was carried out without any added noise but with nonlinear distortion in the input signal (as was done in Example 1). This assumes that the input signal could not be exactly realised in practice, due to nonlinearities preceding the Wiener-Hammerstein system. The distortion amplitude was again set uniformly at 60dB below the signal amplitude.

The actual and estimated frequency responses of \( L_1 \) and \( L_2 \) are shown in Figures 9.9 and 9.10 respectively. The inaccuracy in the first point of the gain plot in Figure 9.9 was caused by the fact that the gradient of the gain of \( L_2 \) is very steep at low frequencies, thus making extrapolation very difficult. (This is one of the two points in the LIFRED procedure which are estimated through linear extrapolation.) From Figure 9.10, there is a bias in the gain estimates in which the estimated values are mostly lower than the true values. The scaling factor here was set such that the first point in the plot (that corresponding to the lowest harmonic in the input signal) is at a gain of unity. However, in practice, the scaling factor is not normally known and the bias can be removed since the actual and the estimated frequency responses have the same shapes.

It is interesting to note that for the phase plot in Figure 9.10, there are a few points which lie relatively far away from (and below) the actual phase response. The bias in these points was caused by the inaccuracy in the phase estimate of the fourth lowest harmonic in Figure 9.9. This point was the first to be estimated for the phase of \( L_1 \) (excluding the third lowest harmonic which was placed arbitrarily) and hence the accuracy is expected to be much lower (since linear interpolation works much better when there are many points to interpolate between).
Figure 9.7. Example 2: Second order Volterra kernel at $Y$.

Figure 9.8. Example 2: Second order Volterra kernel at $Z$. 
Figure 9.9. Example 2: Frequency response gain (top) and phase (bottom) of $L_1$. Solid line: Actual values; Circles: Estimates obtained without noise and input distortion; Plusses: Estimates obtained with noise; Crosses: Estimates obtained with input signal distortion.
Figure 9.10. Example 2: Frequency response gain (top) and phase (bottom) of $L_2$. Solid line: Actual values; Circles: Estimates obtained without noise and input distortion; Plusses: Estimates obtained with noise; Crosses: Estimates obtained with input signal distortion.
The statistical values of $E$ and $E_s$ were again calculated and given in Table 9.5. From the table, the estimates are more accurate for $L_1$ and this is to be expected from Figures 9.9 and 9.10. The errors are also much larger than that obtained in Example 1. The reason behind this is that the frequency responses in Example 1 much more closely resemble a straight line (especially in the gain) than that in Example 2. Hence, the underlying assumption of linearity between points in the frequency responses is more nearly true in Example 1, leading to greater accuracy in the estimation using LIFRED.

<table>
<thead>
<tr>
<th>Error estimates</th>
<th>No noise</th>
<th>With noise</th>
<th>With input distortion</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E$ for $L_1$</td>
<td>$4.64 \times 10^2$</td>
<td>$4.71 \times 10^2$</td>
<td>$5.55 \times 10^2$</td>
</tr>
<tr>
<td>$E_s$ for $L_1$</td>
<td>$3.84 \times 10^3$</td>
<td>$4.25 \times 10^3$</td>
<td>$4.49 \times 10^3$</td>
</tr>
<tr>
<td>$E$ for $L_2$</td>
<td>$6.67 \times 10^2$</td>
<td>$7.20 \times 10^2$</td>
<td>$7.47 \times 10^2$</td>
</tr>
<tr>
<td>$E_s$ for $L_2$</td>
<td>$9.54 \times 10^3$</td>
<td>$1.12 \times 10^2$</td>
<td>$9.76 \times 10^3$</td>
</tr>
</tbody>
</table>

Table 9.5. Example 2: Values of $E$ and $E_s$ for $L_1$ and $L_2$.

In order to obtain the estimated transfer functions for $L_1$ and $L_2$, order selection was first carried out. The analysis below is given for the case without noise and input distortion. Very similar results were obtained for the situations with added noise and distortion. The statistical indicators for different model orders for $L_1$ and $L_2$ are given in Tables 9.6 and 9.7 respectively. Again the AIC was not used due to it having an extremely similar trend as the cost function.

<table>
<thead>
<tr>
<th>Model order</th>
<th>3/3</th>
<th>4/4</th>
<th>5/5</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K$</td>
<td>433000</td>
<td>12700</td>
<td>10600</td>
</tr>
<tr>
<td>$K_{\min}$</td>
<td>6.50</td>
<td>5.50</td>
<td>4.50</td>
</tr>
<tr>
<td>$h_{\text{mean}}$</td>
<td>0.321</td>
<td>0.055</td>
<td>0.050</td>
</tr>
<tr>
<td>$H_{\text{mean}}$</td>
<td>1.08</td>
<td>1.12</td>
<td>1.12</td>
</tr>
</tbody>
</table>

Table 9.6. Example 2: Statistical indicators for different model orders for $L_1$. 
From Table 9.6, $K$ and $h_{\text{mean}}$ drop very rapidly when the order is increased from 3/3 to 4/4. This shows that the order 4/4 is much better than 3/3. Further increasing the order does not cause significant changes in $K$ and $h_{\text{mean}}$. Worse still, this gives additional pole or poles which are unstable. The final model was chosen as that of order 4/4.

Table 9.7 shows some of the orders which were considered for $L_2$. Again, there is a large decrease in $K$ and $h_{\text{mean}}$ when the order is increased from 2/2 (and 3/3 although not shown in the table) to 4/4. Any further decrease in these two indicators is relatively insignificant.

Since it was known that the actual model order was 6/6, the plots obtained using $elis$ were then examined. The plots with orders 4/4 and 6/6, are illustrated in Figures 9.11 and 9.12 respectively. Comparing these, it can be seen that the model order 4/4 is the more suitable one, since there is no particular reason to have an extra peak in the gain response. From the zero-pole plot in Figure 9.12, there is a pair of complex zeros at $0.948 \pm j0.314$ and a pair of complex poles at the same position (true to three significant figures). The correlations between their real parts and their imaginary parts were 0.997 and 0.998 respectively. These were large enough for the pairs to be excluded from the final model. The standard deviations of the zeros and poles for order 4/4 were then investigated and found to be small.
Figure 9.11. Example 2: Plot obtained using *elis* with model order 4/4 for $L_2$.

Figure 9.12. Example 2: Plot obtained using *elis* with model order 6/6 for $L_2$. 
A final check was carried out using residual analysis. The plots of the normalised autocorrelation of the residuals $R_{ee}$ for model orders 2/2 and 4/4 are shown in Figure 9.13. With an order of 2/2, the values of $|R_{ee}|$ are quite large, with some noticeable peaks other than that at zero delay. When the order is increased to 4/4, $|R_{ee}|$ decreases. There is no further drop in $|R_{ee}|$ with further increase in model order. Therefore this again confirmed that 4/4 is indeed the best order for $L_2$. Its narrow shape at lag zero suggests that the errors were uncorrelated (except at this lag) and hence, there was no undermodelling. There was also no nonlinear distortion caused by higher order nonlinearities in this case since the nonlinearity was strictly quadratic, and this had been taken into account in the simulation. The small values of $|R_{ee}|$ indicate that the correct model had been identified.

![Figure 9.13. Example 2: Normalised autocorrelation of residuals for model orders 2/2 (dashed line) and 4/4 (solid line) for $L_2$. The plots for model orders above 4/4 were very similar to that for 4/4.](image)

The values of zeros and poles of the z-transfer function estimates are given in Table 9.8. (The time constants are not given since some of the dynamics are underdamped.) Comparing the actual values with their estimates, it can be seen that the estimated poles
are reasonably close to the true ones. However, the estimated zeros are very far from the actual values. This is because the frequencies used in the estimation were much lower than the Nyquist frequency, resulting in the fact that no information of the frequency response was available at the frequencies close to the Nyquist frequency. The zeros were therefore placed by elis to achieve maximum effect in the frequencies of interest. It is also worth noting that while the actual order for $L_2$ is 6/6, there are two pairs of zeros and poles which are very close together which can be omitted. This is consistent with the analysis carried out when selecting the best order model.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Actual</th>
<th>No noise</th>
<th>With noise</th>
<th>With distortion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zeros of $L_1$</td>
<td>-1.000</td>
<td>0.687+j0.245</td>
<td>0.706+j0.223</td>
<td>0.668+j0.250</td>
</tr>
<tr>
<td></td>
<td>-1.000</td>
<td>0.687- j0.245</td>
<td>0.706- j0.223</td>
<td>0.668- j0.250</td>
</tr>
<tr>
<td></td>
<td>-1.000</td>
<td>1.212+j0.447</td>
<td>1.187+j0.402</td>
<td>1.219+j0.467</td>
</tr>
<tr>
<td></td>
<td>-1.000</td>
<td>1.212- j0.447</td>
<td>1.187- j0.402</td>
<td>1.219- j0.467</td>
</tr>
<tr>
<td>Poles of $L_1$</td>
<td>0.939+j0.285</td>
<td>0.938+j0.283</td>
<td>0.937+j0.282</td>
<td>0.938+j0.284</td>
</tr>
<tr>
<td></td>
<td>0.939- j0.285</td>
<td>0.938- j0.283</td>
<td>0.937- j0.282</td>
<td>0.938- j0.284</td>
</tr>
<tr>
<td></td>
<td>0.947+j0.117</td>
<td>0.948+j0.117</td>
<td>0.948+j0.116</td>
<td>0.948+j0.117</td>
</tr>
<tr>
<td></td>
<td>0.947- j0.117</td>
<td>0.948- j0.117</td>
<td>0.948- j0.116</td>
<td>0.948- j0.117</td>
</tr>
<tr>
<td>Zeros of $L_2$</td>
<td>-1.000</td>
<td>0.518+j0.566</td>
<td>0.514+j0.567</td>
<td>0.529+j0.554</td>
</tr>
<tr>
<td></td>
<td>-1.000</td>
<td>0.518- j0.566</td>
<td>0.514- j0.567</td>
<td>0.529- j0.554</td>
</tr>
<tr>
<td></td>
<td>-1.000</td>
<td>2.504</td>
<td>2.445</td>
<td>2.504</td>
</tr>
<tr>
<td></td>
<td>1.000</td>
<td>1.004</td>
<td>1.004</td>
<td>1.004</td>
</tr>
<tr>
<td></td>
<td>1.000</td>
<td>1.004</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.000</td>
<td>1.004</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Poles of $L_2$</td>
<td>0.770+j0.497</td>
<td>0.778+j0.502</td>
<td>0.777+j0.503</td>
<td>0.778+j0.500</td>
</tr>
<tr>
<td></td>
<td>0.770- j0.497</td>
<td>0.778- j0.502</td>
<td>0.777- j0.503</td>
<td>0.778- j0.500</td>
</tr>
<tr>
<td></td>
<td>0.845</td>
<td>0.840</td>
<td>0.842</td>
<td>0.839</td>
</tr>
<tr>
<td></td>
<td>0.976</td>
<td>0.979</td>
<td>0.979</td>
<td>0.979</td>
</tr>
<tr>
<td></td>
<td>0.999+j0.007</td>
<td>0.999- j0.007</td>
<td>0.999- j0.007</td>
<td></td>
</tr>
</tbody>
</table>

Table 9.8. Example 2: Estimated zeros and poles of $L_1$ and $L_2$. 
It is also interesting to compare the results obtained for all the three cases examined (those without noise and distortion, with noise only, and with distortion only). There is a close match between these which again shows that the fitting of a parametric transfer function smoothes the effects of noise and input distortion as was found earlier in Section 9.6.1.

9.7 Conclusions

In this chapter, a new technique for identifying the linear subsystems of a Wiener-Hammerstein model was proposed. The underlying concept of this technique is the separation of the linear dynamics of the two linear subsystems through the symmetry properties of the second order Volterra kernel. The assumption of linearity between the measured points in the frequency domain is then used to calculate the linear dynamics of the linear subsystems by means of linear interpolation. This method was applied to two systems with different complexity and proven to give reasonably accurate estimates of the frequency responses in both cases. In one of the examples, the assumption of linearity was clearly violated in the gain response, and yet the technique remained robust. This was also true when noise and input distortion were added into the simulations.

The criteria for model selection were also investigated. The undesirable situations of undermodelling and overmodelling can be detected using statistical indicators, analysis of zeros and poles, analysis of frequency domain residuals by means of their normalised autocorrelation function, or a combination of these. Selecting a good model was found to be the main prerequisite to obtaining an accurate estimate of the transfer function from the nonparametric frequency response calculated using LIFRED. It was also shown that the fitting of a parametric transfer function smoothes the effects of noise and distortion.
Chapter 10

Extension of LIFRED to the Identification of Wiener-Hammerstein Models with Cubic Nonlinearity
10.1 Introduction

Identification of third order Volterra kernels of block-oriented models is a subject which has not been vigorously studied. There are papers on the subject, for example [140, 148, 162], but these are far fewer in number than those on the identification of second order kernels of these models. (The above topic is also considered in [59, 163, 164], but not specifically applied to block-oriented models.) The main reason is that the added dimension of the third order kernel makes analysis much more complicated and it is also difficult to present information visually. In this chapter, the identification using LIFRED (proposed in Chapter 9 for Wiener-Hammerstein models with quadratic nonlinearity) is extended to identify such models consisting of a cubic nonlinearity. The modifications to the algorithm are discussed and a simulation example is presented to illustrate the applicability of the method.

10.2 Modifications to the LIFRED Algorithm

10.2.1 Signal Design

The third order Volterra kernel of a Wiener-Hammerstein model, modified from the second order kernel in (9.4) and (9.5), is given by

\[ |H_3(s_1, s_2, s_3)| = |L_1(s_1)| |L_2(s_2)| |L_1(s_2)| |L_2(s_1 + s_2 + s_3)| \]

(10.1)

\[ \angle H_3(s_1, s_2, s_3) = \angle L_1(s_1) + \angle L_1(s_2) + \angle L_1(s_3) + \angle L_2(s_1 + s_2 + s_3) \]

(10.2)

where \( L_1 \) and \( L_2 \) are the linear kernels of the first and second linear subsystems respectively. In order to extract this kernel from a perturbation test, good signal design is of great importance. To avoid Type II distortions [149, 150], a NID multisine [149] should be used. The signal would theoretically be more sparse than that used to identify the second order Volterra kernel since the number of possible contributions of the input frequencies is larger for a cubic nonlinearity compared with a quadratic nonlinearity. Also Type I contributions from points in the third order kernel where the frequencies
$f_i = -f_2$ or $f_i = -f_3$ or $f_2 = -f_3$ will fall at the input frequencies and hence cannot be separately measured [140].

In this chapter, a signal which consists of only odd harmonics is used, as was done in Chapter 9. This ensures that the measurement points of the third order kernel will not be corrupted by even order nonlinearities. The signal used, which was designed in [140] using an efficient search algorithm, is

$$f_v = [241 \ 451 \ 663 \ 877 \ 1095 \ 1319 \ 1581 \ 1817 \ 2109 \ 2347] \quad (10.3)$$

It should be noted that the measurement of the third order Volterra kernel is much more sensitive to the effects of input signal distortion compared with the second order kernel. This is due to the fact that the number of possible combinations of the input frequencies increases approximately at the rate $F^n$, where $F$ is the number of harmonics in the input signal and $n$ is the order of the kernel. It should be stressed that this is not a weakness of the LIFRED method. Rather, it is a problem associated with the use of NID multisines for the measurement of the third order Volterra kernel, if input signal distortion could not be avoided. However, such problems are not encountered in a purely digital system, since the NID multisines can be exactly realised.

It is again assumed that the approximate bandwidths of the linear subsystems are known a priori, and that the power at the estimation lines are large enough to negate the effects of noise.

### 10.2.2 Calculation of the Frequency Response Gain of the Second Linear Subsystem

From equation (10.1), the gain at the output of the system is

$$|Z(s_1 + s_2 + s_3)| = |L_1(s_1)||L_1(s_2)||L_1(s_3)||L_2(s_1 + s_2 + s_3)||U(s_1)||U(s_2)||U(s_3)|$$

(10.4A)
10.2 Modifications to the LIFRED Algorithm

\[ |Z(s_1 + s_2 - s_3)| = |L_1(s_1)| |L_3(s_2)| |L_1(-s_3)| |L_2(s_1 + s_2 - s_3)| |U(s_1)| |U(s_2)| |U(-s_3)| \]

(10.4B)

\[ |Z(s_1 - s_2 + s_3)| = |L_1(s_1)| |L_3(-s_2)| |L_1(s_3)| |L_2(s_1 - s_2 + s_3)| |U(s_1)| |U(-s_2)| |U(s_3)| \]

(10.4C)

\[ |Z(s_1 - s_2 - s_3)| = |L_1(s_1)| |L_3(-s_2)| |L_1(-s_3)| |L_2(s_1 - s_2 - s_3)| |U(s_1)| |U(-s_2)| |U(-s_3)| \]

(10.4D)

Using the symmetry property, \(|L_1(s_2)| = |L_1(-s_2)|, |L_1(s_3)| = |L_1(-s_3)|, |U(s_2)| = |U(-s_2)| and |U(s_3)| = |U(-s_3)|. Hence, equation (9.8) now becomes

\[ \frac{|Z(s_1 + s_2 + s_3)|}{|Z(s_1 - s_2 - s_3)|} = \frac{|L_2(s_1 + s_2 + s_3)|}{|L_2(s_1 - s_2 - s_3)|} \]

(10.5A)

\[ \frac{|Z(s_1 + s_2 - s_3)|}{|Z(s_1 - s_2 + s_3)|} = \frac{|L_2(s_1 + s_2 - s_3)|}{|L_2(s_1 - s_2 + s_3)|} \]

(10.5B)

\[ \frac{|Z(s_1 - s_2 + s_3)|}{|Z(s_1 - s_2 - s_3)|} = \frac{|L_2(s_1 - s_2 + s_3)|}{|L_2(s_1 - s_2 - s_3)|} \]

(10.5C)

Three different attenuation ratios \(\alpha_1, \alpha_2\) and \(\alpha_3\) can then be defined for equations (10.5). In the actual program written, the smallest of the harmonics \(|s_1 + s_2 - s_3|, |s_1 - s_2 + s_3|\) and \(|s_1 - s_2 - s_3|\) is used in the denominators of equations (10.5). This harmonic will be stored in a vector called \(\text{minus}\). (Note that \(|s_1 + s_2 + s_3|\) is definitely larger than the above three harmonics.) The three remaining harmonics are stored in the vectors \(\text{plus1}, \text{plus2}\) and \(\text{plus3}\). Therefore, the attenuation ratios are differently defined for different sets of harmonics \(s_1, s_2\) and \(s_3\), with \(\alpha_1\) linking \(\text{minus}\) and \(\text{plus1}\), \(\alpha_2\) linking \(\text{minus}\) and \(\text{plus2}\), and \(\alpha_3\) linking \(\text{minus}\) and \(\text{plus3}\).

The values of \(\alpha_1, \alpha_2\) and \(\alpha_3\) are calculated for all possible combinations of the input frequencies where \(f_1 \neq f_2 \neq f_3\). For an input signal with \(F\) harmonics, this results in \((F^3 - 3F^2 + 2F)/6\) sets of \(\alpha_1, \alpha_2\) and \(\alpha_3\). (There are \(F\) different choices for the first
harmonic, $F-1$ choices for the second harmonic and $F-2$ choices for the third harmonic. There are also six different ways to combine these three harmonics, resulting in a factor of six in the denominator.) All the entries in $\text{minus}$ are then arranged in an increasing order. Likewise, the entries in $\text{plus}1$, $\text{plus}2$ and $\text{plus}3$ are reordered according to the order in $\text{minus}$.

In the interpolation algorithm, the first entry in $\text{minus}$ according to the new order is set to unity. Next, the gains at $\text{plus}1(1)$, $\text{plus}2(1)$ and $\text{plus}3(1)$ are calculated using $\text{minus}(1)$, and $\alpha_1(1)$, $\alpha_2(1)$ and $\alpha_3(1)$. (The nomenclature used here is slightly different from that used in Chapter 9 because there are now three different attenuation ratios being considered (instead of only one in Chapter 9). In the present chapter, the number in the bracket denotes the $k$th element of a vector.) The gain at $\text{minus}(2)$ is then estimated using linear interpolation between the two closest points to its left and right, which have already been estimated. $\text{plus}1(2)$, $\text{plus}2(2)$ and $\text{plus}3(2)$ are calculated using $\text{minus}(2)$, and $\alpha_1(2)$, $\alpha_2(2)$ and $\alpha_3(2)$. This continues until the gains at all the estimation lines are calculated. The program flow is similar to that in Chapter 9 and is therefore not summarised again here.

It should be noted that the algorithm attempts to estimate the lower frequencies first because the estimation lines are closer at these frequencies resulting in better accuracy using linear interpolation. Furthermore, most practical systems are lowpass which means that the measurement at lower frequencies is likely to be more accurate, and hence, the gain at these frequencies should be first calculated to ensure greater overall accuracy.

**10.2.3 Calculation of the Frequency Response Gain of the First Linear Subsystem**

When $s_1 = s_2 = s_3 = s$, (10.4A) can be written as

$$|Z(3s)| = |L_1(s)|^3, |L_2(3s)|, |U(s)|^3$$

(10.6)
The values of \(|L_2(3s)|\) (except that with \(s\) equal to the highest and second highest harmonics) can be easily calculated by linear interpolation on the frequency response gain curve obtained using the procedure given in Section 10.2.2. The gain of \(L_1\) is estimated using

\[
|L_1(s)| = \frac{1}{|U(s)|} \sqrt{\frac{|Z(3s)|}{|L_2(3s)|}}
\] (10.7)

However, the gains of \(L_1\) at the highest and second highest harmonics have to be calculated using (10.4A), where \(s_1\) and \(s_2\) are set equal to the lowest and second lowest harmonics respectively, and \(s_3\) is set equal to the harmonic at which the gain is to be calculated. Otherwise, these will have to be estimated through linear extrapolation, which may be much less accurate in the presence of noise.

### 10.2.4 Simultaneous Calculation of the Frequency Response Phases of the First and Second Linear Subsystems

For a third order kernel, equations (9.11) (for a second order kernel) can be extended to

\[
\angle Z(|s_1 + s_2 + s_3|) = \angle L_1(s_1) + \angle L_1(s_2) + \angle L_1(s_3) + \angle L_2(|s_1 + s_2 + s_3|) + \angle U(s_1) + \angle U(s_2) + \angle U(s_3)
\] (10.8A)

\[
\angle Z(|s_1 + s_2 - s_3|) = \angle L_1(s_1) + \angle L_1(s_2) - \angle L_1(s_3) + \angle L_2(|s_1 + s_2 - s_3|) + \angle U(s_1) + \angle U(s_2) - \angle U(s_3)
\] (10.8B)

\[
\angle Z(|s_1 - s_2 + s_3|) = \angle L_1(s_1) - \angle L_1(s_2) + \angle L_1(s_3) + \angle L_2(|s_1 - s_2 + s_3|) + \angle U(s_1) - \angle U(s_2) + \angle U(s_3)
\] (10.8C)

\[
\angle Z(|s_1 - s_2 - s_3|) = \angle L_1(s_1) - \angle L_1(s_2) - \angle L_1(s_3) + \angle L_2(|s_1 - s_2 - s_3|) + \angle U(s_1) - \angle U(s_2) - \angle U(s_3)
\] (10.8D)
10.2 Modifications to the LIFRED Algorithm

Subtracting (10.8B) from (10.8A), and (10.8D) from (10.8C)

\[
\angle L_2\left(\left|s_1 + s_2 + s_3\right|\right) - \angle L_2\left(\left|s_1 + s_2 - s_3\right|\right) = \angle Z\left(\left|s_1 + s_2 + s_3\right|\right) - \angle Z\left(\left|s_1 + s_2 - s_3\right|\right) - 2\angle L_1(s_3) - \angle 2U(s_1)
\]

\[
= \gamma_1 \quad (10.9A)
\]

\[
\angle L_2\left(\left|s_1 - s_2 + s_3\right|\right) - \angle L_2\left(\left|s_1 - s_2 - s_3\right|\right) = \angle Z\left(\left|s_1 - s_2 + s_3\right|\right) - \angle Z\left(\left|s_1 - s_2 - s_3\right|\right) - 2\angle L_1(s_3) - \angle 2U(s_1)
\]

\[
= \gamma_2 \quad (10.9B)
\]

where \(\gamma_1\) and \(\gamma_2\) are defined as the difference terms. It is possible to form three difference equations from (10.8) with another one relating \(\gamma_1\) to \(\gamma_2\). However this is not done since this will require either \(\angle L_1(s_1)\) or \(\angle L_1(s_2)\) to be known. Another point which needs careful consideration is that the harmonics \((s_1 + s_2 - s_3)\), \((s_1 - s_2 + s_3)\) and \((s_1 - s_2 - s_3)\) may be positive or negative and the corresponding signs of \(\angle Z\) and \(\angle L_2\) will have to be set accordingly. (Note that \((s_1 + s_2 + s_3)\) is always positive since only the positive harmonic numbers are considered. However, a modulus sign is still placed around it for the sake of consistency.) This means that \(\gamma_1\) and \(\gamma_2\) are differently defined for each set of \(s_1, s_2\) and \(s_3\). In some cases, these relate to the addition of two phases instead of the subtraction of one phase from the other. (Despite the above, these are still termed difference terms in order to stress the relation between these and \(\gamma\) in Chapter 9.)

The program used is very similar to that in Section 9.4.4 and therefore only the main modifications will be described here. The term \(\angle L_1(s_3)\) with \(s_3\) set to the lowest harmonic in the input is assigned an arbitrary value \(\phi\) since the overall delay in the Wiener-Hammerstein model can be equally well attributed to the linear subsystems \(L_1\) and \(L_2\). This is in contrast to first assigning the phase at the third lowest harmonic in Section 9.4.4. This is because the third harmonic in (10.3) is quite large and it is preferable not to interpolate between this and the phase at dc. This means that the phase of the first linear subsystem at dc does not need to be known \textit{a priori} (unlike in
Chapter 9). The values of $\angle L_2(s_1 + s_2 + s_3)$, $\angle L_2(s_1 + s_2 - s_3)$, $\angle L_2(s_1 - s_2 + s_3)$ and $\angle L_2(s_1 - s_2 - s_3)$ (with $s_3$ still set to the lowest harmonic) are estimated using a combination of linear interpolation and solving (10.9).

When this is done, the values of $\angle L_1(s_3)$ with $s_3$ set to the second, third and fourth lowest harmonics are solved simultaneously using (10.8A). All the rest of the phases of $L_1$ can then be estimated, again using (10.8A), and this completes the estimation of all the phases of $L_1$.

It is interesting to note that the phases at the remaining estimation lines of $L_2$ can be calculated directly using (10.8). There is also an option of doing this by linear interpolation. In the simulation in Section 10.3, the former was used in order to illustrate its effectiveness. (The latter was used in Section 9.6 and was already proven to work.) This will thus show that both methods work. It should be stressed that the technique using LIFRED is very flexible and many options are available regarding the choice of input harmonics, the sequence of estimation and the different estimation methods. This is an added advantage of using LIFRED.

10.3 Simulation Example

A simulation example was carried out where the first linear subsystem $L_1$ is a second order Chebyshev filter with 3dB of ripple in the passband and a cut-off frequency of 0.1 Hz. $L_2$ is a third order Chebyshev filter with 2dB of ripple in the passband and a cut-off frequency of 0.3 Hz. The input signal is a multisine of length $N = 16384$ with the harmonics given in (10.3). The sampling frequency was set at 1 Hz. The highest estimation lines used in estimating $L_1$ and $L_2$ were placed at 0.143 Hz and 0.430 Hz respectively. This gave sufficient excitation in the passbands of both $L_1$ and $L_2$.

The experiment was repeated with band-limited white noise added to the system output. The signal-to-noise ratio was approximately 30dB at the frequency band of interest.
It is worth noting that only an approximate knowledge of the bandwidths of the linear subsystems is required \textit{a priori}. It may also pose a problem if the bandwidth of $L_2$ is very different from three times that of $L_1$ because then it is very difficult to set a sampling frequency which gives sufficient excitation in the passbands of both $L_1$ and $L_2$. In particular, if the bandwidth of $L_1$ is very much smaller than that of $L_2$, the signal power will be very much attenuated after passing through $L_1$, hence resulting in a low accuracy in the estimates of $L_2$. When the frequency response of $L_1$ is subsequently estimated from that of $L_2$, it will also have poor accuracy. The way to overcome this is to increase the signal power. However, it may or may not be practical depending on the specific application.

The third order Volterra kernels at $Y$ and $Z$ (in Figure 9.1(c)) are illustrated as volumetric slice plots (with the slice positions at $f_1 = f_2 = f_3 = 0$) in Figures 10.1 and 10.2 respectively. The symmetry property may be seen from these graphs. The frequency response of the linear subsystems $L_1$ and $L_2$ are shown in Figures 10.3 and 10.4 respectively.

It can be seen from Figures 10.3 and 10.4 that the estimates obtained without noise are extremely accurate, while those obtained in the presence of noise are still very good. This confirms the usefulness of the LIFRED technique. It is also clear from the above figures that the frequency response estimate of $L_1$ is more accurate than that of $L_2$. This is consistent with the statistical values of the errors $E$ and $E_5$ as defined in Section 9.6.1, and which are tabulated in Table 10.1.

<table>
<thead>
<tr>
<th>Error estimates</th>
<th>No noise</th>
<th>With noise</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E$ for $L_1$</td>
<td>$9.05 \times 10^{-4}$</td>
<td>$3.01 \times 10^{-2}$</td>
</tr>
<tr>
<td>$E_5$ for $L_1$</td>
<td>$1.05 \times 10^{-5}$</td>
<td>$1.16 \times 10^{-3}$</td>
</tr>
<tr>
<td>$E$ for $L_2$</td>
<td>$2.22 \times 10^{-3}$</td>
<td>$5.23 \times 10^{-2}$</td>
</tr>
<tr>
<td>$E_5$ for $L_2$</td>
<td>$5.61 \times 10^{-6}$</td>
<td>$3.98 \times 10^{-3}$</td>
</tr>
</tbody>
</table>

Table 10.1. Values of $E$ and $E_5$ for $L_1$ and $L_2$. 

Figure 10.1. Third order Volterra kernel at $Y$.

Figure 10.2. Third order Volterra kernel at $Z$. 
Figure 10.3. Frequency response gain (top) and phase (bottom) of $L_1$. Solid line: Actual values; Circles: Estimates obtained without noise; Plusses: Estimates obtained with noise.
Figure 10.4. Frequency response gain (top) and phase (bottom) of $L_2$. Solid line: Actual values; Circles: Estimates obtained without noise; Plusses: Estimates obtained with noise.
The next step in the identification process was to obtain a parametric transfer function from the nonparametric frequency response. The statistical indicators discussed in Section 9.5.2.1 were used to select the best model order, in terms of the model accuracy and complexity. In the following analysis, the noise-free case was considered. Similar results could be obtained for the noisy case. The values for the indicators are given in Table 10.2 for the model orders considered for the linear subsystem $L_1$.

<table>
<thead>
<tr>
<th>Model order</th>
<th>0/1</th>
<th>1/1</th>
<th>1/2</th>
<th>2/2</th>
<th>2/3</th>
<th>3/3</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K$</td>
<td>1.39\times10^7</td>
<td>6.01\times10^6</td>
<td>2.03\times10^4</td>
<td>17.0</td>
<td>16.5</td>
<td>16.9</td>
</tr>
<tr>
<td>$K_{\text{min}}$</td>
<td>9.00</td>
<td>8.50</td>
<td>8.00</td>
<td>7.50</td>
<td>7.00</td>
<td>6.50</td>
</tr>
<tr>
<td>$h_{\text{mean}}$</td>
<td>0.455</td>
<td>0.299</td>
<td>0.017</td>
<td>3.76\times10^{-4}</td>
<td>3.77\times10^{-4}</td>
<td>3.93\times10^{-4}</td>
</tr>
<tr>
<td>$H_{\text{mean}}$</td>
<td>0.555</td>
<td>0.682</td>
<td>0.717</td>
<td>0.715</td>
<td>0.715</td>
<td>0.715</td>
</tr>
</tbody>
</table>

Table 10.2. Statistical indicators for different model orders for $L_1$.

From Table 10.2, it can be seen that the values of the cost function $K$ and the approximate mean model error $h_{\text{mean}}$ drop drastically when the model order is increased to 2/2. These values then stay almost constant with further increase in the model order. Also, when the model order was set to 3/3, a zero-pole pair was formed at the position 1.054 in the z-plane, which was subsequently cancelled. Thus, it was concluded that the best model order for $L_1$ is 2/2. The graphical output from ELiS is shown in Figure 10.5.

For the subsystem $L_2$, the statistical indicators are given in Table 10.3. The cost function is seen to decrease significantly when the model order is increased to 3/3. The imaginary values for $h_{\text{mean}}$ obtained when using the model orders 3/3 and 4/4 was caused by the variance values being too large (see Section 9.5.2.1). However, no variance values were available from the experiment as no averaging was carried out. When a 4/4 model was fitted, a zero-pole pair was formed at position 0.991 in the z-plane, which was then cancelled. Therefore, the best model order was chosen as 3/3. The graphical output from ELiS is shown in Figure 10.6.
Figure 10.5. Plot obtained using elis with model order 2/2 for $L_1$.

<table>
<thead>
<tr>
<th>Model order</th>
<th>1/1</th>
<th>2/2</th>
<th>3/3</th>
<th>4/4</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K$</td>
<td>$4.86 \times 10^5$</td>
<td>$3.24 \times 10^5$</td>
<td>56.7</td>
<td>52.3</td>
</tr>
<tr>
<td>$K_{\text{min}}$</td>
<td>479</td>
<td>478</td>
<td>477</td>
<td>476</td>
</tr>
<tr>
<td>$h_{\text{mean}}$</td>
<td>0.203</td>
<td>0.166</td>
<td>0.0060j</td>
<td>0.0060j</td>
</tr>
<tr>
<td>$H_{\text{mean}}$</td>
<td>0.877</td>
<td>0.881</td>
<td>0.883</td>
<td>0.883</td>
</tr>
</tbody>
</table>

Table 10.3. Statistical indicators for different model orders for $L_2$.

Since the best model orders for both $L_1$ and $L_2$ were clear from the above analysis, no further investigation was needed in this aspect. Also, it should be noted that these are in fact the correct model orders for the two linear subsystems. The parametric transfer functions were estimated using elis and the results obtained are shown in Table 10.4.
Figure 10.6. Plot obtained using *elis* with model order 3/3 for $L_2$.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Actual</th>
<th>No noise</th>
<th>With noise</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Zeros of $L_1$</strong></td>
<td>-1.000</td>
<td>-1.084</td>
<td>-1.836</td>
</tr>
<tr>
<td></td>
<td>-1.000</td>
<td>-0.927</td>
<td>-0.438</td>
</tr>
<tr>
<td><strong>Poles of $L_1$</strong></td>
<td>0.720+j0.393</td>
<td>0.721+j0.393</td>
<td>0.717+j0.394</td>
</tr>
<tr>
<td></td>
<td>0.720-j0.393</td>
<td>0.721-j0.393</td>
<td>0.717-j0.394</td>
</tr>
<tr>
<td><strong>Zeros of $L_2$</strong></td>
<td>-1.000</td>
<td>-1.069+j0.155</td>
<td>-1.266+j0.540</td>
</tr>
<tr>
<td></td>
<td>-1.000</td>
<td>-1.069-j0.155</td>
<td>-1.266-j0.540</td>
</tr>
<tr>
<td></td>
<td>-1.000</td>
<td>-0.851</td>
<td>-0.595</td>
</tr>
<tr>
<td><strong>Poles of $L_2$</strong></td>
<td>-0.213+j0.798</td>
<td>-0.213+j0.798</td>
<td>-0.213+j0.792</td>
</tr>
<tr>
<td></td>
<td>-0.213-j0.798</td>
<td>-0.213-j0.798</td>
<td>-0.213-j0.792</td>
</tr>
<tr>
<td></td>
<td>0.327</td>
<td>0.326</td>
<td>0.329</td>
</tr>
</tbody>
</table>

Table 10.4. Estimated zeros and poles of $L_1$ and $L_2$. 

Alg: svd, init: approximate maximum likelihood
Norm=1, delay fixed
From Table 10.4, the estimates obtained without noise are very accurate. For the case with noise added, the estimates of the poles are still reasonably accurate. However, the above is untrue for the values of the zeros. This is because the input signal excites a certain frequency band instead of the whole frequency spectrum. The zeros were therefore placed to give a better characterisation of the system at the frequencies of interest.

10.4 Estimation using Lines Distorted by Type I Distortion

In [140], it is shown that Type I contributions cause distortions in the third order kernel where the frequencies $f_i = -f_2$ or $f_i = -f_3$ or $f_i = -f_5$ fall at the input frequencies and cannot be separately measured. These points are normally discarded and not used in the extraction of the frequency response of the linear subsystems. However, it will be now shown that these points can contribute to the estimation of the frequency response of $L_1$.

To avoid confusion with the previous sections in the chapter, the harmonics used will be represented using $f_{vk}$, with $k$ denoting the $k$th element of $f_{v}$ given in (10.3). Using the above notation,

\[
\begin{align*}
|Z(f_{v_1})| &= |L_1(f_{v_1})||L_2(f_{v_1})||L_1(f_{v_2})^2 + L_1(f_{v_2})^2 + \ldots + L_1(f_{v_{10}})^2||U(f_{v})|^3 \\
|Z(f_{v_2})| &= |L_1(f_{v_2})||L_2(f_{v_2})||L_1(f_{v_1})^2 + L_1(f_{v_1})^2 + \ldots + L_1(f_{v_{10}})^2||U(f_{v})|^3 \\
&\quad \ldots \\
|Z(f_{v_{10}})| &= |L_1(f_{v_{10}})||L_2(f_{v_{10}})||L_1(f_{v_1})^2 + L_1(f_{v_2})^2 + \ldots + L_1(f_{v_{10}})^2||U(f_{v})|^3
\end{align*}
\]  

(10.10)

Hence

\[
\begin{align*}
|l_{v_{11}}(f_{v_1})| &= |L_1(f_{v_1})||L_1(f_{v_1})^2 + L_1(f_{v_2})^2 + \ldots + L_1(f_{v_{10}})^2| = |Z(f_{v_1})| / (|L_2(f_{v_1})| |U(f_{v})|^3) \\
|l_{v_{12}}(f_{v_2})| &= |L_1(f_{v_2})||L_1(f_{v_2})^2 + L_1(f_{v_1})^2 + \ldots + L_1(f_{v_{10}})^2| = |Z(f_{v_2})| / (|L_2(f_{v_2})| |U(f_{v})|^3) \\
&\quad \ldots \\
|l_{v_{10}}(f_{v_{10}})| &= |L_1(f_{v_{10}})||L_1(f_{v_1})^2 + L_1(f_{v_2})^2 + \ldots + L_1(f_{v_{10}})^2| = |Z(f_{v_{10}})| / (|L_2(f_{v_{10}})| |U(f_{v})|^3)
\end{align*}
\]  

(10.11)
From (10.11), the values of $|L_1|$ are directly proportional to that of $|L_{init}|$ and therefore they are first set equal to $|L_{init}|$. They are then scaled such that

$$|L_1(f_{v_1})|/|L_{init}(f_{v_1})|^2 + L_1(f_{v_2})^2 + ... + L_1(f_{v_{10}})^2 = |L_{init}(f_{v_1})|$$

(10.12)

The values of $|L_1|$ obtained using the above method for the system considered in Section 10.3 are plotted in Figure 10.7. Unfortunately, a similar method could not be applied to calculate the phase because the input multisine signal does not have a constant phase. The values of the error are tabulated in Table 10.5.

![Figure 10.7](image)

**Figure 10.7.** Frequency response gain of $L_1$ obtained from the distorted estimation lines. Solid line: Actual values; Circles: Estimates obtained without noise; Plusses: Estimates obtained with noise.

<table>
<thead>
<tr>
<th>Error estimates</th>
<th>No noise</th>
<th>With noise</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E$ for $L_1$</td>
<td>$1.45 \times 10^{-2}$</td>
<td>$2.09 \times 10^{-2}$</td>
</tr>
<tr>
<td>$E_S$ for $L_1$</td>
<td>$2.90 \times 10^{-4}$</td>
<td>$1.03 \times 10^{-3}$</td>
</tr>
</tbody>
</table>

Table 10.5. Values of $E$ and $E_S$ for $L_1$ with the gain calculated from the estimation lines distorted by Type I distortion.
Comparing Table 10.1 with Table 10.5, it can be seen that the error is larger using the method just introduced. Despite this, the error is smaller than that in Table 10.1 in the presence of noise. (This is not obvious from Figure 10.7 if compared with Figure 10.3. However, the plots should be read in conjunction with that of the phase.) A possible explanation could be that the estimation lines have a much larger amplitude than those used in Section 10.3, due to several different combinations of the input harmonics. The discrete Fourier transform magnitude of the output (Z in Figure 9.1(c)) is illustrated in Figure 10.8. The larger amplitude of the estimation lines described above can be clearly seen in this figure.

As a final step, the parametric transfer function of $L_1$ was calculated and results obtained are tabulated in Table 10.6. From this table, it can be seen that the estimates are in fact less accurate than those in Table 10.4. This shows that there is a complicated relationship between the error obtained in the frequency response and that obtained in the transfer function. There is therefore no clear indication of which test frequencies should be used in the estimation of the gain response of $L_1$.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Actual</th>
<th>No noise</th>
<th>With noise</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zeros of $L_1$</td>
<td>-1.000</td>
<td>-1.921</td>
<td>-2.473</td>
</tr>
<tr>
<td></td>
<td>-1.000</td>
<td>-0.622</td>
<td>-0.563</td>
</tr>
<tr>
<td>Poles of $L_1$</td>
<td>0.720+j0.393</td>
<td>0.713+j0.393</td>
<td>0.709+j0.395</td>
</tr>
<tr>
<td></td>
<td>0.720- j0.393</td>
<td>0.713- j0.393</td>
<td>0.709- j0.395</td>
</tr>
</tbody>
</table>

Table 10.6. Estimated zeros and poles of $L_1$ with the gain of $L_1$ estimated using the estimation lines corrupted with Type I distortion.

It should be also noted that the nonlinear block will introduce a scaling gain factor into the system. In the simulations conducted in this chapter (and in Chapter 9), the scaling factor has been set to unity. This is also assumed in all the equations given, in order to reduce the complexity involved. However, a non-unity scaling factor can be easily removed provided its value is known. This does not pose any problem since the information on the nonlinear block is assumed to be known a priori.
In this chapter, the technique of LIFRED was extended from the second order Volterra kernel (in Chapter 9) to the third order kernel. The analysis is more complicated in the third order case but the basic ideas are very similar. A simulation example was conducted to illustrate the applicability of the method. High accuracy was achieved even in the presence of noise. However, unlike in the second order case, input distortion causes a major problem in the measurement of the third order kernel. This is because the number of possible combination of input harmonics which will result in a contribution at a particular harmonic in the output increases rapidly with the order of the kernel. This is in fact a measurement problem associated with the use of NID multisines and it affects any measurement and estimation technique that requires the use of such an input perturbation signal.
Model selection was carried out after the frequency response of the linear subsystems were obtained. For both these subsystems, the best model orders were correctly identified using values of the cost function and the approximate mean model error. The parametric transfer functions were then obtained using ELiS in the Frequency Domain System Identification Toolbox.

It is shown in this chapter that the estimation lines which are normally discarded due to Type I distortion could be used to estimate the gain of the first linear subsystem. This may be advantageous if the system is very noisy. The reason for this is that these estimation lines have a larger magnitude due to the contributions of several different combinations of the input harmonics. Hence, they are less susceptible to the effects of noise. However, it is also shown that a smaller error in the estimates of the frequency response does not necessarily result in a smaller error in the estimates of the transfer function.
Chapter 11

Conclusions
In the thesis, many aspects of system identification have been considered, with numerous application examples. Indeed, the main aim of the thesis was to investigate and hence promote the best practices in system identification. The importance of the above cannot be overstated as the application of identification increases rapidly, not only in engineering but also in other scientific areas such as physics, chemistry and biology. The reason for this is that identification allows complex real processes to be simplified considerably, while retaining their important static and dynamic characteristics.

Having said that, identification is not an ‘easy’ task and only a well designed identification experiment will yield accurate knowledge of the system under consideration. In this thesis, the main areas in identification, which are the experimental design, model construction and parameter estimation were investigated. It was hoped that the results of this study would promote the best practices in the general framework of identification.

The main conclusions from the four sub-sections of the thesis will now be discussed in turn. These are periodic perturbation signal design, processes with direction-dependent dynamics, autotune control of processes with significant dead time and the identification of Wiener-Hammerstein models. Indications to areas of future research will be given where appropriate.

11.1 Periodic Perturbation Signal Design

The many advantages of periodic perturbation signals have been long known and well documented in the literature. In Chapter 2, the design of binary and multi-level pseudo-random signals were considered. For a linear system and a nonlinear system with a Wiener structure, a binary signal is persistently exciting, and should be used when possible because it has maximum signal power within amplitude constraints. It was shown that besides the well known MLB signals, there are other classes of binary or near-binary pseudo-random signals which have the same autocorrelation properties (or
nearly the same, for the case of near-binary signals) as the MLB signals. A MATLAB program was written to generate these classes of signal since it is useful to have at hand many different signals to choose from. This alleviates the problem of being restricted in terms of signal length due to the MLB signals having a possible length that increases approximately at a power by two. In particular, the QRB and QRT signals were found to have many more possible periods in which these signals are available.

For the identification of a nonlinear model with a Hammerstein structure, a binary signal is not persistently exciting. A multi-level signal must be used and the design of signals generated from a Galois field was investigated. It was found that the input-output relationship of the system can be described by a Vandermonde matrix, which greatly facilitates analysis. The importance of signal design can be clearly seen in this chapter and some measures of signal quality were also investigated, both for applications in linear and nonlinear systems. In general, it is desirable to maximise the signal power at the specified harmonics within amplitude constraints and minimise the sensitivity of the system with respect to noise, bearing in mind that persistent excitation is a requirement, not an added advantage.

11.2 Processes with Direction-dependent Dynamics

The pseudo-random signals designed in Chapter 2 and multisine signals were applied to the detection of direction-dependent dynamics in processes. It was found that only signals based on maximum length sequences give coherent patterns in the input-output crosscorrelation function due to shift-and-add and shift-and-subtract properties. The positions of the coherent peaks depend on the actual signal used, and not only on the signal length. Some signals have these peaks further away from the main linear peak thus making their detection much easier. This emphasised the need to have many choices of signals, even those within the same class, as was stated in the previous section. It was also interesting to find that such patterns are not present in either the gain or phase of the frequency response. It was concluded that the MLB signal is the best class of signal to use for the detection of the departure from linearity, since in this case,
11.2 Processes with Direction-dependent Dynamics

a binary signal is persistently exciting and it maximises the signal power within the specified peak-to-peak amplitude.

While an MLB signal should be used for the above purpose, the corresponding inverse-repeat signal should be applied to identify the combined linear dynamics of the system. This is because the use of an inverse-repeat signal allows odd and even order terms to be separated at the system output, thus making it possible to eliminate the effects of even order nonlinearities resulting in a higher accuracy and consistency of the estimates obtained. This clearly brought out the fact that the optimal perturbation signal is application dependent, and it depends on the purpose of the identification as much as on the process which it is applied to.

The estimation of the combined linear dynamics presented in Chapter 4 was conducted both in time and frequency domains, with the help of functions available in the System Identification Toolbox and the Frequency Domain System Identification Toolbox in MATLAB. It was found that for a first order process perturbed with a binary signal, the combined time constant is closer to that of the smaller time constant. However, theoretical results could not be obtained for second order processes, due to the direction of the output being not necessarily in the same direction as the input signal (assuming that the input signal levels are symmetrical about zero).

The possibility of deriving the theoretical expressions for the output and the input-output crosscorrelation function was further utilised in Chapter 5 where the modelling of such processes was undertaken. The nonlinear dynamics of the direction-dependent process was 'converted' into a static nonlinearity by modelling the process using a Wiener model. The parameters of the Wiener model were obtained using the Optimization Toolbox in MATLAB. This has wide applicability in the industry as a static nonlinearity is much easier to handle and more amenable to analysis. Further work is necessary in this area to find ways to extend the analysis to that for a first order process perturbed with a ternary signal, and a second (or higher) order process perturbed with a binary signal.
The modelling of direction-dependent dynamics using a neural network architecture was investigated in Chapter 6, in line with the growing popularity of neural networks. Research into the many different architectures has increased tremendously over the last decades amidst the believe that such networks can model many types of nonlinearities provided they are sufficiently trained and have sufficient number of neurons. Also, the approach has generated a lot of interest due to it being not so ‘mathematical’, with many of the parameters being ‘hidden’ within the network. Thus the aim of this chapter was to compare the performance of the neural network model with that of the Wiener model in trying to match the output of a direction-dependent process. It was found that both models have merits of their own, and the better model to use depends on the dynamics of the actual process and the perturbation signal applied.

An experiment on a real process was conducted using an electronic nose, where the direction-dependent characteristics were caused by the different adsorption and desorption rates of the chemical odour on the MOS sensor surface. The identification process was carried out from the detection of the departure from linearity to the identification of the combined linear dynamics to the modelling using the Wiener model and the neural network model. Thus, the ideas proposed in Chapters 3 to 6 were put to test on a real process and were found to work remarkably well. Interesting results were obtained throughout the experiment which proved the sound basis of the theoretical analysis given in these chapters.

In Chapter 7, the control of direction-dependent processes using the well known PID controller was investigated. In industry, the controller parameters are normally set according to the direction of the process output. Hence, two sets of controller parameters are needed for effective control of the process. However in this chapter, a single set of controller parameters tuned based on the combined linear dynamics of the process was used instead. The performance of the controller was studied and it showed the danger of not recognising the existence of such a departure from linearity. When the gains in the upward and downward directions are different, limit cycles may occur. A moving
averager was added in between the PID controller and the process to smooth the output of the controller in order to alleviate the problem.

11.3 Autotune Control of Processes with Significant Dead Time

In Chapter 8, the autotune control of processes with significant dead time was considered. It was shown that the identification using multisines allows the process to be identified in closed-loop. This has the advantage that it does not require interruption of normal closed-loop operation, in order to allow for a separate identification test. It is thus time-saving to identify the process in closed-loop. In addition, the parameters obtained in this manner will more closely resemble those in the intended operation of the process which is very desirable. A multisine signal which enables the user to completely specify the frequency spectrum is in this case a great blessing and this again shows the importance of signal design in every identification experiment.

In this chapter, the dead time was compensated using a Smith predictor. The parameters of the PI controller was set according to the model of the dead time free part of the process. A derivative term was not included as this slows down the transient response for a delay free process. (The dead time was already ‘taken out’ of the control loop by the Smith predictor.) The controller performance was compared between the above and a PI controller without Smith predictor (the derivative term is ineffective in the control of processes with long dead time), and that of the Dahlin controller. It was found that in general, the Smith predictor with PI control has the best overall performance. An experiment on a hot-air flow device, which was conducted using the Real-Time Windows Target in SIMULINK, verified the results obtained through simulation. In fact, the results were extremely interesting considering that the ratio of the dead time to the time constants of the process was less than unity. This shows that dead time compensation is useful even if the dead time is not all that significant (compared to the process dynamics). Also, due to the many different possible performance criteria for a
controller such as the step response, load disturbance rejection, settling time, robustness and control signal amplitude, there is scope for further research in this area.

11.4 Identification of Wiener-Hammerstein Models

Block-oriented models such as the Wiener, Hammerstein, Wiener-Hammerstein and the much less known Hammerstein-Wiener models are increasingly popular as alternatives to directly dealing with the Volterra series expansions for nonlinear systems. Even though these models are less complex, they are by no means simple. In Chapter 9, Wiener-Hammerstein models were considered, where effective identification methods were lacking, and most of them require long testing times and a huge computational burden. Thus in this chapter, the aim was to propose a novel technique which does not inherit the disadvantages mentioned above. This technique is based on the extraction of the symmetry properties of the Volterra kernel for a Wiener-Hammerstein structure with quadratic nonlinearity. The estimation of linear dynamics of the linear subsystems are carried out using linear interpolation. The method was shown to work well regardless of whether the frequency response gain and phase curves resemble a straight line, which is the implicit requirement for the use of linear interpolation. Also, the technique is robust to the presence of noise and input signal distortion.

The success of the technique proposed was partly due to the availability of a class of multisine signals with no interharmonic distortion. This class of signal possesses the useful property which allows the terms in the Volterra kernel to be separated. Hence, the importance of signal design was again highlighted here and this is true in any other application.

In most literature, the identification method is proposed for a nonlinear system with quadratic nonlinearity and is implicitly assumed to work for those with higher order nonlinearities. In Chapter 10, such an extension to a cubic nonlinearity was carried out and the modifications to the equations and programs used were clearly explained. A simulation example was also conducted. It was found that the technique is applicable
even under noisy conditions. Unfortunately, input signal distortion will cause problems due to the many possible combinations of the input harmonics. It was also shown that the method has a high flexibility, and the user has, at times, a wide choice regarding the sequence of harmonics to be estimated and the equations to use. The best choices for the above could not be stated definitely, as these would depend on the particular application. After all, many of the decisions made in an identification experiment are application dependent. However, it could be said that this is an interesting area which warrants further research. The use of other interpolation techniques, such as those based on splines could yield promising results.

11.5 Concluding Remarks

In the thesis, the many facets of system identification have been discussed, encompassing areas of experimental design, model construction and parameter estimation. The four main topics covered were periodic perturbation signal design, processes with direction-dependent dynamics, autotune control of processes with significant dead time and the identification of Wiener-Hammerstein models. Throughout the thesis, the importance that the identification design be tailored to the specific application was stressed and clearly brought out in the examples illustrated. The main aim of the thesis, which was to investigate and hence promote the best practices in system identification, was successfully achieved. Directions requiring further research were also given.
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Script File: \textit{prs\_perturbation}

% Programme to Generate Pseudo-random Perturbation Signals
% %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%  
% This programme allows the user to generate pseudo-random perturbation signals.
% These include binary and ternary signals.
% Two types of harmonic specifications are available:
%  1. All harmonics present
%  2. Even harmonics suppressed
%  
% Author: Ai Hui Tan
% Date last modified: 2/11/2001

continue_harmonics = 'y';
while continue_harmonics == 'y'
    choice = menu ('Choose a harmonic specification:','signals with no harmonics suppressed','signals with even harmonics suppressed');
    if choice == 1
        % all harmonics present
        prs_all_harmonics
    elseif choice == 2
        % even harmonics suppressed
        prs_odd_harmonics
    end
    continue_harmonics = 'a';
    while (continue_harmonics=='y') & (continue_harmonics=='n')
        continue_harmonics = input('Do you want a signal with a different harmonic specification? y/n [y];',s);
        if isempty(continue_harmonics)
            continue_harmonics = 'y';
        end
    end
end

Function files: These are arranged in alphabetical order.

\textit{function} Rxx = \textit{autocorrelation}(bitseries)

% Calculates the periodic autocorrelation for a given signal.
% % Rxx = autocorrelation(bitseries)
% % Input argument:
% % bitseries = Vector containing the amplitudes of the signal sequence

Appendix

Appendix
% Output argument:
% Rxx = Vector of the autocorrelation amplitude
%
% Algorithm:
% For the signal x(r) of length N with discrete Fourier transform X(k),
% the autocorrelation is calculated from the formula
%
% \[
% \text{autocorrelation}(r) = \sum_{k=0}^{N-1} X(k)X(k)^* \exp(2\pi i k r/N)
% \]
% where X(k)' is the complex conjugate of X(k).
%
% The resulting autocorrelation is then normalised by dividing it by N.
%
% Example:
% bitseries = [1 1 -1 1 -1 1];
% Rxx = autocorrelation(bitseries);

function autocorrelation_plot(bitseries, full_period, key)

%CAlculates the periodic autocorrelation magnitude and plots it against delay/clock-pulse
%interval. Allows the user to obtain the values of the autocorrelation magnitude by entering the
%delay/clock-pulse interval at the command window.
%
% autocorrelation_plot(bitseries, full_period, key)
%
% Input arguments:
% bitseries = Vector containing the amplitudes of the signal sequence
% full_period = Vector containing the clock pulses plus one extra pulse
% key = Parameter specifying the harmonic content of the signal
% This can take only the values 1 or 2.
% 1 : For use with pseudo-random signals with all harmonics present.
% This will not activate a 'cursor' in the command window.
% The autocorrelation magnitude will be printed on the screen.
% 2 : For use with pseudo-random signals with some harmonics suppressed and other
% signals such as computer-generated signals.
% Activates a 'cursor' in the command window.
% Entering -1 for delay/clock-pulse interval will terminate this 'cursor' function.
%
% Example:
% bitseries = [1; 1; -1; 1; -1; 1];
% full_period = [1:7];
% autocorrelation_plot(bitseries, full_period, 2)

%calculates the autocorrelation magnitude
Rxx = autocorrelation(bitseries);
full_Rxx = [Rxx; Rxx(1)];
%plots graph of autocorrelation magnitude against delay/sampling interval
function EMINE = calculate_EMINE(bitseries,freqv)

% Calculates the minimum ratio of the actual harmonic amplitude and the specified harmonic amplitude for a signal with a flat spectrum specified.
% % EMINE = calculate_EMINE(bitseries,freqv)
% % Input arguments:
% % bitseries = Vector containing the amplitudes of the signal sequence
% % freqv = Vector of the specified non-zero frequencies
% % Output argument:
% % EMINE = minimum ratio of the actual to the specified harmonic amplitude
% % Algorithm:
% % |CU(k)| = sqrt(2)*|sin(pi*k/N)/(pi*k)*U(k)
% % where
% % |CU(k)| = actual harmonic amplitude at harmonic number k
% % U(k) = discrete Fourier transform of the discrete signal
% % N = signal length
% EMINE = 100 * minimum( |C'u(k)| / sqrt ( sum ( |C'u(k)|^2 ) / R ) ) %
% where R < N/2
% Example:
% bitseries = [1 -1 1 -1 1 1 1 1 1 1 -1 1 -1 1 -1 1 -1];
% freqv = 1:9;
% EMINE = calculate_EMINE(bitseries,freqv)

DFT = abs(fft(bitseries));
% calculates actual harmonic amplitudes
for k = 1:length(freqv)
    angle(k) = pi*(freqv(k))/length(bitseries);
    amp(k) = sqrt(2)*abs(sin(angle(k)).*DFT(freqv(k)+1)/angle(k)/length(bitseries));
end
% calculates the minimum ratio of the actual to the specified harmonic amplitude
EMINE = 100*min(amp)/(sqrt(sum(amp.^2)/length(freqv));

function PIPS = calculate_PIPS(bitseries)

% Calculates the performance index for perturbation signals, PIPS.
% % PIPS = calculate_PIPS(bitseries)
% % Input argument:
% % bitseries = Vector containing the amplitudes of the signal sequence
% % Output argument:
% % PIPS = performance index for perturbation signals
% % Algorithm:
% % PIPS = 200 * sqrt ( sum ( |U(k)|^2 ) ) / N / (umax-umin) %
% where
% % U(k) = discrete Fourier transform of the discrete signal
% % N = signal length
% % k = harmonic number
% % umax = maximum value of the signal
% %umin = minimum value of the signal
% % Example:
% % bitseries = [1 -1 1 -1 1 1 1 1 1 1 -1 1 -1 1 -1 1 -1];
% % PIPS = calculate_PIPS(bitseries);

DFT = abs(fft(bitseries));
for k = 2:length(bitseries)
    DFT_squared(k) = DFT(k).^2;
end
PIPS = 200*sqrt(sum(DFT_squared))/length(bitseries)/(max(bitseries)-min(bitseries));
function PIPSE = calculate_PIPSE(bitseries,freqv)

% Calculates the effective performance index for perturbation signals, PIPSE.
% PIPSE = calculate_PIPSE(bitseries,freqv)

% Input arguments:
% bitseries = Vector containing the amplitudes of the signal sequence
% freqv = Vector containing the non-zero harmonics

% Output argument:
% PIPSE = effective performance index for perturbation signals

% Algorithm:
% PIPSE = 200 * sqrt (sum (|C'u(k)|^2) ) / (umax-umin) %
% k=1
% where
% |C'u(k)| = sqrt(2)*sin(pi*k/N)/(pi*k)*U(k)
% R < length/2
% umax = maximum value of the signal
% umin = minimum value of the signal

% Example:
% bitseries = [1 -1 1 -1 -1 1 -1 1 -1 1 -1 -1 1 1 1 1 -1 -1 -1];
% freqv = 1:9;
% PIPSE = calculate_PIPSE(bitseries,freqv);

DFT = abs(fft(bitseries));

% calculates actual power
power = 0;
for k = 1:length(freqv)
    if freqv(k) == 0
        amp(k) = DFT(1)/length(bitseries);
        power(k) = amp(k)*amp(k);
    else
        angle(k) = pi*(freqv(k))/length(bitseries);
        amp(k) = abs(sin(angle(k))*DFT(freqv(k)+1)/angle(k)/length(bitseries));
        power(k) = 2*amp(k)*amp(k);
    end
end

% calculates effective performance index
PIPSE = 200*sqrt(sum(power))/(max(bitseries)-min(bitseries));

function RO = calculate_RO(x)

% Calculates the upper bound in the crosscorrelation without unsystematic errors due to second-order nonlinearities.
% RO = calculate_RO(x)

%
% Input argument:
% x = Input sequence
%
% Output argument:
% R0 = Upper bound in the crosscorrelation without second-order unsystematic errors
%
% Example:
% x = mlbs(7);
% R0 = calculate_R0(x)

a=length(x);
for k = 1:a
  if x(k) == -1
    x(k) = 0;
  end
end
x = [x;x];store = a;

for m=0:a-1
  if (m >= store)
    break
  end
  for n=m+1:a-1
    if (n >= store)
      break
    end
    for p=n+1:a-1
      if (p >= store)
        break
      end
      if mod(x([a:2*a]-m)+x([a:2*a]-n)+x([a:2*a]-p),2)==0
        if p < store
          store = p;
        end
      end
    end
  end
end
R0 = store-1;

function R1 = calculate_R1(x)

% Calculates the upper bound in the crosscorrelation without unsystematic errors due to third-order nonlinearities.
%
% Input argument:
% x = Input sequence
%
% Output argument:
% R1 = Upper bound in the crosscorrelation without third-order unsystematic errors
% Example:
% x = mlbs(7);
% R1 = calculate_R1(x)

a=length(x);
for k = 1:a
  if x(k) == -1
    x(k) = 0;
  end
end

x = [x;x];store = a;

for m=0:a-1
  if (m >= store)
    break
  end
  for n=m+1:a-1
    if (n >= store)
      break
    end
    for p=n+1:a-1
      if (p >= store)
        break
      end
      if mod(x([a:2*a]-m)+x([a:2*a]-n)+x([a:2*a]-p)+x([a:2*a]-q),2)==0
        if q < store
          store = q;
        end
      end
    end
  end
end

R1 = store-1;

function DFT_plot(bitseries,clock_pulse,key)

% Calculates the discrete Fourier Transform magnitude and plots it against harmonic number.
% Allows the user to obtain the values of the discrete Fourier transform magnitude by entering
% the harmonic number at the command window.
% DFT_plot(bitseries,clock_pulse,key)
% Input arguments:
% bitseries = Vector containing the amplitudes of the signal sequence
% clock_pulse = Vector containing the clock pulses
% key = Parameter specifying the harmonic content of the signal
% This can take only the values 1 or 2.
% 1 : For use with pseudo-random signals.
% This will not activate a 'cursor' in the command window.
% The discrete Fourier transform magnitude will be printed on the screen.
% 2 : For use with other signals such as computer-generated signals.
% Activates a 'cursor' in the command window.
% Entering -1 for harmonic number will terminate this 'cursor' function.

% Example:
% bitseries = [1 1 -1 1 -1 1];
% clock_pulse = [1:6];
% DFT_plot(bitseries,clock_pulse,2)

DFT = abs(fft(bitseries));

% plots graph of discrete Fourier transform magnitude against harmonic number
figure(2)
stem(clock_pulse-1,DFT,'o')
title(['Plot of Discrete Fourier Transform of Discrete Signal'])
axis([0 length(DFT)-1 0 max(DFT)])
xlabel('Harmonic Number')
ylabel('Discrete Fourier Transform Magnitude')
zoom on

% prints the discrete Fourier transform magnitude if key is 1 and activates 'cursor' if key is 2.
if key == 1
  if mod(length(bitseries),2)==1
    fprintf('DFT magnitude at dc is %f.
', DFT(1))
    fprintf('DFT magnitude at other harmonics within the period is %f.
', DFT(2))
  else
    fprintf('DFT magnitude at odd harmonics within a period, except at harmonic %d is %f.
', length(bitseries)/2, DFT(2))
    fprintf('DFT magnitude at harmonic %d is %f.
', length(bitseries)/2+1, DFT((length(bitseries)/2+1))
  end
else
  disp('Enter a harmonic number to see its DFT magnitude. If you do not want this function, enter -1.
')
  number = 0;
  while (number~=1)
    number = input('Harmonic number = ');
    while (number<0) & (number~=-1) | (number>length(bitseries)-1) | (mod(number,1)==0)
      fprintf('Please enter an integer between 0 and %d or enter -1 to quit.
',length(bitseries)-1)
      number = input('Harmonic number = ');
    end
    if (number~=-1)
      fprintf('The DFT magnitude is %f.
', DFT(number+1))
    end
  end
end
function HAB_series = HAB(length)

% Calculates the Hall series given the signal length.
% HAB_series = HAB(length)
% Input argument:
% length = Length of the signal
% Output argument:
% HAB_series = Amplitude vector of the generated Hall series
% Algorithm:
% A primitive root \( u \) is first found.
% The element \( r \) of the signal, \( a(r) = 1 \) if \( r = u^t \pmod{\text{length}} \)
% where \( t = 0, 1 \) or \( 3 \pmod{6} \).
% \( a(r) = -1 \) otherwise.
% Example:
% HAB_series = HAB(31);

% sets the primitive root
if length == 1051
    root = 7;
elseif (length == 1471) | (length == 16927)
    root = 6;
else
    root = 3;
end

HAB_series = -ones(length, 1);
% calculates Hall series
HAB_series(1) = 1; HAB_series(root) = 1;
power = 3; remainder = root^power; position = 'a';
HAB_series(remainder) = 1;

while power <= length-1
    if position == 'a';
        added_power = 3;
        position = 'b';
    elseif position == 'b';
        added_power = 1;
        position = 'c';
    else position == 'c';
        added_power = 2;
        position = 'a';
    end

    power = power + added_power;
    if power <= length-1
        remainder = mod(remainder * (root^added_power), length);
        HAB_series(remainder) = 1;
    end
end
function exist = \textit{HAB\_exist}(\textit{length})

% Checks if the Hall series exists for a particular length.
% \textit{HAB\_exist}(\textit{length})
% Input argument:
% \textit{length} = Length of the signal
% Output argument:
% \textit{exist} = 1 means that the Hall series exists.
% \textit{exist} = 0 means that the Hall series does not exist.
% Example:
% \textit{exist} = \textit{HAB\_exist}(46);

% Hall series cannot be of length smaller than 31
if \textit{length} < 31
  \textit{exist} = 0;
else
  \textit{root} = \sqrt{\frac{(\textit{length}-27)}{4}};
  if \text{prime}(\textit{length}) == 1 \&\& (\text{mod}(\textit{root},1) == 0)
    \textit{exist} = 1;
  else
    \textit{exist} = 0;
  end
end

function inverse = \textit{inverse\_repeat}(\textit{bitseries})

% Calculates the inverse-repeat of a given signal.
% \textit{inverse\_repeat}(\textit{bitseries})
% Input argument:
% \textit{bitseries} = Vector containing the amplitudes of the signal sequence
% Example:
% \textit{bitseries} = [1; 1; -1; 1; -1; -1; 1];
% \textit{inverse} = \textit{inverse\_repeat}(\textit{bitseries});

% Concatenates two periods of a given signal
inverse = [\textit{bitseries}; \textit{bitseries}];
% Changes the sign of every other element of the signal
for \textit{number} = 2:2:length(\textit{inverse})
  inverse(\textit{number}) = -(inverse(\textit{number}));
end
function MLB_series = MLB(length)

% Calculates the MLB sequence given the signal length.
% MLB_series = MLB(length)
% Input argument:
% length = Length of the signal
% Output argument:
% MLB_series = Amplitude vector of the generated maximum length binary sequence
% Example:
% MLB_series = MLB(127);

% gives the user choice whether to specify characteristic polynomial
answer = 'a';
while (answer~='y') & (answer~='n')
    answer=input('Do you want to enter the characteristic polynomial? y/n [y]:','s');
    if isempty(answer);
        answer = 'y';
    end
end

% generates maximum length binary sequence
if answer == 'y'
    poly = input('Characteristic polynomial = ');poly_exist = poly_check(poly);
    while poly_exist == 0
        disp('The polynomial entered is not primitive and irreducible.'
    choice=input('Do you want to reenter the characteristic polynomial? y/n [y]:','s');
        if isempty(choice);
            choice = 'y';
        end
        if choice ~='y'
            break
        end
    poly = input('Characteristic polynomial = ');poly_exist = poly_check(poly);
    end
    if poly_exist == 1
        MLB_series = poly_MLB(poly);
    else
        answer = 'n';
    end
end

% generates default maximum length binary sequence if characteristic polynomial not given
if answer == 'n'
    disp('The default maximum length binary sequence will be generated.'
    disp('Please strike a key to continue.');
    pause
    n = round(log(length+1)/log(2));
    MLB_series = mlbs(n);
end
function exist = MLB_exist(length)
% Checks if the maximum length binary sequence exists for a particular length.
% 
% MLB_exist(length)
% 
% Input argument:
% length = Length of the signal
% 
% Output argument:
% exist = 1 means that the maximum length binary sequence exists.
% = 0 means that the maximum length binary sequence does not exist.
% 
% Example:
% exist = MLB_exist(46);

% calculates the integer above the signal length
number = length+1;

% checks if the integer above the signal length is a power of 2
while number>2
    number = number/2;
end
if number == 2
    exist=1;
else
    exist=0;
end

function poly_exist = poly_check(poly)
% Checks if a polynomial is primitive and irreducible.
% 
% poly_exist = poly_check(poly)
% 
% Input argument:
% poly = Characteristic polynomial
% 
% Example:
% poly_exist = poly_check([1 0 0 0 1 0 0 1])

% generates the polynomial
series = poly_MLB(poly);

% calculates the discrete Fourier transform and checks if it is flat
X = abs(fft(series));
X(1) = [];
if min(round(10000*X)) == max(round(10000*X))
    poly_exist = 1;
else
    poly_exist = 0;
end
function MLB_series = poly_MLB(poly)

% Calculates the maximum length binary sequence for a given characteristic polynomial.
% MLB_series = poly_MLB(poly)
% Input argument:
% poly = Characteristic polynomial of the sequence
% Output argument:
% MLB_series = Amplitude vector of the generated maximum length binary sequence
% Example:
% MLB_series = poly_MLB([1 0 0 0 1 0 0 1]);

size_poly = size(poly);

% initializes states in shift register
x(1,1) = 1;
for n = 2:size_poly(2)-1
    x(1,n) = 0;
end
bitseries(1) = -1;

% calculates maximum length binary sequence
for t = 2:2^(size_poly(2)-1)-1
    x(t,1) = mod(sum(poly(2:size_poly(2))).*x(t-1,(1:size_poly(2)-1))),2);
    for n = 2:size_poly(2)-1
        x(t,n) = x(t-1,n-1);
        if x(t,size_poly(2)-1) == 1
            bitseries(t) = 1;
        else
            bitseries(t) = -1;
        end
    end
end
MLB_series = bitseries';

function power_plot(bitseries,harmonic)

% Calculates power and plots it against harmonic number. Allows the user to obtain the values
% of the power by entering the harmonic number at the command window. Entering -1 for
% harmonic number will terminate the 'cursor' function.
% power_plot(bitseries,harmonic)
% Input arguments:
% bitseries = Vector containing the amplitudes of the signal sequence
% harmonic = Vector of three periods of clock pulses
%
Appendix

Example:
bitseries = [1; 1; -1; 1; -1; .1];
harmonic = [1:18];

DFT = abs(fft(bitseries));
three_periods = [DFT; DFT; DFT];

% calculates power
amp(1) = DFT(1)/length(bitseries);
for k = 2:length(three_periods)
    angle(k) = pi*(k-1)/length(bitseries);
    amp(k) = sqrt(2)/length(bitseries)*abs(sin(angle(k)))*three_periods(k)/angle(k);
    power(k) = amp(k).^2;
end

% plots power against harmonic number
figure(3)
stem(harmonic-1,power, '-')
title ('Plot of Power Spectrum Discrete Signal')
axis([0 length(power)-1 0 max(power)])
xlabel ('Harmonic Number')
ylabel ('Power Spectrum Magnitude')
zoom on

% provides 'cursor' function
disp('Enter a harmonic number to see its power spectrum magnitude. If you do not want this function, enter -1.')
value = 0;
while (value==-1)
v = input('Harmonic number = ');
while (value<0) & (value==-1) | (value>3*length(bitseries)-1) | (mod(value,1)==0)
    fprintf('Please enter an integer between 0 and %d or enter -1 to quit.
', 3*length(bitseries) - 1);
v = input('Harmonic number = ');
end
if (value==-1)
    fprintf('The power is %f
', power(value+1))
end
end

function y = prime(length)
% Checks if a given number is a prime.
% y = prime(length)
% Input argument:
% length = Number to be checked if it is a prime
% Output argument:
% y = 1 if the number is a prime
% 0 if it is not a prime
% Example:
% y = prime(7);

y=1;

% integers 1 and 2 are considered primes
if (length==1) | (length==2)
    y = 1;
% the number is not a prime if it is even
elseif (mod(length,2)==0)
    y = 0;
% if the number is odd, divide it by odd numbers smaller than itself to check if
% it is prime
else
    for number = 3:2:length-1
        if (mod(length,number)==0)
            y=0;
            break
        end
    end
end

function prs_alCharmonics

% Generates pseudo-random signals with all harmonics present.
% These include binary and ternary signals.
% Pseudo-random signals available are:
% maximum length binary sequences
% quadratic residue binary sequences
% Twin Prime sequences
% Hall sequences
% quadratic residue ternary sequences

% allows the user the choice of signal length
repeat_length = 'y';
while repeat_length == 'y'

    length=input('Enter the length of the signal which can only be an odd integer between 3 and 49999 inclusive.
');
    while (length<3) | (length>49999) | ((mod(length,2))==1)
        length=input('Please enter an odd integer between 3 and 49999 inclusive.
');
    end

% allows the user the choice of the number of signal levels
repeat_level = 'y';
while repeat_level == 'y'
    level = menu ('Choose one of the following:',p_binary signal',tternary signal');

% generates binary signals
    if level == 1
% checks if pseudo-random signals are available
if (MLB_exist(length)==1) | (QRB_exist(length)==1) | (TPB_exist(length)==1) | (HAB_exist(length)==1)
  count = 0;

% prints on the screen the classes of pseudo-random signals available
  disp('Pseudo-random binary signal(s) of this length can be based on the following classes:')
  if MLB_exist(length) == 1
    disp('Maximum length binary signal')
    count = count + 1;
    MLB_present = 1;
  else
    MLB_present = 0;
  end
  if QRB_exist(length) == 1
    disp('Quadratic residue binary signal')
    count = count + 1;
    QRB_present = 1;
  else
    QRB_present = 0;
  end
  if TPB_exist(length) == 1
    disp('Twin Prime signal')
    count = count + 1;
    TPB_present = 1;
  else
    TPB_present = 0;
  end
  if HAB_exist(length) == 1
    disp('Hall signal')
    count = count + 1;
    HAB_present = 1;
  else
    HAB_present = 0;
  end
fprintf('
')
% gives user the choice to continue or abort
continue = 'a';
while (continue=='y') & (continue=='n')
  continue = input('Do you want to generate the signal? y/n [y]:','s');
  if isempty(continue)
    continue = 'y';
  end
end
if continue == 'y'
  if count>1
    repeat_class = 'y';
    while repeat_class == 'y'
      % further code...
    end
  end
end
% allows user the choice of signal class
disp('Choose a signal class by entering the associated character.');
if MLB_present == 1
    disp ('Maximum length binary signal : m')
end
if QRB_present == 1
    disp ('Quadratic residue binary signal : b')
end
if TPB_present == 1
    disp ('Twin Prime signal : t')
end
if HAB_present == 1
    disp ('Hall signal : h')
end
wrong = 1;
while wrong == 1
    class = input('s');
    fprintf ('n')
% generates the pseudo-random signal class chosen
% generates maximum length binary signal
    if class == 'm'
        if MLB_present == 1
            MLB_series = MLB(length);
            signal_display (MLB_series)
        end
    end
% calculates upper bound in the crosscorrelation without unsystematic errors due to second and
% third order nonlinearities
    R0 = calculate_R0(MLB_series);
    R1 = calculate_R1(MLB_series);
    fprintf (Upper bound in the crosscorrelation without unsystematic errors due to second-order nonlinearities, R0 is \%d.
    fprintf (Upper bound in the crosscorrelation without unsystematic errors due to third-order nonlinearities, R1 is \%d.
% allows the user to calculate second-order terms
    answer = 'a';
    while (answer =='y') & (answer =='n')
        answer = input ('Do you wish to calculate second-order terms? y/n [y]:', 's');
        if isempty(answer);
            answer = 'y';
        end
    end
    if answer == 'y'
        fprintf (Please enter an integer between 1 and \%d or enter -1 to quit.
        delay = 1;
    while (delay ==-1)
        delay = input ('Delay = ');
while ((delay<1) | (delay>length-1)) & (delay=-1)
    fprintf('Please enter an integer between 1 and %d or enter -1 to quit.
', length-1);
    delay = input('Delay = ');
end
if (delay=-1)
    shift = second_shift(MLB_series,delay);
    fprintf('The resulting shift is %d.

', shift)
end
end

% allows the user to calculate third-order terms
answer = 'a';
while (answer='y') & (answer='n')
    answer=input('Do you wish to calculate third-order terms? y/n [y]: ','s');
    if isempty(answer);
        answer = 'y';
    end
end
if answer == 'y'
    fprintf('Please enter two integers between 1 and %d or enter [-1 -1] to quit.
', length-1);
    disp('The integers must be increasing in value and entered in the format
[integer1 integer2].')
    delay 1 = 1;
    delay2 = 2;
    while (delay1=-1) | (delay2=-1)
        delay = input('Delays = ');
        delay1 = delay(1);
        delay2 = delay(2);
        while ((delay1<1) | (delay1>length-1) | (delay2<1) | (delay2>length-1) |
(delay1>delay2)) & ((delay1=-1) | (delay2=-1))
            fprintf('Please enter two integers between 1 and %d or enter [-1 -1] to quit.
', length-1);
            disp('The integers must be increasing in value and entered in the format
[integer1 integer2].')
            delay = input('Delays = ');
            delay1 = delay(1);
            delay2 = delay(2);
        end
    if (delay1=-1) & (delay2=-1)
        shift = third_shift(MLB_series,delay1,delay2);
        fprintf('The resulting shift is %d.

', shift)
    end
end
end

wrong = 0;
else
    wrong = 1;
end
%generates quadratic residue binary signal
elseif class == 'b'
    if QRB_present == 1
        QRB_series = QRB(length);
        signal_display (QRB_series)
        wrong = 0;
    else
        wrong = 1;
    end

%generates Twin Prime signal
elseif class == 't'
    if TPB_present == 1
        TPB_series = TPB(length);
        signal_display (TPB_series)
        wrong = 0;
    else
        wrong = 1;
    end

%generates Hall signal
elseif class == 'h'
    if HAB_present == 1
        HAB_series = HAB(length);
        signal_display (HAB_series)
        wrong = 0;
    else
        wrong = 1;
    end
else
    wrong = 1;
end

if wrong == 1
    disp ('Please only enter an available choice.';
end

repeat_class = 'a';
while (repeat_class=='y') & (repeat_class=='n')
    repeat_class = input('Do you want to generate a pseudo-random signal based on a different class? y/n [y]:','s');
    if isempty(repeat_class)
        repeat_class = 'y';
    end
end
else
    %generates maximum length binary signal
    if MLB_present == 1
        MLB_series = MLB(length);
        signal_display (MLB_series)
% calculates upper bound in the crosscorrelation without unsystematic errors due to second and
% third order nonlinearities
RO = calculate_RO(MLB_series);
R1 = calculate_R1(MLB_series);
fprintf('Upper bound in the crosscorrelation without unsystematic errors due to
second-order nonlinearities, RO is %d.\n\n', RO)
fprintf('Upper bound in the crosscorrelation without unsystematic errors due to
third-order nonlinearities, R1 is %d.\n\n', R1)

% allows the user to calculate second-order terms
answer = 'a';
while (answer=='y') & (answer=='n')
    answer=input('Do you wish to calculate second-order terms? y/n [y]:','s');
    if isempty(answer);
        answer = 'y';
    end
end
if answer == 'y'
    fprintf('Please enter an integer between 1 and %d or enter -1 to quit.\n\n', length-1);
    delay = 1;
    while (delay==1)
        delay = input('Delay = ');
        while (delay<1 | (delay>length-1)) & (delay==1)
            fprintf('Please enter an integer between 1 and %d or enter -1 to quit.\n\n', length-1);
            delay = input('Delay = ');
        end
    end
    if (delay==1)
        shift = second_shift(MLB_series,delay);
        fprintf('The resulting shift is %d.\n\n', shift)
    end
end

% allows the user to calculate third-order terms
answer = 'a';
while (answer=='y') & (answer=='n')
    answer=input('Do you wish to calculate third-order terms? y/n [y]:','s');
    if isempty(answer);
        answer = 'y';
    end
end
if answer == 'y'
    fprintf('Please enter two integers between 1 and %d or enter [1 1] to quit.\n\n', length-1);
    disp('The integers must be increasing in value and entered in the format
[integer1 integer2].')
    delay1 = 1;
    delay2 = 2;
while (delay1=-1) | (delay2=-1)
    delay = input('Delays = ');
    delay1 = delay(1);
    delay2 = delay(2);
    while ((delay1<1) | (delay1>length-1) | (delay2<1) | (delay2>length-1) | (delay1>delay2)) & ((delay1=-1) | (delay2=-1))
        fprintf('Please enter two integers between 1 and %d or enter [-1 -1] to quit.
', length-1);
        disp('The integers must be increasing in value and entered in the format [integer1 integer2].')
        delay = input('Delays = ');
        delay1 = delay(1);
        delay2 = delay(2);
    end
    if (delay1=-1) & (delay2=-1)
        shift = third_shift(MLB_series,delay1,delay2);
        fprintf('The resulting shift is %d.
', shift)
    end
end
end
end
end

%generates quadratic residue binary signal
elseif QRB_present == 1
    QRB_series = QRB(length);
    signal_display (QRB_series)
end

%generates Twin Prime signal
elseif TPB_present == 1
    TPB_series = TPB(length);
    signal_display (TPB_series)
end

%generates Hall signal
elseif HAB_present == 1
    HAB_series = HAB(length);
    signal_display (HAB_series)
end

%no pseudo-random binary signals available
else
    disp ('No pseudo-random binary signal is available for this length.')
    fprintf ('\n')
end

%generates ternary signals
if level == 2
    if (QRT_exist(length)==1)
        disp ('Pseudo-random ternary signal(s) of this length can be based on the following classes: ')
        disp ('Quadratic residue ternary signal')
        fprintf ('\n')
    end
end
% gives user the choice to continue or abort
continue = 'a';
while (continue == 'y') & (continue == 'n')
    continue = input('Do you want to generate the signal? y/n [y];','s');
    if isempty(continue)
        continue = 'y';
    end
end

% generates quadratic residue ternary signal
if continue == 'y';
    QRT_series = QRT(length);
    signal_display (QRT_series)
end

% no pseudo-random ternary signals available
else
    disp ('No pseudo-random ternary signal is available for this length.')
    fprintf ('(n')
end
end

repeat_level = 'a';
while (repeat_level == 'y') & (repeat_level == 'n')
    repeat_level = input('Do you want to generate a signal with a different number of levels? y/n [y];','s');
    if isempty(repeat_level)
        repeat_level = 'y';
    end
end

repeat_length = 'a';
while (repeat_length == 'y') & (repeat_length == 'n')
    repeat_length = input('Do you want to generate a signal with a different length? y/n [y];','s');
    if isempty(repeat_length)
        repeat_length = 'y';
    end
end

function prs_odd_harmonics

% Generates pseudo-random signals with only odd harmonics present.
% These include binary and ternary signals.
% Pseudo-random signals available are:
% maximum length binary inverse-repeat sequences
% quadratic residue binary inverse-repeat sequences
% Twin Prime inverse-repeat sequences
% Hall inverse-repeat sequences
% quadratic residue ternary inverse-repeat sequences
%allows the user the choice of signal length
repeat_length = 'y';
while repeat_length == 'y'

length=input('Enter the length of the signal which can only be an even integer between 6 and 49998 inclusive, and not divisible by 4.\n');
while (length<6) | (length>49998) | ((mod(length,2))~=0) | ((mod(length,4))~=0)
if (length<6) | (length>49998)
disp ('This is out of the available range.')
elseif mod(length,2)~=0
disp ('This is not an even number.')
else
disp ('This is divisible by 4.')
end
length=input('Please enter an even integer between 6 and 49998 inclusive.\n');
end

%allows the user the choice of the number of signal levels
repeat_level = 'y';
while repeat_level == 'y'

level = menu ('Choose one of the following:','binary signal','ternary signal');
half_length = length/2;

%generates binary signals
if level == 1

%checks if pseudo-random signals are available
if (MLB_exist(half_length)==1) | (QRB_exist(half_length)==1) | (TPB_exist(half_length)==1) | (HAB_exist(half_length)==1)
count = 0;

%prints on the screen the classes of pseudo-random signals available
disp ('Pseudo-random binary inverse-repeat signal(s) of this length can be based on the following classes:')
if MLB_exist(half_length) == 1
disp ('Maximum length binary signal')
count = count+1;
MLB_present = 1;
else
MLB_present = 0;
end
if QRB_exist(half_length) == 1
disp ('Quadratic residue binary signal')
count = count + 1;
QRB_present = 1;
else
QRB_present = 0;
end
if TPB_exist(half_length) == 1
disp ('Twin Prime signal')
count = count+1;
TPB_present = 1;
else
TPB_present = 0;
end
if HAB_exist(half_length) == 1
    disp ('Hall signal')
    count = count+1;
    HAB_present = 1;
else
    HAB_present = 0;
end
fprintf ('\n')
% gives user the choice to continue or abort
continue = 'a';
while (continue=='y') & (continue=='n')
    continue = input('Do you want to generate the signal? y/n [y]:', 's');
    if isempty(continue)
        continue = 'y';
    end
end
if continue == 'y'
    if count>1
        % allows user the choice of signal class
        repeat_class = 'y';
        while repeat_class == 'y'
            disp ('Choose a signal class by entering the associated character.

            if MLB_present == 1
                disp ('Maximum length binary signal : m')
            end
            if QRB_present == 1
                disp ('Quadratic residue binary signal : b')
            end
            if TPB_present == 1
                disp ('Twin Prime signal : t')
            end
            if HAB_present == 1
                disp ('Hall signal : h')
            end
            wrong = 1;
            while wrong == 1
                class = input('', 's');
                fprintf ('\n')
            end
            class = input('', 's');
            fprintf ('\n')
        end
        % generates the pseudo-random signal class chosen
        % generates maximum length binary inverse-repeat signal
        if class == 'm'
            if MLB_present == 1
                MLB_series = MLB(length/2);
                inverse = inverse_repeat(MLB_series);
                signal_display (inverse)
% calculates upper bound in the crosscorrelation without unsystematic errors due to third-order nonlinearities
R1 = calculate_R1(MLB_series);
fprintf('Upper bound in the crosscorrelation without unsystematic errors due to third-order nonlinearities, R1 is %d.
', R1)

% allows the user to calculate third-order terms
answer = 'a';
while (answer != 'y') & (answer != 'n')
    answer = input('Do you wish to calculate third-order terms? y/n [y]:'s);
    if isempty(answer);
        answer = 'y';
    end
end

if answer == 'y'
    fprintf('Please enter two integers between 1 and %d or enter [-1 -1] to quit.
', length-I);
    disp('The integers must be increasing in value and entered in the format [integer1 integer2].')
    delay1 = 1;
    delay2 = 2;
    while (delay1==1) | (delay2==1)
        delay = input('Delays = ');
        delay1 = delay(1);
        delay2 = delay(2);
        while ((delay1<1) | (delay1>length-1) | (delay2<1) | (delay2>length-1) | (delay1>delay2)) & ((delay1==1) | (delay2==1))
            fprintf('Please enter two integers between 1 and %d or enter [-1 -1] to quit.
', length-I);
            disp('The integers must be increasing in value and entered in the format [integer1 integer2].')
            delay = input('Delays = ');
            delay1 = delay(1);
            delay2 = delay(2);
        end
        if (delay1==1) & (delay2==1)
            shift = third_shift(MLB_series,delay1,delay2);
            fprintf('The resulting shift is %d.
', shift)
        end
    end
    wrong = 0;
else
    wrong = 1;
end

% generates quadratic residue binary inverse-repeat signal
elseif class == 'b'
    if QRB_present == 1
        QRB_series = QRB(half_length);
inverse = inverse_repeat(QRB_series);
signal_display (inverse)
wrong = 0;
else
wrong = 1;
end

%generates Twin Prime inverse-repeat signal
elseif class == 't'
if TPB_present == 1
TPB_series = TPB(half_length);
inverse = inverse_repeat(TPB_series);
signal_display (inverse)
wrong = 0;
else
wrong = 1;
end

%generates Hall inverse-repeat signal
elseif class == 'h'
if HAB_present == 1
HAB_series = HAB(half_length);
inverse = inverse_repeat(HAB_series);
signal_display (inverse)
wrong = 0;
else
wrong = 1;
end
else
wrong = 1;
end

if wrong == 1
disp ('Please only enter an available choice.')
end
end

repeat_class = 'a';
while (repeat_class=='y') & (repeat_class=='n')
repeat_class = input('Do you want to generate a pseudo-random inverse-repeat signal based on a different class? y/n [y]:','s');
if isempty(repeat_class)
repeat_class = 'y';
end
end
else

%generates maximum length binary inverse-repeat signal
if MLB_present == 1
MLB_series = MLB(length/2);
inverse = inverse_repeat(MLB_series);
signal_display (inverse)
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% calculates upper bound in the crosscorrelation without unsystematic errors due to third-order nonlinearities

\[
R_l = \text{calculate}_R_l(\text{MLB}\_\text{series});
\]

fprintf('Upper bound in the crosscorrelation without unsystematic errors due to third-order nonlinearities, \(R_l\) is \(\%d.\n\n\), \(R_l\))

% allows the user to calculate third-order terms

\[
\text{answer} = 'a';
\]

while (answer == 'y')

\[
\text{answer} = \text{input}('Do you wish to calculate third-order terms? y/n [y]:','s');
\]

if isempty(answer);

\[
\text{answer} = 'y';
\]

end

end

if answer == 'y'

fprintf('Please enter two integers between 1 and \%d or enter [-1 -1] to quit.\n', length-1);

disp('The integers must be increasing in value and entered in the format [integer1 integer2].')

\[
\text{delay}1 = 1;
\]
\[
\text{delay}2 = 2;
\]

while (delay1 == -1) | (delay2 == -1)

\[
\text{delay} = \text{input}('\text{Delays} = ');\]

\[
\text{delay}1 = \text{delay}(1);
\]

\[
\text{delay}2 = \text{delay}(2);
\]

while ((delay1 < 1) | (delay1 > length-1) | (delay2 < 1) | (delay2 > length-1) | (delay1 > delay2) & (delay1 == -1) | (delay2 == -1))

\[
\text{fprintf}('\text{Please enter two integers between 1 and \%d or enter [-1 -1] to quit.}\n', \text{length-1});
\]

disp('The integers must be increasing in value and entered in the format [integer1 integer2].')

\[
\text{delay} = \text{input}('\text{Delays} = ');\]

\[
\text{delay}1 = \text{delay}(1);
\]

\[
\text{delay}2 = \text{delay}(2);
\]

end

if (delay1 == -1) & (delay2 == -1)

\[
\text{shift} = \text{third}\_\text{shift}(\text{MLB}\_\text{series},\text{delay}1,\text{delay}2);
\]

\[
\text{fprintf}('\text{The resulting shift is \%d.\n\n}, \text{shift})
\]

end

end

% generates quadratic residue binary inverse-repeat signal

elseif \text{QRB}\_\text{present} == 1

\[
\text{QRB}\_\text{series} = \text{QRB}(\text{half}\_\text{length});
\]

\[
\text{inverse} = \text{inverse}\_\text{repeat}(\text{QRB}\_\text{series});
\]

\[
\text{signal}\_\text{display} (\text{inverse})
\]

% generates Twin Prime inverse-repeat signal

elseif \text{TPB}\_\text{present} == 1

\[
\text{TPB}\_\text{series} = \text{TPB}(\text{half}\_\text{length});
\]

\[
\text{inverse} = \text{inverse}\_\text{repeat}(\text{TPB}\_\text{series});
\]

\[
\text{signal}\_\text{display} (\text{inverse})
\]
%generates Hall inverse-repeat signal
elseif HAB_present == 1
    HAB_series = HAB(half_length);
    inverse = inverse_repeat(HAB_series);
    signal_display (inverse)
end
end
end

%no pseudo-random binary signals available
else
    disp ('No pseudo-random binary inverse-repeat signal is available for this length.')
    fprintf ('n')
end
end

%generates ternary signals
if level == 2
    if (QRT_exist(half_length) == 1)
        disp ('Pseudo-random ternary inverse-repeat signal(s) of this length can be based on the following classes:')
        disp ('Quadratic residue ternary signal')
        fprintf ('n')
    end
end

%gives user the choice to continue or abort
continue = 'a';
while (continue == 'y') & (continue == 'n')
    continue = input('Do you want to generate the signal? y/n [y]:','s');
    if isempty(continue)
        continue = 'y';
    end
end

%generates quadratic residue ternary inverse-repeat signal
if continue == 'y';
    QRT_series = QRT(half_length);
    inverse = inverse_repeat(QRT_series);
    signal_display (inverse)
end

%no pseudo-random ternary signals available
else
    disp ('No pseudo-random ternary inverse-repeat signal is available for this length.')
    fprintf ('n')
end
end

repeat_level = 'a';
while (repeat_level == 'y') & (repeat_level == 'n')
    repeat_level = input('Do you want to generate a signal with a different number of levels? y/n [y]:','s');
    if isempty(repeat_level)
        repeat_level = 'y';
    end
end
end
end
end
repeat_length = 'a';
while (repeat_length~='y') & (repeat_length~='n')
    repeat_length = input('Do you want to generate a signal with a different length? y/n [y, s]: '); 
    if isempty(repeat_length)
        repeat_length = 'y';
    end
end
end

function QRB_series = QRB(length)

% Calculates the quadratic residue binary series given the signal length.
%
% QRB_series = QRB(length)
%
% Input argument:
% length = Length of the signal
%
% Output argument:
% QRB_series = Amplitude vector of the generated quadratic residue binary series
%
% Algorithm:
% The element r of the signal, a(r) is 1 if r is a square, mod(length).
% a(r) is -1 otherwise.
% a(length) is 1.
%
% Example:
% QRB_series = QRB(31);
QRB_series = -ones(length, 1);
QRB_series(mod([1:(length-1)/2].^2,length)) = 1;
QRB_series(length) = 1;

function exist = QRB_exist(length)

% Checks if the quadratic residue binary sequence exists for a particular length.
%
% QRB_exist(length)
%
% Input argument:
% length = Length of the signal
%
% Output argument:
% exist = 1 means that the quadratic residue binary sequence exists.
% = 0 means that the quadratic residue binary sequence does not exist.
%
% Example:
% exist = QRB_exist(46);
if (prime(length)==1) & (mod(length+1,4)==0)
    exist=1;
else
    exist=0;
end

function QRT_series = QRT(length)

%Calculates the quadratic residue ternary series given the signal length.
%
% QRT_series = QRT(length)
%
% Input argument:
% length = Length of the signal
%
% Output argument:
% QRT_series = Amplitude vector of the generated quadratic residue ternary series
%
% Algorithm:
% The element r of the signal, a(r) is 1 if r is a square, mod(length).
% a(r) is -1 otherwise. a(length) is 0.
%
% Example:
% QRT_series = QRT(31);

QRT_series = QRB(length);QRT_series(length) = 0;

function exist = QRT_exist(length)

%Checks if the quadratic residue ternary sequence exists for a particular length.
%
% QRT_exist(length)
%
% Input argument:
% length = Length of the signal
%
% Output argument:
% exist = 1 means that the quadratic residue ternary sequence exists.
% = 0 means that the quadratic residue ternary sequence does not exist.
%
% Example:
% exist = QRT_exist(46);

if (QRB_exist(length)==1) | ((mod(length-1,4)==0) & (prime(length)==1))
    exist=1;
else
    exist=0;
end
function shift = second_shift(bitseries,delay)
% Calculates the delay when a binary sequence is multiplied by the same sequence shifted by a
% certain delay.
% shift = second_shift(bitseries,delay)
% Input arguments:
% bitseries = Vector containing the amplitudes of the signal sequence
% delay = Delay in the second sequence with respect to the first
% Example:
% x=mlbs(7);
% second_shift(x,1)

series1 = [bitseries' bitseries'];
% calculates the sequence generated
for n = 1:length(bitseries)
    series2(n) = series1(n+delay); series3(n) = series1(n) * series2(n);
end
found = 0;
% compares the generated sequence with the original sequence
for t = 0:length(bitseries)-1
    for m = 1:length(series3)
        if series3(m) == -series1(m+t)
            if m == length(series3)
                found = 1;
                break
            end
        else
            break
        end
    end
    if found == 1
        shift = length(series3)-t+delay;
        if shift >= length(bitseries)
            shift = shift-length(bitseries);
        end
        break
    end
end

function sequence_plot(bitseries,full_period)
% Plots the signal levels against the clock pulses.
% This function assumes that signals with even signal length have zero mean value.
% The mean is printed only if the signal length is odd.
% sequence_plot(bitseries,full_period)
% Input arguments:
% bitseries = Vector containing the amplitudes of the signal sequence
% full_period = Vector of one period of clock pulses plus one extra clock pulse
% Example:
%  bitseries = [1; 1; -1; 1; -1; 1];
%  full_period = [1:7];
%  sequence_plot(bitseries,full_period)

full_length = [bitseries; bitseries(length(bitseries))];

% plots the signal levels against the clock pulses
figure(1)
stairs(full_period-1, full_length)
axis([0 length(bitseries) -1.2 1.2])
title ('Plot of Signal Levels')
xlabel ('Number of Clock Pulses')
ylabel ('Signal Level')
zoom on

% prints the signal mean
if mod(length(bitseries),2)==1
  fprintf('Mean value of the signal is %f

', mean(bitseries))
end

function signal_display(bitseries)

% Display a given signal on the screen as a table.
% Prints the PIPS, PIPSE and the EMINE of a signal onto the screen.
% Allows the user to save the above data into an associated file.
% Plots the signal, its discrete Fourier transform magnitude, power spectrum and % autocorrelation.
%
% signal_display(bitseries)
%
% Input argument:
%  bitseries = Vector containing the amplitudes of the signal sequence
%  Example:
%  bitseries = [1; 1; -1; -1; 1];
%  signal_display(bitseries)

% the key determines the style of display for the discrete Fourier transform and the % autocorrelation sections
key = 1;

clock_pulse = 1:length(bitseries);
harmonic = 1:3*length(bitseries);
full_period = 1:length(clock_pulse)+1;
signal = [clock_pulse' bitseries];

% prints the signal onto the screen as a table
disp ('The sequence is')
disp (' number level')
disp (signal)
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%calculates PIPS
PIPS = calculate_PIPS(bitseries);
fprintf ('PIPS = %f\%\n\n', PIPS)

%calculates PIPSE
if mod(length(bitseries),2)==1
    freqv = 1:(length(bitseries)-1)/2;
else
    freqv = 1:2:length(bitseries)/2-2;
end
PIPSE = calculate_PIPSE(bitseries,freqv);
fprintf ('PIPSE = %f\%\n\n', PIPSE)

%calculates EMINE
if mod(length(bitseries),2)==1
    least_power = (length(bitseries)-1)/2;
    angle = pi*least_power/length(bitseries);
    for n = 1:least_power
        other_angles(n) = pi*n/length(bitseries);
        power(n) = (sin(other_angles(n))/other_angles(n))^2;
    end
    EMINE = 100*sin(angle)/angle/(sqrt(sum(power)/least_power));
else
    least_power = (length(bitseries)/2)-2;
    angle = pi*least_power/length(bitseries);
    for n = 1:2:least_power
        other_angles(n) = pi*n/length(bitseries);
        power(n) = (sin(other_angles(n))/other_angles(n))^2;
    end
    EMINE = 100*sin(angle)/angle/(sqrt(sum(power)/((least_power+1)/2)));
end
fprintf ('EMINE = %f\%\n\n', EMINE)

%allows the user to save the data into a separate file called 'perturbation_output'
record = 'a';
while (record=='y') & (record=='n')
    record=input ('Do you wish to save this data? y/n [y]:','s');
    if isempty(record);
        record = 'y';
    end
end

%saves the data into 'perturbation_output'
if record == 'y'
    fid=fopen('perturbation_output','at');
    fprintf (fid,'Pseudo-random signal\n');
    fprintf (fid,'Length = %d\n', length(bitseries));
    fprintf (fid,'\n');
    for row = 1:length(bitseries)
        fprintf (fid,' %d %d\n',row,bitseries(row));
    end
    fprintf (fid,'\n');
    fprintf (fid,'PIPS = %f\%\n\n', PIPS);
fprintf(fid,'PIPSE = \%f\n', PIPSE);
fprintf(fid,'EMINE = \%f\n', EMINE);
close(fid);
end

% allows the user to choose whether to see any plots
answer = 'a';
while (answer == 'y' || (answer == 'n'))
    answer = input('Do you wish to see any plots? y/n [y]:', 's');
    if isempty(answer);
        answer = 'y';
    end
end

if answer == 'y'
    % plots the signal levels
    sequence_plot(bitseries,full_period)
    fprintf('Press any key to continue.\n\n')
    pause
    % plots the discrete Fourier transform magnitude
    DFT_plot(bitseries,clock_pulse,key)
    fprintf('Press any key to continue.\n\n')
    pause
    % plots the power spectrum
    power_plot(bitseries,harmonic)
    fprintf('Press any key to continue.\n\n')
    pause
    % plots the autocorrelation magnitude
    autocorrelation_plot(bitseries,full_period,key)
end

function shift = third_shift(bitseries,delay1,delay2)

% Calculates the delay when a binary sequence is multiplied twice by the same sequence shifted
% by a two different delays.
% shift = third_shift(bitseries,delay1,delay2)
% Input arguments:
% bitseries = Vector containing the amplitudes of the signal sequence
% delay1 = Delay in the second sequence with respect to the first
% delay2 = Delay in the third sequence with respect to the first
% Output argument:
% shift = Delay in the output sequence
% Example:
% x=mlbs(7);
% shift = third_shift(x,1,2)

series1 = [bitseries' bitseries']
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% calculates the sequence generated
for n = 1:length(bitseries)
    series2(n) = series1(n+delay1); series3(n) = series1(n) * series2(n);
    series4(n) = series1(n+delay2); series5(n) = series3(n) * series4(n);
end

found = 0;
% compares the generated sequence with the original sequence
for t = 0:length(bitseries)-1
    for m = 1:length(series5)
        if series5(m) == series1(m+t)
            if m == length(series5)
                found = 1;
                break
            end
            else
                break
            end
        end
    if found == 1
        shift = length(series5)-t+delay2;
        break
    end
end

function TPB_series = TPB(length)
% Calculates the Twin Prime sequence given the signal length.
%   TPB_series = TPB(length)
% Input argument:
%   length = Length of the signal
% Output argument:
%   TPB_series = Amplitude vector of the generated Twin Prime sequence
% Algorithm:
% Twin Prime sequence exists for length, N = p*q
%   where q = p+2.
% A quadratic residue binary sequence, \{a(r)\} is formed for length p.
% A quadratic residue binary sequence, \{b(r)\} is formed for length q.
% The Twin Prime sequence, \{c(r)\} is defined as follows:
% c(r) = 1 for r=0 (mod(q))
% c(r) = -1 for r=0 (mod(p)) but r\neq 0 (mod(q))
% c(r) = a(r)*b(r) otherwise
% Example:
%   TPB_series = TPB(31);
% calculates the smaller root
root = -1+sqrt(1+length);
% generates the quadratic residue sequence of length equal to the smaller root
series = QRB(root);
for k = 0:root:length-root
    for n = 1:root
        QRB_root(n+k) = series(n,:);
    end
end
% calculates the larger root
root2 = root+2;
% generates the quadratic residue sequence of length equal to the larger root
series2 = QRB(root2);
for k2 = 0:root2:length-root2
    for n2 = 1:root2
        QRB_root2(n2+k2) = series2(n2,:);
    end
end
% generates the Twin Prime sequence
TPB_series=ones(length,1);
for number = 1:length
    if (prime(root)==1) & (prime(root+2)==1) & (mod(root,1)==0)
        TPB_series(number) = 1;
    elseif (mod(number,root)==0) & (mod(number,root2)==0)
        TPB_series(number) = -1;
    else
        TPB_series(number) = QRB_root(number) * QRB_root2(number);
    end
end

function exist = TPB_exist(length)
% Checks if the Twin Prime sequence exists for a particular length.
% %
% % TPB_exist(length)
% %
% % Input argument:
% % length = Length of the signal
% %
% % Output argument:
% % exist = 1 means that the Twin Prime sequence exists.
% % = 0 means that the Twin Prime sequence does not exist.
% %
% % Example:
% % exist = TPB_exist(46);

root = -1+sqrt(1+length);
if (prime(root)==1) & (prime(root+2)==1) & (mod(root,1)==0)
    exist=1;
else
    exist=0;
end