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In this paper we present molecular dynamics calculations of the Frank elastic constants, and associated time correlation functions, in nematic liquid crystals. We study two variants of the Gay-Berne potential, and use system sizes of half a million molecules, significantly larger than in previous studies of elastic behaviour. Equilibrium orientational fluctuations in reciprocal (\(k\)-) space were calculated, to determine the elastic constants by fitting at low \(|k|\); our results indicate that small system size may be a source of inaccuracy in previous work. Furthermore the dynamics of the Gay-Berne nematic were studied by calculating time correlation functions of components of the order tensor, together with associated components of the velocity field, for a set of wave vectors \(k\). Confirming our earlier work, we found exponential decay for splay and twist correlations, and oscillatory exponential decay for the bend correlation. In the present work, we confirm similar behaviour for the corresponding velocity components. In all cases the decay rates, and oscillation frequencies, were found to be accurately proportional to \(k^2\) for small \(k\), as predicted by the equations of nematodynamics. However, the observation of oscillatory bend fluctuations, and corresponding oscillatory shear flow decay, is in contradiction to the usual assumptions appearing in the literature, and in standard texts. We discuss the advantages and drawbacks of using large systems in these calculations.

Keywords: Molecular dynamics, nematic, liquid crystal, elastic constants, hydrodynamics.

1. Introduction

A nematic liquid crystal phase can occur between the solid and the liquid phase for elongated or disk-shaped molecules. In a nematic phase, the centres of mass of the molecules have no long-range order; however their principal axes are aligned along a common direction called the director \(\hat{n}\). Deviations of the molecular orientations from the director are caused by thermal fluctuations. These deformations lead to an energy penalty, and hence elastic forces exist that tend to restore the undistorted state. Assuming these deformations to vary slowly in space relative to the molecular distance scale, the free energy response \(\Delta \mathcal{F}\) of the liquid crystal can be described using continuum elastic theory [1–3]:

\[
\Delta \mathcal{F} = \frac{1}{2} \int \! dr \left( \nabla \cdot \dot{\hat{n}}(r) \right)^2 + K_2 \left( \ddot{\hat{n}}(r) \cdot \nabla \times \hat{n}(r) \right)^2 + K_3 \left| \nabla \times (\nabla \times \hat{n}(r)) \right|^2, \tag{1}
\]

where \(K_1, K_2, K_3\) are the splay, twist and bend elastic constants respectively. Note that the elastic constants have to be positive for the free energy to increase when the nematic is distorted. In addition, a fourth “surface-like” elastic constant term

\[ K_4 \left( \hat{n}(r) \times \nabla \times \hat{n}(r) \right)^2 \]

is typically included in more detailed models.
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exists, accounting for biaxial deformations. However this term can be omitted when studying liquid crystals in the bulk [4].

The elastic properties play a crucial role, for example, in liquid crystal displays [5], colloidal self-assembly [6–8] and the morphology of nematic droplets [9–11]. Hence it is important to know the values of the elastic constants, and their relation to molecular structure, since on a mesoscopic length scale they almost exclusively determine the structural properties of the liquid crystal, and together with the transport coefficients of nematodynamics [12–16], govern the dynamical properties as well.

Experimental measurements of elastic constants are non-trivial because it is difficult to precisely control the experimental conditions. By contrast, in molecular simulations the positions of the molecules and their orientations are known at all times, which allows accurate calculations of properties such as the elastic constants. It is also more straightforward in simulations to distinguish between the different deformation modes. On the downside, the elastic constants can only be measured in sufficiently large simulation boxes, since Equation (1) is only valid for slowly varying \( \hat{n}(r) \), i.e. for fluctuations of long wavelength \( \lambda \). Moreover, the relaxation times \( \tau \) for these fluctuations are expected to grow rapidly, \( \tau \propto \lambda^{-2} \propto k^{-2} \), as the wave number \( k = 2\pi/\lambda \) decreases.

The earliest simulations of this kind, for hard-particle models, used rather small system sizes [17] of a few hundred molecules. Subsequent studies [18] of the Gay-Berne model (defined later) employed systems of size 1024 – 8000. Recently, hard spherocylinders have been re-examined [19] using system sizes of order 18 000, highlighting the care that needs to be taken in the fitting process, and the systematic errors that may result from small system size. Other approaches to calculate the elastic constants have been reported. Cleaver and Allen [20], as well as Gruhn and Hess [21], used the Freédericksz transition to study elastic constants in the Lebwohl-Lasher lattice model; however this approach is approximate, involving a heterogeneous system with boundaries, and the fluctuation approach described here gives more accurate results [20]. Joshi et al. [22] used direct calculations of the free energy of perturbations of the uniform director field. As shown by Poniewierski and Stecki [23] (see also [24, 25]), if the orientation-dependent direct correlation function in the nematic can be calculated, the elastic constants may be obtained by appropriate spatial integrations. Early attempts to calculate the elastic constants in this way involved simplifying assumptions of orientational isotropy [26, 27]; the exact calculation, avoiding these assumptions, has been accomplished [28] but is a numerical tour de force.

In this paper we present the elastic constant calculations for a Gay-Berne nematic liquid crystal for two different parameterizations of the interaction potential, and a total of six different state points. The system size chosen is almost two orders of magnitude larger than previous studies, which allows us to pay attention to finite size effects. We also present the dynamics of the order tensor, which is coupled to hydrodynamic flow, as a function of wave vector. Although this has been studied in the isotropic phase on the approach to the isotropic–nematic phase transition [29], to our knowledge no such calculations have been carried out for the nematic phase itself. In our preliminary study [30] we have shown how the director fluctuations decay with time, and that the bend fluctuations unexpectedly decay in an oscillatory fashion. Here we recap these results, and also report the time correlation functions for transverse velocity (momentum), showing how these are also consistent with the equations of nematodynamics [12–16].

In Section 2 we present the theory of calculating the elastic constants from the orientational fluctuations as a function of wave vector, and summarize the relevant
2. Theoretical background

In the following we briefly recap how the elastic constants are calculated from the equilibrium orientational fluctuations as a function of wave-vector \( k \) [17, 18]. In a nematic phase we define an average order tensor \( Q \) as

\[
Q_{mm'} = \frac{1}{N} \sum_{i=1}^{N} \left( \frac{3}{2} \hat{u}_{im} \hat{u}_{im'} - \frac{1}{2} \delta_{mm'} \right).
\]  

Here \( \delta_{mm'} \) is the Kronecker delta, we define Cartesian components \( m, m' = x, y, z \), \( N \) is the number of molecules, and \( \hat{u}_i \) is the orientation vector of each molecule \( i \). (We restrict our interest to uniaxial molecules). The largest eigenvalue of \( Q \) is the order parameter \( S \) and its corresponding normalized eigenvector represents the director \( \hat{n} \). The nematic phase is invariant to the replacement \( \hat{n} \to -\hat{n} \). The order parameter is a measure of the degree of alignment. By definition \( S \) has to vanish in the perfectly isotropic phase (although finite-size effects will lead to a small positive value \( O(N^{-1/2}) \) in practice [31]) whereas in a perfectly aligned system \( S = 1 \). For a nematic phase \( S \) takes an intermediate value. The order tensor \( Q \) in reciprocal space (the Fourier transform of the order tensor density) is given by

\[
\tilde{Q}_{mm'}(k) = \frac{V}{N} \sum_{i=1}^{N} \left( \frac{3}{2} \hat{u}_{im} \hat{u}_{im'} - \frac{1}{2} \delta_{mm'} \right) \exp(ik \cdot r_i).
\]  

Here \( V \) is the volume, \( r_i \) is the molecular position vector of each molecule \( i \), and \( k \) is the wave vector. Since the director does not necessarily lie along one of the simulation box axes defining the \( x, y, z \) coordinates, we define a new orthonormal Cartesian axis system \((\hat{e}_1, \hat{e}_2, \hat{e}_3)\), where \( \hat{e}_3 \) is along the director. In this system \( \hat{n} = (0, 0, 1) \); small fluctuations of the director may be expressed \((n_1, n_2, 0)\) and these are proportional to the elements \( Q_{13} \) and \( Q_{23} \). For simplicity the axes are chosen such that the wave vectors lie in the \( \hat{e}_1 - \hat{e}_3 \) plane, i.e. \( k = (k_1, 0, k_3) \). Forster [32, 33] showed that the elastic constants can be extrapolated from the Fourier-transformed order tensor fluctuations

\[
\langle |\tilde{Q}_{mm'}(k)|^2 \rangle = \langle \tilde{Q}_{mm'}(k)\tilde{Q}_{mm'}(-k) \rangle,
\]

where the angle brackets represent an ensemble average. These have the long-wavelength behaviour

\[
W_{13}(k_1^2, k_3^2) = \frac{9}{2} \frac{(S)^2 V k_B T}{\langle |\tilde{Q}_{13}(k)|^2 \rangle} \to K_1 k_1^2 + K_3 k_3^3 \quad \text{as} \quad k \to 0,
\]  

\[
W_{23}(k_1^2, k_3^2) = \frac{9}{2} \frac{(S)^2 V k_B T}{\langle |\tilde{Q}_{23}(k)|^2 \rangle} \to K_2 k_1^2 + K_3 k_3^3 \quad \text{as} \quad k \to 0,
\]  

(4a)
where \( k_B \) is the Boltzmann constant, and \( T \) the temperature of the system. These quantities can be calculated in the simulation, and to extract the elastic constants we have to fit Equation (4) for various \( k_1^2 \) and \( k_3^2 \) and extrapolate to \( k_1 = k_3 = 0 \).

We also studied the dynamics in the nematic phase by calculating time correlation functions of the above components of the director, or equivalently the order tensor:

\[
c^n_m(k, t) = \frac{\langle \tilde{n}_m(k, t) \tilde{n}_m(-k, 0) \rangle}{\langle |\tilde{n}_m(k)|^2 \rangle} = \frac{\langle \tilde{Q}_{m3}(k, t) \tilde{Q}_{m3}(-k, 0) \rangle}{\langle |\tilde{Q}_{m3}(k)|^2 \rangle}, \quad m = 1, 2
\]

where it is understood that, in finite-time simulations, the dynamical variables have their average values subtracted off: \( \tilde{Q}_{mm'} \to \tilde{Q}_{mm'} - \langle \tilde{Q}_{mm'} \rangle \). Here, the separate splay, twist and bend fluctuations are of interest, defined by

\[
\begin{align*}
c^{n}_{\text{play}}(k, t) &= c_1^n(k\hat{e}_1, t), \\
c^{n}_{\text{twist}}(k, t) &= c_2^n(k\hat{e}_1, t), \\
c^{n}_{\text{bend}}(k, t) &= c_3^n(k\hat{e}_3, t) = c_2^n(k\hat{e}_3, t).
\end{align*}
\]

We also calculate Fourier components of the velocity field \( \mathbf{v}(r) \), denoted \( \tilde{\mathbf{v}}(k) = (\tilde{v}_1, \tilde{v}_2, \tilde{v}_3) \)

\[
\tilde{v}_m(k) = \frac{V}{N} \sum_{i=1}^{N} v_{im} \exp(ik \cdot r_i),
\]

and their time correlation functions

\[
c^v_m(k, t) = \frac{\langle \tilde{v}_m(k, t) \tilde{v}_m(-k, 0) \rangle}{\langle |\tilde{v}_m(k)|^2 \rangle}, \quad m = 1, 2, 3.
\]

In the regime of interest, it is possible to assume that the fluid is incompressible, \( \nabla \cdot \mathbf{v} = 0 \). In Fourier space, this becomes \( ik \cdot \tilde{\mathbf{v}} = 0 \), or, in the coordinate system defined above, \( k_1 \tilde{v}_1 + k_3 \tilde{v}_3 = 0 \). For the pure splay, twist and bend deformations above, either \( k_1 \) or \( k_3 \) is zero, and so this condition may be used to eliminate one of the velocity components. It turns out that the following modes couple to director fluctuations as follows:

\[
\begin{align*}
c^v_{\text{play}}(k, t) &= c_3^v(k\hat{e}_1, t), \\
c^v_{\text{twist}}(k, t) &= c_2^v(k\hat{e}_1, t), \\
c^v_{\text{bend}}(k, t) &= c_3^v(k\hat{e}_3, t) = c_2^v(k\hat{e}_3, t).
\end{align*}
\]

These are all transverse (shear) modes, i.e. the velocity component is perpendicular to the wave-vector.

These calculations are simplified if the director can be arranged to lie along one of the box Cartesian axes, for instance \( \hat{e}_3 = \hat{z} \), so that the desired wave vectors are compatible with the cubic periodic boundary conditions. In this case, in Equations (6a) and (6b), it is possible to choose (at least) two perpendicular wave vector directions \( \hat{e}_1 \) (e.g. \( \hat{e}_1 = \hat{x}, \hat{y} \)) for each value of \( k \), thereby improving statistics and giving an additional error estimate. In Equation (6c), combining the two equivalent
expressions for $c^n_{\text{bend}}(k, t)$ fulfil a similar function, and corresponding arrangements can be made for Equations (9a–9c).

At low-$k$, we expect these correlation functions to be consistent with nematodynamics: the coupled equations in Fourier space for hydrodynamic flow and director reorientation [34–36]. The link between microscopic time correlation functions, and macroscopic transport equations, is a standard exercise in linear response theory, which may be tackled through the projection operator formalism [32, 33, 37, 38]. We consider the twist, splay, and bend modes separately.

For the twist deformation, $k_1 = k$, $k_3 = 0$, and incompressibility implies that the velocity component $\tilde{v}_1 \equiv 0$. The relaxation equations involve the pair of variables $\{\tilde{n}_2, \tilde{v}_2\}$:

$$
\begin{align*}
(\gamma_1 \partial_t + K_2 k^2) \tilde{n}_2 &= 0, \\
(\rho \partial_t + \eta_3 k^2) \tilde{v}_2 &= 0,
\end{align*}
$$

where $\partial_t$ denotes the time derivative; $\rho$ is the mass density, $\gamma_1$ is the rotational viscosity, and $\eta_3$ is one of the Miesowicz (shear) viscosities. In Equation (10) the director twist $\tilde{n}_2$ and the transverse velocity $\tilde{v}_2$ are decoupled, and relax independently:

$$
\begin{align*}
\tilde{n}_2 &\propto \exp(-\nu^n_{\text{twist}} t), & \nu^n_{\text{twist}} &= \lambda^n_{\text{twist}} k^2, & \lambda^n_{\text{twist}} &= K_2/\gamma_1, \\
\tilde{v}_2 &\propto \exp(-\nu^v_{\text{twist}} t), & \nu^v_{\text{twist}} &= \lambda^v_{\text{twist}} k^2, & \lambda^v_{\text{twist}} &= \eta_3/\rho.
\end{align*}
$$

For typical values of the transport coefficients, elastic constants, and mass densities, these relaxation rates are well separated:

$$\frac{\nu^n_{\text{twist}}}{\nu^v_{\text{twist}}} = \frac{\lambda^n_{\text{twist}}}{\lambda^v_{\text{twist}}} = \frac{\rho K_2}{\eta_3 \gamma_1} \ll 1. \quad (11)$$

The equilibrium time correlation functions $c^n_{\text{twist}}(k, t)$ and $c^v_{\text{twist}}(k, t)$ are predicted to decay exponentially, with corresponding decay rates $\nu^n_{\text{twist}}$ and $\nu^v_{\text{twist}}$ respectively.

For the splay deformation, again $k_1 = k$, $k_3 = 0$, so $\tilde{v}_1 \equiv 0$, and the relaxation equations in the variables $\{\tilde{n}_1, \tilde{v}_3\}$, are

$$
\begin{align*}
(\gamma_1 \partial_t + K_1 k^2) \tilde{n}_1 + i k \alpha_3 \tilde{v}_3 &= 0, \\
-ik \alpha_3 \partial_t \tilde{n}_1 + (\rho \partial_t + \eta_1 k^2) \tilde{v}_3 &= 0,
\end{align*}
$$

where $\eta_1$ is another Miesowicz viscosity, and $\alpha_3$ is a Leslie coefficient. These equations may be solved in standard fashion as a matrix eigenvalue problem. A secular equation for the decay rates is obtained by substituting $\partial_t \rightarrow -\nu = -\lambda k^2$:

$$
\begin{vmatrix}
-\nu \gamma_1 + K_1 k^2 & i k \alpha_3 \\
-i k \alpha_3 & -\nu \rho + \eta_1 k^2
\end{vmatrix} = 0
\Rightarrow \lambda^2 \rho \gamma_1 + \lambda (\alpha_3^2 - \gamma_1 \eta_1 - \rho K_1) + K_1 \eta_1 = 0. \quad (13)
$$

Typically $\alpha_3$ is quite small compared with the other viscosities, so the cross coupling is small, and the timescale separation still applies. In this case, director and velocity
decay are still dominated by the corresponding eigenvalue, and we may identify
\[ \tilde{n}_1 \propto \exp(-\nu_{n_{\text{splay}}}t), \quad \nu_{n_{\text{splay}}} = \lambda_{n_{\text{splay}}}k^2, \quad \lambda_{n_{\text{splay}}} = K_1/\gamma_1', \quad \gamma_1' = \gamma_1(1 - \chi) \]
\[ \tilde{v}_3 \propto \exp(-\nu_{v_{\text{splay}}}t), \quad \nu_{v_{\text{splay}}} = \lambda_{v_{\text{splay}}}k^2, \quad \lambda_{v_{\text{splay}}} = \eta_1'/\rho, \quad \eta_1' = \eta_1(1 - \chi). \]

The factor \( \chi = (\alpha_3^2 - \rho K_1)/\eta_1 \gamma_1 \), where we expect \(|\chi| \ll 1\), slightly modifies the rotational and Miesowicz viscosities. The timescale separation becomes
\[ \frac{\nu_{n_{\text{splay}}}}{\nu_{v_{\text{splay}}}} = \frac{\lambda_{n_{\text{splay}}}}{\lambda_{v_{\text{splay}}}} = \frac{\rho K_1}{\eta_1' \gamma_1'} \ll 1. \quad (14) \]

For bend fluctuations, \( k_1 = 0, k_3 = k \), and \( \tilde{v}_3 \equiv 0 \) by incompressibility. The coupled relaxation equations for the pair \( \{\tilde{n}_1, \tilde{v}_1\} \) (and similarly for \( \{\tilde{n}_2, \tilde{v}_2\} \)) are
\[ (\gamma_1 \partial_t + K_3 k^2) \tilde{n}_1 + i k \alpha_2 \tilde{v}_1 = 0, \quad (15a) \]
\[ -i k \alpha_2 \partial_t \tilde{n}_1 + (\rho \partial_t + \eta_2 k^2) \tilde{v}_1 = 0, \quad (15b) \]
where \( \eta_2 \) is the remaining Miesowicz viscosity, and \( \alpha_2 \) is another Leslie coefficient. Substituting \( \partial_t \rightarrow -\nu = -\lambda k^2 \) gives the secular equation
\[ \begin{vmatrix} -\nu \gamma_1 + K_3 k^2 & i k \alpha_2 \\ i k \alpha_2 & -\nu \rho + \eta_2 k^2 \end{vmatrix} = 0 \]
\[ \Rightarrow \lambda^2 \rho \gamma_1 + \lambda \left( \alpha_2^2 - \gamma_1 \eta_2 - \rho K_3 \right) + K_3 \eta_2 = 0. \quad (16) \]

Usually \( \alpha_2 \) is comparable with other viscosity coefficients, so the cross-coupling term is not small. In our previous publication [30] we have shown that, for our simulated systems, \( \alpha_2^2 \approx \gamma_1 \eta_2 \); this leads to complex roots of the secular equation, and hence oscillatory decay of both the director and the velocity. Specifically, defining the dimensionless quantities
\[ \mu = \frac{\rho K_3}{\gamma_1 \eta_2}, \quad \alpha = 1 - \frac{\alpha_2^2}{\gamma_1 \eta_2}, \quad (17) \]
both much less than one, the condition
\[ |\alpha| \lesssim 2 \sqrt{\mu} \quad (18) \]
gives complex roots \( \lambda_{\text{bend}} = \lambda^r_{\text{bend}} + i \lambda^i_{\text{bend}} \) (and hence a propagating bend mode) where
\[ \lambda^r_{\text{bend}} = \left( \frac{\alpha + \mu}{2} \right) \left( \frac{\eta_2}{\rho} \right), \quad \lambda^i_{\text{bend}} = \sqrt{\mu - \left( \frac{\alpha + \mu}{2} \right)^2 \left( \frac{\eta_2}{\rho} \right)}, \quad (19) \]
both the prefactors being significantly smaller than 1.

3. Model and simulation details

The potential originally suggested by Gay and Berne [39] is widely used to simulate liquid crystals. It is a coarse-grained single-site potential that represents the interaction energies between two elongated or disk-shaped molecules. It can be regarded
as a shifted, anisotropic Lennard-Jones potential, i.e. it depends on the relative orientation of the particles as well as their separation. For identical uniaxial particles it can be written as [40, 41]

\[ U_{\text{GB}}(\hat{u}_i, \hat{u}_j, r_{ij}) = 4 \epsilon (\hat{u}_i, \hat{u}_j, \hat{r}_{ij}) \left[ \sigma(\hat{u}_i, \hat{u}_j, \hat{r}_{ij}) - 12 - \sigma(\hat{u}_i, \hat{u}_j, r_{ij}) \right]^{-6} , \tag{20} \]

where

\[ \sigma(\hat{u}_i, \hat{u}_j, \hat{r}_{ij}) = \frac{r_{ij} - \sigma(\hat{u}_i, \hat{u}_j, \hat{r}_{ij}) + \sigma_0}{\sigma_0} . \tag{21} \]

As before, \( \hat{u}_i \) and \( \hat{u}_j \) are unit vectors along the principal axes of the two particles \( i \) and \( j \), while \( r_{ij} = r_i - r_j \) is the vector connecting their centres of mass, \( r_{ij} = |r_{ij}| \), and \( \hat{r}_{ij} = r_{ij}/r_{ij} \). \( \sigma_0 \) is a parameter representing the width of the particle. \( \sigma(\hat{u}_i, \hat{u}_j, \hat{r}_{ij}) \) is the orientation-dependent range parameter

\[ \sigma(\hat{u}_i, \hat{u}_j, \hat{r}_{ij}) = \sigma_0 \left[ 1 - \frac{\chi}{2} \left( \frac{(\hat{r}_{ij} \cdot \hat{u}_i + \hat{r}_{ij} \cdot \hat{u}_j)^2}{1 + \chi \hat{u}_i \cdot \hat{u}_j} + \frac{(\hat{r}_{ij} \cdot \hat{u}_i - \hat{r}_{ij} \cdot \hat{u}_j)^2}{1 - \chi \hat{u}_i \cdot \hat{u}_j} \right) \right]^{-1/2} . \tag{22} \]

Here \( \chi \) is given by

\[ \chi = \frac{\kappa^2 - 1}{\kappa^2 + 1} , \tag{23} \]

where \( \kappa \) is the length-to-width ratio of the particle. The strength anisotropy function \( \epsilon(\hat{u}_i, \hat{u}_j, \hat{r}_{ij}) \) used in Equation (20) is given by

\[ \epsilon(\hat{u}_i, \hat{u}_j, \hat{r}_{ij}) = \epsilon_0 \epsilon_1(\hat{u}_i, \hat{u}_j) \epsilon_2(\hat{u}_i, \hat{u}_j) . \tag{24} \]

\( \epsilon_0 \) is the well depth parameter determining the overall strength of the potential, while \( \nu \) and \( \mu \) are two adjustable exponents which allow considerable flexibility in defining a family of Gay-Berne potentials. \( \epsilon_1 \) and \( \epsilon_2 \) are given by

\[ \epsilon_1(\hat{u}_i, \hat{u}_j) = \left[ 1 - \chi^2(\hat{u}_i \cdot \hat{u}_j)^2 \right]^{-1/2} , \tag{25} \]

\[ \epsilon_2(\hat{u}_i, \hat{u}_j, \hat{r}_{ij}) = 1 - \frac{\chi'}{2} \left[ \frac{(\hat{r}_{ij} \cdot \hat{u}_i + \hat{r}_{ij} \cdot \hat{u}_j)^2}{1 + \chi' \hat{u}_i \cdot \hat{u}_j} + \frac{(\hat{r}_{ij} \cdot \hat{u}_i - \hat{r}_{ij} \cdot \hat{u}_j)^2}{1 - \chi' \hat{u}_i \cdot \hat{u}_j} \right] . \tag{26} \]

Here

\[ \chi' = \frac{\kappa^\nu/\mu - 1}{\kappa^\nu/\mu + 1} \]

where \( \kappa' = \epsilon_S/\epsilon_E \) is the ratio of well depths for the side-to-side configuration, \( \epsilon_S \), and the end-to-end configuration, \( \epsilon_E \), of two molecules. Different versions of the potential are identified by the \( GB(\kappa, \kappa', \mu, \nu) \) notation of Bates and Luckhurst [42]. We have simulated \( GB(3, 5, 2, 1) \), the original suggestion of Gay and Berne [39], for which the phase diagram has been well studied [43], and \( GB(3, 5, 1, 3) \), proposed by Berardi et al. [40], which has the advantage of a wider nematic range. Both potentials are illustrated in Figure 1 for the end-to-end configuration.
Figure 1. Gay-Berne potential for the end-to-end configuration ($\hat{u}_i$, $\hat{u}_j$, and $r_{ij}$ all parallel), for the GB(3,5,2,1) and GB(3,5,1,3) models. Solid lines show the unshifted potential, which is cut at $r_{\text{cut}} = 5\sigma_0$ in this work. Dashed lines show the potential cut at $r_{\text{cut}} = 4\sigma_0$ and shifted, as used in Ref. [18].

Our simulations were carried out using the molecular dynamics (MD) package LAMMPS [44]. This package uses a generalised form of the Gay Berne potential, also suitable for biaxial ellipsoids, due to Berardi et al. [45] and reformulated by Everaers and Ejtehadi [46]. Note that LAMMPS uses the potential

$$U(\hat{u}_i, \hat{u}_j, r_{ij}) = \begin{cases} U_{\text{GB}}(\hat{u}_i, \hat{u}_j, r_{ij}) & r_{ij} \leq r_{\text{cut}} \\ 0 & r_{ij} > r_{\text{cut}} \end{cases}$$

which is not shifted to remove the discontinuity at the (spherical) potential cutoff. The simulations reported here used $r_{\text{cut}} = 5\sigma_0$, for which the cutoff discontinuity is quite small, even for the end-to-end arrangement of pairs, as can be seen in Figure 1.

In our simulations, we define units of length and energy by setting, respectively, $\sigma_0 = 1$ and $\epsilon_0 = 1$. The particle mass $m_0$ is also taken to be unity, leading to a basic unit of time $\tau_0 = \sqrt{\sigma_0^3/m_0/\epsilon_0}$. All results reported here are referred to these units. The particles were treated as linear rotors, with a moment of inertia chosen to correspond to a uniform distribution of mass within the ellipsoidal shape: $I = \frac{1}{20} m_0 \sigma_0^2 (1 + \kappa^2)$.

Each simulation was prepared by filling a cubic simulation box with $N = 512000$ particles at the specific density. The initial elongation was set at $\kappa = 1$ (spherical particles), the positions were chosen to lie on a simple cubic lattice, and the initial orientation vectors were all aligned along the $z$-axis. Keeping the volume of the box fixed, the MD simulation was initiated, and the particles were progressively elongated along their axis of orientation, until they reached their desired ellipsoidal shape with $\kappa = 3$. During the growth the particles were free to rotate and translate; positional order was monitored and found to disappear quite quickly, whereas it proved possible to elongate the particles sufficiently rapidly to reach a nematic monodomain, with the director closely aligned along the initially chosen direction, without the system ever becoming orientationally disordered. This initial growth and short equilibration was followed by a longer equilibration run of $4 \times 10^5$ steps using a timestep of $\Delta t = 0.004\tau_0$. Later determination of time correlation functions
as a function of wave vector confirmed that this period was sufficient.

Simulations were carried out in both the canonical, constant-\(NVT\), ensemble, using the N\oe\-Hoover thermostat, and in the microcanonical, constant-\(NVE\), ensemble. The \(NVT\) production runs were of length \(1.9 \times 10^6\) timesteps, \(\Delta t = 0.004\tau_0\). All molecular positions and orientations were stored every 500 steps for later analysis. The standard deviations of the total energy and the temperature over the entire length of the production run are as small as 1\% and 0.3\% respectively. Simulation details including the temperature, density, and average order parameter, are given in Table 1. We also report the standard deviation \(\sqrt{\langle \delta\theta^2 \rangle}\) of the angle \(\delta\theta = \cos^{-1}(\langle \mathbf{n} \cdot \mathbf{n}_0 \rangle)\) between the initial director \(\mathbf{n}_0\) and the instantaneous director \(\mathbf{n}\). This quantity will increase with run length, as the director undergoes rotational diffusion; the results simply indicate that, for these system sizes, this motion is extremely slow on the timescale of our simulations, amounting to no more than a few degrees over the full run in the worst case. For this reason, constraints on the director motion \[18\] were considered unnecessary. All runs were repeated with a much smaller system size of 8000 GB molecules to investigate finite size effects.

Table 1. System details and elastic constants for six different state points. We tabulate density \(\rho \equiv \rho_0\gamma^3\), temperature \(T \equiv k_B T / \epsilon_0\), average order parameter \(\langle S \rangle\) with estimated error in parentheses, and standard deviation \(\sigma_\theta = \sqrt{\langle \delta\theta^2 \rangle}\) of the angle \(\delta\theta = \cos^{-1}(\langle \mathbf{n} \cdot \mathbf{n}_0 \rangle)\) (in degrees) between the initial director \(\mathbf{n}_0\) and the instantaneous director \(\mathbf{n}\), for the constant-\(NVT\) runs. Elastic constants \(K_1, K_2, K_3\) are obtained from \(W_{13}\) and \(W_{23}\) surface fitting; the coefficients of determination \(R^2\) for each surface fit are given. Error bars, in parentheses, are discussed in the text.

<table>
<thead>
<tr>
<th>(\rho)</th>
<th>(T)</th>
<th>(\langle S \rangle)</th>
<th>(\sigma_\theta (^\circ))</th>
<th>(K_1)</th>
<th>(W_{13}) fit</th>
<th>(K_3)</th>
<th>(R^2)</th>
<th>(K_2)</th>
<th>(W_{23}) fit</th>
<th>(K_3)</th>
<th>(R^2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.32</td>
<td>0.9</td>
<td>0.576(2)</td>
<td>0.5</td>
<td>0.61(5)</td>
<td>1.48(7)</td>
<td>0.96</td>
<td>0.69(6)</td>
<td>1.60(4)</td>
<td>0.98</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.33</td>
<td>1.0</td>
<td>0.658(1)</td>
<td>0.4</td>
<td>0.91(7)</td>
<td>2.62(7)</td>
<td>0.97</td>
<td>1.01(8)</td>
<td>2.74(5)</td>
<td>0.99</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.35</td>
<td>2.0</td>
<td>0.580(7)</td>
<td>1.2</td>
<td>1.54(6)</td>
<td>4.00(8)</td>
<td>0.99</td>
<td>1.28(4)</td>
<td>3.96(4)</td>
<td>0.99</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.38</td>
<td>3.0</td>
<td>0.643(5)</td>
<td>0.7</td>
<td>3.9(3)</td>
<td>11.6(2)</td>
<td>0.99</td>
<td>3.1(2)</td>
<td>11.2(2)</td>
<td>0.99</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>(\rho)</th>
<th>(T)</th>
<th>(\langle S \rangle)</th>
<th>(\sigma_\theta (^\circ))</th>
<th>(K_1)</th>
<th>(W_{13}) fit</th>
<th>(K_3)</th>
<th>(R^2)</th>
<th>(K_2)</th>
<th>(W_{23}) fit</th>
<th>(K_3)</th>
<th>(R^2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.3</td>
<td>3.4</td>
<td>0.614(2)</td>
<td>0.7</td>
<td>3.16(6)</td>
<td>5.88(6)</td>
<td>0.99</td>
<td>2.79(6)</td>
<td>5.85(3)</td>
<td>0.99</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.3</td>
<td>3.45</td>
<td>0.577(3)</td>
<td>1.9</td>
<td>2.79(6)</td>
<td>5.04(3)</td>
<td>0.99</td>
<td>2.45(6)</td>
<td>4.97(3)</td>
<td>0.99</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The data obtained from these \(NVT\) runs was used to calculate the elastic constants as well as the time correlation functions of the director fluctuations \(c_m^\theta(\mathbf{k}, t)\). These results were reported elsewhere \[30\]. For the GB(3,5,1,3) state point \(\rho_0\gamma^3 = 0.3, k_B T / \epsilon_0 = 3.4\), we repeated the runs with a smaller timestep \(\Delta t = 0.002\tau_0\), simulating in the microcanonical \(NVE\) ensemble to confirm that the thermostatting does not affect the results obtained. The total run length in this case was \(10^6\) timesteps with snapshots stored every 500 time steps. The elastic constants were also recalculated using these shorter, \(NVE\), runs to ensure that none of the changes described influence the results. Indeed we find that the elastic constants only deviate by a few percent from the ones calculated using the longer \(NVT\) runs. The same was found for the relaxation rates of the director fluctuations. We used these \(NVE\) runs to calculate the time correlation functions of the director fluctuations \(c_m^\theta(\mathbf{k}, t)\) and of the velocity fluctuations \(c_m^v(\mathbf{k}, t)\). All time correlation functions were calculated over the whole length of the production run from the stored configurations. All time correlation results presented in this paper are obtained from these \(NVE\) runs.
4. Data analysis and results

All of our results are calculated as functions of wave vector \( k \). In cubic periodic boundary conditions, this is restricted to

\[
k = \frac{2\pi}{L} (\kappa_x, \kappa_y, \kappa_z) .
\] (28)

Here \( \kappa_x, \kappa_y, \kappa_z \) are integers, and the box length \( L \geq 110\sigma_0 \). In our calculations we restricted interest to \(-5 \leq \kappa_x, \kappa_y \leq 5 \) and \(0 \leq \kappa_z \leq 5\), excluding \( k = (0, 0, 0) \).

The data analysis for the elastic constant calculations consists of three parts. Firstly the instantaneous order tensor in reciprocal space is calculated from Equation (3) for the allowed set of wave vectors given by Equation (28). In the second step, the order tensor is converted from the \((\hat{x}, \hat{y}, \hat{z})\) frame to the \((\hat{e}_1, \hat{e}_2, \hat{e}_3)\) frame, and hence \( Q_{13} \) and \( Q_{23} \) can be calculated as functions of \( k_x^2 \) and \( k_z^2 \) for each stored configuration. Thirdly, the quantities \(|Q_{13}|^2\) and \(|Q_{23}|^2\) are averaged over the entire run, and statistical errors on these quantities estimated by a blocking procedure.

To ensure that this did not underestimate errors at low \( k \) (when the fluctuation timescales become very long) these error estimates were corrected by fitting them to a simple function of \( k^2 \) and extrapolating higher-\( k \) results to low \( k \) (see also Ref. [18]). These results are used to compute \( W_{13}(k_x^2, k_y^2) \) and \( W_{23}(k_x^2, k_z^2) \) using Equation (4), with associated statistical errors obtained by the standard error propagation formula. The fact that director motion is very small simplifies the analysis since \( W_{nm'} \) can be measured on a fixed grid in \( k \)-space.

To calculate the elastic constants from Equation (4), each \( W_{nm'} \) is fitted to a low-order polynomial passing through the origin

\[
p(k_x^2, k_y^2) = p_{10} k_x^2 + p_{01} k_y^2 + p_{11} k_x^2 k_y^2 .
\] (29)

The estimated errors on each data point were used to calculate weights for the fit. The results for the fitted surfaces \( W_{13} \) and \( W_{23} \) are plotted for one of the state points in Figure 2.

It can be seen that in this regime of very small wave vectors the data has very little curvature. This was observed for all six state points which confirms that our chosen wave vectors were sufficiently small for Equation (4) to hold. The clustering of data points around specific values of \( k_y^2 \), apparent in Figure 2, is due to the minimal deviation of the director from its initial orientation in the \( z \)-direction. The goodness of fit is very high, with the coefficient of determination \( R^2 \geq 0.99 \) for almost all cases. To highlight the quality of the fit, we show edge-on views in Figure 2, and, in Figure 3, slices through the fitted surface along the \( k_x^2 \) and \( k_z^2 \) axes. In each direction, six slices were chosen such that roughly \( 1/6 \) of the data points lay within each slice. The slices perpendicular to \( k_3 \) correspond very closely to \( k_3 \approx k_z = 2\pi \kappa_z / L_z \) with \( \kappa_z = 0 \ldots 5 \); the slices perpendicular to \( k_1 \) each contain a range of values (corresponding to combinations of \( k_x \) and \( k_y \) in the box frame).

Again, a good fit was observed for all six state points. The obtained fitting coefficients \( p_{01} \) and \( p_{10} \) correspond directly to \( K_1, K_3 \) respectively for the \( W_{13} \) fit, and to \( K_2, K_3 \) respectively for the \( W_{23} \) fit. The elastic constants \( K_1, K_2, K_3 \) obtained from the fits are given in Table 1. We observe that \( K_3 \) values obtained from both fits are similar and that \( K_3 \gg K_1 \approx K_2 \). This agrees with our expectations that, in a nematic phase formed from elongated particles, the splay and twist elastic constants are almost equivalent, whereas bend excitations require most energy.

A word is needed about the estimated errors on the elastic constants, reported
in Table 1. The fitting process yields 95% confidence limits on the fit parameters, which reflect the statistical errors on the data points, but these do not tell the whole story. There is an additional uncertainty due to the key choices of how many k-points to include, and how high a polynomial to use for the fitting surface. These choices are, of course, interconnected. The use of a very large system eliminates most of the curvature in the $W_{mm'}(k_1^2,k_3^2)$ surfaces and the very high coefficients of determination $R^2$ justify the use of the low-order function, Equation (29). Having done this, we systematically varied the range of $(k_1^2,k_3^2)$, and hence the number of points, included in the fit, until $R^2$ began to fall significantly below the level quoted in Table 1. The spread in parameters determined across these fits gave an estimate of the imprecision in elastic constants due to this choice, which was added to the statistical error estimate. The results, given in Table 1, are reasonably consistent with the difference in the $K_3$ values between the independent fits to $W_{13}$ and $W_{23}$ surfaces. Without this correction, the error bars would be unreasonably optimistic, typically by a factor of 2–3.

The simulations were repeated with 8000 Gay-Berne molecules, and other details unchanged, to analyse finite size effects. Results are given in Table 2. As expected the order parameter is slightly higher than for the large systems. The values of the order tensor fluctuations $W_{mm'}$ are consistent for both system sizes in the regime of low k that we analysed for large simulations. However, for the small system, only a relatively small number (20–30) of data points lie in this regime. To obtain a fit with reasonable error bars on the fitting parameters, it is necessary to extend to larger k and add higher order terms to the fitting function, to account for the curvature observed in the data at higher k-values. For the 8000-particle system, we added terms in $k_1^4$ and $k_3^4$ to the form of Equation (29). However, the value of this approach is limited, in the sense that the extra terms simply give a better fit to
Figure 3. Slices through $W_{13}$ and $W_{23}$ results and fitted surfaces as a function of $k_2^1$ and $k_2^3$, at temperature $T = 3.0$ and density $\rho = 0.38$ for the system GB(3, 5, 2, 1). For clarity only three out of six slices are plotted in each case: (a) $W_{13}$ splay fluctuations; (b) $W_{13}$ bend fluctuations; (c) $W_{23}$ twist fluctuations; (d) $W_{23}$ bend fluctuations.

Table 2. Results for 8000 Gay-Berne molecules. Notation as for Table 1. Coefficients of determination $R^2$ for the fits were 0.99 or better in all cases.

<table>
<thead>
<tr>
<th>$\rho$</th>
<th>$T$</th>
<th>$\langle S \rangle$</th>
<th>$K_1 \text{ fit}$</th>
<th>$K_3$</th>
<th>$K_2 \text{ fit}$</th>
<th>$K_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.32</td>
<td>0.9</td>
<td>0.59(1)</td>
<td>0.46</td>
<td>1.27</td>
<td>0.54</td>
<td>1.34</td>
</tr>
<tr>
<td>0.33</td>
<td>1.0</td>
<td>0.67(1)</td>
<td>0.70</td>
<td>2.31</td>
<td>0.78</td>
<td>2.41</td>
</tr>
<tr>
<td>0.35</td>
<td>2.0</td>
<td>0.61(1)</td>
<td>1.36</td>
<td>3.83</td>
<td>1.11</td>
<td>3.90</td>
</tr>
<tr>
<td>0.38</td>
<td>3.0</td>
<td>0.72(1)</td>
<td>3.22</td>
<td>11.23</td>
<td>2.35</td>
<td>11.50</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\rho$</th>
<th>$T$</th>
<th>$\langle S \rangle$</th>
<th>$K_1 \text{ fit}$</th>
<th>$K_3$</th>
<th>$K_2 \text{ fit}$</th>
<th>$K_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.3</td>
<td>3.4</td>
<td>0.63(1)</td>
<td>2.92</td>
<td>5.32</td>
<td>2.60</td>
<td>5.43</td>
</tr>
<tr>
<td>0.3</td>
<td>3.45</td>
<td>0.59(2)</td>
<td>2.58</td>
<td>4.59</td>
<td>2.29</td>
<td>4.66</td>
</tr>
</tbody>
</table>

Our results do not compare so well with the original ones of Allen et al. [18]; in particular, their measured order parameters are different from ours. This turns out
to be due to the smaller cutoff of $r_{\text{cut}} = 4\sigma_0$ used in that work, in addition to the use of a potential which was shifted to eliminate the discontinuity:

$$U(\mathbf{u}_i, \mathbf{u}_j, r_{ij}) = \begin{cases} 
U_{\text{GB}}(\mathbf{u}_i, \mathbf{u}_j, r_{ij}) - U_{\text{GB}}(\mathbf{u}_i, \mathbf{u}_j, r_{\text{cut}}r_{ij}) & r_{ij} \leq r_{\text{cut}} \\
0 & r_{ij} > r_{\text{cut}}.
\end{cases}$$

(The value of $r_{\text{cut}}$ was not made clear in the original paper, but was stated in an accompanying paper by the same authors [47]; this value, or more generally $r_{\text{cut}} = (\kappa + 1)\sigma_0$, was quite standard at the time [40, 48, 49]). As can be seen in Figure 1, the effect of truncation, particularly in configurations close to the end-to-end arrangement, can be significant. It is important to realize that, because the shift correction depends on the orientations of the particles and the direction of the centre-centre vector, it does actually generate torques and forces in the simulation, and therefore affects the dynamics and simulation averages. Using the MD package GBMOLDD [50], with the shorter cutoff, we have duplicated the order parameter measurements of Ref [18], confirming that the chosen cutoff makes a significant difference. Therefore, we do not attempt to make a close comparison with the elastic constants measured in that paper. We found that our results are in moderate agreement with the ones found by Joshi et al. [22] using free energy perturbation measurements. At density $\rho = 0.33$ and temperature $T = 1.0$ (unknown $r_{\text{cut}}$), for GB(3,5,2,1), they obtained $K_{1,2,3} = \{0.958, 0.91, 2.44\}$, which may be compared with our values in Tables 1 and 2. We note that Joshi et al. [22] used system sizes $725 \leq N \leq 8910$, and claimed to find no evidence of system-size effects in the upper part of this range. Bearing in mind that they measured the free energy associated with a single deformation mode in each case, it is not clear how significant this finding is.

To gain a better understanding of the dynamics of the system, the time correlation functions of the director fluctuations were calculated for all six systems (and reported in Ref. [30]). Here we present supplementary results obtained in the NVE simulations at the state point $\rho\sigma_3^3 = 0.3$, $k_B T/\epsilon_0 = 3.4$, for GB(3,5,1,3) along with the corresponding velocity fluctuations.

The time correlation functions of the director $c^n_m(k,t)$ were calculated from the components of the order tensor $\mathbf{Q}_{13}$ and $\mathbf{Q}_{23}$, defined in Equation (6), which are proportional to the director fluctuations $\mathbf{n}_1$ and $\mathbf{n}_2$. In Figure 4 we can see that these time correlation functions $c^n_m(k,t)$ follow an exponential decay for the splay and twist mode with the decay rates increasing with increasing wave number $k$. For the bend mode we observe an oscillation in addition to the exponential decay, i.e. it is a propagating mode. Although this possibility had always been allowed by the nematodynamic theory [32], it had not (to our knowledge) been observed before in experiment, or simulation. In our previous publication [30] we argued that some experimental systems might have transport coefficients which obey the inequality (18) necessary to exhibit this behaviour.

We also calculated the time correlation functions of the velocity fluctuations $c^v(k,t)$, defined in Equation (8). The results are plotted in Figure 5. Similar to the director fluctuations they follow an exponential decay for splay and twist modes, and an oscillatory exponential decay for the bend mode. However both the splay and twist velocity fluctuations decay faster than their corresponding director correlation functions, while the two decay rates for the bend mode are almost identical. All these observations are consistent with the equations of nematodynamics, described in Section 2. We estimated the decay rates by fitting the time correlation functions in Figure 4 and Figure 5 to the function $\Re \exp(-\nu t)$ allowing complex $\nu$ ($\Re$ stands for “real part”).
Figure 4. Time correlation functions of the director fluctuations $c^\alpha(k, t)$ plotted versus time $t$ in units of $\tau_0$ at $\rho \sigma_0 = 0.3$, $k_B T/\epsilon_0 = 3.4$, for GB(3,5,1,3). (a) $c^{\text{play}}(k, t)$ (b) $c^{\text{twist}}(k, t)$ (c) $c^{\text{bend}}(k, t)$. Points with error bars are simulation results. Continuous lines correspond to fitted curves $c = \Re \exp(-\nu t)$, where $\nu$ is a complex number. Different curves correspond to different wavenumbers $k = \kappa 2\pi/L$ where $L$ is the simulation box length: $\kappa = 1$ (squares, green); $\kappa = 2$ (circles, blue); $\kappa = 3$ (up-triangles, grey); $\kappa = 4$ (down-triangles, red); $\kappa = 5$ (diamonds, cyan).

Figure 5. Time correlation functions of the velocity fluctuations $c^v(k, t)$ plotted versus time $t$ in units of $\tau_0$ at $\rho \sigma_0 = 0.3$, $k_B T/\epsilon_0 = 3.4$, for GB(3,5,1,3). (a) $c^{v\text{play}}(k, t)$ (b) $c^{v\text{twist}}(k, t)$ (c) $c^{v\text{bend}}(k, t)$. Notation as in Figure 4.
Figure 6. Relaxation rates $\nu$ as a function of $k^2$ obtained from fitting $\exp(-\nu t)$ to (a) director time correlation functions $c_n^\alpha(k,t)$ in Figure 4; (b) velocity time correlation functions $c_v^\alpha(k,t)$ in Figure 5. The state point is $\rho_{30} = 0.3$, $k_B T/\epsilon_0 = 3.4$, for GB(3,5,1,3). Circles and squares correspond to the splay and twist mode respectively. Straight lines are linear regression through origin.

Figure 7. Relaxation rates $\nu_{\text{bend}}$ for bend fluctuations of the director (squares) and the velocity (circles) with (a) the real part (b) the imaginary part. These parameters were obtained from the fits to $c_n^\alpha(k,t)$ in Figure 4(c) and $c_v^\alpha(k,t)$ in Figure 5(c). The state point is $\rho_{30} = 0.3$, $k_B T/\epsilon_0 = 3.4$, for GB(3,5,1,3). Straight lines are linear regression through origin.

For the splay and twist mode the decay rates $\nu_{\text{splay}}$ and $\nu_{\text{twist}}$ were real with a negligible complex part; whereas for the bend mode we found an oscillatory decay rate corresponding to complex $\nu_{\text{bend}}$. In Figure 6 the decay rates $\nu_{\text{splay}}$ and $\nu_{\text{twist}}$ are plotted against $k^2$ for the director and velocity fluctuations. Errors were estimated from repeating the fits independently for four equally long subruns of 250,000 timesteps. All four relaxation rates calculated are accurately proportional to $k^2$. There is no significant difference in gradient between the splay and twist for the director fluctuations; whereas for the velocity fluctuations the two gradients differ. We estimate the gradient of the decay rates versus $k^2$ by calculating a linear fit through the origin for the set of points corresponding to different wave vectors. These proportionality factors $\lambda_n$ and $\lambda_v$ are listed in Table 3. For the lowest values of $k$, the decay times become comparable with the run length, confirming the need to take care in assessing errors in the elastic fluctuations, as mentioned earlier.

For the splay and twist mode it is notable that the decay rates of the velocity fluctuations are almost an order of magnitude larger than for the director fluctuations. For the chosen state point the timescale separation for the twist mode is most prominent with $\lambda_{\text{twist}}^v/\lambda_{\text{twist}}^n \approx 9$. For the splay mode the timescale separation is still significant with $\lambda_{\text{splay}}^v/\lambda_{\text{splay}}^n \approx 3.5$. This separation of timescales is expected from nematodynamics, Equations (11) and (14). For the bend mode the real and imaginary parts of the relaxation rate $\nu$ are plotted against $k^2$ in Figure 7. Once again we find that both decay rates are exactly proportional to $k^2$ for both the real and the imaginary part. In contrast to the splay and twist modes, the velocity and director bend correlation functions relax and oscillate on almost exactly the same timescales, which is what is expected from the analysis of Section 2.
Table 3. Proportionality factors $\lambda$ relating the relaxation rates of the director and velocity correlations to $k^2$. The state point is $\rho^2 \sigma^3 = 0.3$, $k_B T/\epsilon_0 = 3.4$ for GB(3,5,1,3). Values are obtained from the gradients of the linear fits through the origin in Figures 6 and 7.

<table>
<thead>
<tr>
<th></th>
<th>$\lambda$^{splay}</th>
<th>$\lambda$^{twist}</th>
<th>$\lambda$^{bend}</th>
<th>$\lambda$^{i}_bend</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda^n$</td>
<td>0.7(1)</td>
<td>0.76(15)</td>
<td>1.97(7)</td>
<td>4.95(16)</td>
</tr>
<tr>
<td>$\lambda^v$</td>
<td>2.43(9)</td>
<td>6.60(10)</td>
<td>2.11(4)</td>
<td>5.54(12)</td>
</tr>
</tbody>
</table>

5. Conclusions

We have calculated the Frank elastic constants of the Gay-Berne fluid for two different parameterizations at various state points using molecular dynamics. We have shown that for a sufficiently large simulation box, the elastic constants can be extrapolated from the equilibrium orientational fluctuations. We found that $K_3 \gg K_1 \approx K_2$ for all state points and parameterizations. This agrees with the expectation that for elongated particles the bend excitation requires the most energy. The elastic constants depend strongly on the density, showing an increase for higher densities at roughly constant order parameter. In comparing with previous work, we have highlighted the advantages of using a larger simulation box, so as to give a larger range over which the asymptotic behaviour of the director fluctuations may be fitted. Our fluctuation measurements are consistent with those made on a much smaller system; however the fitting process itself can be somewhat more robust for the larger systems. A limitation, however, is the rapid increase in correlation times, and associated statistical errors, for the lowest-$k$ modes.

Furthermore we have shown that the time correlation functions of the director, reported in [30], and the velocity fluctuations, presented here, decay exponentially for the splay and twist modes, but show oscillatory decay for the bend mode. This was observed for all the Gay-Berne systems studied here. All decay rates were found to be accurately proportional to $k^2$ which is consistent with the equations of nematodynamics. Inspection of the relaxation times assured that the length of our simulations for the elastic constant calculations was sufficient; however, at the lower wave vectors, the highly correlated data used in the analysis significantly affected the estimated errors. Finally we analysed the separation of timescales between the director fluctuations and the velocity fluctuations. The separation is most prominent for the twist mode and reasonably large for the splay mode. For the bend mode the velocity field is expected to be governed by the same dynamics as the director and, indeed, we did not observe a significant separation of timescales.
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