CONVEX REGIONS IN THE PLANE AND THEIR DOMES
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1. Introduction

Let Ω be a euclidean convex region not equal to C. It need not have compact closure. We will study Ω from above by examining its geometric relationship to Dome(Ω). Here Dome(Ω) is the relative boundary component in the upper half 3-space of the hyperbolic convex hull of the closed set $\mathbb{S}^2 \setminus Ω$. It is constructed by considering maximal disks whose interiors are contained in Ω. Each is bounded by a circle c meeting the boundary at two or more points. From the circle c rises a hemisphere h which divides upper half-space into two components. Denote the component which does not abut the disk by $H_h$. The hyperbolic convex hull is $\bigcap_h H_h$. The dome is the envelope of the hemispheres. In short, the dome lies over the floor Ω as the dome of a domed stadium lies over the ground under it.

The ambient hyperbolic metric induces a path metric on the dome, which is referred to as the hyperbolic metric on the dome. Thurston proved the Riemann mapping theorem for it, namely there is an isometry between the dome and the unit disk in the respective hyperbolic metrics. It is uniquely determined up to compositions by isometries.

In more detail, the dome is the union of at most countably many open flat pieces, which are hyperbolic polygons generally with infinitely many sides, and the complementary closed set. The complementary set is the union of mutually disjoint bending lines. Each bending line is a hyperbolic geodesic with endpoints in the common boundary $\partial Ω$ of Ω and Dome(Ω).

An isolated bending line $ℓ$ has a well-defined bending angle $θ$ which we take to be the exterior bending angle. Thus $0 < θ < π$ where the extreme $θ = 0$ means no bending at all, while $θ = π$ means one side of $ℓ$ is folded over the other. In general, there is a real-valued Borel measure $μ$ on transverse segments $τ$ whose endpoints are in flat pieces or on bending lines with zero atomic measures. It is constructed in a manner akin to the Riemann integral by using finite approximations to the dome. Its value depends only on the flat pieces or lines containing the end points of $τ$.

For example, if Ω is a wedge with interior vertex angle less than $π$, its dome is a half-cone so there are no flat pieces. If Ω is a triangle, its dome is the union of three conical pieces and a flat piece. In fact the dome is a $C^1$-surface without any isolated bending lines. Similar statements are true for any convex polygon (finite sided).

For an introduction to the general theory see [1].

The basic tool we use is the nearest point retraction $r : Ω \rightarrow$ Dome(Ω). This is defined as follows. Given $z \in Ω$ consider the family of spheres in upper half-space which are tangent to C at z. As the diameter increases there is a first diameter
where the sphere touches the dome, necessarily at a single point which we denote by \( r(z) \). The retraction \( r \) is continuous, and is a homeomorphism if and only if there are no isolated bending lines. In any case \( r \) extends continuously to \( \partial \Omega \) and pointwise fixes it.

There are two theorems proved in this paper for euclidean convex regions. The first is Theorem 5.1. It states that \( r \) is actually a 2-quasiconformal homeomorphism.

The second, Theorem 7.1, gives a universal bound on the distortion of \( r \) at the boundary. At least for convex regions with \( C^1 \)-boundaries, this result implies that there exists a unique extremal quasiconformal map \( f \) from the floor to the dome \( \Omega \) which, like \( r \), pointwise fixes the common boundary. Moreover, \( f \) is of Teichmüller type, that is, \( f_z/f_z = k\phi/|\phi| \) for some quadratic differential \( \phi \, dz^2 \) with \( \iint |\phi| < \infty \) and constant \( 0 \leq k < 1 \). We also show that the maximal dilatation of the extremal mapping cannot exceed 2.

In spite of the transparency of our results for finite-sided convex polygons, there are major technical hurdles in extending the results, especially for the second theorem whose proof occupies most of this paper. We were not at all sure what was true when we started our investigation.

Our results about convex regions of the plane can be made invariant under Möbius transformations, by suitably generalizing the class of regions.

Let \( \Omega \subset S^2 \) be a simply connected open region, not the complement of a point. For each boundary point \( p \), we suppose that \( p \) has a neighbourhood, such that \( \partial \Omega \) near \( p \) is locally the graph of a function \( f_p \). We assume that the second derivative of \( f_p \) in the distributional sense is a constant plus a positive Borel measure. In this case we say that \( \Omega \) is infinitesimally convex. We thank Adrien Douady for making this condition explicit for us. The condition is invariant under Möbius transformations.

If \( \Omega \) is an infinitesimally convex set, given \( p \in \partial \Omega \), there exists a Möbius transformation that sends a neighbourhood of \( p \) onto a convex set. Our proof will then apply. On the other hand, a region invariant under a non-elementary discrete group cannot be infinitesimally convex unless it is a round disk.

We are very grateful to the referee for a careful reading of the manuscript.

2. Outline of the paper

As stated above, \( \Omega \) will be a proper convex open subset of \( \mathbb{C} \) (with a few explicit exceptions). We allow \( \Omega \) to have non-compact closure. In Theorem 5.1, we show that \( r : \Omega \to \text{Dome}(\Omega) \), the nearest point retraction, is a quasiconformal homeomorphism with quasiconformal constant at most 2. This proves Thurston’s \( K = 2 \) conjecture for euclidean convex regions. The conjecture is false for certain non-convex regions; see [2, 3]. In Definition 6.6, we recall the definition of substantial boundary dilatation. In Theorem 7.1, we compute the substantial boundary dilatation of \( r \) at each point of \( \partial \Omega \). This enables us to use the method of Chris Bishop to show that the Makarov Integral Means Spectrum for a euclidean convex region covers a larger range of exponents than that predicted by the Brennan Conjecture. In fact, the application to Brennan’s conjecture does not need the substantial boundary dilatation, because the derivative of the Riemann mapping of a convex domain to the unit disk is uniformly bounded. (We thank C. Pommerenke for pointing this out to us.)

Our main objective is to study the substantial boundary dilatation at a point \( p \in \partial \Omega \). So we are only interested in the situation near \( p \), and it is reasonable to
‘zoom in’. This method is discussed more formally in §4. We zoom in as follows. We take a small round circle $C$, centred at $p$. This makes sense also if $p = \infty \in \mathbb{S}^2$. Let $A = \Omega \cap C$. We apply a similarity to $C$, so that $A$ becomes an arc of unit length, with the midpoint of $A$ at the origin, and tangent direction at the midpoint vertical. Then, as $C$ converges to $p$, $\Omega$ converges either to a wedge or to an infinite strip of width 1.

We therefore study first, as important special cases of convex regions, wedges and strips, together with their domes. This study starts with Lemma 3.1 and finishes with Corollary 4.4. We also discuss some standard homeomorphisms between them. These standard isomorphisms provide a model that we try to follow in more complicated situations. In particular, there are canonical conformal isomorphisms of wedges, of half-cone surfaces and of half-cylinder surfaces, with the infinite strip of width 1.

Theorem 4.6 shows that the dome of a convex open region is a $C^1$-submanifold of $\mathbb{H}^3$. A convex polygon with a finite number of sides breaks up canonically into a finite number of real analytic pieces, each of which corresponds, under the nearest point retraction, to some conical or hemispherical piece in the dome (see the proof of Theorem 5.1). From this we deduce (Theorem 5.1) that the dilatation of the nearest point retraction for an arbitrary convex region has dilatation bounded above by 2.

The Approximation Theorem (Theorem 5.2), proved in [3], is an essential tool in arguing that the finite-sided case implies the general case. We prove the well-known fact that there is a well-defined angle at each point of the boundary of a general convex region in the plane (from Definition 6.1 to Remark 6.5).

Next, we state the main result of this section (Theorem 7.1), together with the one necessary additional definition (Definition 6.6). In §7.2, Theorem 7.1 is proved in some special situations. In §7.3, we specify how to move $\Omega$ by a similarity, so that its position becomes standard. This is useful when one works in coordinates.

In §7.6, we present a rather explicit approximation of $\Omega$ by a region $\Omega_n$, which, if $p = \infty$, is a locally finite convex polygon. If $p$ is finite, $\partial \Omega_n$ is locally finite except in a neighbourhood of $p$. It turns out that the proof of Theorem 7.1 is easier when $\Omega$ is replaced by $\Omega_n$. After proving the result for $\Omega_n$, we can deduce it for $\Omega$ by letting $n$ tend to infinity. In order to make $\Omega$ and $\Omega_n$ more similar to a strip, we apply log, getting subspaces $M$ and $M_n$ of $\mathbb{C}$ respectively. (In fact, sometimes it is convenient to apply $-\log$ and sometimes the identity map, instead of log. We use the notation $h$ as a shorthand for whichever of the three possibilities is appropriate.)

We provide $M_n$ with a basepoint $\omega_{x,n}$, whose horizontal coordinate $x$ is large and positive, and which lies in the centre of $M_n$. Theorem 7.8 shows that the pair $(M_n, \omega_{x,n})$ can be mapped by a similarity $z \mapsto az + b$, where $a > 0$, to a very close approximation to the pair $(S_1, 0)$.

In our analysis it is important to distinguish two distinct types of bending line near $p$. This is done in §8. Let $\sigma \subset \partial \Omega$ be a connected neighbourhood of $p$. A bending line near $p$ has its endpoints in the same component of $\sigma \setminus \{p\}$ or in different components. In the former case, the bending line is called a fringe bending line. We prove results about their shape and position. The other type of bending line is called an arch.

In Lemma 8.4, we prove that the nearest point retraction has dilatation near 1, provided we are sufficiently close to $p \in \partial \Omega$ and sufficiently near the boundary, as measured in $M$. The map $\psi : S_1 \to S_n$ is obtained from the nearest point retraction $r : \Omega \to \text{Dome}(\Omega)$ by composing with conformal isomorphisms. It therefore has the
same dilatation as $r$. So properties required of $\psi$ can be deduced from analogous properties of $r$.

In §9, we define foliations of $\Omega$, $\Omega_n$ and their domes. The leaves of the foliations of the domes are geodesics, and the nearest point retraction induces a map between foliations on the floor and the dome. More precisely, the foliations are defined only near $p$. These foliations will help us to compute partial derivatives and hence dilatations.

3. Standard examples

We start the real work with a discussion of some standard examples: the wedge, the half-plane (the wedge with angle $\pi$) and the infinite strip, and some special homeomorphisms $\Omega \to \text{Dome}(\Omega)$ in these standard cases. The particular homeomorphisms that interest us most are the nearest point retraction and the extremal quasiconformal homeomorphism which extends to the identity on $\partial \Omega$. This extremal happens to be unique for these special cases. We use the wedge

$$U_\alpha = \{ z : -\alpha/2 < \arg(z) < \alpha/2 \}.$$

The construction of the dome of a wedge is illustrated in Figures 3.0.i and 3.0.ii. The following lemma is proved by a simple calculation.

3.1. Lemma. The space $\text{Dome}(U_\alpha)$ is a half-cone in $\mathbb{U}^3$. The nearest point retraction $r : U_\alpha \to \text{Dome}(U_\alpha)$ is a real analytic diffeomorphism. Let

$$u = s(\cos(\alpha/2), \sin(\alpha/2) \cos(\theta), \sin(\alpha/2) \sin(\theta)) \in \text{Dome}(U_\alpha),$$

where $s > 0$ and $0 < \theta < \pi$. Then the dilatation at $u$ of the inverse of the nearest point retraction is $1 + \sin(\theta) \cos(\alpha/2)$.

In the case of the infinite strip, which we assume has width 2, the nearest point retraction is again a real analytic diffeomorphism. We take $u = (s, \cos(\theta), \sin(\theta))$. The dilatation at $u$ of the inverse of the nearest point retraction is $1 + \sin(\theta)$.

The dilatation of the nearest point retraction $r : \Omega \to \text{Dome}(\Omega)$, when $\Omega$ is a convex wedge or an infinite strip, is at most 2.

Proof. Using hyperbolic isometries of $\mathbb{U}^3$ which preserve the domain and its dome, we can restrict to a single bending line $\lambda$ and its inverse image under the
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\[ r^{-1}(\lambda) \]

Figure 3.0. This is a picture of the wedge whose dome is shown in Figure 3.0.i. The circle drawn is a circle that is maximal in the wedge. It is the boundary of the hyperbolic plane which contains the geodesic \( \lambda \) and is tangent to the cone surface. This hyperbolic plane is a hemisphere. The diagram has been rescaled so that the corresponding sphere has radius 1. We choose coordinates so that the wedge vertex is the origin. Then \( S = (\cot(\alpha/2), 0, -1) \) is the lowest point of that corresponding sphere. The nearest point retraction \( r : r^{-1}(\lambda) \rightarrow \lambda \) is given by radial projection from \( S \).

nearest point retraction \( r \). Let \( u \) and \( v \) be the endpoints of \( \lambda \). Then \( r^{-1}(\lambda) \) is an arc of a circle centred at the vertex of the wedge. The maximal disk \( D \subset U_\alpha \), with \( u, v \in \partial D \), has its centre \( c_0 \) at the intersection of the perpendicualrs to \( \partial U_\alpha \) at \( u \) and \( v \). We may assume that \( D \) has radius 1. We can compute the coordinates of \( c_0 \) in terms of \( \alpha \). Let \( p_0 = c_0 - (0, 0, 1) \). Then radial projection from \( p_0 \) sends \( r^{-1}(\lambda) \) to \( \lambda \) and, on this set, is equal to \( r \). (To see this, recall that the nearest point retraction \( D \rightarrow \text{Dome}(D) \) is given by radial projection from \( p_0 \).)

The details of the computation are left to the reader.

The circle drawn is a circle that is maximal in the wedge. It is the boundary of the hyperbolic plane which contains the geodesic \( \lambda \) and is tangent to the cone surface. This hyperbolic plane is a hemisphere. The diagram has been rescaled so that the corresponding sphere has radius 1. We choose coordinates so that the wedge vertex is the origin. Then \( S = (\cot(\alpha/2), 0, -1) \) is the lowest point of that corresponding sphere. The nearest point retraction \( r : r^{-1}(\lambda) \rightarrow \lambda \) is given by radial projection from \( S \).

Infinite strips play a fundamental role in our proof of Theorem 7.1. To fix the notation, we make the following definition.

3.2. Definition. For each \( u > 0 \), we set \( S_u = \{ z : -u/2 < \text{Im}(z) < u/2 \} \), the infinite horizontal strip of height \( u \).

When constructing quasiconformal homeomorphisms \( \Omega \rightarrow \text{Dome}(\Omega) \), it is much more convenient to construct instead quasiconformal homeomorphisms from one infinite strip to another. The reason this is more convenient is that we can then work with standard concepts involving two real variables, such as partial derivatives; this is much easier than trying to construct and work with the corresponding concepts on a convex hull boundary. To justify this transition to maps between strips, we need to construct conformal isomorphisms between \( \Omega \) and an infinite strip, and also between \( \text{Dome}(\Omega) \) and another infinite strip.

The construction for general convex \( \Omega \) will need in-depth investigation. Here we construct these conformal isomorphisms only for the special cases of a wedge or infinite strip. This will give us a useful introduction to the properties applying to general convex subsets \( \Omega \).

3.3. Definition. If \( \alpha > 0 \) and we are concentrating on the boundary point \( p = 0 \in \partial \Omega \subset S^2 \) of the wedge \( \Omega = U_\alpha \subset \mathbb{C} \), we set \( h = -\log : U_\alpha \rightarrow S_\alpha \). Here \( S_\alpha \) is the infinite horizontal strip of height \( \alpha \). If \( \alpha > 0 \) and we are concentrating
on the boundary point \( p = \infty \in \partial \Omega \subset S^2 \) of the wedge \( \Omega = U_\alpha \subset \mathbb{C} \), we set \( h = \log : U_\alpha \to S_\alpha \). If \( \alpha = 0 \), so that \( \Omega = S_v \) is an infinite strip for some \( v > 0 \), we set \( h : S_v \to S_v \) equal to the identity, and take \( p = +\infty \in \partial S_v \subset S^2 \) to be the boundary point of interest. We set \( M \) to be the image of \( h \), so that \( M = S_\alpha \) or \( M = S_v \), and \( h : \Omega \to M \). In each case, \( h \) maps \( p \in \partial \Omega \) to \( +\infty \in \partial M \subset S^2 \).

In order to tie the choice of conformal isomorphism with an infinite strip more tightly to the geometry, and in order to make stronger the parallel with later more general constructions, we proceed as follows. We fix a bending line \( \beta_0 \) in Dome \( (\Omega) \), and set \( x_0 \) to be the euclidean midpoint of this semicircular arc in \( U_3 \subset \mathbb{R}^3 \). We choose \( z_0 \in \Omega \) so that \( r(z_0) = x_0 \). Let \( g : M \to S_1 \) be the translation plus change of scale sending \( h(z_0) \in M \) to 0 \in \( S_1 \).

Next we specify a conformal isomorphism of Dome \( (\Omega) \) with an infinite strip. We set \( \gamma \) to be the locus of the euclidean midpoints of the bending lines. Since \( \Omega \) is a wedge or an infinite strip, this curve is a hyperbolic geodesic with respect to the hyperbolic path metric on Dome \( (\Omega) \). We set \( u = u(\alpha) = \pi \sin(\alpha/2)/\alpha \). Let \( \iota : \text{Dome} \ (\Omega) \to S_u \) be the isometry of hyperbolic metrics which sends \( p \) to \( +\infty \) and sends \( x_0 \in \text{Dome} \ (\Omega) \) to 0 \in \( S_u \). Then \( \iota(\gamma) \) is the unique horizontal hyperbolic geodesic in \( S_u \).

We define \( \Psi : S_1 \to S_u \) as the composite

\[
S_1 \xrightarrow{g^{-1}} M \xrightarrow{h^{-1}} \Omega \xrightarrow{r} \text{Dome} \ (\Omega) \xrightarrow{\iota} S_u. \tag{3.3.a}
\]

We call \( \Psi \) the model. We will use it for purposes of comparison with other maps, similarly defined, but using a general convex region \( \Omega \subset \mathbb{C} \) with boundary point \( p \in \partial \Omega \subset S^2 \), instead of a wedge or an infinite strip.

Note that, in the case of a wedge of angle \( \alpha \) or an infinite strip

\[
\Psi(t, s) = \left( t, -u/2 + f_\alpha \left( \frac{1}{2} + s \right) \right), \tag{3.3.b}
\]

where \( s \in \left( -\frac{1}{2}, \frac{1}{2} \right) \) and \( t \in \mathbb{R} \). The important function \( f_\alpha : (0, 1) \to (0, u) \) is defined by this equation.

We will need to prove a number of properties of \( f_\alpha \). This can be done either by direct calculation or by using the method of `zooming in’. The second method will give less information, though still sufficient for nearly all our purposes in this paper. In view of its general importance, and its ease of use, we now explain this method in the present context.

4. Parametrized families of surfaces

The equation

\[
y^2 + z^2 = \lambda^2 x^2.
\]

defines a cone surface in \( \mathbb{R}^3 \).

We consider a sequence of points \((u_n)_{n \in \mathbb{N}}\) in the plane \( z = 0 \), converging to a point on the cone (not to \((0,0,0)\)). We apply a change of scale and translation, so that \( u_n \) becomes the origin, and the distance of \( u_n \) from the cone is 1. This transforms the equation of the cone to a form where it depends real analytically on a certain parameter. Setting this parameter equal to zero, we obtain the equation of a vertical plane.
In psychological terms, imagine yourself moving towards the cone surface, while you shrink in size at the same rate. The cone surface towers above you, looking more and more vertical as you approach. In the limit the surface becomes a vertical half-plane.

Here is a version of the process in formulas. Let \( u(\mu) = (1, -\lambda + \mu, 0) \) be our varying point \( u \). We define the similarity \( A_\mu : \mathbb{R}^3 \to \mathbb{R}^3 \) by \( A_\mu(v) = \mu v + u(\mu) \). Qualitatively, \( A_\mu \) has the effect we require. With respect to the new coordinates given by \( A_\mu \), the cone surface has the equation

\[
-2(1 + y)\lambda + (1 + 2y + y^2 + z^2)\mu - x\lambda^2(2 + x\mu) = 0. \tag{4.0.c}
\]

Setting \( \mu = 0 \), we obtain the equation \( 1 + y + \lambda x = 0 \) of a vertical plane.

Equation \( 4.0.c \) makes rigorous the statement that a family of cone surfaces converges analytically to a vertical plane. We make all objects of interest, for example Riemannian metrics, nearest point retractions, etc., depend analytically on \( \mu \). The analytic continuation of the nearest point retraction as \( \mu \) changes sign is no longer a nearest point retraction. However, the map itself continues to be defined and meaningful, and it depends analytically on \( \mu \).

In a similar way, we can see that various objects vary analytically in the angle \( \alpha \) as it moves through 0 to negative values or through \( \pi \). When working in this way, we have to be careful to rethink the meaning of the objects, using analysis rather than particular accidents of the English language chosen to describe the objects. For example, there is absolutely no reason why the description ‘nearest point retraction’ should continue to be a valid description when analytic continuation takes one beyond the original geometric framework in which the nearest point retraction was originally defined.

This method is called ‘rescaling’ or ‘zooming in’.

4.1. **Lemma.** Let \( f \) be the function of equation \( (3.3.b) \). There is an \( \epsilon > 0 \) such that \( f_\alpha(s) \) is the restriction of an analytic function of \( \alpha \) and \( s \), defined if \( |s| < \epsilon \) and \( |\alpha| < \pi \). (In fact, we can take \( \epsilon = \frac{1}{2} \), but we do not need this.) Also \( f_\alpha(s) = s + O(s^2) \).

**Proof.** We have explicit formulas for the conformal isomorphisms \( h^{-1} \circ g^{-1} : S_1 \to U_\alpha \) and \( \iota : \text{Dome}(U_\alpha) \to S_1 \). We are left with proving appropriate analyticity for the nearest point retraction \( r : U_\alpha \to \text{Dome}(U_\alpha) \). Analyticity in \( s \) and \( \alpha \) can be proved using the considerations of §4.

To see that \( f(s) = s + O(s^2) \), we use the formula for the nearest point retraction of a half-plane onto a vertical half-plane. We can then apply equation \( 4.0.c \) to see that a similar formula must hold for a cone.

Alternatively, note that the nearest point retraction approximately preserves euclidean distances from \( \partial U_\alpha \), for points very near \( \partial U_\alpha \) and far from the vertex of \( U_\alpha \). \( \square \)

4.2. **Remark.** Although detailed information about \( f_\alpha = f \) is not needed in this paper, we provide it in case readers are interested, and also as a check on the above reasoning. We calculate, along the lines indicated in Lemma 3.1, obtaining

\[
\tan \left( \frac{f_\alpha(s)\alpha}{\sin(\alpha/2)} \right) = \frac{-\cos(\alpha/2) + \cos(\alpha/2 - sa)}{\sin(\alpha/2) \sin(\alpha/2 - sa)}. \tag{4.2.a}
\]
This gives
\[ f_\alpha(s) = s + \frac{\alpha}{2\tan(\alpha/2)} s^2 + O(s^3). \quad (4.2.b) \]

We recall Definition 3.3.a, where the model \( \Psi \) is defined. Let \( t \in \mathbb{R} \) and \( s \in (0, 1) \). The dilatation of \( \Psi \) at \((t, s) \in S_1\) is \( f_\alpha'(s) \). Since the other maps involved in the definition of \( \Psi \) are conformal, this is also the dilatation of the inverse of \( r \), the nearest point retraction, at the appropriate point. This is recorded in Lemma 3.1 as being equal to \( 1 + \sin(\theta)\cos(\alpha/2) \), where \( \theta \) is the angular coordinate, on a certain vertical semicircle, of the point corresponding to \((s, t) \in S_1\). We see that \( \theta = f_\alpha(s)\alpha / \sin(\alpha/2) \) and so
\[ f_\alpha'(s) = 1 + \sin(\theta)\cos(\alpha/2) = 1 + \sin(\frac{f_\alpha(s)\alpha}{\sin(\alpha/2)})\cos(\alpha/2) = 1 + O(s). \]

By comparing Lemma 3.1 with the next result, we will see that the nearest point retraction does not give an extremal quasiconformal homeomorphism.

4.3. Lemma. With respect to the euclidean path metric, Dome \((U_\alpha)\) is isometric to a wedge of angle \( \beta = \pi \sin(\alpha/2) \). There is a unique extremal quasiconformal homeomorphism between this wedge and the wedge \( U_\alpha \), corresponding to the identity map on \( \partial U_\alpha \), namely the homeomorphism that preserves euclidean distance from the vertex and scales linearly the angle subtended at the vertex. The dilatation is constant and is equal to \( \beta/\alpha \).

Proof. The logarithm function maps the domain \( U_\alpha \) conformally to \( S_\alpha \) (for the meaning of \( S_\alpha \), see Definition 3.2). Now Dome \((U_\alpha)\), which, with the euclidean path metric is euclidean isometric to a wedge of angle \( \beta \), is mapped by the logarithm to \( S_\beta \). We have a quasiconformal homeomorphism \( q : S_\alpha \to S_\beta \), given by \( q(x, y) = (x, \beta y/\alpha) \). The restriction of \( q \) to \( \partial S_\alpha \) is the obvious map corresponding to the identity on \( \partial U_\alpha \).

The corresponding quasiconformal homeomorphism, still denoted by \( q \) but now a map \( q : S_1 \to S_{\beta/\alpha} \), is given by the same formula \( q(x, y) = (x, \beta y/\alpha) \). It is better to divide by \( \alpha \) because the new maps are applicable also when \( \alpha = 0 \), in which case \( U_\alpha \) can be interpreted as an infinite strip, and \( \beta/\alpha \) as \( \pi/2 \).

To prove our lemma, we apply a result due to Strebel and, independently, to Beurling and Ahlfors, which states that, given an affine map \( A : \mathbb{R}^2 \to \mathbb{R}^2 \), such that \( A(S_1) = S_u \) there is a unique extremal quasiconformal map \( q : S_1 \to S_u \) among homeomorphisms \( f : S_1 \to S_u \) such that \( f|\partial S_1 = A|\partial S_1 \), namely \( q = A|S_1 \).
An easy proof, if one requires to know only the extremality, which is all that is required in this paper, and not the uniqueness, is provided in [3, § 3].

The above proof also works for \( \alpha = \pi \), when the nearest point retraction \( r \) is the relevant extremal quasiconformal mapping, and the dilatation is 1. We have also proved the following result.

4.4. Corollary. With respect to the euclidean path metric, Dome \((S_1)\) is isometric to the strip \( S_{\pi/2} \). There is a unique extremal quasiconformal homeomorphism \( q : S_1 \to S_{\pi/2} \) corresponding to the identity map on \( \partial S_1 \), given by \( q(x, y) = (x, \pi y/2) \). The dilatation is constant and is equal to \( \pi/2 \).
4.5. **The general convex region** $\Omega \subset \mathbb{C}$

4.6. **Theorem.** The Thurston isometry $\iota : \mathbb{H}^2 \to \text{Dome} (\Omega)$ is a proper $C^1$-map with derivative everywhere of rank 2, and $\text{Dome} (\Omega)$ is a proper $C^1$-submanifold of $\mathbb{U}^3$.

4.7. **Remark.** Although the dome is differentiable, the nearest point retraction $r : \Omega \to \text{Dome} (\Omega)$ may not be differentiable. In fact, it is unusual to have a convex region $\Omega$ for which the nearest point retraction is everywhere differentiable. Since quasiconformal maps are differentiable almost everywhere, one can however deduce from Theorem 5.1 that $r$ is differentiable almost everywhere. A related point is that the dome of a convex region is usually not a $C^2$-submanifold of $\mathbb{U}^3$.

Before proving Theorem 4.6, we establish some general properties of the bending lamination for the dome of a convex region.

4.8. **Lemma.** Let $x \in \partial \Omega$ be the endpoint of at least one bending line. (The boundary of $\Omega$ is taken in $\mathbb{S}^2$.) Then the following must be true:

(4.8.1) $x \neq \infty$;

(4.8.2) $\partial \Omega$ has a unique tangent at $x$;

(4.8.3) $\text{Dome} (\Omega)$ has no isolated bending line and each bending line has zero transverse measure;

(4.8.4) the nearest point retraction $r : \Omega \to \text{Dome} (\Omega)$ is a homeomorphism;

(4.8.5) there are at most two bending lines with $x$ as endpoint; if $x$ is the endpoint of two distinct bending lines, then there is a flat such that each of the two bending lines is a boundary component of the flat (see Figure 4.8).

\[\text{Figure 4.8. This illustrates (4.8.5). We show the convex set } \Omega \text{ and a maximal disk } D \subset \Omega. \text{ Two bending lines for } \text{Dome} (\Omega) \text{ have a common endpoint } x. \text{ The bending lines are not shown. Instead we show their inverse images under the nearest point retraction.}\]

\[\text{Proof.} \text{ First we deal with the case } x = \infty. \text{ Since } \Omega \text{ is euclidean convex, a maximal disk in } \Omega \text{ can have } \infty \text{ in its closure only if it is equal to } \Omega. \text{ But then there are no bending lines and } x \text{ cannot exist. For the remainder of the proof, we assume that } x \text{ is finite.}\]

If a bending line has positive transverse measure, then $\partial \Omega$ has a corner at the endpoint $x$, and the bending is in the wrong direction, preventing $\Omega$ from being convex. The first three conclusions follow.

In order to prove (4.8.5), suppose $x$ is an endpoint of a bending line $\ell$. Let $P$ be a support plane for $\Omega$ which contains $\ell$. There is a corresponding maximal disk $D \subset \Omega$, such that $x \in \partial D = \partial P$. Let $y$ be the other endpoint of $\ell$. Then $y \in \partial D$. 
Since the tangent line to $\partial\Omega$ at $x$ is unique, there is exactly one maximal disk $D \subset \Omega$ such that $x \in \partial D$. It follows that any bending line with $x$ as an endpoint must lie in $P$. Moreover, $P \cap \text{Dome}(\Omega)$ is the convex hull of $\partial\Omega \cap \partial D$. The statement (4.8.5) now follows. The situation is illustrated in Figure 4.8.

**Proof of Theorem 4.6.** Let $u \in \text{Dome}(\Omega)$. If $u$ lies in a flat, then there is clearly a smooth chart. If $u$ lies on a bending line, we see from Lemma 4.8 that the Thurston isometry is $C^1$.

5. **Quasiconformality of the nearest point retraction**

5.1. **Theorem.** Let $\Omega$ be a proper open convex subset of $\mathbb{C}$, possibly with non-compact closure, and let $r : \Omega \rightarrow \text{Dome}(\Omega)$ be the nearest point retraction. Then $r$ is a 2-quasiconformal homeomorphism.

To prove Theorem 5.1, we will use approximation theorems from [3]. For the main result of this chapter (Theorem 7.1), we will rely heavily on Theorem 5.2, used in the current paper only with the additional (and unnecessary) restriction that $\Omega$ and $\Omega_n$ are all convex.

5.2. **Theorem (The Approximation Theorem).** Let $K \geq 1$, and let $(\Omega_n)_{n \in \mathbb{N}} \subset \mathbb{C}$ be a sequence of simply connected proper open subsets converging to a simply connected proper open subset $\Omega \subset \mathbb{C}$. (The convergence is Hausdorff convergence of the compact complements in $S^2$.) Given any sequence

$$(\phi_n : \Omega_n \rightarrow \text{Dome}(\Omega_n) \subset \overline{D^3})_{n \in \mathbb{N}}$$

of $K$-quasiconformal homeomorphisms which extend continuously to the identity on the common boundary, there is a subsequence, converging uniformly on compact subsets, to a $K$-quasiconformal $\phi : \Omega \rightarrow \text{Dome}(\Omega) \subset \overline{D^3}$ which extends continuously to the identity on the common boundary.

In order to prove Theorem 5.1, we will not rely on Theorem 5.2, but only on the more easily proved Theorem 5.3. This result, not stated explicitly in [3], is implicitly contained in the proof of [3, Lemma 7.5]. Alternatively, if we assume $\Omega$ and $\Omega_n$ to be convex, which is all that we need in the present paper, then it is easy to deduce Theorem 5.3 from Theorem 5.2, which is explicitly stated and proved in [3]. Although we need only the convex case, the more general statement given in Theorem 5.3 is true for any $\Omega$ and $\Omega_n$.

5.3. **Theorem.** Let $(\Omega_k)_{k \in \mathbb{N}}$ be a sequence of open simply-connected regions in $S^2$ converging to the simply-connected region $\Omega$, in the sense of Hausdorff convergence of their compact complements in $S^2$. Let $r_k : \Omega_k \rightarrow \text{Dome}(\Omega_k)$ and $r : \Omega \rightarrow \text{Dome}(\Omega)$ be the nearest point retractions. Let $\iota_k : \text{Dome}(\Omega_k) \rightarrow \mathbb{H}^2$ and $\iota : \text{Dome}(\Omega) \rightarrow \mathbb{H}^2$ be the Thurston isometries, normalized consistently in some sensible way (as explained in [3, §7.8]). Then the sequence $(\iota_k \circ r_k)_{k \in \mathbb{N}}$ converges to $\iota \circ r$ uniformly on compact subsets of $\Omega$.

**Proof of Theorem 5.1.** By the above approximation theorems, we need only prove that $r$ is 2-quasiconformal when $\Omega$ is a finite-sided convex euclidean polygon,
possibly with non-compact closure. Let $V$ be a flat or a bending line in Dome($\Omega$). If $V$ is a flat, then $r$ is conformal on $r^{-1}(V)$. Otherwise $V$ is a geodesic joining two of the edges of the polygon $\Omega$. Note that $V$ cannot end at a vertex of the polygon. We denote these two edges of the polygon by $\sigma_1$ and $\sigma_2$. The union of bending lines with one endpoint in $\sigma_1$ and the other endpoint in $\sigma_2$ is a closed subset of Dome($\Omega$). By (4.8.2), none of the four points which are endpoints of the intervals $\sigma_1$ or $\sigma_2$ can be the endpoints of any bending line. See Figure 5.3.

**Figure 5.3.** This illustrates the proof of Theorem 5.1. The boundary of the polygon is indicated by thick lines. The edges $\sigma_1$ and $\sigma_2$, when extended, meet at $p$. The letter $D$ denotes the maximal disk $D$ in the proof. In the diagram we show two possible positions for $D$. The rest of this caption refers only to the extreme position of $D$ towards the left. The geodesic $V$ is the last bending line joining $\sigma_1$ to $\sigma_2$. The hyperbolic plane $P$ with $\partial P = \partial D$ is divided into two halves by $V$. The left half of $P$ meets Dome($\Omega$) and the right half does not meet it. This is the basis of the general reasoning which shows that we can move $D$ a little to the right by scaling with centre $p$, while retaining the property that it is a maximal disk of the polygon $\Omega$, tangent both to $\sigma_1$ and to $\sigma_2$.

Suppose that, when extended, $\sigma_1$ and $\sigma_2$ meet at a point $p$. (If the sides are parallel, they meet at infinity. We leave to the reader the obvious interpretation of the following remarks in this case.) Let $D \subset \Omega$ be the maximal disk such that the endpoints of $V$ lie on $\partial D$. Let $P$ be the hyperbolic plane with $\partial P = \partial D$. Then $P \cap$ Dome($\Omega$) is either equal to $V$ or to an ideal hyperbolic polygon, one of whose sides is $V$. Therefore at least one component of $P \setminus V$ in $P$ does not meet Dome($\Omega$). It follows that scaling by positive real numbers either in $(1-\epsilon, 1]$ or by positive real numbers in $[1, 1+\epsilon)$, with $p$ as fixed point, will move $D$ through maximal disks in $\Omega$ to which both $\sigma_1$ and $\sigma_2$ are tangent.

So the subset of Dome($\Omega$) consisting of bending lines with endpoints on $\sigma_1$ and $\sigma_2$ has non-empty interior. The computation of the dilatation of $r$ can therefore be reduced to the computation for such a subset. This can be carried out by extending $\sigma_1$ and $\sigma_2$ until they meet, bounding a wedge of angle $\alpha$ with vertex $p$. By Lemma 3.1, the dilatation lies between $1$ and $1 + \cos(\alpha/2) \leq 2$.

6. **Boundary dilatation**

We have shown above that, for a finite-sided convex region, the dome consists of a finite number of pieces, each of which is either flat or part of a cone surface. Now we return to the case of a general open convex region in the plane.

6.1. **Definition.** For each point $p \in \partial \Omega$, we have a minimal wedge $W_p \supset \Omega$, with vertex at $p$. We set $\text{ang}(p)$ equal to the angle of $W_p$. We define the directed tangent lines at $p$ to $\Omega$ to be the two lines containing the two edges of $W_p$. We direct
the two tangent lines so that they point in a counterclockwise direction around $\Omega$. See the picture in Figure 6.1.

$\textbf{Figure 6.1.}$ This illustrates Definition 6.1. The region $W_p$ is the wedge contained between the two tangents to $\partial \Omega$ at $p$. We have $\Omega \subset W_p$.

The angle between the two directed tangent lines is equal to $\pi - \text{ang}(p)$. If $\text{ang}(p) = \pi$, then the two directed tangent lines are equal.

The following lemma is obvious.

\textbf{6.2. Lemma.} Let $(p_i)_{i \in \mathbb{N}}$ be a sequence in $\partial \Omega$ converging to $p$ from one side of $p$. For each $i$, let $\tau_i$ be either of the two directed tangent lines at $p_i$. Then $(\tau_i)_{i \in \mathbb{N}}$ converges to $\tau$, the directed tangent line at $p$ on the same side of $p$ as $(p_i)_{i \in \mathbb{N}}$.

\textbf{6.3. Definition.} We extend Definition 6.1 to the case $p = \infty$ as follows. We fix a point $q \in \partial \Omega$ and define $W_{\infty,q} \subset \Omega$ to be the closure of the maximal wedge with vertices at $q$ and $\infty$ contained in $\Omega$. We define $\text{ang}(\infty)$ to be the angle of $W_{\infty,q}$. It is easy to see that this angle is independent of $q$. See the picture in Figure 6.3.

$\textbf{Figure 6.3.}$ This illustrates Definition 6.3. We have $q \in \partial \Omega$. The region $W_{\infty,q} \subset \Omega$ is the wedge defined in Definition 6.3.

Note that $W_{\infty,q} \subset \Omega$ may be degenerate, collapsing to a single line. Whether it is degenerate or not, we obtain two directed tangent lines to $\partial \Omega$ at $\infty \in S^2$. We have $0 \leq \text{ang}(\infty) \leq \pi$, where $0$ corresponds to the degenerate case.

We define $0 \leq \text{ang}_0 \leq \pi$ to be the minimum of $\text{ang}(p)$, as $p$ varies over $\partial \Omega \subset S^2$. 

6.4. Example. An example where \( \text{ang}(\infty) = 0 \) is given by the set
\[
\{(x, y) : y^2 < x\}.
\]
This is one component of the complement of a parabola.

6.5. Remark. If \( p = \infty \) and \( \text{ang}(p) = \pi \), then it is easy to see that \( \Omega \) is a half-plane.

Let \( U \) and \( V \) be proper open simply connected subsets of the plane. Let \( h_U : U \to \mathbb{D}^2 \) and \( h_V : V \to \mathbb{D}^2 \) be Riemann mappings. Two quasiconformal homeomorphisms \( f_1, f_2 : U \to V \), are said to have the same boundary values if \( h_V f_1 h_U^{-1}, h_V f_2 h_U^{-1} : \mathbb{D}^2 \to \mathbb{D}^2 \) have the same boundary values. (Recall that a quasiconformal homeomorphism between two open unit disks can always be continuously extended to the closed disks, so the ‘boundary values’ of these quasiconformal homeomorphisms makes sense.)

6.6. Definition. Given a quasiconformal homeomorphism \( f : U \to V \) and a point \( p \in \partial U \), the notion of substantial boundary dilatation \( H_p(f) \) at \( p \) is defined as follows. Denote the disk of radius \( s \) about \( p \) by \( B_s(p) \). Suppose we have a quasiconformal map \( g : U \to V \) with the same boundary values as \( f \) in the sense just described (write \( g \sim f \)). We denote the maximal dilatation of \( g \) restricted to \( B_s(p) \cap U \) by \( K_s(g) \). We make the following sequence of definitions:
\[
\overline{H}_p(g) = \lim_{s \to 0} K_s(g), \quad H_p(f) = \inf_{g \sim f} \overline{H}_p(g), \quad H(f) = \max_{p \in \partial U} H_p(f).
\]
The number \( H(f) \) is called the boundary dilatation of \( f \). It is known [4, 5] that the maximum is attained for some \( p \in \partial U \).

Automatically \( H(f) \leq K_0 \) where \( K_0 \) is the maximal dilatation of an extremal quasiconformal map with the boundary values of \( f \). Typically, there is strict inequality. See [7] for an exposition of this topic.

7. The main theorem

7.1. Theorem. Let \( r : \Omega \to \text{Dome}(\Omega) \) be the nearest point retraction. If \( \text{ang}(p) > 0 \), then the substantial boundary dilatation of \( r \) at \( p \) is given by
\[
H_p(r) = \frac{\pi \sin(\text{ang}(p)/2)}{\text{ang}(p)}.
\]
If \( \text{ang}(p) = \pi \), then \( H_p(r) = 1 \). If \( \text{ang}(p) = 0 \), then \( H_p(r) = \pi/2 \). The boundary dilatation is obtained by substituting \( \text{ang}_0 \) for \( \text{ang}(p) \) in these formulas (see Definition 6.3).

The proof will occupy the remainder of this paper.

7.2. Proof for special cases

Suppose the boundary in \( \mathbb{S}^2 \) of the convex open subset \( \Omega \subset \mathbb{C} \) includes \( \infty \). The closure \( \overline{\Omega} \) of \( \Omega \) in \( \mathbb{C} \) then has one or two ends. If there are two, then \( \Omega \) must be an infinite strip. In this case, Lemma 4.3 is much stronger than Theorem 7.1. So, for
the remainder of the proof of Theorem 7.1, we assume that $\overline{\Omega}$ has at most one end, which is its boundary point at $\infty$.

Next we think about the case when $\mathrm{ang}(p) = \pi$. We need to prove that the substantial boundary dilatation at $p$ is 1. If $p = \infty$ and $\mathrm{ang}(p) = \pi$, then, as already pointed out in Remark 6.5, $\Omega$ is a half-plane and the nearest point retraction is conformal. This reduces consideration of $\mathrm{ang}(p) = \pi$ to the case when $p$ is finite.

Given $u \in \Omega$ near $p$, we need to show that the dilatation of $r$ near $u$ is not much bigger than 1. We approximate $\Omega$ by a finite-sided convex polygon, with internal angles near $p$ very close to $\pi$. We complete the proof in this special case following the method of Theorem 5.1. The reader is referred to Figure 5.3 which shows that the dilatation of the nearest point retraction can be computed from the computation for a wedge. Use of the nearest point retraction as the relevant homeomorphism satisfying Theorem 7.1, rather than some specially constructed homeomorphism, is appropriate only because we are near a point with angle $\pi$ so that its dilatation is nearly 1.

Our conclusions from these few remarks are that, when proving Theorem 7.1, we can confine our attention to points $p \in \partial \Omega$, finite or infinite, such that $0 \leq \mathrm{ang}(p) < \pi$. Moreover, if $p = \infty$, we may assume it is the only boundary point at infinity.

Given a convex open region in the plane, its closure in $S^2$ is a closed topological disk, except for an infinite strip. But this is excluded by the previous paragraph. So we assume from now on that the closure of $\Omega$ in $S^2$ is a closed topological disk.

### 7.3. Standard position for $\Omega$

We recall from § 7.2 that we may assume that $\mathrm{ang}(p) < \pi$ and that $\overline{\Omega}$ has at most one end. We will find a similarity that puts $\Omega$ into a convenient position for applying the log function.

First we look at the case $p = \infty$. For each finite $q \in \partial \Omega$, we have a closed wedge (or single ray) $W_{\infty,q} \subset \Omega$ (see Definition 6.3). As $q$ varies, the edges of $W_{\infty,q}$ vary in either one or two parallel families of lines.

It follows from continuity (see Figure 7.3) that we can find a point $q$ with the property that the bisector of $W_{\infty,q}$ is orthogonal to a support line for $\Omega$ at $q$. We apply a similarity to make the support line vertical with $\Omega$ on its right, and move $q$ to 0.

![Figure 7.3. This illustrates the first paragraph of § 7.3.](image)

We recall that $p$ is the corner point defined in Theorem 7.1. If $p = \infty$, we have defined $q$ and described a normalization, with $q = 0$. This normalization fixes a branch of $\log : \Omega \to \mathbb{C}$.

Now we consider the case where $p$ is finite. Then $\mathrm{ang}(p) > 0$. Following Definition 6.1, we set $W_0$ equal to the minimal wedge containing $\Omega$ with vertex
at \( p \). We may assume that \( p = 0 \) and that \( W_0 \) is a wedge with rays in the range \((-\text{ang}(p)/2, \text{ang}(p)/2)\). Once again, this fixes a branch of \( \log : \Omega \to \mathbb{C} \).

7.4. **Definition.** (1) If \( p = 0 \), we set \( h = -\log \).

(2) If \( p = \infty \) and \( \text{ang}(\infty) > 0 \), we set \( h = \log \).

(3) If \( p = \infty \) and \( \text{ang}(\infty) = 0 \), we set \( h \) equal to the identity map.

In each case, we define \( M = h(\Omega) \). After \( h \) is extended continuously to the closure of \( \Omega \) in \( \mathbb{S}^2 \), \( p \) is sent to a point \( +\infty \in \partial M \). In each case \( h(\Omega) \) is somewhat like a horizontal strip. The word ‘somewhat’ does need to be taken seriously, as we see with Example 6.4, when \( p = \infty \), \( \text{ang}(p) = 0 \) and \( M = \Omega \). The notation reminds us that \( +\infty \) is thought of as lying at infinity on the right of \( M \).

Since \( \Omega \) is convex, \( \partial \Omega \) has a well-defined tangent except at a countable set of points, at each of which there are exactly two distinct tangent directions. It follows that \( \partial M \) has a well-defined tangent except at a countable set of points, where there are exactly two distinct tangents. Near the boundary point \( +\infty \), the tangents to \( \partial M \) are almost horizontal.

7.5. **Definition.** As in Definition 3.3, we fix a bending line \( \beta_0 \) whose image under \( \iota \) joins the two components of \( \partial S_u \). We fix \( x_0 \) to be the euclidean midpoint of the semicircular arc \( \beta_0 \subset \text{Dome}(\Omega) \), and set \( z_0 = r^{-1}(x_0) \in \Omega \). Without loss of generality (changing the choice of \( \beta_0 \)), we may assume that all tangent lines to \( \partial M \) to the right of \( h(z_0) \) have slope less than 0.

To the right of \( h(z_0) \), \( \partial M \) breaks up into two components: the upper component \( \partial_+ M \) and the lower component \( \partial_- M \). The corresponding parts of \( \partial \Omega \) are denoted by \( \partial_+ \Omega \) and \( \partial_- \Omega \).

7.6. **Approximating \( \Omega \)**

Some proofs turn out to be easier when \( \Omega \) has a special form, namely when \( \partial \Omega \backslash \{p\} \) is the union of a locally finite family of straight edges. For this reason, we will work with an approximation \( \Omega_n \) to \( \Omega \), which has such a locally finite family of edges.

One slightly subtle point is that we make our proofs and estimates using \( \Omega_n \), but with conclusions which are independent of \( n \). To see why we find this necessary, recall that we are computing the substantial boundary dilatation of the nearest point retraction \( r : \Omega \to \text{Dome}(\Omega) \) at \( p \) (see Definition 6.6). We need to show that we can find a very small neighbourhood \( N \) of \( p \) and \( \tilde{r} : \Omega \to \text{Dome}(\Omega) \), with the same boundary values as \( r \) and such that \( \tilde{r}|N \) has dilatation not much larger than \( \pi \sin(\text{ang}(p)/2)/\text{ang}(p) \). We will show that \( N \) can be chosen independently of \( n \), so that, if \( \Omega \) is replaced by \( \Omega_n \) and \( r \) by \( r_n \), there is an \( \tilde{r}_n \) with the same boundary values as \( \tilde{r}_n \), such that \( \tilde{r}_n|N \) has dilatation uniformly near \( \pi \sin(\text{ang}(p)/2)/\text{ang}(p) \). (That is, the closeness of the dilatation does not depend on \( n \), but only on \( N \).) As usual, interchanging of two limits (in this case, convergence of \( N \) to \( p \) and convergence of \( n \) to infinity) depends on some kind of uniform behaviour, or independence of the exact value of \( n \).

We define \( \Omega_n \) as the intersection of certain supporting open half-planes of \( \Omega \). We specify \( \Omega_n \) by specifying \( X_n \subset \partial \Omega \), the set of points at which we take supporting half-planes. If \( x \in X_n \) is a point with two tangent lines, we use both supporting
half-planes. (Or, if one prefers, one can avoid the countable set of points where \( \partial \Omega \) has two distinct tangent lines.) See Figure 7.6.

Suppose we have defined subsets

\[ X_i \subset (\partial \beta_0 \cup \partial_+ \Omega \cup \partial_- \Omega) \]

for \( 1 \leq i \leq n - 1 \), so that

\[ \partial \beta_0 \subset X_1 \subset \ldots \subset X_{n-1} \subset \partial \Omega \setminus \{p\}. \]

We define \( X_n \) so that the following conditions apply.

(7.6.1) \( \partial \beta_0 \subset X_n \).

(7.6.2) \( X_n \) is closed in \( \partial \Omega \setminus \{p\} \).

(7.6.3) \( X_n \) is locally finite.

(7.6.4) \( X_{n-1} \subset X_n \).

(7.6.5) Each component of \( (\partial_- \Omega \cup \partial_+ \Omega) \setminus X_{n-1} \) containing the endpoint of a bending line joining \( \partial_- \Omega \) to \( \partial_+ \Omega \), also contains a point of \( X_n \) that is the endpoint of such a bending line.

(7.6.6) If \( x \in X_n \) is an endpoint of a bending line joining \( \partial_- \Omega \) to \( \partial_+ \Omega \), then the other endpoint is also in \( X_n \). To see that this requirement is consistent with the local finiteness requirement, consider a chain \( x_1, \ldots, x_k \in \partial \Omega \) such that, for each \( i \geq 1 \), the geodesic \( x_ix_{i+1} \) is a bending line in \( \text{Dome}(\Omega) \) joining \( \partial_- \Omega \) to \( \partial_+ \Omega \). By Lemma 4.8.3, such a chain must satisfy \( k \leq 3 \).

(7.6.7) Each point of \( \partial_+ M \cup \partial_- M \) is within a distance \( 2^{-n} \) of the image of \( X_n \) in \( \partial M \).

Each point \( x \in X_n \) gives rise to either one or two half-planes containing \( \Omega \). Their intersection is a convex open region \( \Omega_n \supset \Omega \) for each \( n \), and \( (\Omega_n)_{n \in \mathbb{N}} \) converges to \( \Omega \). We have \( p \in \partial \Omega_n \). We set \( M_n = h(\Omega_n) \), where \( h = -\log \) if \( p \) is finite and \( 0 < \text{ang}(p) < \pi \), \( h = \log \) if \( p = \infty \) and \( 0 < \text{ang}(p) < \pi \), and \( h = \text{Id} \) if \( p = \infty \) and \( \text{ang}(p) = 0 \).

7.7. Construction of \( g \) and \( G_n \)

We next choose a conformal isomorphism \( g : M \to S_1 \), such that \( g \circ h \) sends the \( p \in \partial \Omega \) to the point \( +\infty \in \partial S_1 \). We require that \( g(h(z_0)) = 0 \), where \( z_0 \) is defined in §7.5. This completely determines \( g \).
Similarly, we set $M_n = h(\Omega_n)$ and define $g_n : M_n \to S_1$ to be the unique conformal isomorphism such that $g_n(h(z_0)) = 0$ and $g_n \circ h$ sends $p$ to $+\infty$.

We use the notation $\partial_- M_n$ and $\partial_+ M_n$, with its obvious meaning. For large $x > 0$, set $v_{x,n} \subset M_n$ to be the vertical interval with $x$-coordinate equal to $x$, joining $\partial_- M_n$ to $\partial_+ M_n$. Let $\sigma_{x,n} : C \to C$ be the affine map $z \mapsto az + b$, sending the interval $(-i/2, i/2)$ to $v_{x,n}$. Here $a > 0$ is the length of $v_{x,n}$ and $\Re(b) = x$. The imaginary part of $b$ depends on the situation: unless $p = \infty$ and $\operatorname{ang}(p) = 0$, the imaginary part of $b$ converges to zero as $x$ tends to infinity. If $p$ is finite, then the length of $v_{x,n}$ increases monotonically as $x$ tends to infinity, with limit $\operatorname{ang}(p)$. If $p = \infty$ and $0 < \operatorname{ang}(p) < \pi$, then its length decreases monotonically, with limit $\operatorname{ang}(p)$.

Let $P_{x,n}$ be the inverse image of $M_n$ under $\sigma_{x,n}$.

7.8. Theorem. Let $(x(j))_{j \in \mathbb{N}}$ be a sequence of real numbers tending to $+\infty$, and let $(n(j))_{j \in \mathbb{N}}$ be an arbitrary sequence of positive integers. For each $j$, let $\tau_j$ be the unique horizontal translation such that the composite, $\rho_j$ given by

$$\rho_j : P_{x(j), n(j)} \xrightarrow{\sigma_{x(j), n(j)}} M_{n(j)} \xrightarrow{g_{n(j)}} S_1 \xrightarrow{\tau_j} S_1,$$

maps 0 to a point in $S_1$ on the $y$-axis. Given a compact subset $C$ of the infinite open strip $S_1$ and an $\epsilon > 0$, there is a $j_0$ such that, if $j \geq j_0$, then $|\rho_j - \text{Id}| < \epsilon$ on $C$. Moreover, $j_0$ can be chosen independently of the sequence $(n(j))_{j \in \mathbb{N}}$.

We can allow one or more of the $n(j)$ above to equal $\infty$. In this case, we replace $\Omega_{n(j)}$ by $\Omega$, and correspondingly for the other terms, such as $M$, $g$, $v$ and $\sigma$. Theorem 7.8 continues to be true in this greater generality.

Proof. We apply Caratheodory’s Kernel Theorem (see [6, Theorem 1.8]) to the fixed point 0 in the varying region $P_{x(j), n(j)}$. We see that the conformal mapping $\phi_j : S_1 \to P_{x(j), n(j)}$, fixing 0, and with positive derivative at 0, converges to the identity map $S_1 \to S_1$, uniformly on compact sets. An argument by contradiction shows that the rate of convergence is independent of the choice of the sequence $(n(j))_{j \in \mathbb{N}}$.

The Poincaré metric in $S_1$ is $\pi |dz|/\sin(\pi y)$. Therefore the metric in $P_{x(j), n(j)}$ is near this on any compact subset $C \subset S_1$, for large $j$. We deduce that any geodesic for the hyperbolic metric on $P_{x(j), n(j)}$ for large $j$, that travels a substantial horizontal distance, must follow close to the central geodesic of $S_1$, the line $y = 0$, for some (lesser) substantial distance. If one wanted to, one could get numerical estimates through one’s knowledge of the shapes of right-angled hyperbolic triangles. It follows from §7.5 and §7.7 that the inverse image under $\rho_j : P_{x(j), n(j)} \to S_1$ of the central line of $S_1$ is a real analytic path that approximates the central line closely in the $C^\infty$-topology in any compact subset $C \subset S_1$, provided that $j$ is large enough.

The claimed convergence follows. The independence of $j_0$ on the sequence $(n(j))_{j \in \mathbb{N}}$ follows by using an argument by contradiction. \qed

We have also proved the following result.

7.9. Corollary. We use the notation of Theorem 7.8. The geodesic in $P_{x(j), n(j)}$ from $(\sigma_{x(j), n(j)})^{-1}(h(z_0))$ to $+\infty$ approximates the line $y = 0$ more and more closely in the $C^\infty$-topology in the region $x \geq 0$, as $j$ tends to infinity. This convergence is uniform in the sense that it is independent of the sequence $(n(j))_{j \in \mathbb{N}}$. 
8. Fringe bending lines

In order to get precise results about the dilatation of the nearest point retraction, we need to study bending lines for $\Omega$ and $\Omega_n$ in more detail. As in Figure 8.0, we consider the position of a bending line $\lambda \subset \text{Dome}(\Omega)$, such that both endpoints $p_1$ and $p_2$ of $\lambda$ lie in $\partial_-\Omega$ (or equivalently, both in $\partial_-\Omega$). We take $\lambda$ very near to $p$. Then there is a unique maximal disk $D \subset \Omega$, such that the $p_1, p_2 \in \partial D$. Set $s_D$ to be the radius of $D$ and $\theta$ to be the change in the angle of the directed tangent line between the two endpoints of $\lambda$. By Lemma 6.2, $\theta$ is arbitrarily small. Then $d(p_1, p_2) \approx \theta \cdot s_D$. So $\gamma = r^{-1}(\lambda)$ is a circular arc, which is almost a semicircle, of radius approximately equal to $\theta \cdot s_D / 2$.

Let $D_0 \subset \Omega$ be a maximal disk as near as possible to $p_1$, such that $\partial D_0$ meets both $\partial_-\Omega$ and $\partial_+\Omega$. Then Dome$(\Omega)$ contains a bending line $\lambda_0$, with endpoints $p_- \in \partial_-\Omega$ and $p_+ \in \partial_+\Omega$. Let $\gamma_0 = r^{-1}(\lambda_0) \subset \Omega$. Let $s_0$ be the radius of $D_0$, and let $\alpha$ be the angle between the tangent lines at $p_-$ and $p_+$. Then $s_D / s_0$ is bounded above (approximately) by 1, and $\alpha$ is very near to $\text{ang}(p)$. See Figure 8.0.

**Figure 8.0.** This picture illustrates the discussion in §8. We have taken a case where, among all possible shapes of $\Omega$ and among all possible configurations within $\Omega$, $D$ happens to meet $\partial_-\Omega$: this makes $s_D$ as large as possible consistent with our other assumptions. We have $\gamma = r^{-1}(\lambda)$ and $\gamma_0 = r^{-1}(\lambda_0)$. The angle at the vertex on the left is approximately equal to $\text{ang}(p)$. We illustrate the special situation where $p_2$ and $p_+$ coincide. We also have $D = D_0$ and $s_0 = s_D$.

The length of the circular arc $\gamma_0$ is $s_0 \alpha / \tan(\alpha / 2)$ or $2s_0$ if $\alpha = 0$. Let $y_1$ be the length of the projection of $h(\gamma)$ onto the vertical coordinate of $M$, and let $y_2$ be the length of the vertical interval in $M$ through $h(p_1)$. So $y_1$ is the angle subtended by $\gamma$ at $p$ (if $\text{ang}(p) > 0$). The ratio $y_1 / y_2$ is bounded above (approximately) by

$$\frac{s_D \theta / 2}{s_0 \alpha / \tan(\alpha / 2)} \leq \frac{\theta \tan(\alpha / 2)}{2\alpha} \approx \frac{\theta \tan(\text{ang}(p) / 2)}{2 \text{ang}(p)} ,$$

or by $\theta / 4$ if $\text{ang}(p) = 0$. (Recall that $\text{ang}(p) < \pi$, so there is no danger that $\tan$ might become infinite.) Since $\theta$ tends to zero, this becomes arbitrarily small as we move towards $p$. 
In \( M \), as we move towards \(+\infty\), the ratio of the euclidean size of fringe bending lines like \( \lambda \) in §8, joining \( \partial_- \Omega \) (or \( \partial_+ \Omega \)) to itself, to the euclidean size of a nearby almost vertical interval joining \( \partial_- M \) to \( \partial_+ M \), converges to zero. In other words, if we zoom at \( p \), the shape looks more and more like a wedge of angle \( \text{ang}(p) \), and the fringe bending lines become less and less noticeable.

8.1. DEFINITION. We call a bending line like \( \lambda \) in §8, which joins \( \partial_- \Omega \) (or \( \partial_+ \Omega \)) to itself, a fringe. We call a bending line like \( \lambda_0 \) in §8, which joins \( \partial_- \Omega \) to \( \partial_+ \Omega \) an arch. These definitions are only relevant near \( p \). These terms are also used for bending lines of Dome \((\Omega_n)\).

The following lemma is an immediate consequence of the properties of log and of the geometry.

8.2. LEMMA. Let \( \lambda \subset \text{Dome}(\Omega) \) be an arch. Then \( h(r^{-1}(\lambda)) \) is an analytic curve in \( M \). The angles which this curve makes with the vertical converge to zero as we get closer to \( p \).

Let \( \lambda \) be a bending line of Dome \((\Omega)\). By Lemma 4.8, the endpoints \( p_1 \) and \( p_2 \) of \( \lambda \) have unique tangent lines to \( \Omega \). There is a unique maximal disk \( D \subset \Omega \) with \( p_1, p_2 \in \partial D \). Let \( P \subset \mathbb{H}^2 \) be the hyperbolic plane such that \( \partial P = \partial D \). We define \( P_\infty = P \cap \text{Dome}(\Omega) \). Then \( P_\infty \) is a convex polygon in the hyperbolic plane \( P \), possibly with an infinite number of sides. We have \( \lambda \subset P_\infty \).

Now suppose that \( p_1, p_2 \in X_n \) with tangent lines \( \sigma_1 \) and \( \sigma_2 \) to \( \Omega \). Then \( D \) is also a maximal disk in \( \Omega_n \). We define \( P_n = P \cap \text{Dome}(\Omega_n) \). Now \( P_n \) is either equal to \( \lambda \) or to a finite-sided convex hyperbolic polygon with ideal vertices. In either case, \( p_1 \) and \( p_2 \) are ideal vertices of \( P_n \) and of \( P_\infty \). Each ideal vertex of \( P_n \) is in \( \partial D \cap \Omega \cap \partial \Omega_n \subset \partial D \cap \partial \Omega \).

It follows that \( P_n \subset P_\infty \). Either \( \lambda = P_\infty \) or \( \lambda \) is an edge of \( \partial P_\infty \). We deduce that \( \lambda \) is also a bending line of Dome \((\Omega_n)\). This will also hold for all larger values of \( n \).

Among the bending lines of Dome \((\Omega)\) which join \( \partial_- \Omega \) to \( \partial_+ \Omega \), we therefore see certain bending lines of Dome \((\Omega_n)\), more and more densely as \( n \) tends to infinity.

8.3. DEFINITION. In parallel with definition (3.3.a), we define \( \psi_n : S_1 \rightarrow S_u \) as the composite of homeomorphisms

\[
\psi_n : S_1 \xrightarrow{g_n^{-1}} M_n \xrightarrow{h_n^{-1}} \Omega_n \xrightarrow{r_n} \text{Dome}(\Omega_n) \xrightarrow{\iota_n} S_u,
\]

where again \( u = \pi \sin(\text{ang}(p))/2)/\text{ang}(p) \).

Here \( g_n : M_n \rightarrow S_1 \) is the unique conformal isomorphism sending \( h(z_0) \) to 0 and \(+\infty\) to \(+\infty\). Also \( \iota_n : \text{Dome}(\Omega_n) \rightarrow S_u \) is the unique conformal isomorphism sending \( x_0 \) to 0 and \( p \) to \(+\infty\).

8.4. LEMMA. There exist a constant \( c > 0 \) and an \( m_0 \in \mathbb{N} \), both independent of \( n \) (\( 1 \leq n < \infty \)), such that the dilatation of \( \psi_n \) \( |[m_0, \infty) \times (0, \delta] \) is bounded above by \( 1 + c\delta \). By symmetry of the hypotheses, the same is true for \( \psi_n \) \( |[m_0, \infty) \times [1 - \delta, 1] \).

Proof. Suppose the first coordinate \( t \) of \( x = (t, s) \) is large, and that \( 0 < s \leq \delta \). In order to prove the claimed bound on the dilatation near \( x \), we need only prove the same bound for the dilatation of each nearest point retraction \( r_n : \Omega_n \rightarrow \text{Dome}(\Omega_n) \)
in a neighbourhood of the point \( u = h^{-1}(g^{-1}(x)) \in \Omega_n \). Recall from §7.6 how \( \Omega_n \) is constructed.

We now discuss the three possibilities for \( u \).

(8.4.1) First, \( u \) may lie in a flat of Dome \((\Omega_n)\). In this case the dilatation of \( r_n \) is 1.

(8.4.2) Second, \( u \) may lie in a conical piece of Dome \((\Omega_n)\), corresponding to a wedge of angle \( \alpha \), with \( \alpha \) very near to \( \text{ang}(p) \). (If \( \text{ang}(p) = 0 \), we interpret ‘cone’ to include ‘cylinder’.) In this case, the bending line is an arch (see Definition 8.1). We apply Lemma 3.1 and see that the dilatation is \( 1 + \cos(\alpha/2) \sin(\theta) \), where \( 0 < \theta < \pi \) is the angular position of \( u \) in its bending line. For the model half-cone or half-cylinder, \( \theta \) and \( \delta \) can be explicitly computed in terms of each other, using Lemma 4.1 or Remark 4.2. Here our region is not a genuine half-cone or half-cylinder, but only an approximation to such. However, Theorem 7.8 shows that \( \delta \) here is a very close approximation to \( \delta \) in the model. We deduce that \( \theta = O(\delta) \), and so the dilatation is \( 1 + O(\delta) \), as required.

(8.4.3) Third, \( u \) may lie in a conical piece of Dome \((\Omega_n)\), corresponding to a wedge of angle \( \alpha \), with \( \alpha \) very near to \( \pi \). In this case, the angle \( \theta \) in the formula of Lemma 3.1 bears no relationship with \( \delta \), a vertical measurement in \( S_1 \). By taking \( m_0 \) large enough, we can ensure that \( \alpha \) is arbitrarily near to \( \pi \). Note that \( m_0 \) can be chosen independently of \( n \). Then \( \cos(\alpha/2) \) is arbitrarily small, and in particular smaller than \( \delta \). So \( 1 + \cos(\alpha/2) \sin(\theta) < 1 + \delta \), as required. \( \square \)

9. The foliation

The bending lamination and its inverse image under \( r \) provide convenient geodesics on which we can compute \( r \) precisely. However, we also need to carry out computations in the flats where the bending lamination does not exist. It is therefore helpful to extend the bending lamination to cover some of the flat regions.

We extend the bending lamination of Dome \((\Omega_n)\) to a foliation of those flat pieces \( F \) whose boundary components include two bending lines each joining \( \partial_+ \Omega \) to \( \partial_- \Omega \). We denote these geodesics by \( p_1q_1 \) and \( p_2q_2 \), where, for \( i = 1, 2 \), \( p_i \in \partial_+ \Omega \) and \( q_i \in \partial_- \Omega \). We choose the notation so that \( p_2q_2 \) separates \( p_1q_1 \) from the boundary point \( p \in \partial \Omega \) in \( \overline{\text{Dome}}(\Omega_n) \). Let \( F \setminus p_1q_2 = F_1 \cup F_2 \), where \( p_1q_1 \) is a side of \( F_1 \) and \( p_2q_2 \) is a side of \( F_2 \). We foliate \( F_1 \) by geodesics ending at \( p_1 \) and \( F_2 \) by geodesics ending at \( q_2 \). The situation is shown in Figure 9.0.

We denote the foliation by \( \mathcal{F}_n \). Note that this is a foliation of a neighbourhood in Dome \((\Omega_n)\) of the boundary point \( p \in \partial \text{Dome}(\Omega_n) \), not of the whole of Dome \((\Omega_n)\).

As we move towards \( p \), the images in \( M_n \) under \( h_n \) of these leaves become more and more nearly vertical.

The following lemma is well known.

9.1. Lemma. Let \( \mathcal{F} \) be any foliation of a region \( U \subset \mathbb{H}^2 \) by geodesics, such that the complete geodesics are disjoint in \( \mathbb{H}^2 \). Let \( \gamma : \mathbb{R} \to \mathbb{H}^2 \) be any geodesic, parametrized by hyperbolic path-length. Let \( \theta(t) \) be the angle \( \gamma \) makes to \( \mathcal{F} \) at \( \gamma(t) \in U \). Then \( \theta \) is a real-valued lipschitz function of a real variable, with lipschitz constant 1.

Proof. First note that \( \theta'(t) = \sin(\theta(t)) \) for the foliation of \( \mathbb{U}^2 \) by vertical geodesics. This proves the result for any foliation by geodesics with a single common endpoint in \( \partial \mathbb{H}^2 \). Now let \( \beta_1 \) and \( \beta_2 \) be any two disjoint geodesics. We construct
Figure 9.0. This illustrates §9, where the bending lamination is extended to a foliation of a neighbourhood of $p$ by geodesics. The picture should really be drawn on Dome ($\Omega$), but we have instead drawn the inverse image in $\Omega$ under the nearest point retraction $r$, which is easier to do. Notice the small fringe geodesics. For convenience, we have drawn the boundary of $\Omega$ in two straight pieces, but we must have some deviation from straightness if there is to be any fringe. The solid curves are inverse images of bending lines. The dotted curves are inverse images of the new geodesics introduced in order to create a foliation.

Figure 9.1. This diagram illustrates the proof of Lemma 9.1. We show the geodesic $\gamma$ of that proof as a semicircle of radius 1 in the upper half-plane. We work out the relationship between the signed distance $t$ measured along $\gamma$, and the angle that a vertical geodesic makes with $\gamma$. Since the point of interest is at height $\sin(\theta)$, we see that $dt = d\theta/\sin(\theta)$.

A foliation of $\mathbb{H}^2$ such that $\beta_i$ is a leaf for $i = 1, 2$. Denote by $\beta_3$ one of the two diagonal geodesics joining an endpoint of $\beta_1$ to the diagonally opposite endpoint of $\beta_2$. Then $\beta_3$ separates $\mathbb{H}^2$ into two components. The component containing $\beta_1$ is foliated by all geodesics through the common endpoint of $\beta_1$ and $\beta_3$, and the other component is foliated by all geodesics through the common endpoint of $\beta_2$ and $\beta_3$. The known result for $\theta'$ can be applied to each component.

For $i = 1, 2$, let $\gamma \cap \beta_i = \{b_i\}$. By the Mean Value Theorem, the difference in the angle at which $\gamma$ meets $\beta_1$ and $\beta_2$ is bounded by the hyperbolic distance $d(b_1, b_2)$.

\[\square\]
We transfer the foliation $F_n$ on (part of) Dome ($\Omega_n$), to the various spaces $S_1$, $S_n$, $M_n$ and $\Omega_n$ by using the homeomorphisms

$$S_1 \xrightarrow{g_n^{-1}} M_n \xrightarrow{h_n^{-1}} \Omega_n \xrightarrow{r_n} \text{Dome} (\Omega_n) \xrightarrow{\iota_n} S_n.$$ 

By abuse of notation, we will denote the corresponding foliations on any of these spaces by $F_n$.

Let $\Gamma_n$ be the curve in Dome ($\Omega_n$) which starts at $x_0$, the midpoint of the bending line $\beta_0$, and ends at $p$. It follows the locus of highest points on the various leaves of $F_n$, using the height in upper half-space. On a conical piece, $\Gamma_n$ follows a geodesic path. We wish to understand how $\Gamma_n$ behaves on a flat piece. Using the definition of $F_n$ from §9, we see that it is sufficient to deal with the case that all the geodesics in $F_n$ lying in this particular flat have a single boundary point in common.

9.2. Lemma. Let $Y_{m,n} = r_n(h_n^{-1}(g_n^{-1}([m, \infty) \times (0, 1)]))$. There is a sequence $(\epsilon_m)_{m \in \mathbb{N}}$ of positive numbers, converging to zero, such that, for each $m$, the total hyperbolic length of $\Gamma_n$ within flat pieces meeting $Y_{m,n} \subset \text{Dome} (\Omega_n)$ is bounded by $\epsilon_m$. In addition, $\Gamma_n \cap Y_{m,n}$, parametrized by hyperbolic path-length, is a $(1, \epsilon_m)$-quasigeodesic.

Proof. Let $F$ be a flat piece crossed by $\Gamma_n$. By the construction (see Figure 9.0) of $F_n$, we may assume that all the leaves of $F_n$ in $F$ have a boundary point in common. Now $F$ lies in a hyperbolic plane $P$. We choose coordinates so that $\partial P$ is the unit circle and such that the common boundary point of the leaves is $1 \in \partial P$. Suppose that the arch is the geodesic in upper half-space joining $(1,0,0)$ to $(\cos(\theta),\sin(\theta),0)$. The highest point on the geodesic is

$$u(\theta) = ((1 + \cos(\theta))/2, \sin(\theta)/2, \sin(\theta/2)),$$

for $0 < \theta < 2\pi$. We have

$$u'(\theta) = (-\sin(\theta)/2, \cos(\theta)/2, \cos(\theta/2)/2).$$

The hyperbolic length of $u'(\theta)$ is strictly smaller than $2/\sin(\theta/2)$. If $m$ is large, then $\theta \approx \pi - \text{ang}(p)$. So $\|u'(\theta)\| \leq 2/\cos(\text{ang}(p)/2)$.

As $x \in \partial \Omega_n \cap \partial \Omega$ moves towards $p \in \partial \Omega_n \cap \Omega$ along $\partial \Omega_n$, the amount of turning necessary in order to rotate the tangent at $x$ to the (one-sided) tangent at $p$ is independent of $n$. This quantity tends to zero uniformly in $n$ as $x \to p$. On $\partial \Omega_n$, the quantity is the sum of changes in $\theta$ over $\partial F \cap \partial P$. Here the sum is over all flat pieces $F$ through which $\Gamma_n$ passes.

To see that $\Gamma_n$, parametrized by path-length, is a $(1, \epsilon_m)$-quasigeodesic, let $t_1 < t_2$ be points in the domain of $\Gamma_n$, considered as a curve in $Y_{m,n} \subset \text{Dome} (\Omega_n)$. Then $d(\Gamma_n(t_1), \Gamma_n(t_2)) \leq t_2 - t_1$. Let $\lambda$ be the geodesic from $\Gamma_n(t_1)$ to $\Gamma_n(t_2)$. Then $\lambda$ has to cross the same conical pieces as $\Gamma_n$. The length of $\lambda$ is bounded below by the sum of the lengths of $\lambda$ lying in conical pieces. This is no smaller than the sum of the lengths of $\Gamma_n$ in the same conical pieces. In fact, unless $\lambda$ and $\Gamma_n$ coincide on such a conical piece, $\lambda$ is definitely longer. This in turn is greater than $t_2 - t_1 - \epsilon_m$. In symbols, this means

$$t_2 - t_1 - \epsilon_m \leq d(\Gamma_n(t_1), \Gamma_n(t_2)) \leq t_2 - t_1$$

as required. \qed
The following consequence of Corollary 7.9 helps to show that our intuitive picture of the situation corresponds to reality. Let

\[ u = \pi \sin(\text{ang}(p)/2)/\text{ang}(p) \]

and let \( \iota_\nu : \text{Dome}(\Omega_n) \rightarrow S_\nu \) be the conformal isomorphism taking \( x_0 \in \text{Dome}(\Omega_n) \) to \( 0 \in S_\nu \) and the boundary point \( p \) to \( +\infty \) (the definition is given above in the simpler situation of Definition 3.3). We recall the definitions of \( g_\nu : M_n \rightarrow S_1 \) from \( \S 7.7 \) and of \( \psi_\nu : S_1 \rightarrow S_\nu \) from Definition 8.3 as the composite

\[ S_1 \xrightarrow{g_\nu} M_n \xrightarrow{h} \Omega_n \xrightarrow{r_\nu} \text{Dome}(\Omega_n) \xrightarrow{\iota_\nu} S_\nu. \]

In \( S_1 \) and in \( S_\nu \), we have the central horizontal geodesic \( y = 0 \). This can be transferred to the other spaces using the homeomorphisms \( g_\nu, h, r_\nu \) and \( \iota_\nu \). In this way, we get two curves in each of the five spaces.

9.3. Proposition. In each of the five spaces, the two curves are close to each other in the following sense. Firstly, we look at the two curves in \( S_1 \) through a window whose shape is \([m - 1, m + 1] \times (0, \frac{1}{2}) \subset S_1 \). In the other four spaces, the shape is the subset which corresponds under the given homeomorphisms. Secondly, we use Hausdorff metrics with respect to the underlying hyperbolic metric. In \( S_1 \) and \( S_\nu \) this is equivalent to using the Hausdorff metric based on the euclidean metric (because the curves lie near the centre of the strip). Thirdly, the tangent directions of nearby points on the two curves are near each other. Fourthly, the errors in how well the two curves approximate each other, both for position and direction, tend to zero as \( m \) tends to infinity.

Proof. Proposition 9.3 is proved by comparing in the Hausdorff topology each of the two curves with the corresponding image of \( \Gamma_n \).

To analyse \( \Gamma_n \subset \text{Dome}(\Omega_n) \), first examine the conical pieces. The definition shows that \( \Gamma_n \) runs exactly along the bisector of the wedge of the cone. The result of applying \( h \equiv \log \) is a nearly horizontal interval roughly midway between the images of the two edges of the wedge (rough because the centre of the wedge is not exactly the same as the centre for the log-function). Then Theorem 7.8 shows that the image of this piece of \( \Gamma_n \) in the conical piece is near the midcurve of \( S_1 \). This result extends to the flat pieces by Lemma 9.2, for \( \epsilon_m \) is small, so the total length inside the flat pieces is small. Moreover, the total geodesic curvature of \( \Gamma_n \) is small because its turning only takes place within the flat pieces.

Now \( \Gamma_n \) is also near the midline of \( S_\nu \). To see this, note that the midline of \( S_\nu \) is a geodesic, while, according to Lemma 9.2, \( \Gamma_n \) is a \((1, \epsilon_m)\)-quasigeodesic. These two curves both end at \( +\infty \).

In order to see that the statements about directions are true, note that the nearest point retraction \( r_\nu \) preserves \( F_\nu \) by definition. The direction orthogonal to \( F_\nu \) is also preserved by \( r_\nu \). This is true on flat pieces where \( r_\nu \) is conformal, and on conical pieces because it is locally exactly the same as in the model situation. The other maps \( g_\nu, h \) and \( \iota_\nu \) are conformal, so they have the same property. It follows that a curve which is almost orthogonal to \( F_\nu \) in one of the five spaces has that same property when transferred to the other spaces.

9.4. Example. It is tempting to think that a central line in \( M_n \) could be added to Proposition 9.3 so as to give three asymptotic curves, rather than two. This can
indeed be done if $\text{ang}(p) > 0$. But if $p = \infty$ and $\text{ang}(p) = 0$, there are counterexamples. For example, consider the subset of $\mathbb{R}^2$ lying between the positive $x$-axis and the upper half of the parabola $y^2 = x$. This is a convex region $\Omega$, equal to $M$, and there is no central line corresponding to $p = \infty$. A hyperbolic geodesic in $\Omega$ limiting at $\infty$ cannot be asymptotic to a straight line.

9.5. The leaves of $\mathcal{F}_n$ near $p$

We now discuss the shape of a leaf $\lambda$ of $\mathcal{F}_n$ near the boundary point of interest ($p$ or $+\infty$). We start in $\Omega_n$, normalizing coordinates so that $\lambda$ has length 1. If $\text{ang}(p) > 0$ and $p$ is finite, then a leaf $\lambda$ of $\mathcal{F}_n$ in $\Omega_n$ is necessarily a circular arc, provided $\lambda$ is near enough to $p$. As $\lambda$ moves towards $p$, we continually rescale, normalizing with $\lambda$ of length 1, the centre of the circle containing the arc at zero, and the midpoint of $\lambda$ real and positive.

As we do this, $p$ tends towards the centre of the normalized circle containing $\lambda$ as a subarc of length 1. If $\text{ang}(p) > 0$ and $p = \infty$, we proceed in the same way, but now the centre of the circle has no particular relationship to $p$. In each case, the radius of the circle whose circumference has $\lambda$ as a subarc converges to $1/\text{ang}(p)$. If $\text{ang}(p) = 0$, then $\lambda$ converges to an interval of length 1 and, after normalization, $p$ tends to infinity. In more detail, the tangent lines to $\partial \Omega_n$ are orthogonal to the leaves of $\mathcal{F}_n$. They converge to the limit tangent lines at $p$. So, after rescaling, their point of intersection is ever closer to $p$.

It follows that, on $M_n$ near the boundary point $+\infty$, the leaves of $\mathcal{F}_n$ are nearly vertical curves (at any rate, away from the boundary curves), the tangent directions tending to the vertical as $m$ tends to infinity, uniformly in $n$ and in the position along the leaf. By Theorem 7.8, it follows that given a small $\delta > 0$, on $[m, \infty) \times [-1/2 + \delta/2, 1/2 - \delta/2] \subset S_1$, $\mathcal{F}_n$ is nearly vertical, the error converging to zero as $m$ tends to infinity, uniformly in $n$.

We see from Lemma 9.2 that the isometry $\iota_n$ sends the hyperbolic quasigeodesic $\Gamma_n$ to near the central line of $S_n$. On compact subsets of $S_n$, tangent vectors to $\mathcal{F}_n$ therefore converge to the vertical.

Recall from §8 that fringe effects arise as follows: two tangent lines to a large maximal disk $D$ touching both sides of $\partial \Omega_n$, tangency points near each other, relative angle nearly $\pi$ to each other. If $\partial D$ is normalised so that the leaf $\lambda$ has length 1, its radius settles down to approximately $\tan(\alpha/2)/\alpha$ (compare with the wedge case). Fringe effects arise from small arcs of nearly semicircles, orthogonal to both the tangent lines, each with an end point at a point of tangency. Their euclidean radius (after normalisation) is small (on the order of $\epsilon_m$ which is the angle between the renormalised tangent lines). The image of the fringe under $h_n$ has small height in $M_n$. It follows using Theorem 7.8 that the image of the fringe has small height in $S_1$.

Consequently $\delta \to 0$ as $m \to \infty$. Therefore the fringe effects occur within distance $\delta/4$ of $\partial S_1$, for large enough $m$. The choice $\delta/4$ prevents bumping into the $\delta/2$-line used above.

10. A key proposition

Now we come to one of the main intermediate results required in the proof of Theorem 7.1.
10.1. Proposition. Let \( u = \pi \sin(\text{ang}(p)/2)/\text{ang}(p) \) and let \( \tau_z : \mathbb{C} \to \mathbb{C} \) be translation by \( z \). For all \( m, n \in \mathbb{N} \), consider the composite
\[
S_1 \xrightarrow{\tau_m} S_1 \xrightarrow{\psi_u} S_u \xrightarrow{\tau_{-m'}} S_u,
\]
where \( m' \in \mathbb{R} \) is chosen so that the composite sends 0 to a point on the \( y \)-axis. As \( m \) tends to infinity, the composite converges on compact subsets of \( S_1 \) to the model map \( \Psi \), that is, to the map \( (t, s) \mapsto (t, -u/2 + f_n(s + \frac{1}{2})) \). (See Definition 3.3 and equation (3.3.b).) The convergence is uniform on the compact subset and with respect to \( n \). (See the statement of Theorem 7.8 for the meaning of uniform convergence with respect to \( n \).)

Proof. The proof is based on rescaling. It seems clearest to separate the argument for different cases, even though the proofs of the different cases run along similar lines.

We start with \( p \) finite and \( 0 < \text{ang}(p) < \pi \). We take \( p = 0 \). The two tangents at \( p \) are the rays \( \text{arg}(z) = -\text{ang}(p)/2 \) and \( \text{arg}(z) = \text{ang}(p)/2 \). Let \( z_{n,m} = h^{-1}(g_n^{-1}(m)) = \exp(-g_n^{-1}(m)) \in \Omega_n \). For \( m \) large, \( |z_{n,m}| \) is very small. Let \( \Omega_{n,m} \) be the result of scaling \( \Omega_n \) by a factor \( |z_{n,m}|^{-1} \). In \( \Omega_{n,m} \), our point of interest \( z_{n,m} \) is sent into the unit circle.

The composite in the statement of Proposition 10.1 is factored into two other composites. Each of these is uniformly convergent, and we will be able to compute the limits. The first composite is
\[
S_1 \xrightarrow{\tau_m} S_1 \xrightarrow{g_n^{-1}} M_n \xrightarrow{h^{-1}} \Omega_n \xrightarrow{1/|z_{n,m}|} \Omega_{n,m}
\]
and the second is
\[
\Omega_{n,m} \xrightarrow{\tau_{n,m}} \text{Dome}(\Omega_{n,m}) \xrightarrow{|z_{n,m}|} \text{Dome}(\Omega_n) \xrightarrow{\iota_n} S_u \xrightarrow{\tau_{-m'}} S_u.
\]
Here the map between domes is the hyperbolic isometry of \( \mathbb{H}^3 \) which is equal to multiplication by the real number \( |z_{n,m}| \) on \( \partial \mathbb{H}^3 = \mathbb{C} \).

We claim that the sequence of first composites converges to the model map \( S_1 \to U_{\text{ang}(p)} \) (using the notation of Lemma 3.1), given by \( z \mapsto \exp(-\text{ang}(p)z) \). To see this, note first that from Corollary 7.9, Theorem 7.8 and the fact that \( h^{-1}(z) = \exp(-z) \), we can deduce that the image of \( y = 0 \) in \( S_1 \) is a curve in \( \Omega_n \) which ends at \( p \) and is asymptotic to the bisector of the angle between the two tangents at \( p \). It follows that \( z_{n,m}/|z_{n,m}| \) converges to 1 as \( m \) tends to infinity, and the convergence is uniform with respect to changes in \( n \). Furthermore, the euclidean distance of \( z_{n,m}/|z_{n,m}| \) to \( \partial \Omega_{n,m} \) converges to \( \sin(\text{ang}(p)/2) \). The Koebe One Quarter Theorem now implies that the sequence of derivatives of the first composite at 0 is uniformly bounded away from 0 and \( \infty \).

The second composite has the form demanded by Theorem 5.3, namely it is a nearest point retraction, followed by an isometry \( \text{Dome}(\Omega_{n,m}) \to S_u \). In order to apply Theorem 5.3, we also need to check normalizations. By construction, \( z_{n,m}/|z_{n,m}| \) is sent to a point in \( S_u \) on the \( y \)-axis. By Proposition 9.3, this point is near \( y = 0 \). It therefore converges to \( 0 \in S_u \) as \( m \) tends to infinity. Consider the geodesic in \( \Omega_{n,m} \) from \( z_{n,m}/|z_{n,m}| \) to 0. By Proposition 9.3, this geodesic is sent to a curve in \( S_u \) which is asymptotic to \( y = 0 \). Theorem 5.3 now tells us that the limit is the map
\[
U_{\text{ang}(p)} \xrightarrow{r} \text{Dome}(U_{\text{ang}(p)}) \xrightarrow{\iota} S_u,
\]
where \( \iota \) is the hyperbolic isometry which
(i) preserves orientation,
(ii) sends \( r(1) \) to 0 and
(iii) sends the geodesic along the top of the cone to the central horizontal line
of \( S_u \).

Since the uniform limit of a composition is the composition of the uniform limit,
Proposition 10.1 now follows if \( p \) is finite.

When \( p = \infty \) and \( \text{ang}(p) > 0 \), the same proof works, though now \( z_{n,m} \) tends to
infinity.

When \( p = \infty \) and \( \text{ang}(p) = 0 \), the proof is very slightly different. We define
\[ z_{n,m} = x_{n,m} + iy_{n,m} = g_n^{-1}(m) \]
Then \( x_{n,m} \) tends to \(+\infty\) as \( m \) tends to infinity, uniformly
with respect to \( n \). Also \( y_{n,m}/x_{n,m} \) tends to zero. Let \( \sigma_{n,m}(z) = a(m,n)z + z_{n,m} \)
where \( a(m,n) \) is the length of the vertical interval from \( \partial_- M \) to \( \partial_+ M \) with \( x-\)
coordinate equal to \( m \). (See §7.7.) We define \( \Omega_{n,m} = \sigma_{n,m}^{-1}(\Omega_n) \).
As in the case when \( p = 0 \) and \( \text{ang}(p) > 0 \), we factorize the map \( S_1 \to S_u \) in the statement of
Proposition 10.1 as
\[ S_1 \xrightarrow{\tau_m} S_1 \xrightarrow{g_n^{-1}} \Omega_n \xrightarrow{\sigma_{n,m}^{-1}} \Omega_{n,m} \]
with
\[ \Omega_{n,m} \xrightarrow{r} \text{Dome}(\Omega_{n,m}) \xrightarrow{\sigma_{n,m}} \text{Dome}(\Omega_n) \xrightarrow{\iota_n} S_u \xrightarrow{\tau_m'} S_u. \]

The first composite sends 0 to 0. It sends the horizontal line \( y = 0 \) to a curve
in \( \Omega_{n,m} \) which, near \( 0 \in \Omega_{n,m} \), is nearly horizontal. It follows that the limit is the
identity map. The second composite sends \( 0 \in \Omega_{n,m} \) to a point on the \( y \)-axis. By
Proposition 9.3, this point converges to \( 0 \in S_u \). Also the second composite sends
a horizontal interval of length 2 and centre 0 in \( \Omega_{n,m} \) to a nearly horizontal curve
passing near \( 0 \in S_u \). From Theorem 5.3, this converges to the model map.

This proves Proposition 10.1 when \( p = \infty \) and \( \text{ang}(p) = 0 \).

\[ \square \]

10.2. The derivative of \( \psi_n \)

The next thing we have to do is to estimate the derivative of the map \( \psi_n : S_1 \to S_u \) (see Definition 8.3).
Since the derivative of translation is the identity, this is the same as estimating the derivative of the composite of Proposition 10.1.
In particular, we want to estimate, for small \( \delta > 0 \), the derivative of \( \psi_n |_{[m-1, m+1] \times \{\frac{1}{2} - \delta\}} \). The estimate for the \( \psi_n |_{[m-1, m+1] \times \{-\frac{1}{2} + \delta\}} \) will be
the same, by symmetry of the hypotheses. For this discussion, we will use, in an essential
way, the approximations \( \Omega_n \) to \( \Omega \). (Previous uses of the approximation were not
essential.)

The nearest point retraction \( r_n : \Omega_n \to \text{Dome}(\Omega_n) \) is real analytic in the interior
of each conical, cylindrical or flat (that is, hemispherical) piece. On a bending line
marking the transition between such pieces, \( r_n \) is not differentiable. The restriction
of \( r_n \) to any leaf of \( \mathcal{F}_n \) is real analytic.

10.3. PROPOSITION. There is an \( m_0 \) such that the restriction of \( \psi_n \) to the closed
interval \( \ell = [m-1, m+1] \times \{\frac{1}{2} - \delta\} \) has the following properties.

(10.3.1) The tangent vector to the piecewise analytic curve \( \psi_n(\ell) \) (which has
two possible values at the endpoint of an analytic piece) is nearly horizontal. The
convergence to the horizontal, as \( m \) tends to infinity, is uniform with respect to \( n \). (The positive integer \( n \) can vary as \( m \) varies.)

(10.3.2) In (10.3.1), the length of the tangent vector is \( 1 + O(\delta) \). The constants in the \( O \)-notation are independent of \( n \) and of \( m \geq m_0 \).

Proof. By \S\ 9.5, the leaves of \( F_n \) in \( S_1 \) and \( S_n \) are nearly vertical if \( m \) is large. The factors \( g_n \), \( h \) and \( v_n \) preserve angles and the foliation \( F_n \). The nearest point retraction \( r_n \) does not preserve angles. But it does preserve the foliation \( F_n \) and the direction orthogonal to the leaves of this foliation. Since \( r_n \) has dilatation at most 2 (by Theorem 5.1), very small angles which are almost horizontal or almost vertical in \( S_1 \) are sent by \( \psi_n \) to angles which are small and almost horizontal or almost vertical respectively. In particular, the curve \( \psi_n([m-1, m+1] \times \{ \frac{1}{2} - \delta \}) \) is almost horizontal in \( S_n \). This proves (10.3.1).

To prove (10.3.2), we examine further the composite \( \tau_{m'} \circ \psi_n \circ \tau_m : S_1 \rightarrow S_n \) introduced in Proposition 10.1. We describe the effect of the composite on a leaf of \( F_n \) which passes through some fixed compact subset \( C \subset S_1 \). We parametrize the leaf in \( S_1 \) by euclidean path-length, and we examine the effect of composing the parametrization with the above composite.

Since we are assuming \( m \) large, the leaf is almost vertical in \( C \). In each of the spaces we look at, the leaf will follow, more and more closely on a compact subset, the model direction. We will leave details of this to the reader, and concentrate on explaining more subtle features.

We compose the path-length parametrization of a leaf in \( S_1 \) with the map

\[
S_1 \xrightarrow{\tau_m} S_1 \xrightarrow{g_n^{-1}} M_n.
\]

By Theorem 7.8, on the compact subset \( C \subset S_1 \), the parametrization of the image curve in \( M_n \) is \( C^1 \)-near to some parametrization proportional to path-length.

The next map to apply is \( h^{-1} : M_n \rightarrow \Omega_n \) which is \( z \mapsto \exp(\pm z) \) or the identity. The image in \( \Omega_n \) of our leaf is an arc of a circle whose centre is arbitrarily near 0 if \( \text{ang}(p) > 0 \), and is an interval or arc of a circle with very large radius if \( \text{ang}(p) = 0 \). In the case of an arc of a circle, the parametrization is \( C^1 \)-near to a parametrization proportional to the angle subtended at the centre. For both arcs of circles and intervals in \( \Omega_n \), the parametrization is \( C^1 \)-near a parametrization proportional to path-length. The constant of proportionality is the path-length of the arc or interval.

If we stick to a single leaf of \( F_n \) in \( \Omega_n \), the effect of the nearest point retraction can be computed exactly, using the map \( f_{\alpha} \) (see equation (3.3.b)). Let \( P \) be the hyperbolic plane tangent to Dome \((\Omega_n)\) and containing the corresponding leaf in Dome \((\Omega_n)\). Then the subscript \( \alpha \) of \( f_{\alpha} \) is the angle between the two tangents to \( P \) at the two ends of the leaf. So \( \alpha \) converges to \( \text{ang}(p) \) as \( m \) tends to infinity, and \( f_{\alpha} \) is \( C_\infty \)-approximated by \( f_{\text{ang}(p)} \). The derivative of \( \psi_n \) along a leaf of \( F_n \) is therefore approximately \( f'_{\text{ang}(p)}(\delta) = 1 + O(\delta) \) at a point of the curve \( \psi_n([m-1, m+1] \times \{-\frac{1}{2} + \delta\}) \).

If we are in a flat piece of Dome \((\Omega_n)\), the nearest point retraction is conformal, and the directional derivative has the same magnitude in each direction. In particular, the length of the derivative vector with respect of \( \tau_{-m'} \circ \psi_n \circ \tau_m \) along \( \tau_{-m'} \psi_n \tau_m [-1, +1] \times \{ \frac{1}{2} - \delta \} \) with respect to the parameter \( t \in [-1, 1] \) is \( 1 + O(\delta) \).

If we are in a conical piece, we can argue directly from the shape to prove that the derivative has magnitude arbitrarily near 1. However, we prefer to follow the style of
reasoning just used, which gives a weaker result. Namely, Lemma 8.4 shows that the nearest point retraction is \((1 + O(\delta))\)-quasiconformal along the curve of interest. It follows that the directional derivative in any direction must have magnitude \(1 + O(\delta)\). This completes the proof of (10.3.2). □

10.4. A quasiconformal map \(S_1 \to S_u\)

Using the previous results, we now define a quasiconformal map \(\rho_{n,\delta} : S_1 \to S_u\) which will give rise to the sequence we require for the proof of Theorem 7.1. The definition depends on a certain positive integer \(L_0\). We will prove that \(L_0\) can be chosen large enough so that all the properties required of \(\rho_{n,\delta}\) are true. We choose the left-most leaf \(\lambda\) of \(\mathcal{F}_n\) which passes through the strip \(\mathbb{R} \times [-\frac{1}{2} + \delta, \frac{1}{2} - \delta]\) so that its intersection with the strip is entirely (weakly) to the right of the vertical line \(x = L_0\).

(10.4.1) If \(s \leq -\frac{1}{2} + \delta\) or \(s \geq \frac{1}{2} - \delta\), then \(\rho_{n,\delta}(t, s) = \psi_n(t, s)\).

(10.4.2) If \(-\frac{1}{2} + \delta \leq s \leq \frac{1}{2} - \delta\) and \((t, s)\) is to the left of \(\lambda\), then \(\rho_{n,\delta}(t, s) = \psi_n(t, s)\).

(10.4.3) Let \(t \geq L_0 + 1\). On the vertical interval \(\{t\} \times [-\frac{1}{2} + \delta, \frac{1}{2} - \delta] \subset S_1\), \(\rho_{n,\delta}(t, s)\) is a linear interpolation of the values already defined at the two endpoints.

(10.4.4) We have not yet defined \(\rho_{n,\delta}\) on an almost rectangular region whose four sides are given by \(\lambda\), \(y = \frac{1}{2} - \delta\), \(y = -\frac{1}{2} + \delta\), and \(x = L_0 + 1\). Using Lemma 10.5, we will define \(\rho_{n,\delta}\) so that it is \(K\)-quasiconformal, for some fixed \(K\), independent of \(n\), \(\delta\) and \(L_0\). Here \(\delta > 0\) must be chosen small enough and \(L_0\) large enough, so that the basic topological features of the picture of the map \(\rho_{n,\delta}\) are as we expect them to be. For example, \(L_0\) must be chosen greater than the \(m_0\) of Proposition 10.3, and \(\delta\) must be chosen small enough so that the image of the (almost) rectangular gap really is an (almost) rectangle.

We start by filling the gap at (10.4.4). Recall that the cross-ratio of a quadruple of points in \(\mathbb{CP}^1\) is a point in \(\mathbb{CP}^1\), defined provided that at least three of the four points are distinct. We fix conventions by defining the cross-ratio \(X(\mathbf{z}, 1; 0, \infty) = z\). Given a Jordan region, \(U \subset \mathbb{S}^2\) and points \(x_1, x_2, x_3, x_4 \in \partial U\), at least three of which are distinct, we define the cross-ratio \(X_U(x_1, x_2, x_3, x_4)\) by choosing a Riemann mapping \(f : U \to \mathbb{H}^2\), extending \(f\) continuously to \(\overline{f} : \overline{U} \to \mathbb{H}^2\), and then taking the usual cross-ratio \(X(fx_1, fx_2, fx_3, fx_4)\). The result is independent of the choice of Riemann mapping.

Given two Jordan regions \(U\) and \(V\), and a homeomorphism \(\rho : \partial U \to \partial V\), \(\rho\) is said to be quasisymmetric if it does not distort cross-ratios too much. More precisely, the standard theory (due to Ahlfors), says that we can fix a basepoint \(x_0 \in \partial U\) and confine our attention to counter-clockwise quadruples \((a, b, c, x_0)\) with \(X_U(a, c; b, x_0) = -1\). Here \(a, b, c\) and \(x_0\) are distinct points in \(\partial U\). We say that \(\rho\) is \(k\)-quasisymmetric if the image cross-ratio satisfies \(1/k \leq X_V(\rho(a), \rho(c); \rho(b), \rho(x_0)) \leq k\) for all choices of \(a, b, c\) in \(\partial U\) giving cross-ratio \(-1\) as already explained.

In order to fill in the gap at (10.4.4), we apply these considerations to \(\rho_{n,\delta}\). The basepoint for computation of cross-ratios will be the upper right-hand corner of the rectangular region, explicitly \((L_0 + 1, \frac{1}{2} - \delta) \in S_1\).

10.5. Lemma. There exist \(k \geq 1\), \(\delta_0 > 0\) and \(m_0 \in \mathbb{Z}\), such that, for all \(n\), for all \(0 < \delta \leq \delta_0\) and for all \(L_0 \geq m_0\), the restriction of \(\rho_{n,\delta}\) to the boundary of the rectangular gap is \(k\)-quasisymmetric.
Proof. Suppose this is false. Then we can construct the following data.

(10.5.1) A sequence \((\delta_i)_{i \in \mathbb{N}}\) tending monotonically to zero.
(10.5.2) A sequence \((L_i)_{i \in \mathbb{N}}\) tending monotonically to infinity.
(10.5.3) A sequence \((n_i)_{i \in \mathbb{N}}\) which does not necessarily converge.
(10.5.4) The corresponding maps

\[ T_i = \tau_{-m} \circ \rho_{n,\delta} \circ \tau_m : S_1 \to S_w, \]

with \(m = L_i\) defined except on the interiors of the rectangular gaps.

(10.5.5) For each \(i\), an almost rectangular domain gap \(U = U_i\) and an almost rectangular image gap \(V = V_i\), corresponding to \(n = n_i\), \(\delta = \delta_i\) and \(L_0 = L_i\).

(10.5.6) Convergent sequences \((a_i)_{i \in \mathbb{N}}, (b_i)_{i \in \mathbb{N}}\) and \((c_i)_{i \in \mathbb{N}}\), with \(a_i, b_i, c_i \in \partial U_i\), with limits \(a_\infty, b_\infty\) and \(c_\infty\) respectively, and cross-ratio \(X_U(a_i, c_i; b_i, x_0) = -1\).

The data has the following properties.

(10.5.7) The cross-ratio \(X_V(T_i(a_i), T_i(c_i); T_i(b_i), T_i(x_0))\) converges either to infinity or to zero.
(10.5.8) The sequence \((U_i)_{i \in \mathbb{N}}\) converges to the rectangle \(U_\infty = [0, 1] \times [-\frac{1}{2}, \frac{1}{2}]\).
(10.5.9) The sequence \((V_i)_{i \in \mathbb{N}}\) converges to the rectangle \(V_\infty = [0, 1] \times [-u/2, u/2]\).

A theorem of Rado (see [6, Theorem 2.11]) shows that the Riemann maps for the regions \(U_i\) (normalized for example by sending three of the four corners to three fixed points in the boundary of the disk) converge to the Riemann map for the rectangle \(U_\infty\), and the Riemann maps for the regions \(V_i\) converge to the Riemann map for the rectangle \(V_\infty\). Rado’s theorem uses the fact that the boundaries of the regions are parametrized, and the parametrizations converge uniformly to the parametrization of the boundary of the limit.

Note that the boundary maps \(T_i : \partial U_i \to \partial V_i\) together with their inverses \(T(i)^{-1} : \partial V_i \to \partial U_i\) are piecewise differentiable maps, with uniformly bounded derivatives if we parametrize by path-length. We have four euclidean distances in \(S_1\), namely \(|x_0 - a_i|, |a_i - b_i|, |b_i - c_i|\) and \(|c_i - x_0|\). If the smallest of the four distances is bounded below away from zero, then the uniform boundedness of derivatives shows that the same is true for the images under \(T_i\). But this is impossible, because then the image cross-ratio would tend neither to zero nor to infinity. We therefore assume that, independently of \(i\), the distance occupying the same position (1, 2, 3 or 4) is the smallest of the four, and converges to zero.

Let \((v_i, w_i)\) denote that pair in the four-element set

\[ \{(x_0, a_i), (a_i, b_i), (b_i, c_i), (c_i, x_0)\} \]

which has smallest distance apart. We define a similarity \(\sigma_{U,i}\) with multiplicative factor \(1/|v_i - w_i|\), such that \(\sigma_{U,i}(v_i)\) converges to some point in \(\mathbb{C}\). Now look at the image of each of the four ‘corners’ of \(U_i\) under \(\sigma_{U,i}\). We may assume that each of these images converges, either to a finite point, or to infinity. At most one of the four corners has a finite limit, because the distance between two corners, after applying \(\sigma_{U,i}\) is very large. If this happens, choose the constant term in the similarity \(\sigma_{U,i}\) so that it maps that corner to 0. If no corner gives a finite limit, choose \(\sigma_{U,i}\) so that \(\sigma_{U,i}(v_i) = 0\) for each \(i\).

We define the similarity \(\sigma_{V,i}\) with multiplicative constant \(1/|v_i - w_i|\), and so that, for each \(i\), \(\hat{T}_i = \sigma_{V,i} \circ T_i \circ \sigma_{U,i}^{-1}\) sends 0 to 0. We set \(\hat{U}_i = \sigma_{U,i}(U_i)\) and \(\hat{V}_i = \sigma_{V,i}(V_i)\). So \(\hat{U}_i\) and \(\hat{V}_i\) are very large almost rectangles.
If one of the corners of $\hat{U}_i$ and $\hat{V}_i$ is at 0 for each $i$, then $\hat{U}_i$ and $\hat{V}_i$ converge to one of the coordinate quadrants of $\mathbb{C}$. Otherwise, $\hat{U}_i$ and $\hat{V}_i$ converge to half-planes (with either vertical or horizontal boundary). Riemann maps with image $\mathbb{H}^2$ for these limits $\hat{U}_\infty$ and $\hat{V}_\infty$ are given by squaring $z \mapsto z^2$.

The derivatives of $T_i$ are the same as those of $T_i$. From Proposition 10.3, we see that the limit $T_\infty$ of the $T_i$ is the identity on horizontal boundaries. On a left-hand vertical boundary it is equal to multiplication by $f'_\ang(p)(s)$, where $s \in [0,1]$ corresponds to the limit $v_\infty$ of $(v_i)_{i \in N}$. On a right-hand vertical boundary, $T_\infty$ is multiplication by $u = \pi \sin(\ang(p)/2)/\ang(p)$.

Now $\hat{v}_\infty$ and $\hat{w}_\infty$ are finite, by construction, corresponding to two of the four sequences $(\sigma_{U,i}(a_i))_{i \in N}, (\sigma_{U,i}(b_i))_{i \in N}, (\sigma_{U,i}(c_i))_{i \in N}, (\sigma_{U,i}(x_0))_{i \in N}$. Recall that we have chosen $|u_i - v_i|$ to be the smallest of four choices. Therefore the other two limits are distinct from $\hat{v}_\infty$ and $\hat{w}_\infty$, so that three of the four limit points are distinct and their cross-ratio is well defined. By definition, the cross-ratio $X_{U,i}(a_i, c_i; b_i, x_0) = -1$. By Rado’s theorem, cited above, the cross-ratio of the limits $X_{U,\infty}(\hat{a}_\infty, \hat{c}_\infty; \hat{b}_\infty, \hat{x}_\infty) = -1$. It follows that the four limits are distinct points of the boundary of the quadrant or half-plane $\hat{U}_\infty$. It further follows that the four image points in $\partial \hat{V}_\infty$ are distinct. So their cross-ratio is neither 0 nor $\infty$. But this is a contradiction, and so the proof of Lemma 10.5 is complete.

11. Completion of Theorem 7.1

Proof of Theorem 7.1. By Lemma 10.5, we can fill the gap in the definition of $\rho_{n,\delta}$ with a $k_1$ quasiconformal homeomorphism, where $k_1 > 1$ is a uniform constant. (The method of proof of Lemma 10.5 could be used to give an explicit value of $k$ in Lemma 10.5, and therefore of $k_1$, in terms of $\ang(p)$.)

We first prove that $\rho_{n,\delta} : S_1 \rightarrow S_n$ is a homeomorphism (for small $\delta$ and large $m_0$). This follows because it is injective and sends the boundary to the boundary. Therefore, by topology, it is surjective and a homeomorphism.

In order to show that it is quasiconformal, with an appropriate constant, we need to compute the derivative on $(m_0 + 1, \infty) \times [-\frac{1}{2} + \delta, \frac{1}{2} - \delta]$. For an appropriate choice of $\lambda(s)$, the $2 \times 2$ derivative matrix at $(x, s)$ is equal to

$$
\left[ \lambda(s) \frac{\partial \psi_n}{\partial x}(p_1) + (1 - \lambda(s)) \frac{\partial \psi_n}{\partial x}(p_2), \frac{\psi_n(x, \frac{1}{2} - \delta) - \psi_n(x, -\frac{1}{2} + \delta)}{1 - 2\delta} \right],
$$

where $p_1 = (x, \frac{1}{2} - \delta)$ and $p_2 = (x, \frac{1}{2} + \delta)$, and each entry is a column vector of length 2. For large enough $m_0$, this matrix can be estimated as

$$
\begin{bmatrix}
1 + O(\delta) & O(\delta) \\
O(\delta) & u + O(\delta)
\end{bmatrix},
$$

where the constants in the $O(\delta)$ terms do not depend on $n$. By taking $\delta$ sufficiently small, we can make the dilatation arbitrarily near $u$.

Now $\rho_{n,\delta} : S_1 \rightarrow S_n$ is a sequence of quasiconformal homeomorphisms with a uniform quasiconformal constant $K$. These all send 0 to 0 and $+\infty$ to $+\infty$, and so there is a limit $\rho_\delta : S_1 \rightarrow S_n$ with quasiconformal constant not exceeding $K$. The $\rho_{n,\delta}$ correspond to quasiconformal homeomorphisms $\Omega_n \rightarrow \text{Dome}(\Omega_n)$ which extend continuously to the identity map on $\partial \Omega_n$. By Theorem 5.2, $\rho_\delta$ corresponds
to a quasiconformal homeomorphism $\Omega \to \text{Dome}(\Omega)$ which extends continuously to the identity on $\partial \Omega$. If we let $\delta$ tend to zero, we obtain the type of sequence necessary in order to find the substantial boundary dilatation.

At first sight the proof only gives an upper bound. But suppose the value of the substantial dilatation were lower than the known value for a true wedge. Repetition of the rescaling process would result in the contradictory finding that the value for the wedge is less than the known exact value.

This completes the proof of Theorem 7.1.
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