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Sampling reactive pathways with random walks in chemical space:
Applications to molecular dissociation and catalysis
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Automatically generating chemical reaction pathways is a significant computational challenge, partic-
ularly in the case where a given chemical system can exhibit multiple reactants and products, as
well as multiple pathways connecting these. Here, we outline a computational approach to allow
automated sampling of chemical reaction pathways, including sampling of different chemical species
at the reaction end-points. The key features of this scheme are (i) introduction of a Hamiltonian which
describes a reaction “string” connecting reactant and products, (ii) definition of reactant and product
species as chemical connectivity graphs, and (iii) development of a scheme for updating the chemical
graphs associated with the reaction end-points. By performing molecular dynamics sampling of the
Hamiltonian describing the complete reaction pathway, we are able to sample multiple different paths
in configuration space between given chemical products; by periodically modifying the connectivity
graphs describing the chemical identities of the end-points we are also able to sample the allowed
chemical space of the system. Overall, this scheme therefore provides a route to automated generation
of a “roadmap” describing chemical reactivity. This approach is first applied to model dissociation
pathways in formaldehyde, H,CO, as described by a parameterised potential energy surface (PES). A
second application to the HCo(CO); catalyzed hydroformylation of ethene (oxo process), using density
functional tight-binding to model the PES, demonstrates that our graph-based approach is capable of
sampling the intermediate paths in the commonly accepted catalytic mechanism, as well as several
secondary reactions. Further algorithmic improvements are suggested which will pave the way for
treating complex multi-step reaction processes in a more efficient manner. © 2015 AIP Publishing

LLC. [http://dx.doi.org/10.1063/1.4929992]

. INTRODUCTION

The most common experimental methods to determine
chemical reaction mechanisms generally rely on inference
from indirect observations. For example, measurements of
reaction rates, and the corresponding reaction enthalpies and
entropies, as a function of macroscopic variables such as
temperature and pressure can give an insight into the likely
reaction pathways.! The effects of changing functional groups,
isotopic identities, or solvent characteristics can similarly
provide valuable information which can often be subsequently
used to deduce reaction mechanisms.>* Furthermore, in
favourable cases, kinetic trapping may allow determination
of selected structures lying along the pathway from reactants
to products.’”’ Of course, several modern experimental ap-
proaches can be viewed as providing a (almost) direct view
of chemical reactions, including time-resolved diffraction®'°
and ultrafast spectroscopy;''~!> however, these methods still
rely on extensive data processing'4'® and, often, chemical
intuition in elucidating the underlying chemical dynamics.
Furthermore, these direct investigations of the structural or
electronic properties of molecules are significantly hindered
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as molecular complexity increases or as a solvent environment
is introduced.'”

In contrast, computer simulations provide a direct route
to determining chemical reaction mechanisms with atomic
resolution.'®!” Over the last few decades, a wide variety of
computational strategies have been developed specifically with
the purpose of determining reaction pathways and the associ-
ated energetic barriers. For example, the Nudged Elastic Band
(NEB) method®*?! and related approaches,?>>* the zero- and
finite-temperature string (FTS) methods,?>>?® and the growing
string approach?’ all aim to search for a reaction path given
an initial guess path connecting specified reactant and product
configurations; the constraint of generating a good initial guess
is removed in methods such as Gradient Extremal Following
(GEF),”®?° Scaled Hypersphere Searching (SHS**?), and
reduced gradient following (RGF).*? Rather than focussing on
the search for single reaction paths, methods such as transition
path sampling**** and Onsager-Machlup path sampling**+
can instead generate ensembles of reaction pathways; subse-
quent analysis of the path ensemble, for example, by calcu-
lation of commitor probabilities, allows further identification
of important features associated with transition states (TSs).
More recently, the Artificial Force-Induced Reaction (AFIR)
method,***” in which a biasing force is used to drive chem-
ical bond breaking and formation, has been developed as an

©2015 AIP Publishing LLC
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automated approach to generating reaction pathways and sta-
tionary points. This wide variety of reaction-path-finding
methods has been employed to model a similarly wide va-
riety of chemical processes; representative examples include
rearrangements in molecular clusters,’’ metal-catalyzed hy-
droformylation reactions,*’ protein folding problems,***® and
enzyme-catalyzed reactions.*” Furthermore, these examples
demonstrate that such approaches are readily applied to model
chemical reaction paths in both gaseous and (implicit or
explicit) condensed-phase systems.

Despite these clear successes, several challenges remain
for computational approaches to predicting mechanistic chem-
istry. Several methods, particularly those based on a chain-
of-states representation, require well-defined configurations
for the initial and final points in the reaction process, as well
as sensible initial guesses for the initial reaction path; this
restriction can represent a barrier to the discovery of previ-
ously unknown reaction chemistry. Many string-based ap-
proaches are also incompatible with modelling systems which
can exhibit multiple different reaction pathways; in such cases,
an initial guess for all of the various reactive pathways would
be required. Furthermore, methods such as GEF are computa-
tionally demanding, often as a result of requiring the Hessian
as input, presenting challenges in modelling large systems.

In this article, we propose and test a method which at-
tempts to address these difficulties. The approach outlined
here has the following features: (i) a chain-of-states (or string-
based) description of a reaction path is employed, where the
string is parameterised by a set of Fourier coefficients,*>
(i) the initial and final configurations of the reaction path, as
well as the Fourier coefficients defining the path, are dynamic,
facilitating sampling of multiple reactive pathways, (iii) the
chemical connectivity of the initial and final configurations
is defined in terms of mathematical graphs, and a random
walk in the space of allowed chemical graphs is employed to
allow description of multiple reactive pathways, and finally
(iv) periodic application of reaction-path refinement methods,
in this case NEB, is used to generate representative reaction
paths for all allowed chemical reactions sampled in the system.
Overall, this approach allows sampling of multiple reactive
pathways between multiple reactant and product types and, by
constraining the chemical identities (i.e., connectivity graphs)
of reactants and products, we also have a simple route to
constraining the reaction-path search to a desired region of
chemical space.

As the first tests of our methodology, we consider two
different systems. First, our approach is applied to model
dissociation and isomerization in formaldehyde. In the signif-
icantly more challenging second application, we consider the
catalytic cycle associated with hydroformylation of ethene
by HCo(CO)3,473152 a reaction involving multiple molec-
ular fragments and multiple reactive steps. In both cases,
we find that the chemically relevant reaction processes are
sampled, although it is found some pathways, such as cis-
trans HCOH isomerization in formaldehyde, are not sampled
because generation of these specific end-points is a “rare”
event. These results point the way towards further refinements
of our approach, such as enhanced sampling methods for the
reaction-path end-points.

J. Chem. Phys. 143, 094106 (2015)

Il. METHODOLOGY

An overview of the simulation approach developed here is
shown in Fig. 1. This approach combines a dynamic descrip-
tion of the reaction path with stochastic changes in the chem-
ical connectivity of the reactants and products; this algorithm
therefore allows sampling of multiple pathways connecting
multiple different product and reactant states. The individual
parts which constitute this approach are outlined below.

A. Reaction path definition and Hamiltonian sampling

Following on from chain-of-states methods for modelling
reaction paths such as NEB, we define a reaction pathway
as a string leading from reactants ry to products rp; along
this string, we have M intermediate configurations. Each state
along the string represents a configuration in the (3N, — 6)-
dimensional configurational space of the system, where N, is
the number of atoms. However, in contrast to standard NEB-
type methods, the string here is parameterised by a set compris-
ing P Fourier coefficients for each of the (3N, — 6) degrees-of-
freedom, {a,};_,, such that*>-%

P
r; = r0+/l,-(rp—ro)+Zak sin (km ;). (N
k=1
Here, A; € {0,1} is a variable which describes position along
the string between reactants and products, and r; represents
the position vector of the ith configuration along the reaction
string. Overall, the reaction-path system is defined by (3N,
— 6) coordinates for each of the reaction path end-points, ry and
rp, as well as P X (3N, — 6) Fourier coefficients which define
the path through Eq. (1). We note that we favour the Fourier
parameterization of the reaction path here, compared to a stan-
dard chain-of-states representation as commonly employed in
NEB-type methods, because the resulting pathways tend to be
smoother in configurational space; for example, initial tests
of the approach described below using a standard chain-of-
states representation demonstrated that the reaction pathway
can develop “kinks” which can cause failures of reaction-path
refinement methods such as NEB.

As well as being defined by coordinates ry and rp, the
product and reactant states also have associated with them
connectivity graphs G° and G?, respectively. These graphs are
N, X N, matrices with elements

if rij < V;'L-n,
! (2)

1
Gij= .
/ {0 otherwise.

Here, r;; is the distance between atoms 7, j and rl?‘;” is a cutoff
distance; in this work, the cutoff distances depend only on the
atomic types of i,j, and are given in Table I. The graphs G°
and G” therefore define the chemical connectivity of reactant
and product states; these graphs play an important part in
exploring the space of allowed chemical reaction pathways in
our approach. At this point, it is important to emphasize that
graphs in our approach are used to drive the search of chemical
reaction space, as described below; in a recent report using
basin-hopping Monte Carlo (BHMC) to determine reaction
intermediates,>? graphs were simply used as a post-processing



094106-3 Scott Habershon

Q
o = o o
o = o o O
—_ o = = O

— o = o QO

(0]
1
0
1
0

Q
o o~ o

J. Chem. Phys. 143, 094106 (2015)

H, O C H;
H (0 0 0 1
(0] 0 0 1 0
C 0 1 0 O
Hy,\'1 0 0 O

W(r)I \T Tjr |

I'min  I'max

FIG. 1. Schematic illustration of a typical graph-based reaction-path sampling simulation. The labels (i)-(v) indicate possible states of the system at different
times during the simulation. Initially (path (i)) the reaction path connects the cis isomer of the HCOH to H,CO; the respective connectivity graphs for these
end-points are shown on the left-hand side of the figure. Following dynamic evolution of the reaction path under the Hamiltonian of Eq. (3), an alternative path
(ii) is sampled; however, note that the graphs G? and G* describing the chemical bonding of the end-points have not changed, so the path is restricted to sample
the same end-points as path (i). After a period of time #ygp, NEB refinement starting from the current reaction path is performed, resulting in a reaction path
labelled (iii). As the simulation proceeds, graph moves will update the chemical connectivity graph of the reaction end-points; in path (iv), the graph for one
of the end-points has been changed from one representing to H,CO to a graph representing H, + CO and, because the constraint surface W (r, G) (illustrated in
the lower-right corner) enforces this connectivity on the sampled end-points, the system now naturally samples reaction paths connecting HCOH and H; + CO.
Finally, path (v) has the same graphs at each end-point as path (iv), but illustrates an alternative situation where the trans isomer has been sampled as the HCOH

end-point.

analysis tool, rather than being part of the simulation protocol
itself.

To facilitate sampling of multiple reactive pathways, we
now define a Hamiltonian which describes the reaction string.
In particular, we assign fictitious masses and momenta to the

TABLE I. Parameters used in the reaction string Hamiltonian MD simula-
tions and NEB optimization.

u 10° m,

71 0.05 Epay?
ol 0.01 Epay?
o2 0.01 Epay?
o3 4.0 ag

o4 5x107 Epay?
Rmax 10.0 A
R™in 50A

P, 5x107*

ks 0.05 Epay?
Atom pair rout (A) Fmin (A) Fmax (R)
O-H 12 0.9 1.15
C-H 12 0.9 1.15
C-0 15 1.15 1.45
H-H 1.0 0.8 0.95

Fourier coefficients which parameterize the reaction path, and
use the following Hamiltonian:

H(ro,rp,po,ppr,a,G’,G”)
RSN Y AR

P 2m,~ - 2mj
P
o2
+ Z Ll Vy(ro,rp,a,G% G"). 3)
k=1 2

The first two terms in Eq. (2) are, respectively, the total ki-
netic energy (KE) of the reactant and product configurations
while the third term represents the KE contribution from the
momenta {by },’;1 conjugate to the Fourier coefficients a; the
Fourier coefficient momenta are assigned an arbitrary mass p,
which is here assumed to be the same for all coefficients. The
potential energy of the string system, V(ro,rp,a,G’% G?), is
defined as

VS(rO’ rp,a, GO, GP)
= V(rg) + V(rp) + W(ro,G%)
M

1
+W(rp,G") + ” Z [V + yilre e P, @)
=1
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where V(r) is the potential energy surface (PES) of the sys-
tem evaluated at r. The summation over the M intermediate
states includes contributions from the PES at each interme-
diate configuration given by Eq. (1); we note that the config-
urations at each of the M intermediate states are given by
Eq. (1), giving rise to a dependence on the Fourier coefficients
a. Equation (4) also contains harmonic “spring” terms with
force constant y;, which act to minimise the distance between
adjacent configurations along the string. These harmonic terms
are familiar from path integral (PI) simulations,’*=° although
the force constant here is arbitrarily chosen to maintain a
stable and continuous reaction pathway, and is not related to
either the mass or temperature of the system as in standard
PI treatments. However, as an aside, we note that method-
ologies for enhanced PI simulations, such as normal-mode
transformations or advanced thermostats, %! could in the
future be exploited to improve sampling. Furthermore, we note
that an alternative formulation of Eq. (4) based on Fourier PI

J

ij ij

W(r,G) = Z |:(S(GU - l)[H(me - rij)oq(r"”” - I"ij)z + H(rij -

J>i
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simulations®>%* could include a term which is a simple sum-

of-squares in the Fourier coefficients instead of the position-
based spring terms here; in simple test simulations, we found
that the current approach resulted in a numerically more stable
simulation overall.

The function W(r,G) is a constraint surface which en-
forces the chemical connectivity graph G for the configura-
tion r. As a result, this function ensures that the chemical
structure of configuration r cannot be changed beyond that
defined in the graph G. In other words, the only way in which
the chemical identity of r can change is by changes in G;
this fact is exploited to explore chemical reaction space, as
described below. The choice of constraint terms in W(r, G) is
somewhat arbitrary so, for simplicity, we use harmonic terms
to enforce chemical bonding, with a simple repulsive Gaussian
term to enforce non-bonding between atom pairs for which
G;; = 0. Overall, the constraint function used in this work

1S

—r.2. 0—2
o = i))*]+ 8(Gij)orae i (BTN Vo, G). (5)

The summation in Eq. (5) runs over all pairs of atoms, §(x) is the Dirac delta function, H(x) is the Heaviside step function,
and o1, 03, and o3 are variables describing the constraint interactions. The effect of the potential W(r,G) can be seen to
constrain bonded atoms to lie at bond lengths approximately between 7" and r™**, while a repulsive Gaussian potential acts
between pairs of non-bonded atoms. In this way, the chemical graph G is straightforwardly imposed on the configuration r.
Similarly, the molecular constraint term V,,,,/(r, G) ensures that graphs describing one or more distinct molecules cannot sample
configurations which are incompatible with the expected number of molecules; in short, distinct molecules are kept sufficiently
far apart that there is no possibility for them to form new chemical bonds which are not consistent with the desired graphs
describing reactants or products. In this work, we use simple harmonic constraints to enforce separation of unique molecules, such

that

Vmol(r, G) = Z
Jj>i
m(@)£m ;(G)

where R™" and R"~ are, respectively, minimum and maximum
allowed distances between a pair of atoms, each in a different
molecule. In calculating this constraint term, the label m; iden-
tifies the molecule which each atom is assigned to; these la-
bels can be readily determined given the relevant connectivity
graphs. Finally, we emphasise that the constraint potentials of
Egs. (5) and (6) enforce only “loose” constraints on the system
in order to restrict sampling to the correct region of chemi-
cal space, as defined by the relevant connectivity graph. For
example, in the calculations illustrated below, the constraint
potential of Eq. (5) is chosen to maintain bonded O-H dis-
tances between 0.9 A and 1.15 A; in other words, the constraint
potential does not act until the bond distances start to drift
significantly from the average value of around 1 A.

Overall, Eq. (3) describes a reaction-path system which
can be sampled using Hamilton’s equations-of-motion;'®-64
analytical derivatives are readily calculated for the config-
urations ro and rp, as well as for the set of Fourier coef-
ficients a, allowing straightforward application of standard

[H(R™ = rij)oa(R™ = ri;)%, +H(ri; — R™)o4(R™ = ;)] (6)

molecular dynamics (MD) integration algorithms. By assign-
ing arbitrary temperatures to the reactant, product, and Fourier
coefficient momenta, it is therefore possible to explore the
space of possible chemical reaction pathways. We note that the
configurations sampled by the reactant and product states will
not correspond exactly to the expected thermal distributions as
aresult of the additional constraint and harmonic spring terms
of Eq. (3). However, this Hamiltonian approach will provide
a means to sample approximate reaction paths which can be
further refined by methods such as NEB.?0?!

As a final point, we note that the method as presented here
operates exclusively in Cartesian coordinates; this is predomi-
nantly for reasons of computational simplicity. However, there
is no reason that the same method cannot be applied in alterna-
tive sets of coordinates, as long as one could easily transform
to coordinates which would allow one to calculate the required
PES and derivatives required in Eqgs. (3) and (4). Exploiting
alternative coordinate choices may help improve sampling of
reactive pathways; this point is discussed later.
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B. Random walks in chemical space

Sampling according to the Hamiltonian of Eq. (3) al-
lows one to generate approximate representative reaction paths
between a range of reactant and product configurations (or
conformations); however, in order to fully explore the chem-
istry of a reactive system, this is not sufficient. In particular,
the chemical identities (i.e., chemical isomers) of reactants and
products must also be allowed to change; in other words, we
need a method for exploring the chemical space spanned by
G? and G*. In this work, we choose to use a simple Monte
Carlo (MC)-like procedure to move around the chemical space
defined by the graphs G® and G*. However, we note that the
usual restriction of detailed balance which applies in standard
MC sampling of atomic configurations is not essential here;
all we are interested in is moving around configurational and
chemical space in order to generate approximate reaction paths
to be used as input for further refinement. As a result, the
most important consideration in moving around the chemical
space of reactants and products is the restriction to chemically
relevant species; this is reasonably straightforward to achieve
given the connectivity graphs G and G”.

Our approach to updating the graphs G° and G* is sum-
marised as follows.

1. At each time step, for both GYand G?, compare a uniform
random number 7 € [0, 1] to a user-defined update proba-
bility P,. If < P,, then the end-point graph is updated; if
n > P,, then we resume time-propagation of the reaction
string.

2. Store the current graphs, string Fourier coefficients, and
end-point coordinates.

3. To update the graph G, we apply one of two graph moves
with equal probability:

e Select a random off-diagonal element G;;; if G;; =1,
replace it with 0, and if G;; = O replace it with 1.

e Select two unique off-diagonal elements G,; and Gy,
with different values, and swap them: G;; — Gy; and
G — Gij.

We note that these graph moves are appropriate for our
initial application to formaldehyde reactivity; updated
graph moves in the study of the catalytic hydroformylation
cycle are discussed below.

4. Check that the new end-point graphs are chemically al-
lowed (see below); if not, revert updated graphs to their
stored values and resume time-propagation.

5. Optimise the coordinates of the reactant and product config-
urations such that the constraint potential terms W(r,G)
(calculated with the new graphs) are minimized.

6. Optimise the coordinates of the reactant and product config-
urations such that the PES terms V(r) are minimized.

7. Reset the path coeflicients a and check whether a new initial
linear path between reactants and products results in any
atomic close contacts along the reaction pathway with r;;
<07 A If so, revert the updated graphs, coordinates, and
string coeflicients to their stored values and carry on with
time-propagation.

8. With fixed reactant and product configurations, minimize
the PES of Eq. (4) by varying the Fourier coefficients a.

J. Chem. Phys. 143, 094106 (2015)

9. Resample the momenta of the reactant state, product states
and Fourier coefficients, and resume time-propagation.

The outcome of successful graph updates is the generation of
new reactant or product configurations with modified chemi-
cal bonding; furthermore, the coordinates of the reactant and
product states, as well as the Fourier coefficients, are all relaxed
such that the overall system is in a reasonable, low potential
energy state appropriate as a starting point for further time-
evolution.

Asnoted in the outline above, there are two points at which
the new graphs may be rejected. First, if an initial linear path
between reactants and products causes severe atomic overlaps
the graph move is ignored. This requirement is not an essen-
tial part of our approach; for example, subsequent relaxation
of the Fourier coefficients should remove any steric clashes.
However, in practice, we find that this optimization process
can become unstable due to large potential energy gradients
in cases where atoms experience close contacts at some point
along the reaction pathway; as a result, we adopt the simpler
approach of simply rejecting these graph moves.

Second, we reject reactant or product graphs if they are
not “chemically sensible.” Given typical atomic valences, it
is straightforward to ensure that unfeasible bonding config-
urations are not imposed on the system. For example, we
know that the number of covalent chemical bonds formed
by hydrogen should be no greater than one, so graphs which
fail to comply with this valence sum can be rejected; similar
valence rules are simple to impose for heteroatoms. Note that
this approach does not necessarily restrict us to exploring only
“known” chemical pathways; one can always relax the con-
straints on atomic valence types to allow formation of chemi-
cally exotic bonding arrangements. However, we note that a
significant advantage of encoding bonding arrangements as
graphs is the fact that one can “tune” the types of chemistry
which can be explored during the path-sampling simulations.
For example, it is straightforward to sample only those path-
ways in which selected carbon atoms remain sp? hybridized
while others remain sp? hybridized; in future applications,
we hope to exploit this flexibility in searching for reactive
pathways in complex systems.

C. Nudged elastic band method

The approach outlined above allows sampling of approx-
imate reaction pathways between two different chemical spe-
cies, as well as changes in the identities of the chemical species
at either end of the reaction pathway. These reaction paths are
good candidates to use as initial guesses for further refinement.
Combining sampling of the reaction paths and the associated
chemical graphs describing the reactants and products with a
method for refining reaction paths therefore gives an approach
capable of automatically exploring allowed chemical reaction
mechanisms for a given system. However, we emphasise that
the focus of this work is firmly on methods for generating
approximate reaction paths which can be used as input for
further refinement and analysis.

In this work, we employ the standard NEB method**?! to
refine the initial paths generated by the sampling methodology
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described above; the relevant equations outlining the NEB
approach are given in the Appendix. While NEB may not be
particularly accurate in locating TSs, it is computationally sim-
ple and is straightforward to implement within the framework
outlined here. We emphasise that our overall approach is not
tied to the use of NEB; any of the standard approaches for
analysing reaction paths, including improved methods such
as climbing image NEB (CI-NEB),”® could be employed.
Furthermore, we are not limited to considering “zero temper-
ature” methods; the initial reaction pathways could also be
employed as input to methods such as the finite-temperature
string approach.”® As an aside, we note that one might be
more interested in generating so-called minimum-action paths
which correspond to (classical) dynamical trajectories between
defined end-point conformations, rather than the NEB-type
paths generated in this work. In such cases, the NEB refinement
employed here could be replaced by methods based on opti-
mizing the Onsager-Machlup or Maupertuis action;*-" these
alternative reaction “curves” will be investigated in the future.

Finally, we note that some correlation between sampled
reaction pathways may be present in our approach (except in
the obvious case when fygp is very large). While correlation
between pathways is undesirable from a sampling point-of-
view, it is not as important in this work as it is in MD simula-
tions. This is because we are interested in generating starting
points for NEB-type refinement; if several similar pathways
are sampled, the only drawback is wasted computer time.
Finally, we note that the graph rearrangement moves which
periodically take place also serve to reset the configurations
of the system, further avoiding stagnation.

lll. APPLICATIONS

In this section, we consider application of our graph-
based reaction-path sampling methodology to two different
chemical systems. In the first case, we investigate dissociative
reactions of formaldehyde using a parameterized PES.% In
a second application, we consider the hydroformylation of
ethene catalyzed by HCo(CO)3;*">152 this complex reaction,
involving multiple fragments and four main reaction steps in
the accepted catalytic mechanism, represents a strong chal-
lenge to any reaction-path finding methodology.

In both systems, the aim of the simulations reported here
is to investigate whether the graph-sampling scheme outlined
above is capable of extracting good first approximations to the
main chemical reactive pathways in the systems under consid-
eration. While sampled pathways are refined using NEB, we
are not interested in explicitly locating TS configurations.
Indeed, it is intended that the reactive pathways generated
with the current methodology are used as input to a second
simulation step in which a much higher level of theory is used
to determine TS configurations (starting from the approximate
structures obtained by NEB) and transition-state theory rate
constants for each sampled reactive pathway. These parameters
would then allow direct kinetic modelling of the multiple
reactive pathways discovered here, affording a route towards
understanding mechanism, particularly in the case of cata-
Iytic cycles. These developments will be reported in a future
publication; the aim of this work is to evaluate the potential

J. Chem. Phys. 143, 094106 (2015)

of our graph-sampling approach and highlight areas for future
development.

A. Formaldehyde decomposition

As the first application of our reaction path sampling
approach, we model the chemistry of gas-phase formalde-
hyde, H>CO. This molecule has been used as a test example
for several reaction path finding methods, including SHS,*
RGF,* and GEF:;® these approaches have been used to map
out the whole range of chemical reactivity, including dissoci-
ation of molecular and atomic hydrogen, as well as cis-trans
isomerization of HCOH.

Previous calculations on the formaldehyde system have
employed a variety of ab initio approaches to model the
PES, including Density Functional Theory*° and Hartree-Fock
calculations.?>%® In this work, we employ the PES developed
by Bowman and coworkers:® this is a fit to around 80000
CCSD(T) calculations and 53 000 multireference configura-
tion interaction (MRCI) calculations. The functional form
itself is comprised of five local fits to different regions of the
PES, with smooth switching functions interpolating between
them; in general, each of the local fits is based on expansion
in a set of Morse variables. Overall, this PES provides a very
accurate description of much of the chemistry associated with
rearrangements of formaldehyde, with typical RMS relative
errors in fitting of the order of 3%. The formaldehyde PES
has also been shown to be able to describe the dissociation
dynamics observed experimentally, including identification of
a “roaming” mechanism.5’

Our choice of PES imposes some constraints on the reac-
tion channels which can be accurately modelled. The formal-
dehyde PES employed here® describes the HyCO minimum,
the molecular dissociation (H, + CO), the radical dissociation
channel (H + HCO), and both cis and trans isomers of HCOH;
it does not describe other reaction channels, such as CH + OH.
As aresult, the following constraints on the reactant and prod-
uct graphs were imposed to ensure that the reaction pathway
stays within the region of configuration space in which the PES
is reliable:

o The number of covalent bonds formed by hydrogen can
be no greater than 1: }; G;; < 1, where the atomic type
of atom index i is hydrogen.

e The number of covalent bonds formed by oxygen can
be no greater than 2: ¥’ ; G;; < 2, where the atomic type
of atom index i is oxygen.

e The total number of molecules described by the reactant
and product graphs must be no greater than two; the
number of distinct molecules encoded by a graph can
be straightforwardly determined by application of the
Floyd-Warshall shortest-path finding algorithm. %6

e Graphs which describe (CH + OH), (H + COH), and
dissociation of monatomic heteroatoms are forbidden.

These graph constraints are simple to impose in our sampl-
ing approach; during sampling of the chemical graphs, new
product or reactant graphs which violate these constraints are
rejected, the graph is reverted to its original form and sampling
continues as normal.
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The remaining calculation details were as follows. The
reaction string comprised a total of 50 configurations, includ-
ing reactant and product states (so M = 48). The time-evolu-
tion of the positions and momenta of the reactant and prod-
uct, as well as the Fourier coefficients and their associated
momenta, was performed using the standard velocity Verlet
algorithm'?6470 with a time step of 0.1 fs. The total simulation
time was 50 ps, and three separate calculations were performed
to sample the space of chemical reaction pathways. Initial
physical and fictitious (Fourier) momenta were drawn from the
Boltzmann distribution, and an Anderson thermostat!®7? was
employed throughout time-evolution to maintain the physical
temperatures of the reactant and product configurations, and
the fictitious temperature of the Fourier coefficients, at 100 K.
The fictitious masses associated with the Fourier coefficients
were set to a value of 10° a.u.; the results obtained seem to
be quite insensitive to the actual value of this mass parameter.
To prevent overall translation or rotation of the system, we
fix the position of the carbon atom at the origin, constrain
the oxygen to lie along the x-axis, and constrain one of the
hydrogen atoms to move in the xy-plane. The values of the
remaining parameters of the Hamiltonian employed in this
work are shown in Table I. NEB optimization starting from the
current reaction string was performed every 1 ps. We used a
steepest descents optimization to obtain adequately converged
reaction paths; this approach could, of course, be refined to
include the CI-NEB method to locate the TS more accurately,
or alternative reaction-path optimization methods such as the
string method could similarly be employed. Optimization un-
der the graph constraints, as required during our chemical
graph sampling approach, was also performed using a steepest
descents approach; accurate minimisation is not required in
this case because the aim is to simply generate a reasonable
molecular geometry which satisfies the desired graph con-
straints. As a final point, we note that all simulations were
initialized with formaldehyde as the reactant and the molecular
channel H; + CO as the products; at no point was the system
“seeded” with information about any other reaction pathways
or PES minima.

Figure 2 illustrates a sample of the reaction paths deter-
mined by our path-generation approach; in particular, three
paths originating from formaldehyde are shown. As expected,
these paths cover the range of chemical transformations for
formaldehyde, given that some reaction channels are not al-
lowed on the PES employed here. Figures 2(a) and 2(b)
illustrate the molecular and radical dissociation channels,
respectively; consistent with previous calculations, the molec-
ular dissociation channel displays a TS around 371 kJ mol™!
higher in energy than formaldehyde, while the energy of the
radical products lies at about 395 kJ mol~! higher in energy.
The (approximate) TS determined for the molecular channel
[Fig. 2(a)] displays the expected asymmetric geometry; the
accuracy of the transition-state geometry and energy could
be improved by using, for example, eigenvector following
methods or CI-NEB.

Figure 2(c) illustrates one of the strengths of the sampl-
ing approach outlined here. In particular, Fig. 2(c) shows an
alternative reaction path leading from formaldehyde reactant
to radical products; in other words, the reactants and products
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FIG. 2. Reaction paths determined by the graph-based sampling method-
ology outlined here; each panel illustrates a reaction path originating from
formaldehyde. Panel (a) shows the molecular dissociation channel lead-
ing to Hy + CO, panel (b) shows the radical dissociation channel leading
to H+HCO, and panel (c) illustrates an “indirect” radical dissociation mech-
anism in which a (presumably) low kinetic energy hydrogen molecule dis-
sociates and is recaptured by the parent CO moiety, ultimately leading to
H + HCO products.

are the same as in Fig. 2(a), but our sampling approach has
automaticallylocated an alternate pathway. In fact, it is difficult
to imagine how one might choose an initial NEB path which
would lead to the “indirect” radical channel shown in Fig. 2(c).
In particular, we observe dissociation of molecular hydrogen
as a first step; however, instead of direct dissociation, the
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molecular hydrogen remains trapped in the attractive well
of the carbon monoxide, such that the maximum observed
distance between carbon and hydrogen is around 3.1 A. The
hydrogen molecule subsequently returns towards the carbon
monoxide, forming the HCO product and a dissociated
hydrogen atom. This “indirect” mechanism for producing
the radical products presumably results from a set of initial
momenta which lead to an initial molecular hydrogen product
with low kinetic energy; however, chain-of-states methods
such as NEB work in configuration space, such that it is
difficult to attribute and analyse momentum distributions dur-
ing the course of a given reaction pathway. Further analysis
could be carried out using the initial paths generated here,
for example, by using action-based methods**>* which aim
to generate realistic Verlet-like paths between fixed reactant
and product configurations; this will be an area for future
work. While the reactive pathway shown in Fig. 2(c) could
in principle be considered as a combination of those shown
in Figs. 2(a) and 2(b), the important point is that the path-
sampling methodology outlined here can generate non-trivial
pathways which would be difficult to locate using, for example,
simple linear interpolation for the initial guess of the reaction
path.

We note that Fig. 2(c) is not claimed as a “new” reaction
mechanism in this system; it simply serves to emphasize that
non-trivial reaction paths between defined end-points can be
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automatically generated in our approach. As an aside, it is
also important to emphasize that the sampled reaction path-
ways, as in all string-based methods such as NEB, are not
dynamic in nature, but simply represent a set of configura-
tions along an approximate reaction path between defined end-
points. In contrast, the novel “roaming” mechanism®’ was
observed in direct quasi-classical dynamic trajectories. That
said, one might expect that a reaction pathway correspond-
ing to the roaming mechanism would be accessible in our
approach. The fact that no such path is observed must point
to incomplete sampling in path-space during our simulations;
this is discussed further below.

Figure 3 illustrates further reaction paths sampled in this
work; in this case, the reaction paths shown either start or end at
the HCOH isomer. As in Fig. 2(c), Fig. 3(a) shows a multi-step
reaction process which leads from the frans HCOH isomer to
the molecular dissociation products; again, this multi-step path
would be difficult to locate using a simple linearly interpolated
reaction path. Figures 3(b) and 3(c) illustrate, respectively,
direct hydrogen atom dissociation from the cis and frans iso-
mers of HCOH. As expected, based on previous SHS simula-
tions of the formaldehyde PES,’ dissociation from the cis iso-
mer is effectively barrierless, while dissociation from the trans
isomer is not; clearly, the initial reaction paths generated by the
path sampling process described here are capable of providing
physically relevant initial guesses for further refinement.
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FIG. 3. Further reaction paths determined in graph-based sampling simulations; in this case, all reaction paths involve HCOH. Panel (a) illustrates a pathway
involving isomerization to formaldehyde, followed by dissociation of molecular hydrogen. Panels (b) and (c) show, respectively, hydrogen atom dissociation
from the cis- and trans-isomers of HCOH, and panel (d) illustrates isomerization from formaldehyde to trans-HCOH, without further dissociation of hydrogen

products.



094106-9 Scott Habershon

Figure 3(d) shows a simple hydrogen transfer reaction
leading from formaldehyde to the trans-HCOH product. We
note that we did not observe the corresponding transfer re-
sulting in the cis-HCOH isomer. Furthermore, we did not
observe the direct cis-trans isomerization reaction of HCOH
in any of the three calculations performed here. This is not
particularly surprising; the barrier to cis-trans isomerization is
around 96 kJ mol~!, much larger than the available thermal
energy in either the reactant or product momenta, so spon-
taneous isomerization of the path end-points is a rare event
at the simulation temperatures employed here. An alternative
pathway to generating cis- and trans-isomers at each end-
point is to create these configurations as part of the graph
rearrangement step outlined above; evidently in the calcula-
tions performed here this did not occur. The probability of
generating these specific molecular arrangements during graph
rearrangement steps is simply dependent on the reactant and
product configurations before graph changes are attempted;
specifically, the minimization under constraints which is part
of the graph rearrangement process must result in cis- and
trans-isomers at the reaction path end-points. Clearly, leaving
this sampling of isomers to chance in the graph rearrangement
step is not desirable. Instead, we are now exploring the use of
temperature-accelerated sampling methods for the end-point
configurations to circumvent this problem in order to fully
sample both different chemical isomers and different confor-
mations;’"72 for example, in the present case, it is straightfor-
ward to see that enhanced sampling along the HCOH torsional
coordinate will increase the sampling of the cis-trans isomeri-
zation. Furthermore, a similar temperature-accelerated scheme
can be formulated for the path variables; this is one route to
improved sampling in path-space which would be expected to
aid in the sampling of alternative reaction paths, such as the
“roaming” mechanism noted above.

Finally, the information of Figs. 2 and 3 can be easily
synthesized into a reaction “roadmap” which describes the
chemistry of the formaldehyde PES studied here; this is shown
in Fig. 4. In principle, given the graph definitions of reactant
and starting products of all sampled reaction paths, as well as
the transition states and associated energies along these paths,

V ~ 359 kJ mol!

V ~ 371 kJ mol"!
V ~ 23.3 kd mol- (?
“w -
< Molecular Radical channel

dissociation channel V=0 kJ mol-

V ~ 236 kJ mol-
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the generation of a global map of the PES can be straight-
forwardly automated; however, in the current work this map
has been generated by simply cataloguing the minima and
transition states observed. As expected, we observe all major
reaction channels accessible for the particular formaldehyde
PES employed here; the exceptions are those pathways which
involve the cis-isomer of HCOH, notably the cis-trans isom-
erization, as highlighted above. The calculated TS geometries
(determined approximately in this work), potential energy bar-
riers, and end-point structures are all in agreement with previ-
ous calculations; as noted above, all of these details could, in
principle, be further refined using, for example, a higher level
electronic structure theory along with zero-point vibrational
energy corrections to determine relative energies along the
reaction paths.

B. Catalytic hydroformylation of ethene

While the application of our graph-based reaction sampl-
ing methodology to formaldehyde decomposition has con-
firmed its utility, as well as highlighting some avenues for
improvement, the current state-of-the-art in reaction path find-
ing methods lies towards determining mechanisms for catalytic
cycles.*”>2 Addressing this challenge is particularly difficult
due to the multiple-step nature of the catalytic process, the
presence of multiple chemical species which can be required to
react at different stages of the catalytic cycle, and the fact that
computationally expensive treatment of the PES is required to
correctly describe the reactivity of the system. However, devel-
oping methods to predict reaction mechanisms and associated
rates for catalytic reaction would represent an important step
forward, particularly given the widespread role of catalysis in
much of industrial chemistry.

As a first demonstrative step in this direction, we consider
here the hydroformylation (oxo) process which converts al-
kenes into aldehydes by addition of carbon monoxide and
hydrogen. This industrially important process can be cata-
lyzed by the cobalt species HCo(CO); which is formed in
situ in a reaction vessel containing a soluble cobalt salt (or
fine cobalt powder) with carbon monoxide and hydrogen at

V ~ 215 kJ mol

FIG. 4. Reaction network for formalde-
hyde, as described by the Bowman PES
used in the current work.®> The reac-
tion paths located by the graph sampling
methodology outlined here are shown,
along with relevant TSs. Note that the
energies of minima and TSs are approx-
imate; further refinement by methods
such as CI-NEB would yield more accu-
rate geometries and energies. As noted in
the text, the physical isomerization be-
; tween cis- and trans-HCOH is not ob-
o) served in our simulations; our graph-

! based scheme is aimed at sampling dif-
ferent chemistry in the reactants and
products, although use of temperature-
accelerated sampling®7!72 would help
improve sampling of the configurational
space for a given set of chemical species
at either end-point of the reaction string.

" cis-trans
isomerization
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high temperature and high pressure. According to the common
mechanism,*’!32 the reaction proceeds by four main steps:
(i) coordination of the alkene to the cobalt centre followed by
alkene insertion into the Co—H bond, (ii) insertion of CO into
the resulting Co—C bond, (iii) oxidative addition of H; to the
cobalt centre, and (iv) reductive elimination of the aldehyde
product, resulting in reformation of the catalytic species. It
is clear that modelling the Co-catalyzed hydroformylation is
a challenging example for reaction path-finding methodol-
ogies, involving step-wise reactions of four different molec-
ular fragments. Here, we perform direct simulations of Co-
catalyzed hydroformylation of ethene to demonstrate that our
graph-based methodology is equally applicable to complex
catalytic systems as it is to simpler systems such as formalde-
hyde decomposition; furthermore, the same catalytic process
has been recently studied by AFIR*’ and BHMC methods,>
providing useful benchmark results against which to compare.

The catalytic cycle of ethene hydroformylation by
HCo(CO)j; is shown in Fig. 5. In the case of formaldehyde
decomposition described above, a high-quality PES describing
different reaction channels was available; in the case of ethene
hydroformylation by HCo(CO)3, this is not the case. Instead,
we employed self-consistent charge density functional tight
binding (SCC-DFTB) calculations to calculate potential ener-
gies and forces for the catalytic system, using standard param-
eterizations.”>’> We note that previous BHMC simulations
have confirmed that this computational approach is capable of
describing the main intermediates in the catalytic cycle to be
studied here.>?

The calculation details for the description of the cata-
lytic hydroformylation process were generally the same as
described above; minor changes to the atomic pair cutoff dis-
tances in Table I were introduced such that optimised molec-
ular structures at the DFTB level gave the correct correspond-
ing molecular graphs in our simulations, and values for the new
parameters associated with cobalt were derived in a similar
manner. However, due to their computational expense, these
simulations used 20 configurations along the reaction path-
ways (M = 18) and, in order to increase the rate at which
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FIG. 5. Accepted mechanism for hydroformylation of ethene by HCo(CO)s.
(a) Following initial coordination, ethene is inserted into the Co—H bond, (b)
subsequent coordination and insertion of CO into the resulting Co—C bond
is then followed by (c) oxidative addition of molecular hydrogen, and (d)
reductive elimination of the product aldehyde and regeneration of the cobalt
catalyst.
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reactive pathways are sampled and reduce the total calcula-
tion time, the probability of graph rearrangements in each
step was increased to 5 x 1073, To initialise the calculations
here, the end-points of the reaction string were simply set to
be the same configuration of the four molecular fragments,
namely, HCo(CO)3, CoHy4, Hy, CO; starting from this initial
configuration, conformational sampling and chemical graph
moves then update the system and its bonding such that other
chemical products are automatically located (see Fig. 1). The
four initial fragments were placed in arbitrary orientations,
with the centre-of-mass of each fragment no more than around
10 A apart. After every 200 simulation time steps, the current
reaction pathway was used as input to NEB minimization.
Furthermore, we periodically start new sampling calculations
which used newly encountered molecular structures (corre-
sponding to newly sampled chemical graphs) as the initial
configuration at the start- and end-points; in this manner, our
algorithm enables parallel reaction path searching in a trivial
fashion. However, in total, we ran five independent simula-
tions starting from the separated fragments, plus an additional
simulation starting from a system with cobalt-bound ethene
(generated in one of the first five simulations); each of these
simulations was run for around 2 x 103-5 x 10° simulation
steps. These simulations, which were completed in less than
48 h, were sufficient to extract the main steps of the accepted
catalytic cycle, as described below.

The simulation of metal-catalyzed chemical reactions
requires that the allowed graph moves introduced in our orig-
inal graph sampling algorithm above must be expanded. For
example, the graph moves employed in the case of formal-
dehyde decomposition, in which at most two graph elements
are changed, are inadequate in describing commonly observed
chemical processes such as insertion into metal-heteroatom
bonds: M-X + Y — M-Y-X. In this example, one bond
is broken (M-X) while two bonds are formed (M-Y and
Y-X). To allow such changes to occur in our simulations,
we expanded the allowed graph moves to include bond rear-
rangements which are commonly observed in metal-catalyzed
reactions:

1. 1,2-insertion: M-X + Y-Z — M-Y-Z-X. Note that the
Y-Z bond remains intact.

2. Metathesis: M—X + Y-Z - M-Y + X-Z.

1,1-insertion: Z-X + Y — Z-Y—-X. Here, note that Y repre-

sents an arbitrary species, not just a single atom; the impor-

tant point to note is that both Z and X are bonded to the same

atom in Z-Y-X.

et

Furthermore, the inverse of each of the above reactions was
included in the allowed move set, as was the standard graph
element swap introduced in the simulation of formaldehyde;
in total, eight different graph moves were employed with equal
probability throughout the simulations reported here. It is
worth emphasizing three further points here: (i) the processes
above, and their inverses, are common chemical reactions asso-
ciated with metal centres which can be found in any standard
textbook; they are not specific to reactivity of HCo(CO)s, (ii)
these graph moves do not preclude the discovery of novel
chemical reactions in the system to be studied; indeed, as
will be shown below, some “exotic” reactions (such as direct
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insertion of carbon monoxide across a carbon-carbon double
bond) are observed in our simulations, and (iii) building on the
introduction of standard chemical intuition, we note that bond
rearrangements which invoke energetically unfeasible bonding
rearrangements, such as the direct dissociation C,Hy — 2CH,,
are forbidden in these simulations. In essence, this approach
limits the sampling to low-energy structures, a strategy which
is commonly employed in other path-finding methods. As an
aside, we note that although these energetically unfavourable
moves were simply rejected in our simulations, it is straight-
forward to imagine a probabilistic scheme in which graph
moves are accepted or rejected based on energetic changes,
similar to the standard Monte Carlo procedure; this idea will
be explored in the future. In summary, these adaptations of
our approach highlight the fact that chemical intuition can
be readily incorporated into our sampling scheme in a trivial
manner yet, by allowing non-standard chemical moves such
as direct bond “flips,” we also allow a broad sampling of the
allowed reactivity of the system.

Figure 6 clearly demonstrates that our path-sampling
method can determine reaction pathways representing the key
steps in the catalytic cycle. In Fig. 6(a), the initial insertion of
ethene into the Co—H bond is illustrated. In our simulations,
the sampled configuration corresponding to ethene coordina-

J. Chem. Phys. 143, 094106 (2015)

tion finds the C—C double bond lying perpendicular to the
direction of the Co—H bond, while recent AFIR simulations*’
have determined that the configuration in which the C-C
bond lies parallel to the Co-H bond is higher in energy
by around 20 kJ mol™!; the difference between our sampled
configuration and that determined by AFIR is another example
in which generation of the end-points would benefit from
enhanced sampling methods, as in the cis-trans isomerization
of formaldehyde above. In Fig. 6(b), we illustrate a reaction
path corresponding to insertion of CO into the Co—C bond;
note that this reaction proceeds via an intermediate in which
the incoming CO molecule first binds to the cobalt centre
before insertion, a feature which arises automatically in our
sampling simulations. In Fig. 6(c), we see oxidative addition
of the hydrogen molecule at the cobalt centre and finally, in
Fig. 6(d), we observe reductive elimination of the aldehyde
product and regeneration of the HCo(CO); catalytic species.
These steps in the catalytic cycle are consistent with previous
investigations by AFIR;*” however, we note that although the
relative potential energy values are qualitatively correct, they
are not expected to be as accurate as the AFIR simulations,
which employed full DFT at the B3LYP/6-31G level. A clear
route for future development of our methodology is to investi-
gate the extent to which the sampling of reaction paths and the
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FIG. 6. Representative reaction paths for individual steps in the HCo(CO)3 catalyzed hydroformylation of ethene. (a) Insertion of ethene into the Co-H bond,
(b) coordination of CO and insertion into the Co—C bond, (c) oxidative addition of H at the cobalt centre, and (d) reductive elimination of the aldehyde product
and regeneration of the catalyst. Note that all simulations included the full set of atoms in the system; however, in cases where molecules act as spectators only,
these have been removed from the representative diagrams for clarity. The energies are plotted relative to the total energy of the individual starting molecular

fragments following geometry optimization.
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FIG. 7. Two additional reaction paths determined during graph-sampling simulations of the HCo(CO)3+CO +H; + C;Hy system. Panel (a) illustrates direct
insertion of CO into the Co—H bond, and panel (b) illustrates a direct three-body reaction between HCo(CO)3, carbon monoxide, and ethene, resulting in a
cobalt-bound aldehyde species. As above, in cases where molecules act as spectators only, these have been removed from the representative diagrams for clarity;

however, all fragments were included in the simulations.

NEB-type optimization of the paths can use different levels of
theory.

As well as the accepted hydroformylation mechanism, it is
interesting to note that several more “exotic” reaction pathways
are also observed during the course of our path-sampling simu-
lations. For example, as shown in Fig. 7, we observe reactions
corresponding to (i) direct insertion of CO into the Co—H bond
and (ii) formation of a cobalt-aldehyde intermediate by direct
three-body reaction of HCo(CO)3, C,Hy, and CO. The sponta-
neous observation of these processes, not associated with the
standard catalytic mechanism, demonstrates the potential of
our methodology for discovering novel reactive pathways in
system containing multiple chemically active molecules. As a
related point, we note that visual analysis of our simulations
shows that around 20 independent reaction paths were gener-
ated; although the aim of this work was to confirm that our
path sampling approach generates the basic steps in a known
catalytic mechanism, determination of unknown catalytic cy-
cles could be automated given the individual reaction steps as
input, an aspect of this work which we aim to explore in the
near-future.

As afinal point, it is interesting to comment on the compu-
tational expense of the graph-sampling calculations reported
here. The total number of force evaluations to sample steps
in the catalytic cycle was around 4 x 10°, with a further 3
x 103 force evaluations used in NEB refinement. However, it
is interesting to note that the four main steps in the catalytic
hydroformylation cycle of Fig. 6 were sampled after around
2 x 10° force evaluations. For comparison, BHMC simulations
of the same system required around 2.3 x 10° force evalua-
tions,”? although it is not clear whether this value pertained to
the determination of stationary points alone or includes deter-
mination of reaction paths. Furthermore, it was only reported
that BHMC found the three main intermediate structures of the
catalytic cycle shown in Fig. 5% and it is not clear whether
any further reactive pathways were sought or found. The AFIR
approach, which has also been employed to model the same
catalytic cycle as considered here, required fewer force evalu-
ations than both BHMC and the graph-based approach outlined
here, using around 6 X 10* force evaluations.*’ In the case

of AFIR, it is noted that some reactive pathways were not
explored; also, we note that, rather than searching for sta-
tionary points in which all relevant molecular fragments were
present, the AFIR simulations explored reactions between sub-
sets of fragments in order to build up a picture of the reaction
profile. The same approach could easily be employed in our
work to facilitate exploration of reactive space, but this idea
was not used in the present work. Overall, the best that can
be said is that the computational expense of the current graph-
based method is at least comparable to related approaches,
even without considering further avenues for optimization.
Perhaps most importantly, the catalytic cycle results here were
obtained in less than 48 h total simulation time without special
considerations such as parallel computing, demonstrating that
our approach has great potential in describing and rationalising
complex catalytic cycles.

IV. CONCLUSIONS

In this article, we have demonstrated a simple approach
to sampling chemical reaction pathways; the method outlined
here allows both sampling of different conformations at the
reaction end-points, as well as sampling of different reactant
and product chemistry. The key novel features of our method-
ology are: (i) introduction of a Hamiltonian for sampling the
chain-of-states configuration space leading from reactants to
products with defined chemical arrangements, and (ii) intro-
duction of a graph-based scheme for sampling different chem-
ical species at the end-points of the reaction pathways. To-
gether, these two features should, in principle, allow automated
sampling of the complete reactivity of a given PES; for com-
plex, multi-step chemical reactions such as the catalytic cycle
studied here the automation of the reaction-path searching
methodology is a particular advantage over traditional methods
which might treat each step individually using user-defined
start-points, end-points, and intermediates.

In the initial application to formaldehyde, we have seen
that the major reactive channels are reproduced as expected;
however, this application also highlighted some problems with
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our approach as it is currently implemented. In particular,
standard MD sampling of configurations at the reaction path
end-points can prove insufficient to sample the entire reactive
space; in the case of formaldehyde, this issue manifested itself
in the fact that we did not observe cis-trans isomerization of
HCOH due to the large barrier associated with this process
relative to the available thermal energy. Furthermore, our simu-
lations did not appear to sample a reactive pathway which
corresponded to the interesting “roaming” mechanism. Both of
these problems are symptomatic of limited sampling in both
end-point configurational space and path-variable space, and
are not inherent issues with our overall graph-based scheme;
for example, the sampling of end-point configurations could be
straightforwardly improved by using temperature-accelerated
sampling methodologies,®*’!7?> and similar enhanced sampl-
ing can be envisaged for path variables. These are both avenues
which will be explored in the near future.

In a second, more challenging application, we modelled
the cobalt-catalyzed hydroformylation of ethene, a system
involving four different molecular fragments. Our approach
was capable of determining the main reaction steps and inter-
mediates in this system, and also automatically generated some
secondary reactions which are not part of the accepted catalytic
cycle. Current work is focussed on the challenge of combining
our graph-based methodology with methods for accurately
determining TS geometries and reaction rate constants; this
combined approach is expected to provide a useful route
to investigating catalytic mechanisms, particularly once the
sampling issues outlined above have been further considered.

The real strength of the approach outlined here is in the
use of connectivity graphs to define the chemical identities of
reactant and product states. This idea can be used to straight-
forwardly bias the reaction-path search towards user-defined
chemical pathways; in other words, our approach can be either
used “blindly” such that any reactants and products are al-
lowed, permitting searching of the complete reactive space,
or in a “guided” manner, such that only selected chemical
reactions are studied. This flexibility could be exploited to
facilitate the search for novel reaction pathways involving mul-
tiple steps, as commonly observed in homogeneous catalytic
reactions like the cobalt-catalyzed hydroformylation studied
here; this is a further area we are now exploring.
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APPENDIX: NUDGED ELASTIC BAND CALCULATIONS

In the NEB method, the reactant and product configura-
tions (ro and rp, respectively) are fixed and the M configu-
rations along the chain-of-states which comprise the reaction
pathway are refined under the action of instantaneous forces
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which minimize the total potential energy along the string
whilst also imposing the restraint that the configurations along
the reaction path should remain evenly spaced. The total force
acting on the ith configuration along the reaction pathway is

Fi = -VV(r)l. +F;, (AD)
where the derivative perpendicular to the string is
V()| = VV(r:) = (VV(r) - 1) 7is (A2)

and the parallel force arising due to spring interactions is

Fi|y = (kg [Jris1 —xi| = |1y —xiy]] - 73) 70 (A3)

Here, 7; is a tangent vector’* parallel to the string at config-
uration i and kg is a spring constant. In contrast to more
sophisticated methods, there is no guarantee that one of the
M intermediate configurations lies at the TS, although we find
that NEB is sufficiently accurate to clearly discern between
different reactive pathways in this work. In all calculations
reported here, we use a simple steepest descent minimization
under the NEB forces on the M intermediate reaction path
configurations, and NEB minimization is carried out starting
from the current reaction path definition every fygp time steps
(see Fig. 1).
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