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- Experimental evaluation of energy imbalance within parallel connected cells.
- A validated new method of combining equivalent circuit models in parallel.
- Interdependence of capacity, voltage and impedance for calculating cell currents.
- A 30% difference in impedance can result in a 60% difference in peak cell current.
- A difference of over 6% in charge throughput was observed during cycling.

ARTICLE INFO
Article history:
Received 24 July 2015
Received in revised form 17 November 2015
Accepted 1 January 2016
Available online xxx

Keywords:
Electric vehicle
Lithium ion
Battery pack
Battery management system
Equivalent circuit model

ABSTRACT
Variations in cell properties are unavoidable and can be caused by manufacturing tolerances and usage conditions. As a result of this, cells connected in series may have different voltages and states of charge that limit the energy and power capability of the complete battery pack. Methods of removing this energy imbalance have been extensively reported within literature. However, there has been little discussion around the effect that such variation has when cells are connected electrically in parallel. This work aims to explore the impact of connecting cells, with varied properties, in parallel and the issues regarding energy imbalance and battery management that may arise. This has been achieved through analysing experimental data and a validated model. The main results from this study highlight that significant differences in current flow can occur between cells within a parallel stack that will affect how the cells age and the temperature distribution within the battery assembly.

© 2016 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).

1. Introduction

Cells in a battery pack may be electrically connected in parallel in order to increase the pack capacity and meet requirements for power and energy [1,2]. For example, the Tesla Model S 85 kWh battery pack uses 74 3.1 Ah cylindrical cells to create a parallel unit, and 96 of these units in series. Conversely, the Nissan Leaf 24 kWh battery pack consists of 33 Ah cells, with 2 in parallel and 96 in series [3]. The nature of a parallel connection means that the voltage over each cell is the same and the applied current is equal to the sum of the individual cell currents. It is commonly assumed that energy balancing is only required for cells in series [4,5] since the cells in a parallel unit are inherently balanced due to the common voltage [6,7]. However, there has been little experimental data to explore this further. Variations in internal resistance mean that the cells within a parallel unit will undergo different currents. However, individual cell currents are typically not measured, and so any variation in current is not detected by the battery management system (BMS). Differences in current can change the state of charge (SOC), temperature and degradation rate of each cell [8,9], meaning cells in parallel may not be at the same SOC despite being at the same terminal voltage [10], and could degrade at different rates. State of health (SOH) is often used to quantify cell degradation, with common definitions using the increase in resistance or decrease in capacity relative to when the cell is new [11]. Accurate SOH estimation is a key challenge for battery management systems (BMSs) [12].

The objective of this paper is to introduce a model that allows for thorough analysis of parallel-connected cells in a battery pack, while integrating with existing frameworks. This can be used to aid
The contribution of this paper is to extend the existing literature in terms of both simulation method and experimental data. In Section 2 a generic parallel cell model is derived, which allows for the calculation of cell currents and states within a parallel stack while maintaining the same model structure as a single cell model. This means that cells in parallel can be modelled and evaluated while maintaining the same model structure as a single cell model. The authors attribute this to the uneven current distribution between the cells. Their results highlight that each cell will go through periods where it experiences high currents that will in turn age the cells more quickly. Gong et al. [1] drew similar conclusions from their experimental work with 32 Ah cells. When two cells with a 20% impedance difference were connected in parallel, the peak current experienced was 40% higher than if the cells were identical. The authors also performed simulation studies, using the Mathworks Simscape extension to Simulink to connect two equivalent circuit models (ECMs) in parallel. This is one of the few examples of parallel cell modelling within the literature. Wang et al. also used Simscape for modelling cells in parallel [14], although the current distribution was not analysed in detail. Offer at al. used a simple cell variation in Simscape for analysing the effect of poor connection resistance between parallel cells [15]. This effect was explored further in Ref. [10], where an electrochemical model was used to simulate the impact interconnection resistance between cells in parallel has on battery system performance. Often, a parallel unit ‘lumped’ model is created, where the parameters of a single cell model are scaled to create an effective parallel unit, such as in Ref. [16], in which the authors screen a large batch of cells to ensure that only similar cells are connected in parallel. While this may be valid for new cells, there is no guarantee that the cells will degrade in the same way, as demonstrated in Ref. [17]. Similar assumptions are made in Ref. [6], where the SOC of cells in a parallel is assumed to always be equal. While assumptions such as these allow for the high-level simulation of a battery pack, it assumes the cells within a parallel unit are identical and as such all experience the same electrical and thermal loading. This limits the accuracy of the model and means that some potential physical phenomena, such as temperature gradients and current variations, are not analysed and accounted for as part of a model-based design process. While an acausal approach such as Simscape can account for variations in parameters, it is less well suited to analysis and manipulation than solving a system of ordinary differential equations (ODEs), as is the case for a single cell model.

The single cell ECM consists of several elements, as shown in Fig. 1: the open circuit voltage $v_{OC}$, internal resistance $R_D$ and a resistor–capacitor (RC) pair, which is a resistor $R_p$ and capacitor $C_p$ in parallel. Multiple RC pairs in series can be used depending on the bandwidth and fidelity of the response required. Eq. (1) shows that for a given current $i_{cell}$, the terminal voltage $v_t$ is comprised of the $v_{OC}$, the voltage over the internal resistance and the sum of the RC pair voltages $v_p$. $v_p$ and SOC are governed by ODES, given by (2) and (3) respectively. Typically, $v_{OC}$ is not calculated directly; instead SOC is calculated using (3), where $Q$ is the cell capacity in Ah, and $v_{OC}$ found from (4). Unlike (3), the SOC–SOC function in (4) is typically nonlinear. By treating SOC, not $v_{OC}$, as a model state variable, the state equations are kept linear. Commonly, systems such as this are written in state-space form as in (5). The system for one RC pair is shown in linear state-space form in (6). Throughout this paper, a one-to-one relationship between SOC and $v_{OC}$ has been assumed, which can often be considered sufficiently accurate [21]. In reality the cell response may exhibit hysteresis, in which the $v_{OC}$ at a given SOC may be different depending on whether the cell is being charged or discharged. As discussed in Ref. [22], this can be accounted for by adding additional states (ODEs) to the model.

$$v_t = v_{OC} + R_D i_{cell} + \sum_{n=1}^{N} v_{p,n}$$  \hspace{1cm} (1)

$$v_p = \frac{v_{OC}}{R_p C_p} + \frac{i_{cell}}{C_p}$$  \hspace{1cm} (2)

$$SOC = \frac{i_{cell}}{36Q}$$  \hspace{1cm} (3)

$$v_{OC} = f(SOC)$$  \hspace{1cm} (4)

$$\dot{x} = Ax + Bu$$

$$y = Cx + Du$$

$$\begin{bmatrix} \dot{SOC} \\ \dot{v_p} \end{bmatrix} = \begin{bmatrix} 0 & 0 \\ 0 & 1 \end{bmatrix} \begin{bmatrix} SOC \\ v_p \end{bmatrix} + \begin{bmatrix} 1 \\ \frac{1}{36Q} \end{bmatrix} i_{cell}$$  \hspace{1cm} (5)

$$\begin{bmatrix} \dot{SOC} \\ \dot{v_p} \end{bmatrix} = f(SOC, SOC) \begin{bmatrix} SOC \\ v_p \end{bmatrix} + \begin{bmatrix} 1 \\ \frac{1}{C_p} \end{bmatrix} i_{cell}$$  \hspace{1cm} (6)
2.2. Parallel equivalent circuit model

The ECM in Section 2.1 can be expanded to incorporate any number of cells in parallel. For this derivation, four cells with one RC pair each is used, but the methodology is generic and can be extended to any number of cells or RC pairs. Fig. 1b presents a schematic of four cells in parallel with an interconnection resistance \( (R_c) \) between each terminal. Each cell is represented by its own ECM as in Fig. 1a.

In addition to the state equations for the single cell, there are also algebraic constraints on the parallel cell system. These are based on Kirchoff’s laws for current and voltage. The currents at a junction must sum to zero, which for the parallel cell system occurs at the cell connections, as shown Fig. 1c. For \( N \) cells, Eq. (7) describes the relationship between loop currents \( i_1 \) to \( i_N \) and cell currents \( i_{cell \ 1} \) to \( i_{cell \ N} \). The two cases arise due to there being no \( i_{n+1} \) for the final cell.

\[
\begin{align*}
    i_{cell \ n} &= \begin{cases} 
    i_n - i_{n+1}, & n < N \\
    i_n, & n \equiv N 
    \end{cases} 
\end{align*}
\]

Similarly, the voltages around a loop must sum to zero. A typical loop for cell \( n \) is shown in Fig. 1d. There are \( N-1 \) loops to solve, as the first loop current is the current source and is therefore trivial. The voltage loop equation is given by (8), and can be expanded to (9) by defining the cell voltage through its constituent components according to (1).

\[
v_t \ n - v_{t \ n-1} + 2R_c i_n = 0 
\]

In order to work with the algebraic equations in (9) it is convenient to use \( v_{OC} \) as a state rather than SOC. This moves the nonlinear function from the output matrix \( C \) to the input matrix \( B \), but does not affect the state matrix \( A \) and so the system poles remain unchanged. To achieve this, an effective capacitance, \( C_0 \) is defined, which determines how much charge is required to cause a given change in \( v_{OC} \). As it can be seen in (10), \( C_0 \) is found by calculating the gradient of the \( v_{OC}-SOC \) curve and factoring in cell capacity \( Q \) in Ah. The resulting state equation is given by (11). This equation is still an integrator like Eq. (3), and there is no change in the overall transfer function of the system. The cell equations now take the form of (12).

\[
C_0(v_{OC}) = 36Q \frac{dSOC(v_{OC})}{dv_{OC}} 
\]

\[
v_{OC} = \frac{i_{cell}}{C_0} 
\]

\[
\begin{bmatrix} 
    v_{OC} \\
    v_p 
\end{bmatrix} = 
\begin{bmatrix} 
    0 & 0 \\
    0 & -\frac{1}{R_pC_p} 
\end{bmatrix} 
\begin{bmatrix} 
    v_{OC} \\
    v_p 
\end{bmatrix} 
+ 
\begin{bmatrix} 
    1 \\
    1 
\end{bmatrix} \frac{1}{C_0} i_{cell} 
\]

\[
\begin{bmatrix} 
    v_t \\
    v_p 
\end{bmatrix} = 
\begin{bmatrix} 
    1 & 1 \\
    1 & 1 
\end{bmatrix} 
\begin{bmatrix} 
    v_{OC} \\
    v_p 
\end{bmatrix} 
+ 
\begin{bmatrix} 
    0 \\
    R_p 
\end{bmatrix} i_{cell} 
\]

Fig. 2a shows \( v_{OC} \) as a function of SOC for the cell type employed for this research. Fig. 2b then shows how this is translated into a

\[
0 = \begin{cases} 
    v_{OC \ n} - v_{OC \ n-1} + v_{p \ n} - v_{p \ n-1} + R_D n (i_n - i_{n+1}) - R_D n-1 (i_n - i_{n-1}) + 2R_c i_n, & n < N \\
    v_{OC \ n} - v_{OC \ n-1} + v_{p \ n} - v_{p \ n-1} + R_D n i_n - R_D n-1 (i_{n-1} - i_n) + 2R_c i_n, & n \equiv N 
    \end{cases} 
\]
Fig. 2. (a): $v_{OC}$ as a function of SOC for the cell under test; (b) Effective capacitance ($C_0$) as a function of SOC.

$C_0$–SOC curve through applying (10). It can be seen that a larger $C_0$ value corresponds to a flatter gradient at that point of the $v_{OC}$–SOC curve, since in this region more charge is required to create a given change in $v_{OC}$. The $C_0$ curve is less smooth than the $v_{OC}$ curve and care must be taken in terms of data acquisition and interpolation method to ensure the gradient remains accurate. This is particularly the case for LFP cells, where $v_{OC}$–SOC curve is known to have a flat region, which will result in a large value of $C_0$ [23].

The individual cell state equations in (12) can be merged to form one larger solution as in (13) by creating block diagonals of each matrix and concatenating the state and input vectors. Despite there now being $N$ cells and $N$ inputs, the output ($v_N$) is the same for all cells and so the output equation for any single cell can be applied rather than calculating all of them. In this case the output equation for the first cell has been applied.

$$\begin{bmatrix} x_1 \\ x_2 \\ \vdots \\ x_N \end{bmatrix} = \begin{bmatrix} A_1 & 0 & \cdots & 0 \\ 0 & A_2 & \cdots & 0 \\ \vdots & \vdots & & \vdots \\ 0 & 0 & \cdots & A_N \end{bmatrix} \begin{bmatrix} x_1 \\ x_2 \\ \vdots \\ x_N \end{bmatrix} + \begin{bmatrix} B_1 \\ B_2 \\ \vdots \\ B_N \end{bmatrix} \begin{bmatrix} i_{cell, 1} \\ i_{cell, 2} \\ \vdots \\ i_{cell, N} \end{bmatrix} = \begin{bmatrix} x_1 \\ x_2 \\ \vdots \\ x_N \end{bmatrix} + \begin{bmatrix} D_1 & 0 & \cdots & 0 \\ 0 & D_2 & \cdots & 0 \\ \vdots & \vdots & & \vdots \\ 0 & 0 & \cdots & D_N \end{bmatrix} \begin{bmatrix} i_{cell, 1} \\ i_{cell, 2} \\ \vdots \\ i_{cell, N} \end{bmatrix}$$

(13)

By analysing the structure and resulting Eigenvalues of the system state matrix of (13) it can be seen that the dynamics of each cell remain independent, and an input vector of cell currents is required. However, cell currents are typically not measured and so instead the system input needs to be the scalar measured current $i_t$. This is achieved by writing the voltage loop algebraic Eq. (9) in matrix form as in (14). This introduces three matrices: the resistance matrix $R$, which is a tridiagonal square matrix of cell and interconnection resistances, the state dependency matrix $E$, which uses the state vector to create the voltage differences and the input dependency vector $F$ to account for $i_t$.

$$R = \begin{bmatrix} 1 & 0 & \cdots & 0 \\ 0 & (R_{D,1} + R_{D,2} + 2R_c) & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & (R_{D,N-1} + R_{D,N} + 2R_c) \end{bmatrix}$$

$$E = \begin{bmatrix} 0 & 0 & \cdots & 0 \\ 0 & 0 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & 0 \end{bmatrix}$$

$$F = \begin{bmatrix} 1 & 0 & \cdots & 0 \\ 0 & 0 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & 0 \end{bmatrix}$$

(14)

By inverting $R$, a vector of loop currents can be solved for. Eq. (15) introduces the current translation matrix $G$, to calculate the individual cell currents from the loop currents in (14), i.e. applying (7) in matrix form. This shows that the cell currents can be written as a function of the cells’ states and the input current.

$$\begin{bmatrix} i_{cell, 1} \\ i_{cell, 2} \\ \vdots \\ i_{cell, N} \end{bmatrix} = GR^{-1}(Ex + Fi_t)$$

(15)

The cell current vector in (15) is also the input vector for (13) and so can be substituted to create (16). For convenience, the solution can be grouped into state and input components to give the augmented state-space solution in (17). These equations demonstrate that the states of all cells in parallel can be written using the same inputs and outputs as for a single cell. This facilitates the use of established control theory methods and also enables a more thorough analysis of the individual and collective response of cells when connected in parallel.

$$\begin{align*}
\dot{x} & = Ax + B\{GR^{-1}(Ex + Fi_t)\} \\
y & = Cx + D\{GR^{-1}(Ex + Fi_t)\}
\end{align*}$$

(16)

$$\begin{align*}
\dot{x} & = A'x + B'i_t \\
y & = C'x + D'i_t \\
A' & = A + BGR^{-1}E \\
B' & = BGR^{-1}F \\
C' & = C + DGR^{-1}F \\
D' & = DGR^{-1}F
\end{align*}$$

(17)

Established control theory states that the system poles for a
state-space model can be found using (18). For individual cells, an analytical solution to the eigenvalues is straightforward as the $A$ matrix is a leading diagonal matrix; the solution is given in (19). However, for the parallel system the $A'$ matrix is full and finding the eigenvalues analytically is complicated even for a simple case.

\[ p = \text{eig}(A) \]  
\[ p = \begin{bmatrix} 0, -\frac{1}{R_iC_i} \end{bmatrix} \]  
\[ p = \frac{-1}{C_0 \left( R_0 + \sum_{n=1}^{nRC} R_{p,n} \right)} \]  

Whereas for a single cell model the system pole for $V_{OC}$ (or SOC) is zero, this is no longer the case for the cells in parallel. The self-balancing interactions imply a slow, stable convergence and as such the system contains negative poles to account for this. The self-balancing poles for the parallel system can be approximated by (20). For the cells used for this work, the time constant for the self-balancing dynamics was in the region of 500–600 s, depending on factors such as impedance and SOC.

\[ p = \frac{-1}{C_0 \left( R_0 + \sum_{n=1}^{nRC} R_{p,n} \right)} \]  

3. Experimental procedure

The new modelling framework derived in Section 2.2 requires parameterisation and validation against experimental data to fully explore its accuracy and robustness. Additionally, data from physical cell testing will also help to determine the appropriate bandwidth of the model, to ensure that the cells’ responses, and any interactions, are reliably captured. For the following experimental work, four 3 Ah 18650 lithium ion cells were used. The specifics of the data acquisition required for parallel cell measurement is detailed in Section 3.1.

3.1. Cell current measurement

A Bitrode MCV16-100-5 was used to control the applied current. However, this equipment cannot measure current through cells in parallel as only the total circuit current applied to the parallel unit is measured. A measure of the unique cell currents is required for analysis purposes as well as to validate the model. To measure the current through each cell, a 10 mΩ shunt resistor with less than 500 ppm K$^{-1}$ thermal sensitivity was connected in series with each cell. This has the disadvantage of changing the resistance of each string, meaning the absolute value of current through each cell is different than if the shunt resistors were not in the circuit. Hall-effect sensors can be used to sense current without being a part of the circuit and so do not impact the result. However, the accuracy and resolution were considered insufficient for this test, especially for capturing the low magnitude self-balancing currents.

The voltage over each resistor is proportional to the current. Each resistor was calibrated by passing a number of known currents through the resistor and measuring the voltage over the resistor. The current–voltage relationship was obtained through a least squares solution. The calibration can be verified once the cells are connected in parallel. In this case the sum of each cell current, found using the shunt voltage, should sum to the applied current measured by the cell cycler. Another current profile was run with the cells connected in parallel, and the sum of the measured shunt currents was compared to the measured applied current. The results, given in Table 1, show that the total current estimated from the shunt voltage is less than 0.1% different to the applied current.

3.2. Cell testing

The procedure for the cell testing can be divided into two distinct phases. Characterisation testing is used to obtain the cells’ capacity and impedance and so calculate the ECM parameters required to allow the model derived in Section 2.2 to be executed in simulation. The cycle ageing test is used to cause capacity fade and impedance rise in the cells. By ageing each of the four cells by different amounts, a noticeably different impedance and capacity is generated for each cell, ensuring that there will be significant differences in cell current, when connected in parallel, under load. The characterisation was performed twice: once when the cells were new and once after they had been aged. To reduce uncertainty within the experimental results, all of the tests were performed at 25 °C. For all of these tests, the cells were controlled individually, not connected in parallel.

3.2.1. Cell characterisation

Cell characterisation consists of four tests: capacity measurement, defining the $V_{OC}$-SOC relationship, and impedance measurement through both pulse power tests and the use of electrochemical impedance spectroscopy (EIS).

1. Capacity: to measure the capacity, each cell was subject to C/3 constant-current 4.2 V constant-voltage charging according to the manufacturer’s specification to close to 100% SOC, where it is allowed to rest for 3 h. It was then discharged at 1C until the manufacturer defined lower voltage limit of 2.5 V was reached. The charge accumulated up to this point is taken to be the cell’s capacity.

2. A pseudo-$V_{OC}$-SOC curve was obtained by discharging each cell at C/25 and normalising the results against the 1C capacity measurement. The C/25 current is low enough that the effect of impedance is considered negligible and the terminal voltage is approximately equal to $V_{OC}$.

3. Pulse power tests: the data from this test is used to fit an ECM to each cell. Each pulse consists of a 10 s current followed by a 30 min rest, allowing the cell to settle such that the measured cell voltage is approximately equal to $V_{OC}$. In a pulse test there are ten pulses: five charging, five discharging, at increasing magnitudes and scaled relative to the maximum current rate of the cell. The pulse test is repeated at 20%, 50%, 80% and 95% SOC to capture the impedance variation across the SOC range. Results from an example pulse test at 50% SOC are shown in Fig. 3, with a zoomed-in plot for the third charging pulse to show the typical response of the cell.

4. EIS: The EIS test was performed with a peak current amplitude of C/20, from 100 kHz down to 10 mHz. The high frequency

<table>
<thead>
<tr>
<th>Table 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Comparison of applied and measured current.</td>
</tr>
<tr>
<td>Applied current (A)</td>
</tr>
<tr>
<td>Estimated net current (A)</td>
</tr>
<tr>
<td>Error (%)</td>
</tr>
</tbody>
</table>
inductive region was ignored since inductance is not accounted for in the model. An example Nyquist plot of impedance for a new cell at 50% SOC is given in Fig. 4a, with various frequencies annotated for clarity. Typically, the high frequency region (10–1000 Hz) is most affected by ageing [24], which means the lower frequency region of the impedance curve on the Nyquist plot will shift to the right. This can be seen in the ageing results in Fig. 4b, discussed in Section 3.2.2. The lowest frequency region of the impedance curve corresponds to diffusion in the electrodes [25]. This region goes up to the turning point in the curve — just under 1 Hz in the figure and the impedance at this point is used as a metric to quantify cell ageing.

\[ \text{Impedance} = \frac{1}{\text{Resistance}} \]

3.2.2. Cycle ageing

Each ageing cycle consists of a 1C (3 A) discharge to 2.5 V followed by a constant current-constant voltage charge at C/2 (1.5 A) to 4.2 V. The cycle was chosen to age the cells quickly without overstressing the cells; the current magnitude is not at the cell’s limit, but the full Depth of Discharge (DOD) ages the cells faster than a narrow DOD cycle [26]. The four cells were each aged by different amounts in order to ensure that each cell would have significantly different impedance and capacity values. The cells were aged by 0, 50, 100 and 150 cycles respectively. The two main metrics of cell ageing are impedance rise and capacity fade [8]. The results in Table 2 show that the ageing cycles cause a steady
increase in resistance and decrease in capacity. The change in impedance for the cells at 50% SOC can be seen in Fig. 4b. There is some increase in ohmic resistance with age, but the largest change in impedance occurs because of the growth of the semicircle at around 20 Hz. This pushes the low frequency diffusive region of the curve to the right, increasing the effective resistance of the cells as they age.

4. Model parameterisation and validation

The pulse power test data described in Section 3.2.1 were used to identify model parameters for each cell. A nonlinear least squares algorithm was used to estimate the vector of unknown model parameters $\Theta$, according to (21). This cost function aims to minimise the difference in voltage between the measured voltage $v_i$ and the estimated voltage $\hat{v}_i$.

$$\arg\min_{\Theta} \sum_{n=1}^{N} [v_i(n) - \hat{v}_i(n, i_{\text{cell}}, \Theta)]^2$$

$$\Theta = [R_D, R_{P1}, C_{P1}, \ldots, C_{P,nRC}]$$

A real-world test profile derived from an EV operating in an urban environment was employed to exercise the four cells connected in parallel and to check the accuracy of the parameterisation. The peak current was 4C and the root mean square (RMS) current was 1.8 C. The test was initialised at 70% SOC. A 6.5% reduction in SOC over the 20 min duration of the test was observed. Fig. 5 shows the applied current for the test profile. This profile was also employed as an input to the parameterised parallel cell model. The cell currents calculated using the model were compared with the cell currents measured during the test to quantify the accuracy of the parallel cell model.

The individual ECMs were initially parameterised using data sampled at 10 Hz, the maximum rate of the cell cycler. However, the cell currents were logged using a separate data logger sampling at 100 Hz. When the parameters obtained from 10 Hz data were used for model validation, the current distribution was found to be relatively inaccurate. This is because after each change in applied current, the current distribution is initially dominated by the high frequency impedance of the cell. The sampling rate for pulse power tests will typically not be high enough to capture the true DC resistance and instead the ohmic resistance ($R_D$) will be the resistive component of the impedance beyond the sampling frequency [27]. From Fig. 4 it can be seen that the actual DC resistance, which occurs at 631 Hz, will be much better approximated by $R_D$ when captured with 100 Hz data than with 10 Hz data. This means the RC pairs are fitted across the frequency spectrum and better capture the high frequency response of the cell, which improves the accuracy of the cell current calculation.

Table 3 shows a comparison of the peak and RMS error in cell current and terminal voltage for five model parameterisations. 1–3 RC pairs are fitted to the 100 Hz data, and 1–2 RC pairs are fitted to the 10 Hz data (only the 100 Hz data is parameterised with a third RC pair because of its wider bandwidth). The 2RC model using the 10 Hz data has similar accuracy to the 1RC model using the 100 Hz data, because the time constants of the models parameterised at 100 Hz are generally faster than those from the 10 Hz models. This shows that the sampling rate is important as well as model order. For current, the RMS and peak error both decrease as the number of RC pairs increases. The 3RC model, which contains the fastest time constant, is accurate to 2%, based on the RMS of the applied current. There is a similar trend with terminal voltage. A snapshot of the experimental and simulated current using 3RC pairs for the four cells is shown in Fig. 6, including a zoomed-in region covering 2 s. It can be seen that for all four cells, the simulated current (solid lines) matches the measured current (dashed lines) well, even when the current distribution is changed significantly due to a step change in the applied current.

These results show that some of the most important aspects of a parallel cell unit’s response occurs at high frequencies. This can be the region in which the greatest divergence in current occurs. However, a typical BMS sampling rate of 1 Hz would not capture this response, even if there were current sensors for the parallel branches. A model could estimate the current, but it would not be possible to re-parameterise the fastest RC pair components online as the cell ages.

<table>
<thead>
<tr>
<th>Table 2</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Summary of cell ageing results.</strong></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Nominal</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>4</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 3</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Comparison of error between simulated and experimental data for various models.</strong></td>
</tr>
<tr>
<td>Sample rate</td>
</tr>
<tr>
<td>RC Pairs</td>
</tr>
<tr>
<td>RMS Error- Current (mA)</td>
</tr>
<tr>
<td>Peak Error- Current (mA)</td>
</tr>
<tr>
<td>RMS Error- Voltage (mV)</td>
</tr>
<tr>
<td>Peak Error- Voltage (mV)</td>
</tr>
</tbody>
</table>

Fig. 5. Current profile for validation drive cycle.
5. Analysis

Two main applications for electric vehicles are considered. Firstly, a hybrid electric vehicle (HEV) type drive cycle, where the overall change in SOC is low but the current profile is very dynamic and relatively large current magnitudes are expected. Secondly, a battery electric vehicle (BEV) drive cycle, in which the currents are lower but the SOC window of operation is much wider. Additionally, the effects of interconnection resistance and cell disconnection - two factors unique to cells connected in parallel - are explored further using the validated modelling framework.

5.1. HEV application

The same current profile as the validation current (shown in Fig. 5) was used to assess HEV applications. This was employed as the input to the parallel cell model, but with the shunt resistors removed to simulate the cells as they would be in a conventional battery pack. Two metrics are used to evaluate the cell current over the drive cycle: the peak current, and the overall charge throughput, given by (22). The peak current is scaled relative to what it would be if all cells were identical, i.e. the applied current at that time divided by the number of cells. Similarly, the charge throughput would be 25% for all of the cells if they were identical. These results are shown in Table 4. As it can be seen, cell 1 experiences 7% more charge throughput than cell 4, which as discussed in Ref. [8] would lead to faster ageing and higher localised temperatures within the system. Additionally, the SOC of cell was 4% lower but the SOC window of operation is much wider. To consider this, a full discharge and CC-CV charge cycle is modelled, with charging and discharging currents both at 12 A (1C). For constant voltage charging, a means of translating cell voltage into applied current is required. Rather than creating a feedback system to control the input current, the current controller is assumed to be ideal in that it provides a current such that the cell is always at the requested voltage. In this instance, the applied current is calculated by rearranging the output of Eq. (17) to form (23), where \(v_{app}\) is the requested cell voltage. The peak current and charge throughput metrics are given in Table 5. The current fluctuations over the whole DOD mean that all of the cells experience a significantly higher peak current than if the cells were identical. In particular, cell 4, the most aged cell, sees over twice the nominal current at the end of the discharge. Despite this, the charge throughput results are more similar than for those recorded for the HEV case, because there is a greater opportunity for self-balancing during the load-cycle.

\[
q_{norm} = 100 \frac{\|i_{cell}\|}{\|i_{app}\|} \tag{22}
\]

5.2. BEV application

Compared to a HEV, a BEV is more likely to operate in a much wider SOC window, and be subject to less dynamic loading. To consider this, a full discharge and CC-CV charge cycle is modelled, with charging and discharging currents both at 12 A (1C). For constant voltage charging, a means of translating cell voltage into applied current is required. Rather than creating a feedback system to control the input current, the current controller is assumed to be ideal in that it provides a current such that the cell is always at the requested voltage. In this instance, the applied current is calculated by rearranging the output of Eq. (17) to form (23), where \(v_{app}\) is the requested cell voltage. The peak current and charge throughput metrics are given in Table 5. The current fluctuations over the whole DOD mean that all of the cells experience a significantly higher peak current than if the cells were identical. In particular, cell 4, the most aged cell, sees over twice the nominal current at the end of the discharge. Despite this, the charge throughput results are more similar than for those recorded for the HEV case, because there is a greater opportunity for self-balancing during the load-cycle.

<table>
<thead>
<tr>
<th>Cell</th>
<th>Peak current (%)</th>
<th>Charge throughput (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>114.4</td>
<td>28.6</td>
</tr>
<tr>
<td>2</td>
<td>99.5</td>
<td>25.1</td>
</tr>
<tr>
<td>3</td>
<td>101.1</td>
<td>25.5</td>
</tr>
<tr>
<td>4</td>
<td>91.5</td>
<td>21.9</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Cell</th>
<th>Peak current (%)</th>
<th>Charge throughput (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>149.2</td>
<td>26.3</td>
</tr>
<tr>
<td>2</td>
<td>112.0</td>
<td>25.6</td>
</tr>
<tr>
<td>3</td>
<td>147.5</td>
<td>24.8</td>
</tr>
<tr>
<td>4</td>
<td>159.1</td>
<td>23.3</td>
</tr>
</tbody>
</table>

Fig. 6. Comparison of simulated and experimental currents for the validation test profile.

---

Table 4
HEV drive cycle simulation results for current and charge throughput.

Table 5
Discharge-charge drive cycle simulation results for current and charge throughput.
SOCs. This means that during discharge the VOC of lower SOC cells is able to reduce the current through low SOC cells. This causes the more aged cells to see larger changes in current distribution after 2800 s, as the cells enter the low SOC region. By the end of discharge, the most aged cell (cell 4) is undergoing the largest current, and the least aged cell (cell 1) is undergoing the smallest current. This is at odds with the typically expected current distribution. This phenomenon has been previously reported in Refs. [13], where the authors attributed it to the increased differences in VOC and SOC. Fig. 7a shows the experimentally measured cell currents during a 1C discharge. There is a substantial change in current distribution for differences in VOC and SOC. Fig. 7a shows the experimentally measured cell currents during a 1C discharge. There is a substantial change in current distribution for differences in VOC and SOC. The current is lower magnitude and less dynamic than the HEV drive cycle, the wide SOC range gives greater opportunity for differences in VOC and SOC. Fig. 7a shows the experimentally measured cell currents during a 1C discharge. There is a substantial change in current distribution after 2800 s, as the cells enter the low SOC region. By the end of discharge, the most aged cell (cell 4) is undergoing the largest current, and the least aged cell (cell 1) is undergoing the smallest current. This is at odds with the typically expected current distribution. This phenomenon has been previously reported in Refs. [13], where the authors attributed it to the increase in resistance that occurs at low SOCs. Less aged cells, which have previously undergone more current, will be at a lower SOC (although this in itself depends on their relative capacities) and so eventually their impedance will increase beyond the impedance of the more aged cells. This causes the more aged cells to see larger currents towards the end of the discharge. In addition to this, the VOCs of some cell chemistries decreases more significantly at low SOCs. This means that during discharge the VOC of lower SOC cells will be significantly closer to the terminal voltage and so less current is able to flow. Eq. (24) represents (1) re-arranged to solve for current, with RC pair voltages removed for simplicity. From it this can be seen that the resistance rise and lower VOC both work to reduce the current through low SOC cells.

\[
i_{\text{cell}} = \frac{v_t - \text{VOC}}{R_D}
\]  

(24)

This all means that the performance of the cells is quite dynamic and varied and it is an oversimplification to assume that the current distribution is fixed and the most aged cell will always undergo the smallest current. The variation will be dependent on cell characteristics such as the VOC–SOC curve and how the cell’s impedance varies with SOC. Additionally, as highlighted here, the overall performance of the parallel cell unit will be application dependent and relate to the magnitude, duration and frequency content of the electrical load current. For example, a HEV battery pack is typically maintained within a narrow SOC window centred about 50% SOC. This means it won’t undergo the same current switching discussed as a BEV may do.

The cell’s temperature change during a discharge is known to be a function of impedance and current [28]. Fig. 7b shows the measured cell surface temperature corresponding to the discharge profile in Fig. 7a. The ambient temperature was regulated at 25 °C, and the temperatures were measured using T-type thermocouples attached to each cell, positioned midway along its length. At first, cell 1 undergoes the greatest temperature rise due to the respective large cell current. However, after 1000 s the temperature of cell 4 surpasses that of cell 1. By this point there is not as much difference in cell currents, and so the higher impedance of cell 4 causes greater heat generation despite the lower current. The temperature of cell 2 is consistently the lowest of all the cells because it has a relatively low impedance without seeing the large currents experienced by cell 1.

5.3. Cell connections

A battery pack containing cells in parallel requires many cell interconnections to ensure all cells are in the current path. Typically, cells are grouped into parallel units, and each unit is then connected in series. Two potential issues relating to the connections within a parallel unit are considered: the connection resistance not being negligible, and the failure of a connection. Both of these have implications for the entire battery pack performance as well as for the current distribution within the parallel unit.

For the simulation results and verification of the modelling framework presented, it has been assumed that there is no additional resistance between each cell. For the experimental work, the wires from each cell were all connected to a common pair of terminals, so there was no unique connection between adjacent cells. However, often cells in parallel are connected in a ‘ladder’ format, such as that presented in Fig. 1b, in which the first cell is connected to the terminals, and the other cells are connected to each other. Ideally, the connection resistance (Rc in the Fig. 1b) would be zero, or at least negligible relative to cell impedance. However, if there is a poor connection it can have a significant impact on the pack as a whole [15]. The simulation study presented in Section 5.2 was repeated with Rc set to 5 mΩ, and the results are show in Table 6. The overall effect of this inclusion is to decrease the electrical load on the cells furthest from the terminals, as interconnection resistance accumulates. As a result, the charge throughput for cell 4 was a further 1% lower than in Section 5.2, but higher for the other cells. Similarly, the increased differences in effective impedance caused greater fluctuations in current, notably for three of the cells seeing higher peak currents. For the parallel system as a whole there was 1.34% less charge throughput, because the increased effective impedance of the parallel stack means that the minimum and maximum cell voltage limits are reached earlier when the cells are under electrical load.

If a cell disconnects from the parallel unit or malfunctions resulting in an internal open-circuit condition, which can occur through excessive vibration or shock loading [29], the remaining cells will continue to function. However, there will be a shorter discharge time because there is less total energy available and a greater effective parallel unit impedance that will further decrease energy availability and reduce power capability. This was simulated during a 1C discharge, where cell 2 was effectively disconnected.

### Table 6

Simulation results for current and charge throughput, with interconnection resistance.

<table>
<thead>
<tr>
<th>Cell</th>
<th>Peak current (%)</th>
<th>Charge throughput (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>172.8</td>
<td>26.7</td>
</tr>
<tr>
<td>2</td>
<td>201.6</td>
<td>26.1</td>
</tr>
<tr>
<td>3</td>
<td>123.9</td>
<td>25.0</td>
</tr>
<tr>
<td>4</td>
<td>197.0</td>
<td>22.3</td>
</tr>
</tbody>
</table>
Fig. 8. Voltage (a) and cell current (b) for a simulated disconnect of cell 2 after 600 s.

The new framework for parallel cell modelling and the validated instantiation of a simulation model for four 18650 cells connected electrically in parallel can be used to analyse the combined effect of cell-to-cell parameter variations and different usage profiles for both BEVs and HEVs applications. The same methodology may be further employed to simulate larger energy storage systems in which individual cell models are parameterised through a statistical process relative to a nominal cell to explore the impact that variations in cell characteristics, thermal and interconnection properties have on complete battery pack performance and expected life. Second-life applications are currently being explored, where cells at different SOHs are connected together for grid storage applications [30]. Using the parallel cell models developed here will allow for detailed simulations of the expected variations in current that may occur under load. This would further improve the design of the storage system and help ensure reliable operation. One considerable advantage of the proposed new model is that the parallel ECM is in the same form as a single cell model in which the causality between the terminal voltage and input current is maintained. This means that state observers and other control engineering techniques can now be developed for parallel units in the same way as they currently are for single cells or for cells connected electrically in series. This has the potential to make parallelized battery packs more reliable by improving fault detection methods. Another important aspect of cells in parallel is how they age. The results of this work show cells at a lower SOH typically see lower currents than other cells. This implies that they should age slower than the other cells, and so it is expected that gradually the SOHs of the cells within the parallel unit will converge. Ageing testing and analysis is currently being performed using the same cells to evaluate the impact of connecting cells in parallel on ageing and will be reported in a subsequent publication.
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Nomenclature

Symbols

- $C$: C rate of applied current (current scaled by capacity) h$^{-1}$
- $C_o$: Effective charge capacitance of cell F
- $C_p$: Polariation capacitance of cell F
- $I_{cell n}$: Cell current for cell $n$ A
- $I_n$: $n$th loop current in parallel cell mesh A
- $Q$: Cell charge capacity Ah
- $R_c$: Connection resistance between two parallel cells Ω
- $R_o$: DC (ohmic) resistance of cell Ω
- $R_d$: Polariation resistance of cell Ω
- $SOC$: State of charge of cell %
- $SOH$: State of health of cell %
- $V_{app}$: Applied terminal voltage during constant voltage charging V
- $V_{OC}$: Open circuit voltage of cell V
- $V_p$: Polarization voltage of cell V
- $V_t$: Voltage at cell terminals V

The primary results from the experimental and simulation work presented highlights that cells with different impedances and capacities connected in parallel do not behave in a uniform manner and can experience significantly different currents. The distribution of cell current is shown to be a complex function of impedance, including the high frequency aspects typically ignored for single cell models, and the difference in SOC between cells. As a conventional BMS design does not monitor current within parallel units, some cells may be taken above their intended operating current, or be aged more quickly due to increased charge throughput and ohmic heat generation — shortening the lifespan of the overall battery pack. Similarly, a cell losing electrical contact with the battery pack could result in poor SOC estimation, leading to the driver being misled about the available range of the vehicle.

A typical HEV drive cycle does not appear to cause a significant amount of SOC variation between cells in parallel due to its dynamic nature. However, for a BEV drive cycle that employs lower currents over a much larger DOD, cells can enter regions of nonlinearity. This causes significant variation and lead to cases where higher impedance cells can actually undergo larger currents. For both HEV and BEV applications, variations in current between different parallel connections of cells can cause uneven heat generation within a pack, which may require a higher degree of thermal management.

6. Conclusions and future work
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