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We present results from a search for neutrinoless double-$\beta$ ($0\nu\beta\beta$) decay using 36.6 g of the isotope $^{150}$Nd with data corresponding to a live time of 5.25 y recorded with the NEMO-3 detector. We construct a complete background model for this isotope, including a measurement of the two-neutrino double-$\beta$ decay half-life of $T_{2\nu} = 9.34 \pm 0.22_{\text{(stat)}}^{0.07_{\text{(syst)}}} \times 10^{18}$ y for the ground state transition, which represents the most precise result to date for this isotope. We perform a multivariate analysis to search for $0\nu\beta\beta$ decays in order to improve the sensitivity and, in the case of observation, disentangle the possible underlying decay mechanisms. As no evidence for $0\nu\beta\beta$ decay is observed, we derive lower limits on half-lives for several
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We present results from a search for neutrinoless double-$\beta$ ($0\nu\beta\beta$) decay using 36.6 g of the isotope $^{150}$Nd with data corresponding to a live time of 5.25 y recorded with the NEMO-3 detector. We construct a complete background model for this isotope, including a measurement of the two-neutrino double-$\beta$ decay half-life of $T_{2\nu} = 9.34 \pm 0.22_{\text{(stat)}}^{0.07_{\text{(syst)}}} \times 10^{18}$ y for the ground state transition, which represents the most precise result to date for this isotope. We perform a multivariate analysis to search for $0\nu\beta\beta$ decays in order to improve the sensitivity and, in the case of observation, disentangle the possible underlying decay mechanisms. As no evidence for $0\nu\beta\beta$ decay is observed, we derive lower limits on half-lives for several
mechanisms involving physics beyond the standard model. The observed lower limit, assuming light Majorana neutrino exchange mediates the decay, is $T^{1/2}_{1/2} > 2.0 \times 10^{22}$ y at the 90% C.L., corresponding to an upper limit on the effective neutrino mass of $\langle m_\nu \rangle < 1.6$–5.3 eV.

1. INTRODUCTION

The NEMO-3 detector was operated from February, 2003 to January, 2011 in the Modane Underground Laboratory (LSM) to search for neutrinoless double-$\beta$ ($0\nu\beta\beta$) decay [1]. This nuclear decay violates lepton number conservation by two units. Its observation would therefore provide direct evidence for physics beyond the standard model (BSM). The experimental signature of $\beta\beta$ decay occurs through this mechanism then the measurement of transition energy $Q_{\beta\beta}$ allows for physics beyond the standard model (BSM).

The isotope $^{150}$Nd is a particularly interesting candidate for evidence of each of these decay mechanisms. The design of the NEMO-3 detector allows for physics beyond the standard model (BSM). The experimental signature of $\beta\beta$ decay involves the detection of two simultaneously emitted electrons from a common decay vertex. The $0\nu\beta\beta$ decay half-life for an isotope with mass number $A$ and atomic number $Z$ is

$$T^{1/2}_{1/2}(A, Z) = \frac{g_A^4 G^{0\nu}(Q_{\beta\beta}, Z) |M^{0\nu}(A, Z)|^2}{2},$$

where $g_A$ is the axial vector coupling constant, $G^{0\nu}$ is a phase space factor that depends on $Z$ and the nuclear transition energy $Q_{\beta\beta}$, $M^{0\nu}$ is the nuclear matrix element, and $\xi$ represents a parameter of the underlying BSM physics model. Both $G^{0\nu}$ and $M^{0\nu}$ depend on the assumed BSM decay mechanism.

Under the assumption that a massive Majorana neutrino mediates the decay, the half-life depends on the effective Majorana neutrino mass $\langle m_\nu \rangle$ such that $\xi^2 = (\langle m_\nu \rangle / m_e)^2$, where $m_e$ is the electron mass [2]. Therefore, if $0\nu\beta\beta$ decay occurs through this mechanism then the measurement of the decay rate could provide information about the absolute mass scale of the neutrino. A number of other BSM mechanisms could also mediate a $0\nu\beta\beta$ decay, such as right handed currents (RHC) or majoron decay modes [3–6]. Data from the NEMO-3 experiment is used to search for evidence of each of these decay mechanisms.

The isotope $^{150}$Nd is a particularly interesting candidate to search for $0\nu\beta\beta$ decay due to its large Z and its $Q_{\beta\beta}$ value of $3371.38 \pm 0.20$ keV [7], which together yield the largest $G^{0\nu}$ of all $0\nu\beta\beta$ decay candidates. Since $Q_{\beta\beta}$ is large, the region of interest in the distribution of the total energy of both electrons lies above most natural radioactive backgrounds for $0\nu\beta\beta$ decay modes that do not involve the emission of additional neutral particles. Nevertheless, the rate of $0\nu\beta\beta$ decay is expected to be very low, and a complete understanding of all potential background rates is critical. This includes the two-neutrino double-$\beta$ decay process ($2\nu\beta\beta$), as well as other sources of natural radioactivity both in and around the active detector volume that may produce signal-like events.

Two previous experiments have directly measured the $2\nu\beta\beta$ decay half-life of $^{150}$Nd to the ground state of $^{150}$Sm. A group at the University of California, Irvine conducted the first measurement, using a time projection chamber (TPC) located approximately 72 m underground at the Hoover Dam [8]. With 15.5 g of Nd$_2$O$_3$ enriched to 91% of the isotope $^{150}$Nd and a live time of 262 d, the half-life was measured to be $T^{2\nu}_{1/2} = [6.75^{+0.37}_{-0.42}\, \text{(stat)} \pm 0.68\, \text{(syst)}] \times 10^{18}$ y [9]. The Institute for Theoretical and Experimental Physics (ITEP) in Moscow conducted another TPC experiment in collaboration with the Institute for Nuclear Research (INR) [10,11]. Using a live time of 90 d and 51.5 g of Nd$_2$O$_3$, the ITEP group measured the half-life to be $T^{2\nu}_{1/2} = [18.8^{+6.6}_{-5.8}\, \text{(stat)} \pm 0.19\, \text{(syst)}] \times 10^{18}$ y. The NEMO-3 Collaboration has previously published results on the $2\nu\beta\beta$ decay half-life using half of the total exposure, corresponding to 927.4 d and 36.6 g of $^{150}$Nd. The half-life from this data set was measured to be $T^{2\nu}_{1/2} = [9.11^{+0.25}_{-0.29}\, \text{(stat)} \pm 0.63\, \text{(syst)}] \times 10^{18}$ y [12].

In this article, we present an updated measurement of the $2\nu\beta\beta$ decay half-life of $^{150}$Nd using the full data set from the NEMO-3 experiment, which includes an additional 991.1 d of live time compared to Ref. [12]. We construct a full background model for this isotope and evaluate the sources of systematic uncertainties. Using this background model and a measurement of the $2\nu\beta\beta$ decay rate, we search for $0\nu\beta\beta$ decays mediated by several possible BSM mechanisms.

In previous publications, limits on $0\nu\beta\beta$ decay rates have been obtained using only the total energy of the two $\beta$ particles emitted in the decay, as this is the most sensitive single observable for the $0\nu\beta\beta$ signal. However, there is additional information embedded in other kinematic and topological observables from the two decay electrons, which can be used to better discriminate the $0\nu\beta\beta$ signal from backgrounds and to disentangle the underlying BSM mechanisms. The design of the NEMO-3 detector allows for reconstruction of the topology and kinematics of final-state particles, and thus provides a unique opportunity to study several observables and their correlations through a multivariate analysis (MVA), thereby improving the sensitivity to $0\nu\beta\beta$ decays. Here, we present the first $0\nu\beta\beta$ limits derived from the output distribution of a MVA using a boosted decision tree (BDT) [13].

II. THE NEMO-3 DETECTOR

The NEMO-3 detector, described in detail in Ref. [1] and more recently in Ref. [14], is designed to search for $0\nu\beta\beta$...
decays with seven different isotopes simultaneously by reconstructing the full topology of each decay. The detector is cylindrical in shape with a height of 3 m and diameter of 5 m, and is divided into 20 equal sectors. Thin source foils with a thickness of $40–60 \text{mg/cm}^2$ are constructed from the different $\beta\beta$-decay isotopes and are distributed around the different sectors at a fixed radius of approximately 155 cm.

The source foils are located between two concentric tracking chambers, commonly referred to as the inner and outer chambers, composed of 6180 drift cells operating in Geiger mode. The Geiger cells in each chamber are strung vertically and are arranged radially in a 4-2-3 layer configuration where the four-cell-wide layer is closest to the source foil, and the three-cell-wide layer is closest to the calorimeter [1]. The cells operate in a gas mixture composed primarily of helium with 4% ethanol, 1% argon and 0.15% water vapor. The tracking detector provides three-dimensional measurements of trajectories and decay vertices of charged particles. The vertex resolution is determined by comparing the reconstructed positions of calibration sources to their known locations [1,14]. The resolution depends on both the electron energy and the longitudinal position of the decay vertex. On average, the transverse (xy coordinate) and longitudinal (z coordinate) resolutions are 0.5 and 0.8 cm, respectively, for 1 MeV electrons [1].

Surrounding the tracking chambers on all sides are calorimeter walls composed of 1940 scintillator blocks coupled to low-radioactivity 3-inch and 5-inch photomultiplier tubes (PMT), which provide both timing and energy measurements. The scintillator blocks on the top and bottom of the detector located in the gaps between the Geiger cell layers are referred to as the “petal blocks.” The energy and timing resolutions are determined using calibration sources as described in [1,14]. The energy resolution of the calorimeter is (14.1–17.7)% (FWHM) for the optical modules with 3-inch and 5-inch PMTs, respectively, and the average time resolution is $\approx 250$ ps for electrons with an energy of 1 MeV [1].

To ensure the correct calibration of optical modules in the run periods between absolute energy calibration runs, which occur every 2–3 weeks, a laser survey was conducted twice daily [1]. This laser survey identifies PMTs whose gains have shifted significantly between absolute calibration runs and also provides corrections to time measurements from the PMTs. The counting rate for each optical module is also monitored over the course of the experiment. Any PMT with large gain variations or irregular counting rates is excluded from this analysis for the periods during which they are identified as unstable. The systematic uncertainty on the energy calibration is $\approx 1\%$, which is estimated from the average uncertainty on the gain for all of the remaining PMTs used in the analysis.

Surrounding the calorimeter is a solenoid coil that produces a magnetic field of 25 G parallel to the axis of the cylinder. This magnetic field provides discrimination between electrons and positrons through their track curvature.

FIG. 1. Two-dimensional representation of the $^{150}\text{Nd}$ source foil and neighboring isotopes. These images show the distribution of reconstructed electron track vertices from events that contain one electron and one $\gamma$ ray in the final state both (a) before and (b) after the removal of hot spot regions. The sector number is defined as $(20/2\pi) \cdot \phi$, where $\phi$ is the azimuthal angle.
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The overburden at LSM is approximately 4800 m.w.e., which significantly reduces the cosmic ray flux. The decays of naturally occurring $^{238}$U, $^{232}$Th, and their daughter decay products located in the rock surrounding the LSM laboratory can produce external neutron and $\gamma$-ray fluxes that constitute backgrounds to the $\beta\beta$-decay signal [15]. Several components of passive shielding around the NEMO-3 detector reduce this external background flux.

After the first year of operation, an antiradon facility was installed to reduce the amount of $^{222}$Rn diffusion into the detector. The facility comprises an airtight tent to provide a buffer zone between the laboratory air and the active detector volume, and a carbon trap air filtration system that removes residual $^{222}$Rn in this buffer zone. The use of this facility reduces the overall activity of $^{222}$Rn decay products in the active detector by a factor of 6 [15].

The $^{150}$Nd source foil is located in sector 5 of the detector between a strip of $^{100}$Mo and strips containing $^{90}$Zr and $^{48}$Ca as shown in Fig. 1. The foil is made from a Nd$_2$O$_3$ powder provided by the INR. It is enriched to $(91.0 \pm 0.5)$% of the isotope $^{150}$Nd using electromagnetic separation and chemically purified. The Nd$_2$O$_3$ powder was mixed with a concentration of 8% polyvinyl alcohol for bonding to two Mylar backing films to produce a composite source foil with a total mass of 56.68 g for insertion into the NEMO-3 detector. The total mass of $^{150}$Nd in the foil is $(36.6 \pm 0.2)$ g [1].

Two data taking phases are defined for NEMO-3 detector operation. They correspond to the run periods before (Phase 1) and after (Phase 2) the installation of the antiradon facility. The combined data from both phases yield a live time of 5.25 y, which corresponds to an exposure for $^{150}$Nd of 0.19 kg $\cdot$ y. This live time is larger than the one used in Ref. [14] due to a slightly looser selection of run conditions in this analysis.

### III. RECONSTRUCTION AND EVENT SELECTION

A NEMO-3 event trigger requires an energy deposit in the calorimeter of approximately 150 keV in combination with a series of Geiger hits in three different layers occurring within 6.14 $\mu$s in the same or a nearby sector [11]. A tracking algorithm constructs helical tracks from these prompt Geiger hits. The tracks are extrapolated to the source foil radius to obtain a vertex location and to the calorimeter wall to associate an optical module for energy and time measurements.

An electron is defined as a track that is associated with an isolated optical module on the calorimeter wall. Several criteria are applied to select electrons with good quality track and energy reconstruction. The curvature of the track is required to be consistent with a negatively charged particle as determined by the magnetic field, where the charge is determined by assuming the track originates at the source foil. The reconstructed track length is required to be at least 50 cm for events with a single track to ensure that the vertex and calorimeter impact points are accurately extrapolated. To further improve the track extrapolation to the vertex, the tracks must have an associated Geiger cell hit within one of the first two layers of the tracker closest to the source foil. In addition, no more than one prompt Geiger hit that is unassociated to the track is allowed within a distance of 15 cm from the vertex.

For events with two tracks, the track length requirement is relaxed to $\geq 30$ cm. The separation between each individually reconstructed vertex is required to be $\Delta R = \sqrt{(\Delta x)^2 + (\Delta y)^2} \leq 4$ cm (transverse direction) and $\Delta z \leq 8$ cm (longitudinal direction) to ensure that the two tracks are associated to a common event. This separation is significantly larger than the vertex resolution. Using the data and predicated background rates, we estimate the background from two simultaneous single-$\beta$ decays in this allowed region to be negligible.

To ensure optimal energy reconstruction, tracks must enter the calorimeter blocks from the front face. Only events with electrons of energies $E_\gamma \geq 300$ keV are considered in this analysis, as the rate of background decays rapidly increases below this threshold. Electrons from $^{150}$Nd $\beta\beta$ decays achieve much higher energies due to the large $Q_{\beta\beta}$ value. Electron tracks extrapolated to the petal blocks closest to the source foil are rejected in this analysis because of the poorer energy and time resolution for these events [1,14].

Geiger hits that are recorded in a time window 6.14–700 $\mu$s after the calorimeter trigger are also stored. These delayed hits are used to identify $\alpha$ particles from $^{214}$Bi–$^{214}$Po cascades. The rate of these cascades is used to constrain the activity of $^{214}$Bi, which is an important background in the search for $0\nu\beta\beta$ decays. A $^{214}$Bi–$^{214}$Po cascade is characterized by a ($\beta,\gamma$) decay followed by an $\alpha$ decay with a delay consistent with the $^{214}$Po half-life of $T_{1/2} = 164.3$ $\mu$s [16]. The trajectory of an $\alpha$ particle with the same energy as an electron is not significantly affected by the magnetic field because of its larger mass. Due to large ionization energy losses, the lengths of tracks produced by $\alpha$ particles from radioactive decays are shorter than 40 cm [15]. Therefore, $\alpha$ particles are identified in the NEMO-3 detector as short, straight tracks composed of delayed Geiger hits.

Many decays that are sources of background are accompanied by the emission of high energy $\gamma$ rays. A $\gamma$ ray is identified as either a single calorimeter hit or a cluster of neighboring hits, with no tracks attributed to its position and an energy of $E_\gamma \geq 200$ keV. No more than one prompt Geiger hit located within 15 cm of any $\gamma$-ray hits is allowed. This reduces the misidentification of electrons as $\gamma$ rays, while allowing for low level tracker noise which is not simulated. Calorimeter noise can be characterized as
isolated calorimeter hits with $E_x < 150$ keV and no track association. Since calorimeter noise is also not simulated for this analysis, calorimeter hits meeting these criteria are ignored in the event selection process.

Vertices are required to be located within the boundaries of the $^{150}$Nd source foil, defined as $|z| \leq 117$ cm and $5.7371 \leq \phi \leq 5.8706$ (see Fig. 1). Several regions of high activity are identified in the $^{150}$Nd source foil that correspond to localized contamination from $^{234}$Pa and $^{207}$Bi. These regions are referred to as hot spots and are evident in the vertex distribution shown in Fig. 1(a). The origin of these hot spots is unknown, though they were likely introduced during the foil production or installation. Due to the ability to accurately reconstruct track vertices, these hot spots are easily identified and removed in the event selection process for this analysis. Event vertices are binned in Fig. 1(a) according to the resolution of the NEMO-3 tracker [1]. The distribution of the number of events in each bin is fitted with a Poisson function, and bins with event rates greater than $3\sigma$ fluctuation from the average are identified as potential hot spot candidates. Clusters of hot spot candidate bins are fitted with a two-dimensional Gaussian function, where the mean and width of each fit is used to define an ellipse containing a hot spot region. The distribution of event vertices after removing these hot spot regions is shown in Fig. 1(b). This corresponds to a loss of an area of $\approx 105.9$ cm$^2$, which is $\approx 7\%$ of the $^{150}$Nd foil area. A uniform distribution of signal and background isotes is assumed for the remaining foil area.

Discrimination between decays that are internal and external to the source foil is achieved with two time-of-flight (TOF) probabilities that are defined using the energy and time measurements from the calorimeter and the distances traveled by each particle in the event [1,14]. A $\chi^2$ formula is constructed by comparing the difference between the measured times and the expected time of flight calculated from each particle’s trajectory and the timing of calorimeter signal. Energy losses in the tracker volume and the uncertainties on all quantities are taken into account in the $\chi^2$ calculation. Since $\gamma$ rays do not leave hits in the tracker, their trajectories are calculated as a straight line from the geometrical center of the front face of the first calorimeter block in a cluster to the reconstructed event vertex, which is given by the electron track intersection with the foil. A $\chi^2$ formula is derived for both an internal decay hypothesis, which assumes a common decay vertex in the source foil, and an external decay hypothesis that the initial decay vertex is external to the source foil. Probability distributions are formed from both $\chi^2$ values, and are used as part of the event selection criteria to select internal or external-like decay topologies. Details of the internal ($P_{\text{int}}$) and external ($P_{\text{ext}}$) TOF probability calculations are provided in Refs. [1] and [14].

IV. ANALYSIS TECHNIQUE

The NEMO-3 analysis technique involves comparisons of experimental data to Monte Carlo (MC) simulations of radioactive decays. The event generator DECAY0 [17] provides final-state particles with kinematics following the decay schemes of all isotopes considered in this analysis. The transport of these particles is simulated using a complete description of the NEMO-3 detector in GEANT-3.21 [18], which provides modeling of particle interactions in the detector material.

Events are simulated and reconstructed under the same detector conditions as the real data with the exception of noise, which is not implemented in the simulation. All data samples are divided into signal and background channels based on their event topologies and final-state particle content. The signal channel for detection of $\beta\beta$ decays consists of events with only two electrons in the final state. The background channels are divided into three categories depending on the origin of the decay: internal or external to the source foil, and decays from radon progeny in the tracking chambers. These categories can be further subdivided into more specific decay channels based on the particle content of the decay as is discussed in Sec. V. The decay rates of all isotopes are measured in situ by fitting the MC distributions to the NEMO-3 data using a Poisson log-likelihood function on binned observables from each channel that provide the optimal sensitivity to the isotopes of interest. We minimize the expression

$$-2 \ln(L) = -2 \sum_{i,n} \left[ -\left( s_{i,n} + \sum_j b_{i,j,n} \right) + d_{i,n} \ln \left( s_{i,n} + \sum_j b_{i,j,n} \right) - \ln(d_{i,n}!) \right], \quad (2)$$

where the sum is performed over all bins $i$ of the observable from each channel $n$ used in the fit. The minimum of $-2 \ln(L)$ is obtained with the number of signal events, $s$, and events from each background, $b_j$, that best describe the observed data, $d$, in each channel. If the activity of a radionuclide is known with high precision through independent measurements (e.g. high purity germanium detectors) or if the activity measured in a particular decay channel is considered more robust due to the control of systematic uncertainties then Gaussian constraints are introduced into the likelihood. The center and width of the constraints are determined from the best fit activities and uncertainties in these more accurate measurements.

Many of the radionuclides considered in this analysis produce events in multiple decay channels with varying degrees of sensitivity and correlations with other components of the background model. Therefore, preliminary estimates of background rates are obtained by fitting each background channel distribution separately. In terms of Eq. (2), this means that the likelihood is minimized for a
single channel \( n \), and the signal \( s \) represents the isotope(s) of interest for that channel. The final measurements of each background isotope activity and the \( ^{150}\text{Nd} \) 2\( \nu \beta \beta \) decay rate result from a simultaneous likelihood fit to the selected observables for the signal and all backgrounds \((S + B)\) according to Eq. (2), which directly accounts for correlations between isotopes displaying similar kinematics. The normalization of all MC distributions reflects the results from this global \( S + B \) fit unless otherwise stated.

V. THE BACKGROUND MODEL

Decays due to internal backgrounds from source foil impurities can mimic the \( \beta\beta \)-decay signal through several different mechanisms such as a single-\( \beta \) decay to the ground state of the daughter nucleus combined with Møller scattering, or \( \beta \) decay to an excited state of the daughter nucleus followed by the emission of a conversion electron or \( \gamma \) ray that undergoes Compton scattering in the foil. The decay of \(^{214}\text{Bi} \) \( (^{222}\text{Rn} \) progeny) near the source foil can produce signal-like events in an analogous manner to internal background decays. Decays from external backgrounds typically result in signal-like events through decays that yield high energy \( \gamma \) rays with subsequent pair production or undergo double Compton scattering in the source foil. This section describes each of the decay channels used to estimate the background rates from all of the decay sources considered in this analysis. The activities and corresponding numbers of events from each background process contributing to the two-electron signal decay channel are presented in Sec. VI.

A. External backgrounds

Two channels are used to measure the external background rates. The single-electron crossing channel (SEC) is used to select events where a single electron travels across the detector. These events are identified by two tracks with opposite curvature associated with scintillator hits that are typically located on opposite sides of the source foil. This selects a single particle because curvature is reconstructed without timing information and assumes an outgoing particle momentum with respect to the source foils. The timing of the calorimeter hits is required to be consistent with the external TOF hypothesis, i.e., \( P_{\text{ext}} \geq 4\% \) and \( P_{\text{int}} \leq 1\% \). The energy of the (temporally) first calorimeter hit is required to be \( E_e \geq 0.2 \text{ MeV} \) and for the second calorimeter hit \( E_e \geq 0.3 \text{ MeV} \), corresponding to a total energy of \( E_{\text{int}} \geq 0.5 \text{ MeV} \). Externally produced electrons with energies below this minimum are not of concern as the background to the \( \beta\beta \)-decay measurement due to the large \( Q_{\beta\beta} \) value of \(^{150}\text{Nd} \).

Backgrounds from several radionuclides located in the PMTs, scintillator surfaces (SScin), inside the scintillators (Scint), iron shielding (Fe shield), internal copper tower (Cu tower), radon \( (^{222}\text{Rn} \) and thoron \( (^{220}\text{Rn} \) progenies in the air, wire surfaces (SWire), and the external neutron flux are all considered in the external background model for the \(^{150}\text{Nd} \) source foil. The external background model is an effective model that does not contain an exhaustive list of all possible external sources of background. We omit isotopes with distributions that are strongly correlated with other components since this simplification has no impact on the final result. The purpose of this procedure is only to provide an accurate description of the total external \( \gamma \) flux [15]. The \( E_{\text{int}} \) distribution is shown in Fig. 2(a) for events meeting the SEC channel selection criteria. This observable provides the maximal separation between the different background contributions in this channel.

The second channel used to measure external background rates is the external gamma-electron (1e1\( \gamma \)-Ext) channel, where a high energy \( \gamma \) ray interacts in the

FIG. 2. Distributions of the total energy for the (a) SEC and (b) 1e1\( \gamma \)-Ext background channels. The data are compared to the MC simulation.
calorimeter and then undergoes Compton scattering in the source foil to produce an electron. Such events are defined by a single electron accompanied by a $\gamma$ ray, where each particle is identified using the criteria presented in Sec. III. The timing and trajectories of the particles are required to be consistent with the external TOF hypothesis, i.e., $P_{\text{ext}} \geq 4\%$ and $P_{\text{int}} \leq 1\%$. The summed energy of the electron and $\gamma$ ray, shown in Fig. 2(b), is the best observable in this channel for discriminating between the different radionuclides contributing to the external background model. The total energy distributions from both the SEC and $1\text{e}1\gamma-\text{Ext}$ channels are divided into Phases 1 and 2 and fitted simultaneously to provide initial estimates of all external background activities. The division into the separate phases allows for a different normalization of $220$Rn and $222$Rn progenies before and after the installation of the antiradon facility. The activities of external backgrounds from the same radionuclide in different locations are strongly anticorrelated, as their energy spectra are nearly degenerate. The largest deviations between the results from this fit, which measures the external background rates near the $150$Nd foil, and the results from Ref. [15], which correspond to the average activities measured across the entire detector using a slightly different effective model, are $[+31, -23]\%$. This is taken as the systematic uncertainty on the external background normalization in the signal channel (see Sec. VI). It has a $[+1.2, -0.8]\%$ effect on the $2\alpha\beta\beta$ decay half-life, which is small compared to the other systematic uncertainties considered.

The neutron flux produces a small number of events observed in the SEC channel in the energy range $E_{\text{iso}} = 3 - 8$ MeV. Neutrons do not contribute significantly to any other decay channel. This demonstrates the effectiveness of the passive shielding described in Sec. II, as well as the excellent background rejection made possible by the timing resolution of the calorimeter.

B. Radon

Radon ($222$Rn) and thoron ($220$Rn) are highly diffusive gases that emanate from rocks in the surrounding environment and may enter the NEMO-3 detector. Both isotopes are also present in various detector materials, and can therefore emanate directly into the active detector volume. Since radon and thoron are both $\alpha$-decay isotopes, these background decays do not trigger the NEMO-3 detector readout as an electron is needed (see Sec. III). However, the $214$Bi and $208$Tl progenies in the radon and thoron decay chains, respectively, can produce decays that mimic the $\beta\beta$ signal. The short half-life of thoron, $T_{1/2} = 55.6$ s, results in low levels of this isotope and its daughters leaking into the NEMO-3 tracker from the outside environment [15]. The contributions from $208$Tl on the surfaces of tracker wires and the source foil are thus found to be negligible in all background channels in this analysis. Conversely, the half-life of $222$Rn, $T_{1/2} = 3.824$ d, allows this gas to diffuse into the active detector volume. The decay products of $222$Rn are mostly positive ions, which deposit themselves on the surfaces of the tracker cathode wires and the surfaces of the source foils. The contamination of $222$Rn in various locations is measured by selecting a $1\text{e}1\alpha$ decay topology.

Events in the $1\text{e}1\alpha$ channel are required to have a single electron and at least one delayed $\alpha$ candidate (see Sec. III). An $\alpha$ candidate comprises between 2 and 13 delayed Geiger hits recorded at least $4 \mu s$ after the prompt electron hits to prevent misidentification of Geiger cell refirings as $\alpha$ candidates. The $\alpha$ track, which is reconstructed by a straight line fit to the delayed hits, must intersect the foil with a separation of $<5$ cm in the $xy$ and $z$ coordinates from the electron vertex if it contains only two delayed hits, and $<10$ cm if it contains more than two delayed hits. The $\alpha$ track must also have an associated hit in one of the first two Geiger cell layers and a total length $\leq 40$ cm.

These selection criteria provide a pure sample of $214$Bi events. This is confirmed by the average delay time of selected $\alpha$ candidates, which is shown in Fig. 3(a) for Phase 1 (high radon period). Fitting the data in Fig. 3(a) with an exponential function results in a decay constant consistent with the known $214$Po half-life. In addition, there is good agreement between data and simulated decays for small $\alpha$ time delays, indicating that the event selection properly suppresses correlated Geiger cell noise.

The MC samples in Fig. 3 correspond to $214$Bi decays simulated in several different locations. The $\alpha$ range provides the best separation between these various $214$Bi contributions as shown in Fig. 3(b). Since $\alpha$ particles are highly ionizing, those emitted from decays internal to the source foil and in the Mylar backing film have short ranges. In contrast, the $\alpha$ particles from decays on the surface of the foil (SFoil) and the tracker wires (SWire) can travel longer distances as a result of the lower density of the tracker gas mixture relative to the source foil. The two peaks in the $\alpha$-range distribution shown in Fig. 3(b) are due to the gap between the first four layers of Geiger cells and the second group of Geiger cell layers. Since a hit is required in one of the first two Geiger cell layers from both the electron and $\alpha$ tracks, these selection criteria result in larger sensitivity to $214$Bi decays from the Geiger layer closest to the source foil, referred to as L0, compared to events coming from Geiger layers further away from the foil.

The large ionization energy losses experienced by $\alpha$ particles if they travel through the source foil prevents them from crossing the foil completely. The contributions to the $214$Bi activities on the inner (In) and outer (Out) parts of the tracker are therefore estimated separately by dividing the event sample based on the $\alpha$ track location with respect to the source foil and fitting the $\alpha$-range distribution. The activities of the $214$Bi contamination internal to the foil and
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214 over Phases 1 and 2. The SWire and SFoil components are fitted with a single parameter for each of these components, an exponential function, resulting in a lifetime of the experiment. Therefore, the SFoil component of the background model, we fix event rates from these neighboring source foils to values measured in dedicated analyses [14,19,20]. Their rates are constrained by the SEC and correlation with the external backgrounds, and a 10% systematic uncertainty from inside the source foil, which is likely caused by mismodeling of α-particle energy loss in the source foil.

FIG. 3. (a) Distribution of the average time delay between the event trigger and the α-particle detection. Data are fitted with an exponential function, resulting in a $T_{1/2} = 167.02 \pm 12.25 \mu$s. The goodness of fit is demonstrated by the $\chi^2$ divided by the number of degrees of freedom (NDF). (b) The α-range distribution is used in the fit to discriminate between the various 214Bi components of the background model. Both distributions are from events that meet the 1e1α channel selection criteria in Phase 1 (high radon period).

in the Mylar backing film are not expected to decrease over the lifetime of the experiment. Therefore, the α range is fitted with a single parameter for each of these components over Phases 1 and 2. The SWire and SFoil components are allowed to vary between Phases 1 and 2 to account for the lower 214Bi contamination in the tracker after the installation of the antiradon facility.

There is some disagreement between the simulation and data at very short α ranges, where many events originate from inside the source foil, which is likely caused by mismodeling of α-particle energy loss in the source foil. A 23% systematic uncertainty on the internal 214Bi activity is estimated from the difference in activities measured between the 1e1α and other decay channels used to constrain this decay rate as is discussed in the following sections. In addition, there is a 10% systematic uncertainty on the SFoil and SWire components of the 214Bi decay rates which is estimated in the same way. The α-range distribution of data and the MC simulation are in agreement within these systematic uncertainties.

C. Internal backgrounds

The 150Nd source foil contamination was measured with high purity germanium (HPGe) detectors prior to insertion into the NEMO-3 detector and after decommissioning the detector, which revealed a number of background radionuclides internal to the foil [1]. Three background channels are defined (1e, 1e1γ and 1e2γ) to measure these internal background decay rates in situ and compare them to the HPGe measurements.

1. 1e channel

We use the single-electron (1e) channel to measure the activity of internal 40K and 234mPa, and of 210Bi on the surfaces of wires and the foil. These radionuclides primarily undergo β decay to the ground state of their daughter radionuclides. Events in the 1e channel contain only a single electron track meeting the selection criteria in Sec. III. No delayed Geiger hits indicative of α particles are allowed within 15 cm of the vertex to suppress the radon contribution.

External backgrounds contribute a large number of events in this channel because internal and external probabilities cannot be calculated with a single particle. Their rates are constrained by the SEC and 1e1γ-Ext channels described previously. Events from neighboring source foils (100Mo, 96Zr, and 48Ca) are sometimes reconstructed within the 150Nd source foil boundaries due to the vertex resolution of the tracker (see Sec. II). In the background model, we fix event rates from these neighboring foils to values measured in dedicated analyses [14,19,20]. Finally, the 2β decay of 150Nd also contributes to the 1e channel as shown in Fig. 4 if one of the electrons is not properly reconstructed.

The electron energy distribution shown in Fig. 4 is used to estimate the activities of 40K, 234mPa, and 210Bi. The 210Bi SFoil and SWire components are highly correlated (~80%) due to the similarity of their energy spectra. Events from 40K decays are concentrated at low energies, resulting in a ~30% correlation between this activity and most of the external backgrounds, and a ~80% correlation with the 210Bi SFoil component. The normalization of 234mPa events, which contribute to the full energy spectrum, is largely uncorrelated with the external backgrounds, and exhibits a ~50% correlation with 40K and 214Bi.
FIG. 4. Distribution of the electron energy ($E_e$) in the one-electron channel for data and the background model. The $^{210}$Bi SWire and SFoil components are the dominant contributions to the external background.

We observe good agreement between the simulation and data. There is a slight excess of data for energies above $\approx 2$ MeV, which is attributed to $^{214}$Bi decays. Since the energy spectra of the different $^{214}$Bi contributions in this channel are degenerate, it is not possible to determine which component (internal or external) may be responsible for the upward fluctuation. The event rates for all $^{214}$Bi components are constrained to the average of the activities measured in the $1\nu\alpha$ and $1\nu\gamma$ channels, which provide better sensitivity to this isotope. A $23(10)\%$ systematic uncertainty on the normalization of the internal (external) $^{214}$Bi contribution is estimated from these more sensitive decay channels. These decays form the dominant contribution above 2 MeV to the “Other internal” stacked histogram in Fig. 4. $^{214}$Bi events coming from radon decays in the tracker are denoted in this figure as $^{220,222}$Rn. The total uncertainty on the expected event rates from both of these $^{214}$Bi contributions accounts for most of the excess at $E_e > 2$ MeV in Fig. 4.

2. $1e(N)\gamma$ channels

The most critical background for the $0\nu\beta\beta$ search with the $^{150}$Nd source foil is the isotope $^{208}$Tl. It primarily undergoes $\beta$ decay to the excited states of $^{208}$Pb, which subsequently decay to the ground state through the emission of high energy $\gamma$ rays with energies up to $E_\gamma \approx 2.6$ MeV. Thus, the $1\nu\gamma$ and $1e2\gamma$ channels are used to measure the decay rate of the $^{208}$Tl background as they provide the best sensitivity. The activities of $^{207,214}$Bi and $^{152,154}$Eu are also measured. We assume that $^{229}$Ac and $^{212}$Bi, which also contribute to the total event rate in these channels, are in secular equilibrium with $^{208}$Tl. We therefore fit these activities with a single parameter. The same is done for the activities of $^{214}$Pb and $^{214}$Bi.

Events in both the $1\nu\gamma$ and $1e2\gamma$ channels must meet the same selection criteria as the $1e$ channel, with the additional requirement of one or two reconstructed $\gamma$ rays with $E_\gamma > 0.2$ MeV. The time differences between the electron and each $\gamma$ hit are required to be consistent with an internal decay, such that $P_{\text{int}} \geq 4\%$ and $P_{\text{ext}} \leq 1\%$. The $E_e$ and $E_\gamma$ distributions for events meeting the $1e1\gamma$-channel selection criteria are shown in Fig. 5.

The electron energy spectrum in Fig. 5(a) provides good discrimination between $^{207}$Bi and the other background decays in this channel. The conversion-electron peak from $^{207}$Bi decays is well described by the simulation. Although this background is not critical for the $0\nu\beta\beta$ search, it is an

FIG. 5. Distributions of the (a) electron energy ($E_e$) and (b) $\gamma$ energy ($E_\gamma$) in the $1e1\gamma$ channel for data and the background model.
important background in the measurement of the $2\nu\beta\beta$ decay half-life. The systematic uncertainty on the normalization of $^{207}\text{Bi}$ in the two-electron channel is estimated using data from special $^{207}\text{Bi}$ calibration sources. The activities of these sources are measured using both the $1e(N)\gamma$ and $2e(N)\gamma$ channels, where $N$ can be any number between 0 and 10. In this way, any differences between activities measured in the two channels can be attributed to the electron reconstruction efficiency, independent of the activities measured in the two channels can be attributed to the high $\gamma$-ray background. Mismodeling of energy loss for $\alpha$ particles and inhomogeneities in the scintillator blocks. The effect of the internal $\alpha$ particles is negligible ($<0.1\%$).

The $E_\gamma$ spectrum shown in Fig. 5(b) provides discrimination between $^{208}\text{Tl}$ and most of the other backgrounds of interest in the $1e1\gamma$ channel. The total energy ($E_\gamma + \Sigma E_\gamma$) from the $1e2\gamma$ channel, shown in Fig. 6, is also used to constrain the activity of $^{208}\text{Tl}$. We observe good agreement between data and the simulation in both distributions, particularly in the high energy tails of Figs. 5(b) and 6 which are dominated by $^{208}\text{Tl}$ background. As equilibrium is assumed between $^{208}\text{Tl}$ and $^{228}\text{Ac}^{212}\text{Bi}$, which contribute events at lower $E_\gamma$, the normalization of the $^{208}\text{Tl}$ background is correlated at the level of about $-10\%$ with the background from $^{214}\text{Bi}$ and the europium isotopes as determined from the likelihood fit. The small deviations observed in the $E_\gamma$ spectrum are due to mismodeling of high energy $\gamma$-ray interactions in the scintillator blocks. The small discrepancies are accounted for by the total systematic uncertainty of the background model.

The systematic uncertainty on the normalization of $^{208}\text{Tl}$ in the two-electron channel is estimated using $^{232}\text{U}$ calibration sources. The activities of the uranium sources are measured in the $1e\gamma$, $1e2\gamma$ and two-electron channels using the same event selection criteria as presented in this article to select $^{208}\text{Tl}$ decay events from the decay chain of $^{232}\text{U}$. The variance of the activities measured among each channel divided by their mean is $\pm 7\%$. This is taken as an estimate of the systematic uncertainty on the normalization of $^{208}\text{Tl}$. It has a negligible effect ($<0.1\%$) on the $2\nu\beta\beta$ decay half-life measurement. However, it is important to take into account in the search for $0\nu\beta\beta$ decay of $^{150}\text{Nd}$ due to the high $Q_\beta$ value for $^{208}\text{Tl}$ of 4.999 MeV [21].

The $1e1\gamma$-channel fit prefers a higher activity for the $^{214}\text{Bi}$ components of the background model compared to the $1e1\alpha$ channel. The difference is attributed to uncertainties in the reconstruction efficiency of $\gamma$ rays and $\alpha$ particles. Mismodeling of energy loss for $\alpha$ particles emitted from the central part of the $^{150}\text{Nd}$ source foil and inhomogeneities in the $^{214}\text{Bi}$ density within the foil can result in a large variation on the $\alpha$ reconstruction efficiency. The systematic uncertainty on the normalization of $^{214}\text{Bi}$ events is estimated from the differences between the activities measured in the $1e\gamma$ and $1e1\gamma$ channels when they are fitted separately. This yields an uncertainty of $\pm 23\%$ for the internal $^{214}\text{Bi}$ component and $\pm 10\%$ for the components in the tracker wires and foil surface. The effect of the internal $^{214}\text{Bi}$ uncertainty on the $2\nu\beta\beta$ decay half-life measurement is found to be $\pm 0.3\%$, while the effect from the tracker radon is negligible ($<0.1\%$).

The activity of $^{152}\text{Eu}$ is constrained to the activity measured by HPGe detectors [1], which have better sensitivity to this radionuclide. Comparing the $^{152}\text{Eu}$ activity with and without this constraint leads to a difference of $14\%$, which is taken as the systematic uncertainty on its normalization. Since the decay schemes of $^{154}\text{Eu}$ and $^{152}\text{Eu}$ are similar, the same systematic uncertainty is applied to $^{154}\text{Eu}$ and treated as completely correlated with $^{152}\text{Eu}$. The combined uncertainty on europium backgrounds has a negligible effect on the $2\nu\beta\beta$ decay half-life measurement and the search for $0\nu\beta\beta$ decays.

VI. MEASUREMENT OF THE $2\nu\beta\beta$ DECAY HALF-LIFE

The two-electron ($2e$) channel provides the best sensitivity for the measurement of the $^{150}\text{Nd}$ $\beta\beta$-decay rate. Candidate $\beta\beta$-decay events must have exactly two electrons that meet the selection criteria presented in Sec. III. In addition, no $\alpha$ candidates are allowed within 15 cm of the electron vertices to reduce the background from $^{214}\text{Bi}$ decays. To further improve the rejection of $^{214}\text{Bi}$ background, no more than one prompt Geiger hit that is unassociated with the electron tracks is allowed within 15 cm of the track vertices if the tracks are on opposite
sides of the foil. If they are on the same side of the foil, no such hits are permitted. To improve the vertex and track reconstruction for events with electrons on the same side of the foil, each track must have a hit in the first Geiger layer closest to the source foil. This implies that the tracks are isolated from each other, since tracks cannot share Geiger hits in the reconstruction. If the tracks are on the opposite sides of the source foil, they must have a hit in either the first or second Geiger layer. The timing and trajectories of the electrons are required to be consistent with the internal TOF hypothesis, i.e., $P_{\text{int}} \geq 1\%$ and $P_{\text{ext}} \leq 1\%$. The requirement $P_{\text{int}} \geq 1\%$ is less stringent than for the $1e(N)\gamma$ channel since there are two charged particles in the final state with trajectories in the tracking detector.

A total of 2771 data events from the full exposure pass the two-electron channel selection criteria. The distribution of the total energy of both electrons ($E_{\text{tot}}$) for data and MC simulation is shown in Fig. 7. It provides the best discrimination between the $^{150}\text{Nd}$ $2\nu\beta\beta$ decay spectrum and the background decay spectra described in Sec. V.

We obtain the decay rates of all signal and background contributions using a binned likelihood fit to the observables from each decay channel listed in Table I. The only constraints in the fit are associated with the internal $^{214}\text{Bi}$ contribution, which is constrained to the average activity measured in the $1e1\alpha$ and $1e1\gamma$ channels, and the $^{152}\text{Eu}$ background, which is constrained to the rate measured by the HPGe detector. The contributions from radioactive decays in the neighboring source foils are fixed using the rates measured in dedicated analyses of these foils [14,19,20]. All other background rates and the $2\nu\beta\beta$ decay rate are fitted without constraints over a total of 446 bins with 32 parameters. We observe strong correlations between several sources of background as discussed throughout Sec. V. The $2\nu\beta\beta$ decay signal normalization, however, is largely uncorrelated with most backgrounds. The strongest correlation coefficient observed is $-11\%$ between the signal and the $^{234m}\text{Pa}$ background.

We perform the likelihood minimization using only the number of counts in each bin. The impact of the systematic uncertainties on the $2\nu\beta\beta$ decay half-life is determined independently. The data are compared to the sum of the MC components at their best fit normalization in all channels using a $\chi^2$ method, which yields a $\chi^2 = 614$ with a NDF of 414. Table I contains a breakdown of the $\chi^2$ contributions from each channel used in the fit. The data in each channel are consistent with the expectation from the MC simulation. The level of agreement between data and MC expectation varies slightly across the channels, which is due to the large statistical variations in sample sizes as well as the systematic uncertainties on the normalization of some backgrounds, which are not included in this fit.

The fitted activities and expected numbers of events in the two-electron channel from each background source are given in Table II. We compare the activities of the internal backgrounds to the HPGe measurements of the source foil contamination to validate the modeling of the detector response and the background. For most isotopes, we observe good agreement between the HPGe and NEMO-3 detector results within their total uncertainties.

The $^{214}\text{Bi}$ activity extracted from the global $S + B$ fit is significantly larger than the upper limit obtained with the HPGe detector at the 90% C.L. The NEMO-3 result is cross-checked in multiple decay channels. The observed differences are accounted for by the 23% systematic uncertainty estimated for the normalization of this background. Taking this systematic uncertainty into account, the NEMO-3 result is within 2σ of the upper limit on the $^{214}\text{Bi}$ activity from the HPGe measurements. As it is not an important background in the search for $0\nu\beta\beta$ decay in the $^{150}\text{Nd}$ foil, this discrepancy has no impact on the results of this analysis. The $^{207}\text{Bi}$ activity measured by NEMO-3 is lower than expected from the HPGe measurements due to the removal of the hot spots described in Sec. III. Without removal of these hot spots, the $^{207}\text{Bi}$ activity measured is 132.8 ± 6.8 mBq/kg in the $1e1\gamma$ channel, which is consistent with the HPGe result. Finally, the measured activity of $^{40}\text{K}$ is nearly a factor of 2.5 larger than the HPGe limit. The HPGe detector is not efficient in detecting the high energy (1.46 MeV) $\gamma$ ray produced in the electron capture of $^{40}\text{K}$. In addition, it is possible that some additional $^{40}\text{K}$ contamination may have been introduced on the foil surface during the construction of the NEMO-3 detector. Therefore, the NEMO-3 result is preferred over the measurement from the HPGe detectors.

We estimate the systematic uncertainties on the numbers of events in the two-electron channel from...
TABLE I. Observables used in the binned likelihood fit for each analysis channel. The primary isotopes of interest in each channel are also listed. The $\chi^2$ values and NDF = $N_{\text{bins}} - 1$ are determined for each channel by comparing the data to the total number of expected events obtained from the fit. The data from Phase 1 and 2 are combined for this comparison.

<table>
<thead>
<tr>
<th>Channel</th>
<th>Observable</th>
<th>Processes</th>
<th>$\chi^2$/NDF</th>
</tr>
</thead>
<tbody>
<tr>
<td>SEC</td>
<td>$E_{\text{tot}}$</td>
<td>External backgrounds</td>
<td>102/56</td>
</tr>
<tr>
<td>1e1γ-Ext</td>
<td>$E_e + E_\gamma$</td>
<td>External backgrounds</td>
<td>79/54</td>
</tr>
<tr>
<td>1e1α</td>
<td>$\alpha$ range</td>
<td>$^{214}\text{Bi SWire, SFoil, internal backgrounds}$</td>
<td>117/136</td>
</tr>
<tr>
<td>1e</td>
<td>$E_e$</td>
<td>$^{210}\text{Bi SWire, SFoil, }^{40}\text{K, }^{234}\text{Pa (internal)}$</td>
<td>104/56</td>
</tr>
<tr>
<td>1e1γ</td>
<td>$E_\gamma$</td>
<td>$^{228}\text{Ac, }^{207,212,214}\text{Bi, }^{208}\text{TI, }^{152,154}\text{Eu, }^{214}\text{Pb (internal)}$</td>
<td>50/56</td>
</tr>
<tr>
<td>1e2γ</td>
<td>$E_e + \Sigma E_\gamma$</td>
<td>$^{208}\text{TI (internal)}$</td>
<td>121/52</td>
</tr>
<tr>
<td>2e</td>
<td>$E_{\text{tot}}$</td>
<td>$^{150}\text{Nd (2e/ββ)}$</td>
<td>41/36</td>
</tr>
</tbody>
</table>

$^{208}\text{TI, }^{228}\text{Ac, }^{212}\text{Bi, }^{214}\text{Bi, }^{152,154}\text{Eu,}$ and $^{207}\text{Bi}$ decays using independent control channels and calibration sources as discussed in Sec. V. The systematic uncertainty on the total number of events from internal $^{40}\text{K}$ and $^{234}\text{Pa}$ decays is estimated using the two-electron channel. As $^{40}\text{K}$ and $^{234}\text{Pa}$ are both predominantly $\beta$ emitters whose decay rates are constrained by the one-electron channel, they suffer from similar systematic uncertainties in two-electron channel events. The source of the uncertainty is due to a combination of mismodeling of Møller scattering, energy loss, bremsstrahlung and tracking within the simulation and reconstruction. The systematic uncertainty for these isotopes is estimated by fitting their total contribution to the $E_{\text{tot}}$ distribution of the two-electron channel, with their relative normalizations and the normalizations of all other components fixed to their best fit values. This results in a reduction in the $^{40}\text{K}$ and $^{234}\text{Pa}$ total event rate that is treated as a symmetric $\pm 10\%$ systematic uncertainty on their normalization in the two-electron channel, leading to an uncertainty of $\pm 2.5\%$ on the measured $T_{2e}^{1/2}$.

The systematic uncertainty on the number of events from neighboring foil isotopes is estimated in a similar way. Allowing their total contribution to float with all other contributions fixed yields a reduction of the neighboring foil activity by $23\%$. Treated as symmetric, this translates into a $\pm 0.5\%$ effect on the $2e/\beta\beta$ decay rate. The effect of all background normalization uncertainties contributes $[\pm 2.8, -2.7]\%$ to the total systematic uncertainty on the $T_{2e}^{1/2}$ measurement.

Several additional sources of systematic uncertainty are investigated. The largest source of uncertainty is associated with the absolute normalization of $\varepsilon_{2e}$ [see Eq. (3)]. This uncertainty is estimated through the comparison of $^{207}\text{Bi}$ calibration source activities measured with the NEMO-3 detector and a HPGe detector. Using the $2e(N\gamma)$ channel to measure these sources yields activities that are in agreement with the HPGe measurements to within $\pm 5.55\%$, which is taken as the uncertainty on $\varepsilon_{2e}$.

The effects of incorrect simulation of energy loss and bremsstrahlung on $\varepsilon_{2e}$ are also investigated. We generate MC data sets with these various parameters altered within their expected uncertainty. The resulting effects on $T_{2e}^{1/2}$ are found to be on the order of $1\%$ or less for each of the individual sources of uncertainty (See Table III).

The $^{150}\text{Nd}$ source foil is the thinnest composite foil produced for the NEMO-3 experiment, and the composite powder itself was of very good quality with fine granularity. Nevertheless, there remains some level of uncertainty about the homogeneity of the source foil density. This effect is assessed by varying the thickness of the source foil within

TABLE II. The activities measured with the NEMO-3 data using the $2e/\beta\beta$ selection criteria are compared to HPGe measurements of the $^{150}\text{Nd}$ source foil [1], for which only the $\pm 1$ standard deviation statistical uncertainties are shown. There is an additional systematic uncertainty of $10\%$ on the HPGe measurements. Secular equilibrium between $^{214}\text{Bi}$ and $^{214}\text{Pb}$ is assumed. The same assumption is made for $^{207}\text{Bi}$ and $^{228}\text{Ac}$, and $^{212}\text{Bi}$, where the branching ratio of $35.94\%$ is taken into account. Events from $^{207}\text{Bi}$ and $^{152,154}\text{Eu}$ are weighted by their respective half-lives as a function of the event time and are therefore reported as of February 1, 2003. The corresponding numbers of expected events in the two-electron channel ($N_{2e}$) from each background are also provided with statistical and systematic uncertainties.

<table>
<thead>
<tr>
<th>Contribution</th>
<th>Activity (mBq/kg)</th>
<th>HPGe</th>
<th>NEMO-3</th>
<th>$N_{2e}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{207}\text{Bi}$</td>
<td>$130 \pm 5$</td>
<td>99.6 $\pm$ 2.6</td>
<td>130.4 $\pm$ 3.4 $\pm$ 7.3</td>
<td></td>
</tr>
<tr>
<td>Neighboring foils</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$^{234}\text{Pa}$</td>
<td>$&lt;66$</td>
<td>27.0 $\pm$ 0.6</td>
<td>80.8 $\pm$ 1.8 $\pm$ 7.9</td>
<td></td>
</tr>
<tr>
<td>$^{208}\text{TI}$</td>
<td>$10 \pm 2$</td>
<td>10.9 $\pm$ 0.2</td>
<td>60.3 $\pm$ 1.2 $\pm$ 4.2</td>
<td></td>
</tr>
<tr>
<td>$^{228}\text{Ac}$</td>
<td>$20 \pm 7$</td>
<td>30.3 $\pm$ 0.6</td>
<td>58.3 $\pm$ 1.2 $\pm$ 4.1</td>
<td></td>
</tr>
<tr>
<td>$^{40}\text{K}$</td>
<td>$&lt;70$</td>
<td>179.0 $\pm$ 1.4</td>
<td>50.9 $\pm$ 0.4 $\pm$ 5.0</td>
<td></td>
</tr>
<tr>
<td>$^{212}\text{Bi}$</td>
<td>$20 \pm 7$</td>
<td>30.3 $\pm$ 0.6</td>
<td>31.4 $\pm$ 0.6 $\pm$ 2.2</td>
<td></td>
</tr>
<tr>
<td>$^{214}\text{Bi}$</td>
<td>$&lt;3$</td>
<td>5.1 $\pm$ 0.2</td>
<td>26.9 $\pm$ 1.3 $\pm$ 6.1</td>
<td></td>
</tr>
<tr>
<td>External</td>
<td>&amp; &amp;</td>
<td>15.1 $\pm$ 0.4 $\pm$ 3.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$^{220,222}\text{Rn}$</td>
<td>&amp;</td>
<td>8.0 $\pm$ 1.0 $\pm$ 0.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$^{154}\text{Eu}$</td>
<td>19.1 $\pm$ 4.3</td>
<td>4.4 $\pm$ 1.0 $\pm$ 0.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$^{152}\text{Eu}$</td>
<td>$40 \pm 5$</td>
<td>52.5 $\pm$ 3.6</td>
<td>2.2 $\pm$ 0.2 $\pm$ 0.3</td>
<td></td>
</tr>
<tr>
<td>$^{214}\text{Pb}$</td>
<td>$&lt;3$</td>
<td>5.1 $\pm$ 0.2</td>
<td>0.6 $\pm$ 0.1 $\pm$ 0.1</td>
<td></td>
</tr>
<tr>
<td>Total background</td>
<td>566.2 $\pm$ 4.9 $\pm$ 29.6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Data</td>
<td>&amp;</td>
<td>2771</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
TABLE III. Sources of systematic uncertainty on the measurement of the $2\nu\beta\beta$ half-life. The dominant source of uncertainty is the absolute normalization of the two-electron channel efficiency for reconstructing two-electron decays.

<table>
<thead>
<tr>
<th>Source of uncertainty</th>
<th>Effect on $T^{2\nu}_{1/2}$(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Absolute normalization of $\varepsilon_{2e}$</td>
<td>$\pm 5.55$</td>
</tr>
<tr>
<td>Foil granularity</td>
<td>$\pm 0.45$</td>
</tr>
<tr>
<td>Foil thickness</td>
<td>$\pm 0.73$</td>
</tr>
<tr>
<td>Enrichment</td>
<td>$\pm 0.50$</td>
</tr>
<tr>
<td>Energy loss</td>
<td>$\pm 0.49$</td>
</tr>
<tr>
<td>Bremsstrahlung modeling</td>
<td>$[+1.12, -0.50]$</td>
</tr>
<tr>
<td>Energy calibration</td>
<td>$[+1.48, -1.50]$</td>
</tr>
<tr>
<td>Total background</td>
<td>$[+2.83, -2.66]$</td>
</tr>
<tr>
<td>Total</td>
<td>$[+6.59, -6.45]$</td>
</tr>
</tbody>
</table>

The MC simulation, and through numerical calculations given the particulate size in the powder. The corresponding uncertainties on $T^{2\nu}_{1/2}$ are found to be negligible (<1%). The uncertainty on the foil position and rotation relative to the simulated foil radius also have a negligible effect.

The $\pm 0.5\%$ uncertainty on the enrichment factor [1] translates into the same uncertainty on $T^{2\nu}_{1/2}$ and the 1% uncertainty on the energy calibration leads to an uncertainty of $[+1.48, -1.50]$% on $T^{2\nu}_{1/2}$. The systematic uncertainties summarized in Table III result in a total systematic uncertainty of $[+6.59, -6.45]$%.

The fitted number of $\beta\beta$-decay events from $^{150}$Nd in the two-electron channel is $N = 2214.0 \pm 52.3$(stat), where the uncertainty is propagated from the global likelihood fit. This number of events is translated into a half-life using

$$T^{2\nu}_{1/2} = \frac{\ln 2 \cdot t \cdot \varepsilon_{2e} \cdot N_{\text{nuclei}}}{N}$$

where $t$ is the total live time of the experiment, $\varepsilon_{2e}$ is the efficiency for selecting two-electron events, and $N_{\text{nuclei}}$ is the number of $^{150}$Nd atoms. Given the $2\nu\beta\beta$ decay selection efficiency of $\varepsilon_{2e} = 3.87\%$ and an exposure of 0.19 kg·yr, the $2\nu\beta\beta$ decay half-life for $^{150}$Nd is measured to be

$$T^{2\nu}_{1/2} = [9.34 \pm 0.22 \text{(stat)} ^{+0.62}_{-0.60} \text{(syst)}] \times 10^{18} \text{ yr},$$

with a signal-to-background ratio of 3.9. This result is approximately 2.4$\sigma$ lower than the half-life measured by ITEP [11] and 2.6$\sigma$ higher than the result obtained by the Irvine group [9]. The half-life presented herein represents the most accurate measurement of the $2\nu\beta\beta$ decay half-life to date for this isotope due to a more thorough assessment of systematic uncertainties, leading to a relatively small reduction in the systematic uncertainty of $\approx 5.6\%$ compared to Ref. [12]. Although the live time of the data has approximately doubled since [12], the statistical uncertainty has not improved significantly. This is due to an overall lower efficiency in accepted $\beta\beta$-decay events. This reduction in signal efficiency is caused by the increased minimum energy requirement for the electrons in addition to several more strict data quality criteria applied to the data. In particular, the use of the laser survey to reject events involving unstable PMTs has a large impact on the final selection efficiency [14]. Although these more stringent selection criteria have reduced the signal efficiency, they also provide a more stable sample of $2e$ events where the systematic uncertainties are better understood.

VII. SEARCH FOR $0\nu\beta\beta$ DECAYS

We perform a search for three types of $0\nu\beta\beta$ decay modes for which the observable particle content of the final state is the same as in $2\nu\beta\beta$ decay. The first involves the exchange of a light Majorana neutrino and is referred to as the mass mechanism. The rate [see Eq. (1)] of this decay is related to the effective Majorana neutrino mass, $(m_{\nu})$, as described in Sec. I.

The second category involves decays mediated by RHCs. Two distinct RHC mechanisms are investigated. The first RHC decay mode involves decays with a pure $W_R$ boson exchange at one vertex, and thus the rate depends on the coupling $(\lambda)$ between right-handed (RH) quarks and RH leptons $[\xi = \langle \lambda \rangle]$ in Eq. (1). The other RHC mechanism involves the exchange of a $W$ boson that is a mixture of $W_R$ and $W_L$ states. Its rate is given by the coupling $(\eta)$ between left-handed (LH) quarks and RH leptons $[\xi = \langle \eta \rangle]$ in Eq. (1).

A $0\nu\beta\beta$ decay may also proceed via the emission of majorons ($\chi^0$), which are weakly interacting, light or massless bosons present in many grand unified theories. They can couple weakly to the neutrino and participate in $0\nu\beta\beta$ decay [4–6]. Majorons are not detected with the NEMO-3 detector. Therefore, the total electron energy in $0\nu\beta\beta$ decays involving the emission of a majoron forms a continuous spectrum, similar to that of $2\nu\beta\beta$ decay. The shape of the total energy spectrum depends on the available phase space through the relation $C^{\nu\chi \nu^c} \propto (Q_{\beta\beta} - E_{\text{tot}})^n$, where $n$ is a spectral index. We search for $0\nu\beta\beta$ decays involving the emission of a single majoron with a spectral index of $n = 1$.

The two-electron channel is used to search for the $0\nu\beta\beta$ decay of $^{150}$Nd to the ground state of $^{150}$Sm. A looser event selection, allowing both positively and negatively charged particle tracks in the $2e$ channel, is adopted to improve the signal sensitivity for this decay, since tracks associated with high energy electrons have a larger radius of curvature and are therefore more susceptible to charge misidentification. The global S + B likelihood fit to data meeting this looser selection criteria yields background activities that do not deviate significantly from the values in Table II. The measured $2\nu\beta\beta$ half-life is also consistent with the results of Eq. (4). This new selection increases the ratio of the expected signal over background in the region of interest, thereby improving the sensitivity to $0\nu\beta\beta$ decay.
The kinematics of each of the two electrons produced in $0\nu\beta\beta$ decays differ among the investigated mechanisms. In the case of the mass mechanism and for decays involving RHCs, the total energy of the two electrons is equal to the $Q_{\beta\beta}$ value of $^{150}$Nd, as there are no other particles involved in the decay. Figure 8 shows the expected signal distributions in the high energy tail of the $E_{\text{tot}}$ distribution of the two electrons. The signals are shown with an arbitrary normalization compared to the expected backgrounds. There are six expected background events with $E_{\text{tot}} > 2.8$ MeV, where $\approx 37\%$ are from $2\nu\beta\beta$ decays of $^{150}$Nd, $60\%$ from internal $^{208}$Tl decays, and $2\%$ from internal $^{214}$Bi decays. Other internal background decays and radon-progeny decays in the tracker make up the remaining $1\%$.

The total energy distribution of a single isotope does not discriminate between decays mediated by the mass mechanism and RHCs. However, the presence of a RHC in the electroweak Lagrangian results in a different angular distribution between the decay electrons when compared to the mass mechanism, and modifies their individual energy distributions as well [3]. A unique feature of the NEMO-3 detector among the current generation of $\beta\beta$-ray experiments is the ability to reconstruct the full topology of final-state particles in each event, which provides an opportunity to determine the underlying decay mechanism, should $0\nu\beta\beta$ decay be observed [22]. This is demonstrated in Figs. 9 and 10, where the differences between underlying $0\nu\beta\beta$ decay mechanisms are shown for several kinematic observables in the two-electron channel.

Correlations between the observables can also be used to enhance the separation between the $0\nu\beta\beta$ decay signals and background, and thereby improve the sensitivity to $0\nu\beta\beta$ decays. This is demonstrated by employing a multivariate analysis in the two-electron channel in the search for $0\nu\beta\beta$ decay modes of $^{150}$Nd. A BDT analysis is performed using the TMVA package [13] in ROOT [23]. The BDT is trained on ten observables that demonstrate good agreement between data and the MC simulation: the total energy of the two electrons ($E_{\text{tot}}$); the higher ($E_{e}^{\text{max}}$) and lower ($E_{e}^{\text{min}}$) energy electron energies; the asymmetry between the electron energies defined as $A_E = (E_{e}^{\text{max}} - E_{e}^{\text{min}}) / E_{\text{tot}}$; the track lengths associated with the higher ($L_{e}^{\text{max}}$) and lower ($L_{e}^{\text{min}}$) energy electrons; the opening angle between the two tracks ($\cos \theta$); the internal probability distribution ($P_{\text{int}}$); and the curvature of the higher and lower energy electron tracks defined as $(\rho \times \kappa)^{\text{max,min}}$, where $\rho$ is the charge in units of elementary electric charge $e$ and $\kappa$ is the reciprocal of the radius of track curvature. All observables are shown in Figs. 9 and 10 to demonstrate the separation between signal and background in each distribution.

Four BDTs, one for each of the $0\nu\beta\beta$ decay mechanisms considered, are trained using $20\%$ of the available MC statistics for each sample that contributes to the two-electron channel. The TMVA package provides various BDT parameters that can be tuned to yield a better sensitivity to the investigated process. The adaptive boosting algorithm with 850 trees yields good performance for each of the $0\nu\beta\beta$ decay mechanisms. The remaining $80\%$ of the MC statistics is used for testing the BDT performance. Each BDT algorithm returns a score that is a continuous variable distributed between $-1$, for more background-like events, and $+1$, indicating more signal-like events. The BDT scores of the testing samples for the mass mechanism, RHC mechanisms and majoron emission with spectral index $n = 1$ are shown in Fig. 11.

The most powerful discriminating variable in the BDT algorithms for all mechanisms investigated is $E_{\text{tot}}$. The individual electron energies provide some additional sensitivity, as their correlations are different between many of the backgrounds and the signals. For example, the higher energy electron from $^{208}$Tl decays is primarily produced as a conversion electron with an energy of approximately 2.5 MeV, while the other electron is a $\beta$ particle with an average energy of approximately 0.56 MeV. In contrast, the electrons emitted in a $0\nu\beta\beta$ decay mediated by the mass mechanism share energy equally on average. By identifying these correlations, the BDT is able to improve the separation between $^{208}$Tl and $\langle m_0 \rangle$ decays. The other observables act as weakly classifying variables in the BDT algorithm, with relatively similar discriminating power provided by each of them. The internal probability distribution is useful primarily in discriminating between...
signal events and those from decays of external backgrounds and radon in the tracker volume. The track length distributions also provide some discriminating power since they are correlated with the electron energies and their opening angle.

The BDT scores of the testing samples are used to search for evidence of $0\nu\beta\beta$ decay from $^{150}$Nd. A modified frequentist approach is employed, which uses a binned log-likelihood ratio test statistic ($\text{CL}_{s}$) [24–26]. The quantity $\text{CL}_{s}$ is defined as the ratio $\text{CL}_{s+b}/\text{CL}_{b}$, where $\text{CL}_{s+b}$ is the $p$ value of the data assuming the signal-plus-background hypothesis, and $\text{CL}_{b}$ is the $p$ value assuming the background-only hypothesis. To obtain a limit at the 90% C.L., the signal strength is scaled until $\text{CL}_{s} = 1 - 0.9$. This method is useful in low background scenarios because taking the ratio mitigates the effects of underfluctuating backgrounds that can otherwise lead to an overestimation of exclusion limits. Systematic uncertainties on background normalizations and signal efficiency are incorporated in the limit setting by fluctuating signal and background distributions by random numbers drawn from Gaussian functions with widths reflecting the magnitude of the systematic uncertainties.

The systematic uncertainties considered for each of the background normalizations are the same as those previously described in Secs. V and VI. The uncertainty on the normalization of the $^{150}$Nd $2\nu\beta\beta$ decay distribution in the signal region of interest is constrained by the statistical uncertainty of the measurement given in Eq. (4), which is 2.4%. These uncertainties have a negligible effect on the expected sensitivity. The uncertainty on the $0\nu\beta\beta$ decay signal efficiency is assumed to be equal to the uncertainty...
FIG. 10. Distributions of (a) the opening angle between the two electron tracks, (b) the internal probability distribution, the track lengths associated with the (c) higher and (d) lower energy electrons, and the signed track curvature ($\kappa \times \rho$) of the (e) higher and (f) lower energy electrons from the two-electron channel. The data are compared to the total expected background, and the $0\nu\beta\beta$ decay signals assuming several underlying mechanisms ($m_i$, $\langle \lambda \rangle$, $\langle \eta \rangle$ and $\chi^0_{n=1}$) are also shown with an arbitrary normalization in each figure, analogous to Fig. 9.
FIG. 11. BDT score distributions resulting from the training for detecting $0\nu\beta\beta$ decays mediated via (a) a light Majorana neutrino exchange, (b) RHCs coupling LH quarks to RH leptons, (c) RHCs coupling RH quarks to RH leptons, and (d) the emission of majorons with spectral index $n = 1$. The data are consistent with the background-only hypothesis in each case as demonstrated by the observed $p$ values (1-CL$_{b}$). The $0\nu\beta\beta$ decay rate normalized to the number of excluded events at the 90% C.L. for each mechanism is shown stacked on top of the expected background rate.

on the $2\nu\beta\beta$ decay efficiency. The dominant contribution (5.55%) again comes from the comparison of NEMO-3 data from $^{207}$Bi calibration runs with HPGe measurements of the same calibration sources. This is added in quadrature with the uncertainties on the foil composition, enrichment, energy loss and bremsstrahlung simulation, which together yield an uncertainty of $[+5.8, -5.7]$% (see Table III). Energy scale uncertainties that could affect the shape of the $0\nu\beta\beta$ signals have been shown to have an effect of <1% on the derived limits [12].

The data are consistent with the background-only hypothesis as indicated by the $p$ values (1-CL$_{b}$) shown in Fig. 11 for the various $0\nu\beta\beta$ decay mechanisms investigated. Therefore, upper limits on the signal strengths are derived at the 90% C.L. and translated into lower limits on the half-lives for each process.

The total efficiency for selecting $0\nu\beta\beta$ events mediated by light Majorana neutrino exchange is 12.1%. The observed lower limit on the half-life for this process is $T_{1/2}^{0\nu} > 2.0 \times 10^{22}$ y, which is consistent with the ±1 standard-deviation range of the median expected limit as shown in Table IV. This is the most stringent limit obtained for the isotope $^{150}$Nd assuming the mass mechanism. We convert it into an upper limit on the effective neutrino mass $\langle m_\nu \rangle$ using the phase space value of $G^{0\nu} = 63.03 \times 10^{-15}$ y$^{-1}$ [27], nuclear matrix elements spanning the range $M^{0\nu} = 1.71 - 5.60$ [28-34], and the axial vector coupling $g_A = 1.27$ [35]. The corresponding mass limit is $\langle m_\nu \rangle < [1.6 - 5.3]$ eV. The range is due to the large differences in $M^{0\nu}$ values calculated with different methods.

We only use $M^{0\nu}$ calculations that take into account the difference between the deformation of the initial ($^{150}$Nd) and final state ($^{150}$Sm) nuclei.

The BDT technique improves the expected (observed) half-life limit for the mass mechanism process by

<table>
<thead>
<tr>
<th>Mechanism</th>
<th>$\epsilon$ (%)</th>
<th>$T_{1/2}^{0\nu}$ (expected)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\langle m_\nu \rangle$, $R_p$ SUSY</td>
<td>12.1</td>
<td>$2.0$</td>
</tr>
<tr>
<td>$\langle n \rangle$</td>
<td>10.4</td>
<td>$1.9$</td>
</tr>
<tr>
<td>$\langle \lambda \rangle$</td>
<td>6.8</td>
<td>$1.1$</td>
</tr>
<tr>
<td>$\lambda_{n=1}$</td>
<td>9.4</td>
<td>$0.3$</td>
</tr>
</tbody>
</table>
11% (34%) compared to the results obtained using only the total energy distribution. This is primarily due to the improved ability to discriminate between $^{208}$Tl decays and the $\langle m_\nu \rangle$ signal. Since the sensitivity for $T_{1/2}^{0\nu}$ scales with the square root of the exposure, this improvement corresponds to an increase by a factor of $\approx 1.2$ in exposure.

The half-life limit for the light Majorana neutrino exchange can also be used to derive limits on the coupling parameter $\lambda'_{\mu 1}$ of $R$-parity violating (RP) supersymmetry (SUSY) models. Under the assumption that the decay proceeds via a short-range gluino or neutralino exchange, the kinematics are sufficiently similar to the mass mechanism such that the same signal efficiency and signal template can be used to search for $R_P$ decays. Using the same half-life limit of $T_{1/2}^{0\nu} > 2.0 \times 10^{22}$ y, a phase space factor of $G^{0\nu} = 63.03 \times 10^{-15}$ y$^{-1}$ and nuclear matrix elements from Ref. [36], we obtain an upper limit on the coupling constant of $\lambda'_{\mu 1}$ of $1 \times 10^{-4} \times f$, where

$$f = C \times \left( \frac{m_1}{1 \text{ TeV}} \right)^2 \left( \frac{m_2}{1 \text{ TeV}} \right)^{1/2}.$$ (5)

In the case of the gluino exchange $C = 1.8$, $m_1$ is the squark and $m_2$ the gluino mass. If the process is mediated by neutralinos, $C = 12.5$, $m_1$ is the selectron and $m_2$ the neutralino mass [36].

The observed lower limits on the half-lives for decays mediated by RHICs are $T_{1/2}^{0\nu} > 1.9 \times 10^{22}$ y for the $\langle n \rangle$ mode and $T_{1/2}^{0\nu} > 1.1 \times 10^{22}$ y for the $\langle \lambda \rangle$ decay mode. These are the most stringent limits to date obtained with the isotope $^{150}$Nd. An improvement of 14% (48%) in the expected (observed) limit is obtained through the use of a BDT for the decays mediated by the $\langle n \rangle$ decay mode. A 7% (35%) improvement is achieved for the expected (observed) limits on the half-life assuming the $\langle \lambda \rangle$ mode. The improvement in the expected sensitivity is smaller than for the $\langle m_\nu \rangle$ and $\langle n \rangle$ decay modes since the kinematic distributions of $^{208}$Tl decays and the $\langle \lambda \rangle$ mode are similar.

We also derive a limit of $T_{1/2}^{0\nu} > 0.3 \times 10^{22}$ y (observed) for the emission of a majoron with a spectral index $n = 1$. While the use of the BDT improves the sensitivity by approximately 5%, the observed limit shows only a 2% improvement over the univariate method. The half-life can be converted into a limit on the neutrino-majoron coupling strength of $\langle g_{ee} \rangle < (3.8 - 14.4) \times 10^{-5}$, using $G^{0\nu}_{ee} = 3.1 \times 10^{-15}$ y$^{-1}$ [37], $g_\lambda = 1.27$, and the same values of $M^{0\nu}$ as used for the mass mechanism. This is the best limit on $\langle g_{ee} \rangle$ obtained with $^{150}$Nd.

VIII. CONCLUSIONS

We use the entire NEMO-3 data set to obtain a complete background description of the $^{150}$Nd source foil. All internal and external background decay rates are measured using multiple dedicated analysis channels, which are defined by the final-state topology of each event to enhance the sensitivity to the isotopes of interest. With a live time of 5.25 years and 36.6 g of $^{150}$Nd, the $2\nu\beta\beta$ decay half-life for the ground state transition is measured to be $T_{1/2}^{2\nu} = [9.34 \pm 0.22 \text{(stat)} \pm 0.62 \text{(syst)}] \times 10^{18}$ y. This result represents the most accurate measurement of the half-life of $^{150}$Nd to date.

A BDT multivariate technique is used to maximize the sensitivity to various $0\nu\beta\beta$ signals from different BSM physics models. This is the first instance that a multivariate analysis has been employed in this way to derive limits on $0\nu\beta\beta$ decay processes. As there is no indication of $0\nu\beta\beta$ decay, lower limits are derived for each mechanism. The lower limit on the half-life obtained assuming the mass mechanism is $T_{1/2}^{0\nu} > 2.0 \times 10^{22}$ y at the 90\% C.L. This corresponds to an upper limit on an effective neutrino mass of $\langle m_\nu \rangle < [1.6-5.3]$ eV. The use of a BDT technique to increase the discrimination between signal and background improves the expected sensitivity by approximately 11% compared to the results obtained using only the total energy distribution of the two electrons. This demonstrates the power of both the combined tracking and calorimetric detector design adopted by the NEMO-3 experiment and the multivariate analysis technique.

This article presents the most stringent half-life limits on several $0\nu\beta\beta$ decay mechanisms using the isotope $^{150}$Nd. Due to the small mass of this sample, the limits are in general not competitive with the leading results in this field [14,38–40]. The exception is the limit for the coupling between neutrinos and majorons $\langle g_{ee} \rangle$ with $n = 1$. The limit on $\langle g_{ee} \rangle$ is comparable with results obtained using other isotopes with significantly larger exposures [14,38,41,42]. This is due to the favorable nuclear properties of $^{150}$Nd, including its large $Q_{\beta\beta}$ value and atomic number, as well as the excellent background reduction possible through the selection of two-electron events with the NEMO-3 detector.

The results presented herein are promising for the SuperNEMO experiment, which is based on the same design principles as the NEMO-3 detector, and will have much lower backgrounds and improved energy resolution. The demonstrator module for SuperNEMO is currently under construction at the LSM laboratory. The main isotope used to search for $0\nu\beta\beta$ decay will be $^{136}$Xe and $^{82}$Se with a total mass of 7 kg. However, there is potential to also include $^{150}$Nd and $^{48}$Ca as secondary isotopes. The analysis presented in this article demonstrates that $^{150}$Nd is indeed an attractive isotope for future $0\nu\beta\beta$ decay searches, assuming an increase in the exposure. In addition, it has been shown that the use of a multivariate analysis technique, such as a BDT, has the potential to greatly improve the sensitivity for experiments that can measure multiple observables in the final state.
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