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Abstract

Repeated evaluations of expensive computer models in applications such as design optimization and uncertainty quantification can be computationally infeasible. For partial differential equation (PDE) models, the outputs of interest are often spatial fields leading to high-dimensional output spaces. Although emulators can be used to find faithful and computationally inexpensive approximations of computer models, there are few methods for handling high-dimensional output spaces. For Gaussian process (GP) emulation, approximations of the correlation structure and/or dimensionality reduction are necessary. Linear dimensionality reduction will fail when the output space is not well approximated by a linear subspace of the ambient space in which it lies. Manifold learning can overcome the limitations of linear methods if an accurate inverse map is available. In this paper, we use kernel PCA and diffusion maps to construct GP emulators for very high-dimensional output spaces arising from PDE model simulations. For diffusion maps we develop a new inverse map approximation. Several examples are presented to demonstrate the accuracy of our approach.
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1. Introduction

An emulator (or surrogate model) is an approximation of a high-fidelity computational model (simulator) that is employed in cases where use of the simulator is computationally impractical or simply infeasible [1, 2]. Applications include uncertainty quantification, design optimization and inverse parameter estimation, which demand repeated simulations in an input parameter space [3, 4]. Statistical (data-driven) emulators are based on supervised machine learning methods, notably polynomial response surface models, Gaussian process models and artificial neural networks, which are applied to input-output data generated by the simulator at judiciously selected design points [2].

In this paper, we are concerned with the emulation of outputs in very high-dimensional spaces, motivated by the problem of emulating spatial fields (e.g., velocity, temperature, electric) from parameterized partial differential equation (PDE) models. The dimensionality of the output space in this case is equal to the number of points in a spatial grid at which the field variable value is recorded. This number can be very high, especially for problems requiring a fine resolution of the spatial characteristics, e.g., multiple spatial scales or moving boundaries. Emulating such outputs poses unique challenges in terms of the computational cost.

In Gaussian process (GP) emulation, the output of a simulator is modelled as a GP indexed by the input parameters [5, 6, 7, 8, 9]. The GP emulation (GPE) framework is not naturally extended to multiple outputs. A naïve approach is to treat the output index (representing the field value at a particular location in the spatial domain) as an additional input parameter [10]. This approach is infeasible for more than a few spatial locations, even for parsimoniously selected training points [11]. Conti and O’Hagan [12] developed a method in which a multi-dimensional GP prior is placed over the outputs and separability of the covariance structure is assumed; that is, the between-output covariance and between-index correlations are factored, and it is assumed that a single set of
correlation lengths governs all points in the spatial domain. This is essentially the linear model of coregionalization with a so-called intrinsic formulation [13]. Although the resulting method is computationally practical, separability is a severe assumption to make. In many problems of practical interest, e.g., when a phase change takes place, this assumption is invalid. Recent extensions of this idea can be found in [14, 15, 16].

An alternative approach based on dimensionality reduction of the output space was developed by Higdon et al. [17], who used principal component analysis (PCA) combined with separate GPE of the coefficients in the PCA basis. Since the coefficients are uncorrelated, they can be treated as independent, with distinct sets of correlation lengths. A similar approach based on a wavelet decomposition was proposed by Bayarri et al. [18]. As we point out in [19], PCA will fail when the output space does not lie close to a linear subspace of the original space, e.g., if abrupt changes take place with variations in one or more input parameters. Other linear methods such as independent component analysis and multidimensional scaling suffer from the same issues.

Reduced-order models can also be employed as emulators for PDEs [20, 21, 22, 23]. The approach in this case is typically based on projecting the original PDE system onto a reduced-dimensional subspace obtained by forward runs of the simulator (snapshots), e.g., via proper orthogonal decomposition (POD). This procedure is combined with a numerical method (typically Galerkin finite element) to approximate the undetermined coefficients, e.g., in a POD basis. Such approaches are attractive since they maintain a direct link to the underlying physical principles and provide rigorous estimates of the error [23, 24, 25]. Dealing with nonlinearities, on the other hand, is not straightforward. Moreover, in methods based on weak formulations of the PDEs, affine approximations for the bilinear forms and functionals (in relation to the dependence on parameters) are key to computational efficiency [26].

Motivated by the work of Higdon et al., in [19] we employ nonlinear dimensionality reduction (manifold learning) based on the Isomap [27] to perform GPE of the coefficients in a reduced-dimensional output space. Manifold learn-
ing refers to a class of methods that provide low-dimensional representations of data residing in a high-dimensional ambient space [28, 29]. The fundamental assumption is that the data lie on, or close to a manifold of low intrinsic dimensionality. The development of these methods was motivated by the failure of linear methods such as PCA to handle even relatively simple surfaces such as a swiss roll [28]. They can be categorized in a number of ways, e.g., as kernel, embedding, spectral or graphical methods, although these categories are not mutually exclusive [30, 31, 32]. Choosing amongst the methods for a given problem is not straightforward; performance on toy data sets can be misleading and each method requires tuning of free parameters to best approximate the given data set. In the present case, there is, moreover, a strict requirement for the existence of an inverse map from the reduced-dimensional space to the physical ambient space. This excludes the majority of methods, for which no such map, or even approximate map exists.

In this paper, we implement two manifold learning techniques (kernel PCA [33] and diffusion maps [34]) for GPE in high-dimensional spaces, each with their own challenges in terms of constructing a valid basis and finding an inverse map approximation. While a number of inverse map approximations exist for kernel PCA (kPCA), approximations for diffusion maps are limited to low-dimensional embeddings [35]. We outline a new approximation that is computationally efficient and stable. Its accuracy on a standard data set is demonstrated before it is used in the main algorithm developed in this paper: the emulation of spatial-field outputs (in high-dimensional spaces) from parameterized PDE models.

In the next section the problem is formulated and in Section 3 we outline the two manifold learning methods, defining the reduced-dimensional spaces and the quantities that are used later in the GP emulations and inverse map approximations. In Section 4, GPE is outlined and the targets for emulation are made clear. The overall strategy for emulating outputs in high-dimensional spaces is explained in Section 5 and the inverse map approximations are described in Section 6. Numerical examples are presented and discussed in Section 7. Brief concluding remarks are given in Section 8.
2. Statement of the problem

Consider a parameterized nonlinear, system of steady-state PDEs of arbitrary order for dependent variables (scalar fields) \( u_i(x, \xi), \ i = 1, \ldots, J \), where \( \xi \in \mathbb{R}^l \) is a vector of parameters and \( x \) is the spatial variable. To give a concrete example, the \( u_i \) could refer to velocity components (say \( i = 1, 2, 3 \)) and pressure (\( i = 4 \)) in a fluid flow model. The PDEs are permitted to be fully nonlinear and parameterized in an arbitrary fashion (including the initial and boundary conditions). It is assumed that the PDE model is well-posed (solutions exist and are unique) for the range of values of \( \xi \) considered.

The quantity or quantities of interest can include any or all of the \( u_i \), or functions derived from the \( u_i \). For the purposes of exposition, consider a single quantity of interest, denoted simply as \( u(x; \xi) \). The simulator provides values of \( u(x; \xi) \) at specified (fixed) locations, \( x^{(i)}, i = 1, \ldots, d \), on a spatial grid. For different inputs \( \xi^{(j)} \in \mathbb{R}^l, j = 1, \ldots, m \), the outputs of the simulator can be represented as vectors: \( y^{(j)} = (u(x^{(1)}; \xi^{(j)}), \ldots, u(x^{(d)}; \xi^{(j)}))^T \in \mathbb{R}^d \). This process can be repeated for other spatial fields of interest to derive multiple vectorized outputs in \( \mathbb{R}^d \). An example of the simultaneous emulation of multiple field outputs is given in Section 7. It is assumed for now that a single output \( y \) (derived from a single scalar field \( u(x; \xi) \)) is the target for emulation.

The simulator can be considered as a mapping \( \eta: \mathcal{X} \to \mathcal{M} \) (assumed to be injective), where \( \mathcal{M} \subset \mathbb{R}^d \) is the permissible output space and \( \mathcal{X} \subset \mathbb{R}^l \) is the permissible input space. That is, \( \eta(\xi) = y = (u(x^{(1)}; \xi), \ldots, u(x^{(d)}; \xi))^T \) for an arbitrary input \( \xi \). The goal of statistical emulation is to approximate the mapping \( \eta \) given training points \( y^{(j)} = \eta(\xi^{(j)}) \in \mathcal{M}, j = 1, \ldots, m \). The corresponding inputs \( \xi^{(j)} \in \mathcal{X} \) are referred to as design inputs or design points.

To infer outputs of the simulator at new inputs, Conti and O’Hagan [12] took the approach of placing a \( d \)-dimensional GP prior over \( \eta \), indexed by \( \xi \). Effectively, the same assumption was made by Higdon et al. [17] but in that case the outputs were a linear combination of PCA basis vectors with coefficients treated as independent univariate GPs indexed by \( \xi \). In this paper, a
similar approach is adopted but rather than using PCA coefficients, we place GP priors over coefficients of a reduced-dimensional approximation of points in \( \mathcal{M} \), obtained by manifold learning methods. We assume that \( \mathcal{M} \) is a smooth manifold in \( \mathbb{R}^d \). The high dimension \( d \) of the output space and the inability of linear dimensionality reduction methods such as PCA to capture complex response surfaces is the motivation for our approach.

3. Manifold learning methods

3.1. Kernel principal component analysis

kPCA \[33\] maps high-dimensional data in a space \( \mathcal{M} \) to a higher-dimensional feature space \( \mathcal{F} \) via a mapping \( \phi : \mathcal{M} \to \mathcal{F} \), in which linear PCA is performed. In our case, the data consists of the training data \( y^{(i)} = \eta(\xi^{(i)}) \in \mathcal{M} \subset \mathbb{R}^d \), \( i = 1, \ldots, m \), i.e., simulator outputs at the design points \( \xi^{(i)} \in \mathcal{X} \subset \mathbb{R}^l \). The eigen-problem for the sample covariance matrix in \( \mathcal{F} \) is:

\[
C_F \mathbf{w} = \left( \frac{1}{m} \sum_{i=1}^{m} \tilde{\phi}(y^{(i)}) \left( \tilde{\phi}(y^{(i)}) \right)^T \right) \mathbf{w} = \lambda \mathbf{w}, \tag{1}
\]

in which \( \tilde{\phi}(y^{(i)}) = \phi(y^{(i)}) - \overline{\phi} \) is the \( i \)-th centred data point in feature space, where \( \overline{\phi} = (1/m) \sum_{j=1}^{m} \phi(y^{(j)}) \). The mapping \( \phi(\cdot) \) is implicitly defined via a kernel function \( \mathbb{k}(y^{(i)}, y^{(j)}) = \phi(y^{(i)})^T \phi(y^{(j)}) \), which generates a kernel matrix \( \mathbf{K} = [K_{ij}] \) with entries \( K_{ij} = \mathbb{k}(y^{(i)}, y^{(j)}) \). A centred kernel function \( \tilde{\mathbb{k}}(y^{(i)}, y^{(j)}) = \tilde{\phi}(y^{(i)})^T \tilde{\phi}(y^{(j)}) \) and a centred kernel matrix \( \tilde{\mathbf{K}} = [\tilde{K}_{ij}] \) with entries \( \tilde{K}_{ij} = \tilde{\phi}(y^{(i)})^T \tilde{\phi}(y^{(j)}) \) are similarly defined. Note that \( \tilde{\mathbf{K}} = \mathbf{H} \mathbf{K} \mathbf{H} \), where \( \mathbf{H} = \mathbf{I} - (1/m) \mathbf{1} \mathbf{1}^T \) is the centering matrix, in which \( \mathbf{I} \) is the identity matrix and \( \mathbf{1} = (1/m)(1, \ldots, 1)^T \in \mathbb{R}^m \). One of the most widely used kernel functions is the Gaussian kernel \( \mathbb{k}(y^{(i)}, y^{(j)}) = \exp(-||y^{(i)} - y^{(j)}||^2/s^2) \), where \( s \) is a scale factor.

Equation (1) shows that the eigenvectors \( \mathbf{w} \) are linear combinations of \( \tilde{\phi}(y^{(i)}) \), i.e., \( \mathbf{w} = \sum_{i=1}^{m} \alpha_i \tilde{\phi}(y^{(i)}) \). Using this expression in Eq. (1) and premultiplying by \( \tilde{\phi}(y^{(i)})^T \) (noting that \( \tilde{\mathbf{K}} \) is positive semidefinite), yields the eigenvalue problem \( \tilde{\mathbf{K}} \mathbf{a} = m \lambda \mathbf{a} \), where \( \mathbf{a} = (\alpha_1, \ldots, \alpha_m)^T \). Once computed, the orthonormal
$\alpha_i$ are rescaled by $\alpha_i \mapsto \alpha_i/\sqrt{\lambda_i} = \tilde{\alpha}_i$. This defines orthonormal eigenvectors $\tilde{\alpha}_i = \sqrt{\lambda_i}$, $i = 1, \ldots, m$, where $\alpha_{ji} = \alpha_{ji}/\sqrt{\lambda_i}$ and $\alpha_{ji}$ denote the $j$-th components of $\alpha_i$ and $\alpha_i$, respectively. Strictly speaking, there are $\min(\dim \mathcal{F}, m)$ basis vectors $\tilde{\alpha}_i$, but we assume for the purposes of illustration that $\dim \mathcal{F} > m$, without loss of generality. A mapped training point $\tilde{\phi}(y^{(j)})$ can be expressed in the basis $\{\tilde{\alpha}_i\}_{i=1}^m \subset \mathcal{F}$ as

$$\tilde{\phi}(y^{(j)}) = \sum_{i=1}^m \tilde{w}_i \tilde{\phi}(y^{(j)}) \quad = \sum_{i=1}^m \tilde{\alpha}_i \tilde{\phi}(y^{(j)}) = \sum_{i=1}^m \tilde{\alpha}_i \tilde{k}_j = \tilde{\alpha}_i^T \mathbf{H}(k_j - \mathbf{K1}),$$

for $i = 1, \ldots, m$, where $k_j = (K_{1j}, \ldots, K_{mj})^T$ and $\tilde{k}_j = (\tilde{K}_{1j}, \ldots, \tilde{K}_{mj})^T$. We can therefore define $z(y^{(j)}) = (z_1(y^{(j)}), \ldots, z_m(y^{(j)}))^T$, where the $z_i(y^{(j)})$, $i = 1, \ldots, m$, are given by Eq. (2).

The main properties of PCA carry over to kPCA. With $\lambda_i < \lambda_{i-1}$, $i = 2, \ldots, m$, the variance in the data along $\tilde{w}_i$ (equal to $\lambda_i$) decreases as $i$ increases and the coefficients in an expansion of a mapped training point in the basis $\{\tilde{w}_i\}_{i=1}^m$ are uncorrelated. The goal is to find an $r$-dimensional approximation of the points $\tilde{\phi}(y^{(j)})$, where ideally $r \ll m$. The reconstruction error [36] of the projection $\tilde{\phi}_r(y^{(j)}) = \sum_{i=1}^r z_i(y^{(j)}) \tilde{w}_i$ of $\tilde{\phi}(y^{(j)})$ onto the subspace $\mathcal{F}_r = \text{span}(\tilde{w}_1, \ldots, \tilde{w}_r)$ is given by $||\tilde{\phi}_r(y^{(j)}) - \tilde{\phi}(y^{(j)})||^2 = \sum_{i=r+1}^m \lambda_i^2$, where $|| \cdot ||$ is the standard Euclidean norm for $\dim \mathcal{F} < \infty$ or the $L^2(\mathcal{M})$ norm of (equivalence classes of) square integrable functions on $\mathcal{M}$ for $\dim \mathcal{F} = \infty$. The value of $r$ is typically chosen according to a variance criterion (or modal energy) [36]: Select $r$ such that $\sum_{i=r+1}^m \lambda_i / \sum_{i=1}^m \lambda_i > \varrho$ for some threshold $\varrho$.

We can now define a mapping $\tilde{\phi}_r : \mathcal{M} \to \mathcal{F}_r$ as the orthogonal projection of $\tilde{\phi}(\cdot)$ onto $\{\tilde{w}_i\}_{i=1}^r$:

$$\tilde{\phi}_r(y^{(j)}) = \sum_{i=1}^r z_i(y^{(j)}) \tilde{w}_i. \quad (3)$$

We use the notation $z_r(y^{(j)}) = (z_1(y^{(j)}), \ldots, z_r(y^{(j)}))^T$, which, from Eq. (2), is given by $z_r(y^{(j)}) = [\tilde{\alpha}_1, \ldots, \tilde{\alpha}_r]^T \mathbf{H}(k_j - \mathbf{K1})$. Algorithm 1 summarizes kPCA.
Algorithm 1: kPCA

1: Form a kernel matrix $\mathbf{K}$ using a kernel function $k(\cdot, \cdot)$:

Centred kernel matrix: $\tilde{\mathbf{K}} \leftarrow \mathbf{H} \mathbf{K} \mathbf{H}$.

2: Solve eigenvalue problem: $\tilde{\mathbf{K}} \mathbf{\alpha} = m \lambda \mathbf{\alpha} \rightarrow (\mathbf{\alpha}_i, \lambda_i), i = 1, \ldots, m,$

$\tilde{\alpha}_i \leftarrow \mathbf{\alpha}_i \sqrt{\lambda_i}$.

3: Select $r < m$ according to $\sum_{i=1}^r \lambda_i / \sum_{i=1}^m \lambda_i > \varrho$. Then compute:

$$z_i(y^{(j)}) \leftarrow \tilde{\alpha}^T_i \mathbf{H}(k_j - \mathbf{K}_1) \quad i, j = 1, \ldots, m,$$

$$z_r(y^{(j)}) \leftarrow (z_1(y^{(j)}), \ldots, z_r(y^{(j)})^T \quad j = 1, \ldots, m.$$

Remark 1. We assume that the training data captures the structure of $\mathcal{M}$ sufficiently well to (implicitly) define a representative basis, $\mathbf{w}_i, i = 1, \ldots, m$, for the image $\tilde{\mathbf{\phi}}[\mathcal{M}] \subset \mathcal{F}$ of the entire space $\mathcal{M}$ under $\tilde{\mathbf{\phi}}$. Equation (3) then yields a reduced-dimensional approximation $\tilde{\phi}_r(\mathbf{y}) = \sum_{i=1}^r z_i(\mathbf{y}) \mathbf{w}_i$ for an arbitrary $\mathbf{y} \in \mathcal{M}$. Equivalently, by the injectivity of $\mathbf{y} = \eta(\xi)$, and assuming that the feature map is injective, Eq. (3) defines a map $(\tilde{\phi}_r \circ \eta)(\cdot) = \tilde{\phi}_r(\eta(\cdot)) : \mathcal{X} \rightarrow \mathcal{F}_r$, i.e., directly from the entire permissible input space $\mathcal{X}$ to $\mathcal{F}_r$. The basis vectors are, however, unknown without an explicit form for $\mathbf{\phi}$. For an arbitrary input $\xi \in \mathcal{X}$, the coefficients $z_i(\mathbf{y})$ define computable maps $z_i(\cdot) = z_i(\eta(\cdot)) : \mathcal{X} \rightarrow \mathbb{R}$ and $z_r(\eta(\cdot)) : \mathcal{X} \rightarrow \mathbb{R}^r$. Thus:

$$\tilde{\phi}_r(\eta(\xi)) = \sum_{i=1}^r z_i(\xi) \mathbf{w}_i,$$

$$(4) \quad z_r(\eta(\xi)) = (z_1(\xi), \ldots, z_r(\xi))^T.$$

The original problem of approximating $\eta : \mathcal{X} \rightarrow \mathcal{M}$ given the training points $\{y^{(j)}\}_{j=1}^m$ is replaced by the problem of approximating $z_r(\eta(\cdot))$.

A multivariate GP prior indexed by $\xi$ is placed over $z_r(\eta(\cdot))$. Algorithm 1 applied to the original training set $\{y^{(i)}\}_{i=1}^m$ yields the new training points for emulation: $z_r(\eta(\xi^{(j)})) = z_r(y^{(j)}) = [\tilde{\alpha}_1 \ldots \tilde{\alpha}_r]^T \mathbf{H}(k_j - \mathbf{K}_1), j = 1, \ldots, m.$
3.2. Diffusion maps

In diffusion maps, the training data \( y^{(i)} \in \mathcal{M} \subset \mathbb{R}^d \), \( i = 1, \ldots, m \) is mapped to a subset of \( \mathbb{R}^m \) called the diffusion space from which a reduced-dimensional approximation is subsequently obtained [34, 37]. The mapping embeds the data points in diffusion space by preserving a diffusion distance defined between the points in physical space. The data points \( y^{(i)} \) are identified with nodes on a graph and a Markov chain is constructed by specifying a measure of ‘connectivity’ (or a ‘kernel’) between the nodes. Consider a weighted undirected graph \( G \) with vertex set \( \{ y^{(1)}, \ldots, y^{(m)} \} \) representing the training points. Edge weights are defined by a symmetric and positive definite kernel \( k(y^{(i)}, y^{(j)}) \) between the data points, e.g., the Gaussian kernel \( k(y^{(i)}, y^{(j)}) = \exp(-||y^{(i)} - y^{(j)}||^2/s^2) \).

We assume \( G \) is connected (otherwise the maps can be constructed separately on each connected component).

A diffusion process [38] on \( G \) is constructed by normalizing the connectivity (adjacency) matrix \( K = [K_{ij}] \), where \( K_{ij} = k(y^{(i)}, y^{(j)}) \). The degree matrix is defined as \( D = \text{diag}(d_1, \ldots, d_m) \), where \( d_i = \sum_j K_{ij} \), and an \( m \times m \) diffusion matrix is defined by \( P = D^{-1}K \). \( P = [P_{ij}] \) is a Markov matrix; the entry \( P_{ij} \) is considered to be a transition probability \( p(y^{(i)}, y^{(j)}) \) from node \( y^{(i)} \) to \( y^{(j)} \) in a random walk on \( G \). The corresponding \( t \) step transition probability \( p_t(y^{(i)}, y^{(j)}) \) (from \( y^{(i)} \) to \( y^{(j)} \) in \( t \in \mathbb{N} = 1, 2, \ldots \) steps) is given by the \((i, j)\)-th entry of \( P^t = P \times \cdots \times P \).

Since \( G \) is connected, \( P \) is ergodic and, therefore, possesses a unique stationary distribution \( \pi \) with entries \( \pi_i = d_i/\sum_j d_j \) [34]. The symmetric matrix \( P' = D^{-1/2}KD^{1/2} \) possesses the same eigenvalues \( \gamma' \) as \( P \). A spectral decomposition yields \( P' = S\Gamma' S^T \), where the columns of \( S \) are the orthonormal eigenvectors \( s_i, i = 1, \ldots, m \), of \( P' \) and \( \Gamma' = \text{diag}(\gamma'_1, \ldots, \gamma'_m) \). The eigenvalues are arranged such that \( 1 = \gamma'_1 > \cdots > \gamma'_m \) and the eigenvector \( s_1 \) has entries \( \sqrt{\pi_i} \) [39]. \( P \) has the spectral decomposition \( P = Q\Gamma Q^{-1} \), where \( Q = D^{-1/2}S \).

The right and left eigenvectors of \( P \) are \( r_i = D^{-1/2}s_i \) and \( l_i = D^{1/2}s_i \), respectively. Therefore \( l_1 = \pi \sqrt{\sum_j d_j} \) and \( r_1 = 1^T/\sqrt{\sum_j d_j} \). The right and left eigenvectors are bi-orthogonal, i.e., \( l_i^T r_1 = \delta_{ij} \), where \( \delta_{ij} \) is the Kronecker delta.
By the orthogonality of $S$, $P^t = QP^t Q^{-1}$, or $P^t = \sum_{i=1}^{m} (\gamma_i^t r_i l_i^T)$. The $j$-th row vector of $P^t$, denoted $p_j^t$, is:

$$p_j^t = (p_t(y^{(j)}, y^{(1)}), \ldots, p_t(y^{(j)}, y^{(m)}))^T = \sum_{i=1}^{m} (\gamma_i^t r_{ji} l_i), \quad (5)$$

where $r_{ji}$ is the $j$-th coordinate of $r_i$. $p_j^t$ can be considered as a probability mass function, where the $i$-th entry, $i = 1, \ldots, m$, is the probability of being at node $y^{(i)}$ after $t$ steps of a random walk that started at node $y^{(j)}$.

A diffusion distance $D_t$ (in physical space) is then defined as follows [34]:

$$D_t(y^{(i)}, y^{(j)}) = \left((p_i^t - p_j^t)^T D^{-1} (p_i^t - p_j^t)\right)^{1/2}. \quad (6)$$

We can now define a family of diffusion maps $\psi^t : \mathcal{M} \rightarrow \mathcal{D}^{(t)} \subset \mathbb{R}^m$ between the training points $y^{(j)}$ and diffusion spaces $\mathcal{D}^{(t)}$ as follows [34, 37]:

$$\psi^t(y^{(j)}) = ((\gamma_1^t r_{j1}), \ldots, (\gamma_m^t r_{jm}))^T. \quad (7)$$

The maps are indexed by the free parameter $t$. The coefficients of a mapped point $y^{(j)}$ are the coefficients of $p_j^t$ in the non-orthogonal basis $\{l_i\}_{i=1}^{m}$. Diffusion maps embed the data points in $\mathcal{D}^{(t)}$ in the following sense [34, 37, 40]:

$$||\psi^t(y^{(i)}) - \psi^t(y^{(j)})|| = D_t(y^{(i)}, y^{(j)}), \quad (8)$$

where $|| \cdot ||$ denotes the standard Euclidean norm. Equation (8) follows from the bi-orthogonality of the left and right eigenvectors. From Eq. (7) and the decay in the eigenvalues, we can define mappings $\psi^t_r(y^{(j)}): \mathcal{M} \rightarrow \mathcal{D}^{(r)} \subset \mathbb{R}^r$ as follows:

$$\psi^t_r(y^{(j)}) = ((\gamma_1^t r_{j1}), \ldots, (\gamma_r^t r_{jr}))^T, \quad (9)$$

which give approximations of the training data $\{y^{(j)} = \eta(\xi^{(j)})\}_{j=1}^{m}$ in $\mathbb{R}^r$, where ideally $r \ll m$.

In practice, the value of $r$ is usually selected according to a criterion on the eigenvalues, e.g., as the largest index $j$ such that $|\gamma_j^t| > v|\gamma_2^t|$ holds for a pre-selected precision $v$ [34]. The diffusion distance, and therefore the diffusion map, depends on $t$. As $t$ increases, the diffusion distances between
Algorithm 2: Diffusion maps

1: Form a kernel matrix $K$ using a kernel function $k(\cdot, \cdot)$.

- Degree of node $i$: $d_i \leftarrow \sum_j K_{ij}$, $i = 1, \ldots, m$.
- Degree matrix: $D \leftarrow \text{diag}(d_1, \ldots, d_m)$.

$P' \leftarrow D^{-1/2} K D^{1/2}$.

2: Eigenvalue problem: $P's = \gamma s \rightarrow (s_i, \gamma'_i), i = 1, \ldots, m$.

$r_i \leftarrow D^{-1/2} s_i$ and $l_i \leftarrow D^{1/2} s_i$.

3: Select $r$ as the largest index $j$ such that $|\gamma'_j^t| > \upsilon |\gamma'_2^t|$ for a precision $\upsilon$:

$\psi_t(y^{(i)}) \leftarrow ((\gamma'_{1})^tr_{j1}, \ldots, (\gamma'_{r})^tr_{jr})^T$, $j = 1, \ldots, m$.

points decrease since each row of $P^t$ approaches the stationary distribution (see Eq. (5)). Algorithm 2 summarizes diffusion maps for data $\{y^{(i)}\}_{i=1}^m$.

In order to develop an inverse map approximation, we generalize diffusion maps to all points in $\mathcal{M}$ by taking the limit $m \to \infty$. In this limit, the random walk on the discrete graph using a Gaussian kernel converges to a discrete-time walk on the continuous state space $\mathcal{M}$ [34, 37, 40, 41]. Full details of the following are provided in Appendix A. Here we define the key quantities needed to generalize diffusion maps for the analysis that follows in Section 6.2 on the inverse mapping. Let $\mu$ be a probability measure on $\mathcal{M}$ defining the density of points. In the limit $m \to \infty$, a one-step transition kernel for the Markov chain on $\mathcal{M}$ can be defined by $p(y', y) = k(y, y')/d(y')$, from an arbitrary $y' \in \mathcal{M}$ to an arbitrary $y \in \mathcal{M}$, where $d(y') = \int_{\mathcal{M}} k(y, y')d\mu(y)$. A corresponding forward transfer operator is defined by $L\varphi(y) = \int_{\mathcal{M}} \varphi(y', y)\varphi(y')d\mu(y')$, which is the analogue of multiplication of $P$ from the left. The $t$-step operator $L^t \varphi = \mathcal{L} \circ \mathcal{L} \circ \cdots \circ \mathcal{L} \varphi$ has a corresponding $t$-step transition kernel $p_t(y, y')$. We can similarly define a backward transfer operator $R\varphi(y) = \int_{\mathcal{M}} \varphi(y, y')\varphi(y')d\mu(y')$, which is the analogue of multiplication of $P$ from the right.

The kernel $p_t(y, y')$ admits the decomposition $p_t(y, y') = \sum_{i=1}^\infty \gamma'_i r_i(y) l_i(y')$, where $\gamma'_i$ and $r_i(y)$, $l_i(y')$ are coefficients and bases, respectively.
where $\gamma_i$, $r_i(y)$ and $l_i(y)$ are the (common) eigenvalues and eigenfunctions of $L$ and $R$, respectively. They are, respectively, the continuous-space equivalents of $\gamma'_i$, $r_i$ and $l_i$. Moreover $1 = \gamma_1 > \gamma_2 > \cdots$. The key to the inverse map we develop in Section 6.2 is the link between the eigenvalues/eigenvectors of $P$ and the eigenvalues/eigenfunctions of $L$ and $R$.

For a fixed $y \in M$, $p_t(y, y')$ is the continuous version (a probability density in $y' \in M$) of the probability mass function defined by Eq. (5); in the latter case, $y = y^{(j)}$ and $y' \in \{y^{(1)}, \ldots, y^{(m)}\}$, i.e., the finite set of states accessible from $y^{(j)}$. As explained in Appendix A, the $j$-th components of $r_i$ and $l_i$ are, respectively, approximations of $r_i(y^{(j)})$ and $l_i(y^{(j)})$ based on the training data. The diffusion distances between any two points $y, y' \in M$ are given by $D_t = ||p_t(y, y') - p_t(y, y')||_{1/d}$, where $||\varphi||^2_{1/d} = \int_{y' \in M} |\varphi(y')|^2/d(y')d\mu(y')$ for functions $\{\varphi : ||\varphi||_{1/d} < \infty\}$. In turn, diffusion maps $\psi^t : M \rightarrow D^{(t)} \subset \ell^2$ are defined on the whole space $M$ by $\psi^t(y) = (\gamma_1^t r_1(y), \gamma_2^t r_2(y), \ldots)$. Here, $\ell^2$ denotes the space of sequences $\{(x_1, x_2, \ldots) : \sum_{j=1}^{\infty} x_j^2 < \infty\}$. Truncating the expansion of $p_t$ at the first $r$ terms leads to $r$-dimensional approximations of the diffusion maps $\psi^t_r : M \rightarrow D^{(t)}_r \subset \mathbb{R}^r$, i.e., $\psi^t_r(y) = (\gamma_1^t r_1(y), \ldots, \gamma_r^t r_r(y))^T$.

Given an isotropic kernel $k(y, y')$, diffusion maps can be generalized by defining a family of anisotropic kernels $k^{(\alpha)}(y, y') = k(y, y')/(d(y')^\alpha d(y)^\alpha)$, for $\alpha \in \mathbb{R}$, and normalizing the resulting kernel to generalize $p(y', y)$ (or $P$ in the discrete case) [34, 42, 43]. The standard algorithm described above corresponds to the limiting case of $\alpha = 0$ (isotropic kernel), and we do not consider anisotropic kernels in this paper due to limited space and the lack of inverse mappings for such special cases. In Section 6.2, we describe a new inverse map for the isotropic case only.

**Remark 2.** We can instead consider the mappings $(\psi^t_r \circ \eta)(\cdot) = \psi^t_r(\eta(\cdot)) : \mathcal{X} \rightarrow D^{(t)}_r \subset \mathbb{R}^r$ that map all points in the input space to $D^{(t)}_r$. The mapped point is given by the first $r$ coordinates of the transition kernel $p_t(y, y')$ (considering $y$ to be fixed) in the basis $\{l_i\}_{i=1}^\infty$. The coefficients are the products of the eigenvalues and the corresponding eigenfunctions $r_i$ evaluated at $y = \eta(\xi)$. We
define composite functions $r_i(\cdot) = r_i(\eta(\cdot)) : \mathcal{X} \to \mathbb{R}$ to obtain:

$$
\psi_r(\eta(\xi)) = (\gamma_{r_1}^{(1)} r_1(\xi), \ldots, \gamma_{r_r}^{(1)} r_r(\xi))^T \in \mathcal{D}_{r}^{(1)}.
$$

(10)

The original problem of approximating $\eta(\cdot)$ is replaced with the problem of approximating $\psi_r(\eta(\cdot))$ using the empirical eigenvalues $\gamma_i^r$ and empirical eigenfunctions (eigenvectors) $l_i$ and $r_i$.

A multivariate GP prior indexed by $\xi$ is placed over $\psi_r(\eta(\xi))$. Algorithm 2 applied to the original data set $\{y^{(i)}\}_{i=1}^m$ yields the new training points for emulation: $\psi_r(\eta(\xi^{(j)})) = \psi_r(\eta^{(j)}) = ((\gamma_{r_1}^{(1)} r_{j_1}, \ldots, (\gamma_{r_r}^{(1)} r_{j_r}))^T, j = 1, \ldots, m$, obtained from the empirical eigenfunctions and empirical eigenvalues.

4. Emulation of coefficients in reduced-dimensional approximations

As explained in Remarks 1 and 2, rather than emulating the outputs in $M$ directly, we place multivariate GP priors over the reduced-dimensional representations in $\mathcal{F}_r$ or $\mathcal{D}_{r}^{(1)}$. In the actual approach described in Section 5, we place univariate GP priors over the individual coefficients $r_i(\cdot)$ or $z_i(\cdot)$ and emulate these coefficients separately. In this section, we therefore outline scalar GPE.

A scalar valued simulator is a function $\eta : \mathcal{X} \to \mathbb{R}$ of inputs $\xi \in \mathcal{X} \subset \mathbb{R}^l$. In univariate GPE, a GP prior indexed by $\xi \in \mathcal{X}$ is placed over $\eta(\xi)$ and the emulator is trained using simulator outputs $\eta(\xi^{(1)})$ at design points $\xi^{(1)}$. We use the notation $t = (\eta(\xi^{(1)}), \ldots, \eta(\xi^{(m)}))^T$. The prior is $\eta(\xi) | \theta, \beta \sim \mathcal{GP}(m(\cdot), c(\cdot, \cdot))$, where $\mathcal{GP}(m(\cdot), c(\cdot, \cdot))$ represents a GP with mean and covariance functions $m(\cdot)$ and $c(\cdot, \cdot)$, respectively. The most common choices for the mean function are a linear function or a constant. In this work, $m \equiv 0$ was assumed by centering the data. $\theta$ is a vector of hyperparameters (e.g., parameters in the covariance function) that are typically unknown a priori.

**Remark 3.** A GP noise term can be added to the model, in which case $\eta(\xi)$ is a latent function while the simulator outputs are the observables: $t(\xi) = \eta(\xi) + \epsilon(\xi)$, in which $\epsilon(\xi) \sim \mathcal{GP}(0, \sigma^2_n \delta(\xi, \xi'))$, where $\delta(\cdot, \cdot)$ is the Kronecker delta. The noise can represent modelling or simulation errors or can be included
for numerical stability. It can be included directly as an additional term in the covariance function \( c(\xi, \xi') \) (a so called ‘jitter’ or ‘nugget’ [44]), which leads to the same result for GP priors over the noise and latent function.

We use a square exponential covariance function:

\[
c(\xi, \xi') = \theta_0 \exp \left( - \frac{(\xi - \xi')^T \text{diag}(\theta_1, \ldots, \theta_l)(\xi - \xi')}{2} \right) + \sigma_n^2 \delta(\xi, \xi'),
\]

where the last term is the jitter, and set \( \theta = (\theta_0, \ldots, \theta_l, \sigma_n^2)^T \). The parameters \( \theta_1, \ldots, \theta_l \) are the inverse square correlation lengths. Alternatives to Eq. (11) include the Matérn class of functions and piecewise polynomials, which are also stationary [45].

The conditional predictive distribution at new inputs \( \xi \) is obtained in a straightforward manner from the joint distribution \( p(\eta(\xi), t|\theta) \) [45]:

\[
\begin{align*}
\eta(\cdot)|t, \theta & \sim \mathcal{GP}(m'(\cdot; \theta), \nu'(\cdot; \theta)), \\
m'(\xi; \theta) &= c(\xi)^T C^{-1} t \quad \text{and} \quad \nu'(\xi, \xi'; \theta) = c(\xi, \xi') - c(\xi)^T C^{-1} c(\xi'),
\end{align*}
\]

where \( C = [C_{ij}] \) is the covariance matrix with entries \( C_{ij} = c(\xi^{(i)}, \xi^{(j)}); i, j = 1, \ldots, m \), and \( c(\xi) = (c(\xi^{(1)}, \xi), \ldots, c(\xi^{(m)}, \xi))^T \).

The hyperparameters \( \theta \) are unknown. Point estimates [10, 46] such as the maximum likelihood estimate (MLE) are employed in most cases; that is, the predictive distribution is given by Eq. (12) using the MLE estimate. The MLE is given by \( \arg \max_{\theta} \mathcal{R}(\theta) \), where \( \mathcal{R}(\theta) = \log p(t|\theta) \) is the log likelihood:

\[
\mathcal{R}(\theta) = -\frac{1}{2} \ln |C| - \frac{1}{2} t^T C^{-1} t - \frac{m}{2} \ln(2\pi).
\]

In a Bayesian inference approach, predictions at a new input \( \xi \) are made by integrating over \( \theta \) in the joint distribution of \( \theta \) and \( \eta(\xi) \) given \( t \) (the posterior predictive distribution). The integral is analytically intractable but can be approximated using Monte Carlo integration, e.g., importance sampling, or Markov Chain Monte Carlo [47] to sample from the posterior over the hyperparameters \( p(\theta|t) \). In this paper, we use an MLE estimate.
5. Multi-output emulation using manifold learning

We replaced the problem of emulating \( \eta : X \rightarrow M \) with the problem of emulating the map \( z_r(\eta(\cdot)) \) defined by Eq. (4) or the map \( \psi_r^t(\eta(\cdot)) \) defined by Eq. (10). Multivariate GP priors are placed over these maps, with training points for emulation given by Algorithms 1 and 2 for kPCA and diffusion maps, respectively. These multivariate GP priors take a particularly convenient form by assuming independence of the coordinates, as explained below.

The kPCA coefficients, \( z_i(\xi), i = 1, \ldots, r \) are mutually uncorrelated; following Higdon et al. [17] (see also the wavelet decomposition approach in [18]) we therefore make the approximation that they arise from independent GPs. The diffusion map coefficients \( r_i(\xi), i = 1, \ldots, r \), on the other hand, are not uncorrelated. As a simplification, however, we treat the underlying GPs as independent (see Remark 4). For both manifold learning methods, univariate GPE is then performed separately on each coefficient to approximate its value for a new input \( \xi \). The process is summarized below for each case, making clear the link between the notation of Sections 3 and 4.

1. kPCA: For a fixed \( i = 1, \ldots, r \), we set \( \eta(\xi) = z_i(\xi) \). The training points are given by Eq. (2): \( \eta(\xi^{(j)}) = z_i(\xi^{(j)}) = \alpha_i^T H(k_j - K1), j = 1, \ldots, m \). Recall that \( z_i(\xi^{(j)}) = z_i(\eta(\xi^{(j)})) = z_i(y^{(j)}) \). The expected (mean) value at an input \( \xi \), given by Eq. (12), yields a prediction that is denoted \( z_i(\xi) \) (to avoid introducing new notation, we do not distinguish between \( z_i(\xi) \) and \( \mathbb{E}[z_i(\xi)] \)). We set \( z_r(\eta(\xi)) = (z_1(\xi), \ldots, z_r(\xi))^T \). Again, this is the expected value \( \mathbb{E}[z_r(\eta(\xi))] \).

2. Diffusion maps: For a fixed \( i = 1, \ldots, r \), we set \( \eta(\xi) = r_i(\xi) \). The training points are given by Eq. (9): \( \eta(\xi^{(j)}) = r_i(\xi^{(j)}) = r_{ji}, j = 1, \ldots, m \). Recall that \( r_i(\xi^{(j)}) = r_i(\eta(\xi^{(j)})) = r_i(y^{(j)}) \). For a new input \( \xi \), Eq. (12) yields \( \mathbb{E}[r_i(\xi)] \), denoted simply as \( r_i(\xi) \). We then obtain (the expected value of) \( \psi_r^t(\eta(\xi)) = (\gamma_1^t r_i(\xi), \ldots, \gamma_r^t r_r(\xi))^T \), which approximates \( \psi_r^t(\eta(\xi)) = (\gamma_1^t r_1(\xi), \ldots, \gamma_r^t r_r(\xi))^T \). Note that while the GPE provides a prediction of the function \( r_i(\xi) \), it can provide no information on the
eigenvalues $\gamma_i = \lim_{m \to \infty} \gamma_i^m$, which do not depend on $\xi$. Thus, the $\gamma_i^m$ found from Algorithm 2 are used to compute the predicted value of $\psi_t^e(\eta(\xi))$.

**Remark 4.** To take account of the correlations between the coefficients when using diffusion maps, the linear model of coregionalization (LMC) [13, 48] could be used to emulate the coefficients simultaneously. Alternatively, the GP model could be replaced by an artificial neural network (ANN). For moderately sized $r$, neither approach is computationally expensive. In this paper, we compare the approach of univariate GPs with ANN using Bayesian regularization [49, 50].

To complete the emulation, we must approximate the inverse map from the reduced-dimensional space $\mathcal{F}_r$ or $\mathcal{D}_t^{(i)}$ to the physical space $\mathcal{M} \subset \mathbb{R}^d$. This so-called pre-image problem can be solved in a number of ways for kPCA but a stable, computationally efficient solution for diffusion maps in high-dimensional spaces does not exist. In the next section, we provide details of the inverse map approximations for both methods, including a new pre-image solution for diffusion maps. The main algorithm for GPE of outputs in high-dimensional spaces is given in Section 6.3.

**Remark 5.** The GPE framework furnishes predictive variances, given by Eq. (12). The variances pertain to the coefficients ($z_i$ or $r_i$) in an abstract space and there is no obvious method to translate this information into variances in the predictions $y = \eta(\xi) \in \mathcal{M}$. The inverse maps discussed below provide only the predictive means of the points $y$. However, we can derive Monte Carlo (MC) estimates of higher-order statistics for a fixed input $\xi$ by drawing samples from the posterior predictive Gaussian distribution (defined by Eq. (12)) over the coefficients $r_i(y) = r_i(\xi)$ or $z_i(y) = z_i(\xi)$ and using the deterministic inverse maps described below.

6. Inverse mappings: Reconstruction of points in $\mathcal{M}$

The final step is to find approximations of the inverse mappings $\phi^{-1}_r(\cdot) : \mathcal{F}_r \to \mathcal{M}$ and $(\psi^t_r)^{-1}(\cdot) : \mathcal{D}_t^{(i)} \to \mathcal{M}$ for kPCA and diffusion maps, respectively. Note
that these are the inverse mappings for the manifold learning methods (from
the reduced dimensional space to physical space) and not the inverse mappings
for the composite functions $\phi_r(\eta(\cdot))$ and $\psi^t_r(\eta(\cdot))$. In practical terms (since
the feature map is unknown), for kPCA we seek the mapping $z_r^{-1} : \mathbb{R}^r \rightarrow \mathcal{M}$, or $z, \rightarrow y = \eta(\xi)$. This can be achieved via a closed-form least-squares
solution [51, 52]. This method, however, can suffer from numerical instabilities
if $m < d$ (number of training points is less than the dimension of $\mathcal{M}$), as can
the fixed-point iterative algorithm of Mika et al. [53] and other minimization
routines.

For diffusion maps there has been little progress towards finding an inverse
map approximation. Etyngier et al. [35] proposed an optimization procedure
designed for 2-d shapes embedded in $\mathbb{R}^3$ (a closely related method can be found
in [54]). This method uses a Delaunay triangulation into $r$-simplices of the
embedded points in $D^{(t)}_r$ and takes the points in the simplex containing $\psi^t_r(y) = \psi^t_r(\eta(\xi))$ to be the mapped nearest $r + 1$ neighbours of $y = \eta(\xi)$ in $\mathcal{M}$. It then
proceeds to minimize over the point $y$ and its barycentric coordinates w.r.t. its
$r + 1$ closest neighbours. For large values of $r$ and $d$, in particular for $d \gg m$,
this procedure will be highly unstable and computationally expensive.

Given the reduced-dimensional representation $z_r(y)$ or $\psi^t_r(y)$ of an unknown
point $y$, a general method for finding the pre-image is to use a weighted average
of $N_n$ neighbouring (in some well defined sense) points of $y$. The neighbouring
points are taken from the data set, for which the reduced dimensional represen-
tations have been computed. In the present case, the data set consists of the $m$
training points $\{y^{(i)}\}_{i=1}^m$. The weighted average can be written as follows:

$$ y = \sum_{j \in \mathcal{J}} \vartheta(y^{(j)}) y^{(j)}, \quad (14) $$

in which the weight $\vartheta(y^{(j)})$ is associated with the data point $y^{(j)}$, $j \in \mathcal{J}$, and
$\mathcal{J} \subseteq \{1, 2, \ldots, m\}$, which has cardinality $N_n$, defines the neighbouring points.
For example, the weights can be defined in terms of the distances $d_{i,*}$, between
$y$ and the data points $y^{(i)}$, $i = 1, \ldots, m$. The simplest approach, known as local
linear interpolation [55, 56] is to take $\vartheta(y^{(j)}) = d_{j,*}^{-1} / \sum_{j=1}^m d_{j,*}^{-1}$ and to select
the index set $\mathcal{J}$ according to the $N_n$ points of $\{y^{(j)}\}_{j=1}^m$ with the largest values of $\vartheta(y^{(j)})$. A generalization of this approach uses an isotropic kernel density $\chi(y, y') = \chi(||y - y'||)$ to weight the samples [57]:

$$\vartheta(y^{(j)}) = \frac{\chi(y, y^{(j)})}{\sum_{i=1}^m \chi(y, y^{(i)})} = \frac{\chi(d_{j,*})}{\sum_{i=1}^m \chi(d_{i,*})},$$

(15)

The particular form of kernel density used in this paper is $\chi(y, y') = \exp(-||y - y'||^2)$, which was found to yield more stable and accurate results than local linear interpolation.

The problem is now reduced to finding the distances $d_{i,*}, i = 1, \ldots, m$, between $y$ and the training points $y^{(i)}$. For both manifold learning methods, these distances are calculated by finding the corresponding kernel values and exploiting relationships between the kernel function and distances in $\mathcal{M}$.

6.1. Kernel PCA

The data matrix $\Phi = [\phi(y^{(1)}), \ldots, \phi(y^{(m)})]$ can be centered in feature space by $\tilde{\Phi} = \Phi H$, yielding $\tilde{w}_i = \sum_{j=1}^m \tilde{\alpha}_{ji} \tilde{\phi}(y^{(j)}) = \tilde{\Phi} \tilde{\alpha}_i = \Phi H \tilde{\alpha}_i$, where the $\tilde{\alpha}_i$ are known from Algorithm 1. The uncentered projection $\phi_r(y) \in \mathcal{F}_r$ of $\tilde{\phi}(y) \in \mathcal{F}$ onto the first $r$ basis vectors is given by:

$$\phi_r(y) = \sum_{i=1}^r z_i \tilde{w}_i + \tilde{\phi} = \sum_{i=1}^r z_i \Phi H \tilde{\alpha}_i + \Phi 1$$

$$= \Phi (H[\tilde{\alpha}_1 \ldots, \tilde{\alpha}_r] z_r + 1) = \Phi \tau.$$

(16)

To find the distances $d_{i,*}$, we note that the distance $\tilde{d}_{i,*}$ between $\phi(y^{(i)})$ and $\phi(y)$ in $\mathcal{F}$ is given by:

$$\tilde{d}_{i,*}^2 = \phi(y)^T \phi(y) + \phi(y^{(i)})^T \phi(y^{(i)}) - 2\phi(y)^T \phi(y^{(i)}).$$

(17)

Taking $\phi(y) \approx \phi_r(y)$ and substituting Eq. (16) into Eq. (17) yields:

$$\tilde{d}_{i,*}^2 \approx \tau^T K \tau + k(y^{(i)}, y^{(i)}) - 2\tau^T k_i,$$

(18)

with $\tau$ defined as in Eq. (16). Note that $\Phi^T \Phi = K$ and $k_i = \Phi^T \phi(y^{(i)})$. For an isotropic kernel normalized such that $k(y', y') = 1$, Eq. (17) gives
\[ d_{i,\ast}^2 = 2 - 2k(y^{(i)}, y), \] which, equating to the right hand side of Eq. (18), yields \( k(y^{(i)}, y) \). For the Gaussian kernel, therefore, we obtain \( d_{i,\ast}^2 = -s^2 \ln k(y^{(i)}, y) \).

Similar relationships exist for other commonly used kernel functions [58], e.g., the polynomial kernel \( k_n(y, y') = (y^T y' + c)^n, c \in \mathbb{R}, n = \mathbb{N} \). In combination with Eqs. (14) and (15), the values of \( d_{i,\ast} \) yield an approximation of \( y = \eta(\xi) \).

### 6.2. Diffusion maps

We assume \( t = 1 \) (without loss of generality) to simplify the notation. At the practical level, we must work within the finite-dimensional setting in which we now have \( m + 1 \) data points; the training points \( \{ y^{(i)} \}_{i=1}^{m} \), and the unknown prediction \( y = \eta(\xi) \). The original kernel, degree and Markov matrices (\( K, D \) and \( P \)) based on the training points can be augmented to reflect the addition of the point \( y \). The augmented kernel matrix, denoted \( K \), is:

\[
K = \begin{bmatrix}
K \\
(k(y^{(1)}, y), \ldots, k(y^{(m)}, y)) \\
k(y, y)
\end{bmatrix},
\]

The corresponding degree matrix, denoted \( D \), is:

\[
D = \begin{bmatrix}
\hat{D} \\
0 \\
k(y, y) + \sum_j k(y^{(j)}, y)
\end{bmatrix},
\]

where \( \hat{D} = D + \text{diag}(k(y^{(1)}, y), \ldots, k(y^{(m)}, y)) \). The new Markov chain, denoted \( P = D^{-1}K \), is given by:

\[
P = \begin{bmatrix}
\hat{D}^{-1}K \\
(k(y^{(1)}, y), \ldots, k(y^{(m)}, y)) \\
k(y, y) + \sum_j k(y^{(j)}, y)
\end{bmatrix}.
\]

The \((m + 1)\)-st row vector of \( P \) is denoted \( p_{m+1} \). The \( i \)-th entry in \( p_{m+1} \) is the transition probability from \( y \) to \( y^{(i)}, i = 1, \ldots, m \) (the last entry is the transition probability from \( y \) to \( y \)). From the discussion in Section 3.2 and Appendix A, we know that the \( i \)-th entry of \( p_{m+1} \) approximates (based on the finite set \( \{ y^{(i)} \}_{i=1}^{m} \) ) the value of the transition kernel \( p(y, y') = \sum_{j=1}^{\infty} \gamma_j r_{ij}(y) l_i(y') \) with
$y = \eta(\xi)$ fixed, and with $y' = y^{(i)}$; the last entry is the value at $y' = y$. Thus:

$$p_{m+1} \approx \sum_{j=1}^{r} \gamma_j r_j(y)(l_j(y^{(1)}), \ldots, l_j(y^{(m)}), l_j(y))^T \approx \sum_{j=1}^{r} \gamma_j r_j(y)(l_j(y^{(1)}), \ldots, l_j(y^{(m)}), l_j(y))^T,$$

(22)

by virtue of the decay in $\gamma_i$. The value of $l_j(y^{(i)})$, $i = 1, \ldots, m$, is approximated by the $i$-th component $l_{ij}$ of $l_j$ (the empirical eigenfunction obtained from the training points). The predicted diffusion coordinates satisfy:

$$\psi_r(y) = (\gamma_1 r_1(\xi), \ldots, \gamma_r r_r(\xi))^T = (\gamma'_1 r_1(y), \ldots, \gamma'_r r_r(y))^T.$$

(23)

Recall that $r_i(\xi) = r_i(\eta(\xi))$, which is numerically equal to $r_i(y)$ for $i = 1, \ldots, r$, and is thus known. Thus the $i$-th entry $p_{m+1,i}$ of $p_{m+1}$ can be approximated as follows:

$$p_{m+1,i} \approx \sum_{j=1}^{r} \gamma'_j r_j(y)l_{ij}, \quad i = 1, \ldots, m.$$

(24)

Equating this expression with that of the equivalent entry in Eq. (21), we obtain the following:

$$\sum_{j=1}^{r} \gamma'_j r_j(\xi)l_{ij} = \frac{k(y^{(i)}, y)}{k(y, y) + \sum_{j=1}^{m} k(y^{(j)}, y)}, \quad i = 1, \ldots, m.$$

(25)

For a Gaussian kernel $k(y, y) = 1$, so solving the system of $m$ equations above yields the unknown kernel values $k(y^{(i)}, y)$, $i = 1, \ldots, m$. The Euclidean distances $d_{i,*}$ are recovered from the kernel values. For a Gaussian kernel, $d_{i,*}^2 = -s^2 \ln k(y^{(i)}, y)$. In combination with Eqs. (14) and (15), these values of $d_{i,*}$ yield an approximation of $y = \eta(\xi)$.

The results of this inverse map approximation on a conical spiral are illustrated in Fig. 1. A conical spiral is a 1-d manifold embedded in 3-d, and is defined by the following equations:

$$x_1 = 4\pi t \cos(4\pi t), \quad x_2 = 4\pi t \sin(4\pi t), \quad x_3 = 40\pi t,$$

(26)

for a single variable $t \in \mathbb{R}$. A total of 500 points were sampled from the spiral by sampling 500 values of $t$ from a standard uniform distribution $U(0,1)$. 20
Figure 1: Illustration of the pre-image method for data lying on a conical spiral. 500 points were randomly sampled from the spiral, shown in Fig. (a). A 2-d approximation using diffusion maps is shown in Fig. (b). The reconstruction is illustrated in Fig. (c). Each point in Fig. (a) has a unique color, which is retained in Figs. (b) and (c).
Figure 1(a) shows the sampled points, Fig. 1(b) shows the 2-d ($r = 2$) approximation of the points using diffusion maps, and Fig. 1(c) shows the reconstruction of the original points using the inverse mapping described above. Here, we used $t = 1$ and a Gaussian kernel with $s^2$ given by the average square distance between observations in the original space [59], as detailed in Section 7.1. Similarly accurate results were obtained for other standard test sets, e.g., the swiss roll and a Gaussian surface.

6.3. Main algorithm

The proposed procedure for GPE of outputs in high-dimensional spaces is summarized in the pseudocode Algorithm 3, based on a Gaussian kernel for both kPCA and diffusion maps.
Algorithm 3: GPE for high-dimensional spaces using manifold learning.

1: Manifold Learning for reduced-dimensional space approximation

\begin{itemize}
  \item \textbf{kPCA}
    \begin{itemize}
      \item Algorithm 1:
        \begin{itemize}
          \item \{\(z_1(y^{(j)}), \ldots, z_r(y^{(j)})\)\}_{j=1}^m
          \item \(z_i(\xi^{(j)}) \leftarrow z_i(y^{(j)})\)
        \end{itemize}
    \end{itemize}
  
  \item \textbf{Diffusion maps}
    \begin{itemize}
      \item Algorithm 2:
        \begin{itemize}
          \item \{\(\gamma_1 r_j, \ldots, \gamma_r r_j\)\}_{j=1}^m
          \item \(r_i(\xi^{(j)}) \leftarrow r_i(y^{(j)}) \leftarrow r_{ji}\)
        \end{itemize}
    \end{itemize}

2: for \(i \leftarrow 1\) to \(r\) do

\begin{itemize}
  \item \textbf{kPCA}
    \begin{itemize}
      \item \{\(z_i(\xi^{(j)}) \leftarrow z_i(\eta^{(j)})\)\}_{j=1}^m
      \item \(\eta^{(j)} \leftarrow z_i(\xi^{(j)})\)_{j=1}^m
      \item \text{Scalar GPE:}\ z_i(\xi) \leftarrow \mathbb{E}[\eta(\xi)]
    \end{itemize}
  
  \item \textbf{Diffusion maps}
    \begin{itemize}
      \item \{\(r_i(\xi^{(j)}) \leftarrow r_i(\eta^{(j)})\)\}_{j=1}^m
      \item \(\eta^{(j)} \leftarrow r_i(\xi^{(j)})\)_{j=1}^m
      \item \text{Scalar GPE:}\ r_i(\xi) \leftarrow \mathbb{E}[\eta(\xi)]
    \end{itemize}

3: end for

\begin{itemize}
  \item \textbf{kPCA}
    \begin{itemize}
      \item \(z_r(\eta^{(j)}) \leftarrow (z_1(\xi), \ldots, z_r(\xi))^T\)
    \end{itemize}
  
  \item \textbf{Diffusion maps}
    \begin{itemize}
      \item \(\psi^*(\eta(\xi)) \leftarrow (\gamma_1 r_1(\xi), \ldots, \gamma_r r_r(\xi))^T\)
    \end{itemize}

4: Inverse map

\begin{equation}
 y \leftarrow \sum_{i=1}^{N_y} \left( \frac{\chi(d_{i,\ast})}{\sum_{i=1}^{N_y} \chi(d_{i,\ast})} \right) y^{(i)}
\end{equation}

\begin{itemize}
  \item \textbf{kPCA}
    \begin{itemize}
      \item \(k(y^{(i)}, y) \leftarrow \frac{1}{2} \left( 1 - \mathbf{r}^T \mathbf{K} \mathbf{r} + 2\mathbf{r}^T \mathbf{k}_i \right) \)
      \item \(d_{i,\ast} \leftarrow \sqrt{-s^2 \ln k(y^{(i)}, y)}\)
    \end{itemize}
  
  \item \textbf{Diffusion maps (t = 1)}
    \begin{itemize}
      \item \(k(y^{(i)}, y) \leftarrow \frac{1}{1 + \sum_{j=1}^{m} k(y^{(i)}, y)} \)
      \item \(d_{i,\ast} \leftarrow \sqrt{-s^2 \ln k(y^{(i)}, y)}\)
    \end{itemize}
\end{itemize}

7. Results and discussion

In this section, we consider three examples. In the first example, a single field is emulated, while the second example is concerned with the emulation of three fields simultaneously. The final example considers a nonlinear 2-d model of a hydrogen fuel cell. Unless otherwise stated, for each example a total of 500 inputs were generated using a Sobol sequence. A Sobol sequence [60] is a quasirandom sequence that is specifically designed to generate samples as uniformly as possible over the unit hypercube [61]. For each input \(\xi^{(i)}, i = 1, \ldots, 500,\)
simulations were performed to yield data points \( y^{(i)} = \eta(\xi^{(i)}) \in \mathbb{R}^d \). Of the 500 data points, \( m_t = 300 \) were reserved for testing and the training points were selected from the remaining 200 (\( m \leq 200 \)). We use \( y_p^{(i)} = \eta(\xi^{(i)}) \) to denote the predicted value of \( y^{(i)} \) at a test input \( \xi^{(i)} \), \( i = 1, \ldots, m_t \) using Algorithm 3. A relative error is defined as:

\[
\text{Relative error} = \frac{||y_p^{(i)} - y^{(i)}||^2}{||y^{(i)}||^2},
\]

(27)

where \( || \cdot || \) is the standard Euclidean norm.

### 7.1. Computational details

Details of the scalar GPE, the manifold learning techniques and the software employed in the implementation of Algorithm 3 are provided below.

1. **kPCA.** A Gaussian kernel was used with the free parameter \( s^2 \) taken to be the average square distance between observations in the original space [59]:

\[
s^2 = \frac{1}{m^2} \sum_{i,j=1}^{m} ||y^{(i)} - y^{(j)}||^2.
\]

Polynomial and multi-quadratic kernels were also tested but found to be inferior. A sigmoid kernel was found to give similar results to those obtained with a Gaussian kernel. In the inverse mapping, all \( m \) points were employed for the reconstruction in physical space (inverse mapping).

2. **Diffusion maps.** A Gaussian kernel was used, in which the value of \( s^2 \) was determined as described above. Again, all \( m \) points were employed for the reconstruction. A value of \( t = 1 \) was used in the results presented below. Higher values of \( t \) did not lead to any significant changes.

3. **Gaussian Process Emulation.** The square exponential covariance function Eq. (11) was used and the mean function was taken to be identically zero after centering the data (coefficients extracted from the manifold learning technique). The hyper parameters were estimated using the MLE method based on a gradient descent algorithm.
7.2. Free convection in porous media

Subsurface flow in a porous medium can be modelled by Brinkman’s equation (with a Boussinesq buoyancy term) and a thermal energy balance [62]:

\[-(\omega\kappa^{-1}v + \nabla p) - \nabla \cdot \omega \epsilon^{-1} (\nabla v + \nabla v^T) = \rho g c_e (T - T_c),\]
\[\rho C_p v \cdot \nabla T - \nabla \cdot (\lambda \nabla T) = 0,\]
\[\nabla \cdot v = 0,\]

(28)
in which \(v\) is the flow velocity, \(T\) is temperature, \(p\) is pressure, \(g\) is the gravitational acceleration, \(\rho\) is the fluid density at a reference temperature \(T_c\), \(\epsilon\) and \(\kappa\) are the porosity and permeability of the medium, \(\omega\) is the dynamic viscosity, \(c_e\) is the coefficient of volumetric thermal expansion, \(\lambda\) is the volume averaged thermal conductivity of the fluid-solid mixture, and \(C_p\) is the specific heat capacity of the fluid at constant pressure.

We consider a 2-d domain \((x_1, x_2) \in [0, 10] \times [0, 10]\) (in cm) filled with water. The temperature boundary conditions are illustrated in Fig. 2. The temperature ranges from \(T_h\) to \(T_c < T_h\) along the outer edges. Buoyant flow is generated by the nonuniform temperature. No-slip conditions on all boundaries (with an arbitrary reference \(p\)) are assumed. The model was solved using the finite element method (FEM) with triangular elements and a quadratic Lagrange nodal basis. Details of the implementation and default parameter values can be found in [63].

**Training and Testing.** In this example, the input parameters were \(\xi = (c_e [K^{-1}, T_h [^\circ C]])^T \in [10^{-11}, 10^{-8}] \times [40, 60]\). For each input \(\xi^{(i)}, i = 1, \ldots, 500\), the magnitude \(|v|\) of the velocity was recorded at each grid point on a regular \(100 \times 100\) square spatial grid and the \(d = 10^4\) values of \(|v|\) were vectorized to yield the data points \(y^{(i)} \in \mathbb{R}^d, i = 1, \ldots, 500\). In the notation of Section 2, \(u(x; \xi) = |v|, J = 1, l = 2\) and \(d = 10^4\).

**Results.** Figure 3 shows Tukey box plots of the relative errors for the 300 test cases as the number of training points \(m\) and the approximate manifold dimension \(r\) are increased. For each box, the central line is the median, the lower and upper edges signify the first \((Q_1)\) and third \((Q_3)\) quartiles. The lower
Figure 2: Temperature boundary conditions for the free-convection example. \( \delta \) is a variable that represents the relative length of a boundary segment and goes from 0 to 1 along the segment as \( x_2 \) increases. The cut-off shown by the horizontal dash along \( x_1 = 10 \text{ cm} \) is located at \( x_2 = 1 \text{ cm} \).

and upper lines (whiskers) define the errors within \( 1.5 \times (Q_3 - Q_1) \) of the first and third quartiles. All other points (considered outliers) are plotted individually using a ‘+’ symbol. A decrease in the relative error for an increasing \( r \) is seen for both kPCA and diffusion maps. For both methods, the errors converge at around \( r = 6 \) dimensions. The median value of the error is marginally lower with kPCA, but it was found that the number of outliers was slightly higher using this method. For a high number of training points \( (m \geq 80) \), both methods provided accurate predictions and the differences in the errors were not significant. A comparison to Higdon’s method [17] can be found in [19], where the same problem is considered and equivalent boxplots are provided. The performance of both kPCA and diffusion maps is far superior. To conserve space, we do not reproduce these results here.

Examples of the predictions are shown in Fig. 4 for 120 training points and \( r = 5 \). For both kPCA and diffusion maps, the error with respect to the first
Figure 3: Tukey box plots of the relative error $\|y_p^{(i)} - y^{(i)}\|^2 / \|y^{(i)}\|^2$ in the free-convection example using Algorithm 3 with increasing approximate manifold dimension $r$ on the 300 test points for: (a) kPCA with 40 training points; (b) diffusion maps with 40 training points; (c) kPCA with 120 training points; (d) diffusion maps with 120 training points.
test example (Figs. 4(a)-(c)) lies around the median of the $r = 5$ boxplot in Fig. 3. The errors with respect to the second test example are close to the upper whiskers in the same boxplots. In both cases, Algorithm 3 with either kPCA or diffusion maps yields highly accurate predictions. An example of the outliers for both methods in the $r = 5$ boxplots in Figs. 3(c) and 3(d) is shown in Fig. 5. This figure demonstrates the worst level of prediction, which, nevertheless, captures the qualitative features of the velocity field and remains quantitatively accurate to a reasonable level.

Boxplots of the errors using an ANN and support vector machine regression (SVMR) for emulation of the coefficients, rather than GPE, are shown in Fig. 6 for $m = 120$. In the first case, the correlations between the coefficients are naturally taken into account by approximating the $r$ coefficients simultaneously. To avoid overtraining and cross validation, Bayesian regularization [49, 50] was used for the ANN, implemented in the Matlab Neural Network Toolbox. In this method, zero-mean Gaussian priors are placed over the network weights and an additive noise. Estimates of the weights and hyperparameters (variances in the priors) are found by an iterative procedure based on a Laplace approximation to the posterior over the weights and an evidence approximation for the hyperparameters [47]. A single hidden layer was employed and the number of neurons was selected using a sequential network construction [50]. For the SVMR, we tested Gaussian and polynomial kernels (with varying order), together with an $L^1$ loss function.

Comparing with Figs. 3(a) and (b), we see that GPE and ANN exhibit similar levels of accuracy. This indicates that in this example the assumption of independent GPs for the coefficients in diffusion maps in the GPE framework did not significantly affect the accuracy. The same was true of the other examples (the results are omitted given the limited space). Although this will not be true in general, either ANN or LMC can be used to rigorously incorporate the correlations. For SVRM (implemented in the Statistics and Machine Learning Toolbox in Matlab), a Gaussian kernel gave the best results for both kPCA and diffusion maps. Fig. 6 indicates that, at least in this example, GPE and ANN
Figure 4: Predictions of the velocity field using 120 training points and $r = 5$ coefficients in the free-convection example. Figure (a) is the test point corresponding to $\xi = (3.18 \times 10^{-9}[{\text{K}^{-1}}, 56.7[\degree{\text{C}}])^T$, while Figs. (b) and (c) are the corresponding predictions using kPCA and diffusion maps, respectively. Figure (d) is the test point corresponding to $\xi = (7 \times 10^{-11}[{\text{K}^{-1}}, 46.7[\degree{\text{C}}])^T$, while Figs. (e) and (f) are the corresponding predictions using kPCA and diffusion maps, respectively.
Figure 5: Predictions of the velocity field using 120 training points and $r = 5$ coefficients in the free-convection example in the case of an outlier. Figure (a) is the test point corresponding to $\xi = (1 \times 10^{-9}[\text{K}^{-1}], 40.7[^\circ\text{C}])^T$, while Figs. (b) and (c) are the predictions using kPCA and diffusion maps, respectively.
are superior.

7.3. Lid driven cavity

We consider a square 2-d cavity \((x_1, x_2) \in [0, 1] \times [0, 1]\) filled with liquid water. The top boundary represents a sliding lid, which drives the liquid flow. The problem is governed by the steady-state, dimensionless Navier-Stokes equations:

\[
(v \cdot \nabla)v - Re^{-1} \nabla^2 v + \nabla p = 0, \quad \nabla \cdot v = 0,
\]

where \(v = (v_1, v_2)^T\) is the liquid velocity, \(p\) is the liquid pressure and \(Re\) is the Reynolds number. The boundary conditions are \(v = (v_0, 0)\) for \(x_2 = 1\), where \(v_0\) is the lid velocity, and \(v = 0\) on the other three boundaries. The model was solved using finite differencing on a staggered grid with implicit diffusion and a Chorin projection for the pressure [64].

Training and Testing. The Reynold’s number and lid velocity were used as input parameters: \(\xi = (Re, v_0^0)^T \in [700, 1200] \times [0.01, 10]\). All other parameters were kept at the default values. For each input \(\xi^{(i)}, i = 1, \ldots, 500\), the pressure \(p\) and the component velocities \(v_1\) and \(v_2\) were recorded at each grid point on a regular \(100 \times 100\) spatial grid. The \(d/3 = 10^4\) values of each field variable were vectorized to yield vector outputs \(y_v^{(i)} \in \mathbb{R}^{d/3}, y_{v_2}^{(i)} \in \mathbb{R}^{d/3}\) and \(y_p^{(i)} \in \mathbb{R}^{d/3}\). The three vectors were then combined into a single vector \(y^{(i)} = [y_v^{(i)} y_{v_2}^{(i)} y_p^{(i)}] \in \mathbb{R}^d\) to account for the correlations between the fields. In the notation of Section 2, \(J = 3\), \(l = 2\) and \(d = 3 \times 10^4\). This is a multiple field example discussed in Section 2, with, e.g., \(u_1 = v_1, u_2 = v_2\) and \(u_3 = p\).

Results. Tukey box plots of the relative error on the 300 test points are shown in Fig. 7 for an increasing \(r\) (approximate manifold dimension) and \(m\). Around \(r = 5\) is sufficient for both values of \(m\) using both methods. In this case, the differences between the methods was almost negligible, except that again there were fewer outliers for diffusion maps, particularly for low numbers of training points. Figure 8 shows the equivalent boxplots using Higdon’s method [17]. For this example, Higdon’s method also performed well, with superior performance.
Figure 6: Tukey box plots of the relative error $\|y_p^{(i)} - y^{(i)}\|^2 / \|y^{(i)}\|^2$ in the free-convection example using Algorithm 3 with an ANN and SVMR for an increasing approximate manifold dimension $r$ on the 300 test points. In both cases, 120 training points were used. (a) kPCA with ANN; (b) diffusion maps with ANN; (c) kPCA with SVMR; (d) diffusion maps with SVMR.
at the lower number of training points and slightly inferior performance at a higher number of training points.

Two examples of the predictions are shown in Fig. 9 for 120 training points and $r = 5$. Here, the normalized velocity field is shown as a quiver plot and the surface plot is the pressure field, with contours in black. Note that since only $\nabla p$ is meaningful, homogeneous Neumann conditions are prescribed for the pressure Poisson equation, so $p$ is defined only up to a constant (hence the negative values). Stream lines representing contour lines of a stream function $\zeta$ are also shown, in white. The stream function is defined by $-\nabla^2 \zeta = \partial_{x_2} v_1 - \partial_{x_1} v_2$. For both kPCA and diffusion maps, the error with respect to the first test example (Figs. 9(a)-(c)) lies close to the median in the $r = 5$ boxplot in Fig. 7. The second test example corresponds to an outlier for both methods (relative error around 0.07). The results of Algorithm 3 remain accurate, especially for diffusion maps. The error in kPCA is primarily due to the prediction of the pressure field, in particular the maximum value in the top right corner. Nevertheless, the profile is well captured.

As a further test, we consider a modification of this example, in which the number of inputs is increased to 13 ($l = 13$) using the following boundary conditions:

$$
\begin{align*}
  v_1(x_1, 1) &= 5c_1 \sin(c_2 \pi x_1) e^{-c_3 x_1}, \quad v_2(x_1, 1) = 0, \\
  v_1(x_1, 0) &= 5c_4 \sin(c_5 \pi x_1) e^{-c_6 x_1}, \quad v_2(x_1, 0) = 0, \\
  v_2(1, x_2) &= 5c_7 \sin(c_8 \pi x_2) e^{-c_9 x_2}, \quad v_1(1, x_2) = 0, \\
  v_2(0, x_2) &= 5c_{10} \sin(c_{11} \pi x_2) e^{-c_{12} x_2}, \quad v_1(0, x_2) = 0,
\end{align*}
$$

for constants $c_1, \ldots, c_{12}$. The inputs were defined as $\xi = (Re, c_1, \ldots, c_{12})^T \in [500, 1000] \times (0, 1) \times (0, 1) \times \cdots \times (0, 1)$. Inputs $\xi^{(i)}$, $i = 1, \ldots, 1000$ were generated using a Sobol sequence and simulations were performed to yield 1000 data points. Of the 1000 data points, $m_t = 300$ were reserved for testing and the training points were selected from the remaining 700. Both kPCA and diffusion maps exhibited excellent performance, as illustrated in the boxplots in Fig. 10.
Figure 7: Tukey box plots of the relative error $\|y_p^{(i)} - y^{(i)}\|^2 / \|y^{(i)}\|^2$ in the lid-driven cavity example using Algorithm 3 with an increasing approximate manifold dimension $r$ on the 300 test points for: (a) kPCA with 80 training points; (b) diffusion maps with 80 training points; (c) kPCA with 120 training points; (d) diffusion maps with 120 training points.
Figure 8: Tukey box plots of the relative error $||y_p^{(i)} - y^{(i)}||^2 / ||y^{(i)}||^2$ in the lid-driven cavity example using Higdon’s method [17] with an increasing approximate manifold dimension $r$ on the 300 test points for: (a) 80 training points; (b) 120 training points.

showing the relative error on the 300 test points for an increasing $r$ (approximate manifold dimension) with $m = 500$. Two examples of the fields are shown in Fig. 11 using kPCA with $r = 10$ and $m = 500$. The first example corresponds to an error near the median (for $r = 10$) and the second example is an outlier with a large relative error in the corresponding boxplot. As expected, for a higher dimensional input space, more training points are needed to capture the surface $\mathcal{M}$ accurately. In this case, any lower than 400 training points led to poor performance from all methods.

7.4. Hydrogen fuel cell model

In this example, we consider a hydrogen/oxygen polymer electrolyte membrane (PEM) fuel cell model that incorporates species conservation, charge conservation and a momentum balance in the porous layers. The 2-d domain includes the porous gas diffusion layers (GDLs), through which the species (oxygen, water and hydrogen) are transported from the channels to the reaction sites in the catalyst layers, which are adjacent to the PEM (Fig. 12).

The oxidation reaction in the anode is $2\text{H}_2 \rightarrow 2\text{H}^+ + 4\text{e}^-$ and the reduction reaction in the cathode is $2\text{O}_2 + 4\text{H}^+ + 4\text{e}^- \rightarrow 2\text{H}_2\text{O}$, both of which are assumed to be governed by a modified Butler-Volmer law for charge transfer [65]. The
Figure 9: Predictions of the velocity field using 120 training points and $r = 5$ coefficients in the lid driven cavity example. Figure (a) is the test point corresponding to $\xi = (874.8, 7.79)^T$, while Figs. (b) and (c) are the corresponding predictions using kPCA and diffusion maps, respectively. Figure (d) is the test point corresponding to $\xi = (773.24, 0.77)^T$, while Figs. (e) and (f) are the corresponding predictions using kPCA and diffusion maps, respectively.
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Figure 10: Tukey box plots of the relative error $||y^{(i)}_p - y^{(i)}||^2 / ||y^{(i)}||^2$ in the lid-driven cavity example with boundary conditions as in Eq. (30). The trends are shown for an increasing approximate manifold dimension $r$ using 600 training points and 300 test points for: (a) kPCA and (b) diffusion maps.

catalyst layer morphology is approximated as clusters (agglomerates) of carbon-supported platinum coated with the electrolyte. The transfer current densities are expressed as follows [66]:

$$j_c = -\frac{12L_{act}FD_{agg}}{R_{agg}^2}C_{O_2,agg}(1 - \epsilon_{mac})(1 - \lambda_c \coth \lambda_c),$$

$$j_a = -\frac{6L_{act}FD_{agg}}{R_{agg}^2}C_{H_2,agg}(1 - e^{-\frac{2F\eta_a}{RT}})(1 - \epsilon_{mac})(1 - \lambda_a \coth \lambda_a),$$

$$\lambda_c = \sqrt{\frac{i_0c SR_{agg}^2}{4FC_{O_2,ref}D_{agg}}e^{\frac{F\eta_a}{RT}}} \quad \lambda_a = \sqrt{\frac{i_0a SR_{agg}^2}{2FC_{H_2,ref}D_{agg}}},$$

where $j_a(\eta_a)$ and $j_c(\eta_c)$ are the anode and cathode transfer current densities (overpotentials); $R_{agg}$ and $D_{agg}$ are the radius of the agglomerate and the diffusion coefficient of the reactant through the agglomerate; $L_{act}$ is the catalyst layer thickness (same in both half cells); $i_0a$ and $i_0c$ are the exchange current densities of the anode and cathode reactions; $C_{O_2,ref}$ and $C_{H_2,ref}$ are reference reactant concentrations; $C_{O_2,agg}$ and $C_{H_2,agg}$ are the (catalyst) surface concentrations of the reactants; $T$ is temperature, $F$ is Faraday’s constant and $R$ is the universal gas constant. The reactants dissolve in the electrolyte at the
Figure 11: Predictions of the velocity and pressure fields using $m = 500$ training points and $r = 10$ coefficients in the lid driven cavity example with the boundary conditions of Eq. (30). Figure (a) is a test point and Fig. (b) is the corresponding prediction using kPCA, with a relative error of 0.0244. Figure (c) is a second test point and Fig. (d) is the corresponding prediction using kPCA, with a relative error of 0.2275.
agglomerate surfaces at a rate governed by Henry’s law, so that:

\[ C_{H_2,agg} = pX_{H_2}/K_{H_2} \quad C_{O_2,agg} = pX_{O_2}/K_{O_2}, \tag{32} \]

where \( X_i(K_i) \) is the mole fraction (Henry constant) of species \( i \) and \( p \) is the gas pressure.

The charge balances are given by:

\[-\nabla \cdot (\sigma_e \nabla \phi_e) = 0 \quad \text{and} \quad -\nabla \cdot (\sigma_s \nabla \phi_s) = 0, \tag{33} \]

in which \( \phi_e(\sigma_e) \) and \( \phi_s(\sigma_s) \) are the ionic and electronic potentials (conductivities), respectively. These equations apply to the GDLs. The catalyst layers are approximated by infinitesimally thin surfaces, depicted by \( \partial \Omega_a \) and \( \partial \Omega_c \) in Fig. 12. The overpotentials (defined only on these boundaries) take the form:

\[ \eta_a = \phi_s - \phi_e - E_{eq,a} \quad \text{and} \quad \eta_c = \phi_s - \phi_e - E_{eq,c}, \tag{34} \]

in which \( E_{eq,a} \) and \( E_{eq,c} \) are the equilibrium potentials for the reactions.
Flow through the GDLs is governed by continuity and Darcy’s law:

$$\nabla \cdot (\rho \mathbf{v}) = 0, \quad \mathbf{v} = -k_p \omega^{-1} \nabla p,$$

(35)

where $\omega$ is the gas viscosity and $k_p$ is the GDL permeability. The ideal gas law is used to determine the density: $\rho = (p/RT) \sum_i M_i X_i$, in which $M_i$ is the molecular weight of species $i \in \{\text{H}_2, \text{O}_2, \text{H}_2\text{O}, \text{N}_2\}$. The transport of species through the GDLs is governed by convection and multicomponent diffusion (Stefan-Maxwell) [67]. In the cathode, the species are $\mathcal{I}_1 = \{\text{O}_2, \text{H}_2\text{O}, \text{N}_2\}$ and in the anode the species are $\mathcal{I}_2 = \{\text{H}_2, \text{H}_2\text{O}, \text{N}_2\}$. The transport equations in the cathode are given by:

$$-\nabla \cdot \left\{ \rho Y_i \sum_{j \neq i} D_{i,j} (\nabla X_j + (X_j - Y_j)\nabla p/p) \right\} = -\rho \mathbf{v} \cdot \nabla Y_i,$$

(36)

$$Y_{N_2} = 1 - Y_{O_2} - Y_{H_2O},$$

for $i \in \{\text{O}_2, \text{H}_2\text{O}\}$. $Y_i$ is the mass fraction of species $i$ and the $D_{i,j}$ are binary diffusivities [67]. Identical equations for species $\mathcal{I}_2$ are solved in the anode.

The boundary conditions for the potential impose a cell voltage $V_{cell}$:

$$\phi_s = 0 \quad \mathbf{x} \in \partial \Omega_{a,cc},$$

$$\phi_s = V_{cell} \quad \mathbf{x} \in \partial \Omega_{c,cc},$$

$$-\mathbf{n} \cdot \nabla \phi_s = 0 \quad \text{otherwise},$$

(37)

where $\mathbf{n}$ is the outwardly pointing unit normal. At the inlets ($\partial \Omega_{a,in}$ and $\partial \Omega_{c,in}$) and outlets ($\partial \Omega_{a,out}$ and $\partial \Omega_{c,out}$), the total gas pressures and the mole fractions of the reactants are specified. At $\partial \Omega_a$ and $\partial \Omega_c$, the gas velocity is calculated from the total mass flow based on Faraday’s law [65]:

$$-\mathbf{n} \cdot \mathbf{v} = j_a \left( M_{H_2}/2 + \lambda_{H_2O} M_{H_2O} \right) / (\rho F) \quad \mathbf{x} \in \partial \Omega_a,$$

$$-\mathbf{n} \cdot \mathbf{v} = j_c \left( M_{O_2}/2 + [1/2 + \lambda_{H_2O}] M_{H_2O} \right) / (\rho F) \quad \mathbf{x} \in \partial \Omega_c,$$

(38)

where $\lambda_{H_2O}$ is the water drag number [65]. At the other boundaries except the inlets and outlets $-\mathbf{n} \cdot (\rho \mathbf{v}) = 0$ is imposed. At the catalyst layer surfaces the
mass fluxes of reactants are determined by Faraday’s law:

\[-n \cdot N_{H_2} = M_{H_2}j_a/(2F) \quad x \in \partial \Omega_a,\]

\[-n \cdot N_{O_2} = M_{O_2}j_c/(4F) \quad x \in \partial \Omega_c,\]

\[-n \cdot N_{H_2O} = M_{H_2O}j_c \left(1/2 + \lambda_{H_2O}\right)/F \quad x \in \partial \Omega_c,\]  \hspace{1cm} (39)

where \(N_i = -\rho Y_i \sum_{j \neq i} D_{i,j}(\nabla X_j + (X_j - Y_j)\nabla p/p) + \rho v Y_i\) is the flux of species \(i\). At all other boundaries except the inlets and outlets, \(N_i = 0\). The model was solved using the FEM with 10236 triangular domain elements, 582 boundary elements and a Lagrange basis of order 2. Details of the implementation and the default parameter values can be found in [68].

Training and Testing. The cell voltage \(V_{celt}\) and the membrane/electrolyte conductivity \(\sigma_e\) were used as input parameters: \(\xi = (V_{celt}[V], \sigma_e[S \, m^{-1}])^T \in [0.2, 0.8] \times [1, 15]\). For each input \(\xi(i), i = 1, \ldots, 500\), the mole fraction of water \(X_{H_2O}\) was recorded at each point on a regular \(150 \times 300\) spatial grid in the cathode GDL. \(X_{H_2O}\) in the cathode (where water is produced) is a key quantity. High values can lead to flooding of the electrode, which would prevent the fuel cell from operating. The \(d = 4.5 \times 10^4\) values of \(X_{H_2O}\) were re-ordered into vector form to yield vectors \(y(i) \in \mathbb{R}^d\). In the notation of Section 2, \(u(x; \xi) = X_{H_2O}, J = 1, l = 2\) and \(d = 4.5 \times 10^4\).

Results. Figure 13 shows the Tukey box plots of the relative error for increasing \(r\) (approximate manifold dimension) and \(m\). The results using both methods are highly accurate, particularly for \(m = 120\) (in fact, \(m = 80\) was found to give a similar level of performance). The performance with diffusion maps is better for \(m = 60\), while the performance with kPCA is slightly superior with \(m = 120\). Again there are more outliers in the box plots for kPCA. Examples of the predictions are shown in Fig. 14 for 120 training points and \(r = 7\). In the first example (Figs. 14(a)-(c)), the error with respect to the test case lies close to the median in the \(r = 7\) boxplot for kPCA (Fig. 13(c)), while for diffusion maps the error is near the upper whisker in the corresponding boxplot (\(m = 120, r = 7\) in Fig. 13(d)). The second example (Figs. 14(d)-(f)) is an outlier for both kPCA and diffusion maps (second and third highest errors, respectively). Even
Figure 13: Tukey box plots of the relative error $||\hat{y}_i - y_i||^2 / ||y_i||^2$ in the PEM fuel cell example using Algorithm 3 with increasing approximate manifold dimension $r$ on the 300 test points for: (a) kPCA with 40 training points; (b) diffusion maps with 40 training points; (c) kPCA with 120 training points; (d) diffusion maps with 120 training points.
in the latter case, the predictions are accurate.

8. Concluding Remarks

We have developed an approach to the GP emulation of outputs in very high dimensional spaces. We use manifold learning methods to exploit patterns in the permissible output space. The motivation is parameter dependent spatial fields governed by PDE models, but the approach can be applied to any problem involving vector-valued targets (with or without noise) and vector-valued inputs. For both kPCA and diffusion maps we show how the coefficients can be used as targets for emulation, with a subsequent inverse mapping of the predicted points in an reduced-dimensional space to the original (physical) space. In particular, we have developed an approximate inverse mapping for diffusion maps.

There are several powerful approaches to manifold learning other than those used in this paper, including Laplacian eigenmaps, local linear embedding (LLE) [69] and local tangent space alignment (LSTA) [70]. These methods may offer improved accuracy if solutions to the associated pre-image problems can be found.
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Figure 14: Predictions of the water mole fraction using 120 training points and $r = 7$ coefficients in the PEM fuel cell example. Figure (a) is the test point corresponding to $\xi = (0.525[V], 1.492[S m^{-1}])^T$, while Figs. (b) and (c) are the corresponding predictions using kPCA and diffusion maps, respectively. Figure (d) is the test point corresponding to $\xi = (0.301[V], 9.039[S m^{-1}])^T$ obtained using direct simulation, while Figs. (e) and (f) are the corresponding predictions using kPCA and diffusion maps, respectively.
9. Appendix A: Continuous state space diffusion maps

Full details of the following can be found in the references [34, 37, 40, 41, 71]. In the limit \( m \to \infty \), the Markov chain with transition matrix \( \mathbf{P} \) generated from a Gaussian kernel (with scale parameter \( s^2 \)) converges towards a Markov chain on the continuous state space \( \mathcal{M} \) [34, 37, 40, 41, 71], with a discrete-time step \( s^2 \). Let \( \mu \) be a probability measure on \( \mathcal{M} \) defining the density of points, e.g., the Lebesgue measure for a uniform density. In the limit \( m \to \infty \), a one-step (from \( y' \in \mathcal{M} \) to \( y \in \mathcal{M} \)) transition kernel for the Markov chain on \( \mathcal{M} \) can be defined by \( p(y', y) = k(y, y')/d(y') \), where \( d(y') = \int_{\mathcal{M}} k(y, y') d\mu(y) \) is a normalization factor. \( p(y', y) \) is the continuous equivalent of the elements of \( \mathbf{P} \). The evolution of a probability distribution \( \varphi(y) \) is determined by the Markov operator \( \mathcal{L} \) (forward transfer operator or propagator) defined as follows [40, 41]:

\[
\mathcal{L}\varphi(y) = \int_{\mathcal{M}} p(y', y)\varphi(y') d\mu(y'). \tag{A1}
\]

for \( \varphi(y') \in L^2(\mathcal{M}, \mu) \). The distribution after \( t \) steps is given by \( \mathcal{L}^t \varphi = \mathcal{L} \circ \mathcal{L} \circ \cdots \circ \mathcal{L} \varphi \). \( \mathcal{L} \) is equivalent to multiplication of \( \mathbf{P} \) from the left in the case of a finite state space. The adjoint of \( \mathcal{L} \) under the \( L^2(\mathcal{M}, \mu) \) inner product

\[
\langle \varphi_1, \varphi_2 \rangle = \int_{\mathcal{M}} \varphi_1(y)\varphi_2(y) d\mu(y)
\]

is given by the following backward transfer operator [40, 41]:

\[
\mathcal{R}\varphi(y) = \int_{\mathcal{M}} p(y, y')\varphi(y') d\mu(y'), \quad \langle \mathcal{L}\varphi_1, \varphi_2 \rangle = \langle \varphi_1, \mathcal{R}\varphi_2 \rangle, \tag{A2}
\]

for \( \varphi_1, \varphi_2 \in L^2(\mathcal{M}, \mu) \). In Eq. (A2), if \( \varphi(y) \) is a function defined on \( \mathcal{M} \), then \( \mathcal{R}\varphi(y) \) is the mean value of the function after one step of a random walk that started at \( y \). \( \mathcal{R}^t \varphi \) gives the mean value after \( t \) steps. The action of \( \mathcal{R} \) is equivalent to multiplication of \( \mathbf{P} \) from the right in finite state space.

By defining a symmetric transition kernel \( p_s(y', y) = k(y, y')/\sqrt{d(y')\sqrt{d(y)}} \), we obtain the following self-adjoint, compact operator \( \mathbf{S} \) [34, 37]:

\[
\mathbf{S}\varphi(y) = \int_{\mathcal{M}} p_s(y, y')\varphi(y') d\mu(y'), \quad \langle \mathbf{S}\varphi_1, \varphi_2 \rangle = \langle \varphi_1, \mathbf{S}\varphi_2 \rangle, \tag{A3}
\]

for \( \varphi_1, \varphi_2 \in L^2(\mathcal{M}, \mu) \). \( \mathbf{S} \) is the continuous space equivalent of the action of \( \mathbf{P}' = \mathbf{D}^{-1/2}\mathbf{K}\mathbf{D}^{1/2} \). From the spectral theory for compact, self-adjoint operators, \( \mathbf{S} \)
admits a discrete eigendecomposition $Ss_i = \gamma_is_i$, $i \in \mathbb{N}$, the eigenvalues (all positive) can be ordered such that $1 = \gamma_1 > \gamma_2 > \cdots$, and the eigenfunctions form an orthonormal basis for $L^2(M, \mu)$. Moreover, we obtain the expansion $p_{s}(y, y') = \sum_{i=1}^{\infty} \gamma_is_i(y)s_i(y')$. Since $S$ is obtained via conjugation of the kernel $\rho(y', y)$ with $\sqrt{d(y)}$, the operators $\mathcal{L}$, $\mathcal{R}$ and $\mathcal{S}$ share the same eigenvalues $\gamma_i$, while the eigenfunctions of $\mathcal{L}$ and $\mathcal{R}$ are given by $l_i = s_i(y)\sqrt{d(y)}$ and $r_i = s_i(y)/\sqrt{d(y)}$, $i \in \mathbb{N}$, respectively.

From the spectral expansion of $p_{s}(y, y')$ and the above relationships between the eigenfunctions, we obtain the expansion $p(y, y') = \sum_{i=1}^{\infty} \gamma_ir_i(y)l_i(y')$ [34]. The $t$-step transition probabilities $p_i(y^{(i)}, y^{(j)})$ defined in Eq. (5), i.e., elements of $\mathbf{P}^t$, are now given by the transition kernel $p_t(y, y')$ of $\mathcal{R}^t = \mathcal{R} \circ \cdots \circ \mathcal{R}$, which admits the expansion $p_t(y, y') = \sum_{i=1}^{\infty} \gamma_ir_i(y)l_i(y')$. Considering $y \in \mathcal{M}$ to be fixed, this gives a function of $y' \in \mathcal{M}$ that is a continuous equivalent of the vector of probabilities $p^t_j$ given by Eq. (5), in which $y = y^{(j)}$ and $y' \in \{y^{(1)}, \ldots, y^{(m)}\}$ belongs to the finite set of states accessible from $y^{(j)}$. The basis $\{l_i\}_{i=1}^{\infty}$ is replaced with $\{l_i\}_{i=1}^{\infty}$ (defined on the whole of $\mathcal{M}$) and the $i$-th coordinate $(\gamma^t_i)r_{ji}$ is now replaced by the function $\gamma^t_i r_i$ evaluated at the general starting location $y \in \mathcal{M}$. Given the decay in the eigenvalues, the expansion for $p_t(y, y')$ can likewise be truncated at the first few eigenfunctions $\{l_i\}_{i=1}^{r}$.

A continuous version of the diffusion distance can now be defined as [34]:

$$D^2(y_1, y_2) = \|p_t(y_1, y') - p_t(y_2, y')\|_{1/d}^2 = \sum_{i=1}^{\infty} \gamma_i^{2t}[r_i(y_1) - r_i(y_2)]^2, \quad (A4)$$

where $\|\varphi\|_{1/d}^2 = \langle \varphi, \varphi \rangle_{1/d} = \int_{y' \in \mathcal{M}} |\varphi(y')|^2/d(y')d\mu(y')$ for functions $\{\varphi : \|\varphi\|_{1/d} < \infty\}$. The last step in Eq. (A4) follows immediately from the orthonormality of $\{l_i\}_{i=1}^{\infty}$ w.r.t. the inner product $\langle \cdot, \cdot \rangle_{1/d}$.

Thus, the diffusion maps can be generalized to maps $\psi^t : \mathcal{M} \to \mathcal{D}^{(t)} \subset \ell^2$ on the continuous state space $\mathcal{M}$ as follows: $\psi^t(y) = (\gamma_1^tr_1(y), \gamma_2^tr_2(y), \ldots)$. Here, $\ell^2$ denotes the space of sequences $\{(x_1, x_2, \ldots) : \sum_{j=1}^{\infty} x_j^2 < \infty\}$. Restricting the expansion of $p_t(y, y')$ to the first $r$ eigenfunctions $l_i$, we can define the maps
\[ \psi^t : \mathcal{M} \to \mathcal{D}_r^{(t)} \subset \mathbb{R}^r \text{ as follows:} \]

\[ \psi^t_r(y) = (\gamma_1^t r_1(y), \ldots, \gamma_r^t r_r(y)) \in \mathcal{D}_r^{(t)}. \]  \hspace{1cm} (A5)
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