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ABSTRACT

Predicting the accumulation of material on the rear surfaces of square-backed cars is important to vehicle manufacturers, as this progressively compromises rear vision, vehicle visibility and aesthetics. It also reduces the effectiveness of rear mounted cameras. Here, this problem is represented by a simple bluff body with a single sprayer mounted centrally under its rear trailing edge.

A Very Large Eddy Simulation (VLES) solver is used to simulate both the aerodynamics of the body and deposition of contaminant. Aerodynamic drag and lift coefficients were predicted to within +1.3% and −4.2% of their experimental values, respectively. Wake topology was also correctly captured, resulting in a credible prediction of the rear surface deposition pattern.

Contaminant deposition is mainly driven by the lower part of the wake ring vortex, which advects material back onto the rear surface. This leads to a maximum below the rear stagnation point and an association with regions of higher base pressure.

The accumulation of mass is linear with time; the relative distribution changing little as the simulation progresses, implying that shorter simulations can be compared to longer experiments. Further, the rate of accumulation quickly reaches a settled mean value, suggesting utility as a metric for assessing differences between vehicles.

1. Introduction

The following presents a numerical simulation of rear surface contamination for a simple bluff body, representing a road vehicle. It explores the interaction of an idealised tyre spray with a vehicle base wake and the resulting accumulation of material on the rear surface.

This models a significant issue: the accumulation of contaminants (soil, tyre debris, etc.) on the rear surfaces of cars diminishes both drivers’ vision and vehicle visibility as material is deposited on lights and the rear screen. In addition, the aesthetic appeal of the vehicle may be reduced and soil transferred to users’ hands and clothes as they access the rear load space via the tailgate. These processes have the potential to undermine customers’ perceptions of product quality (Gaylard et al., 2014).

The main contaminant source for these surfaces is the spray generated by the vehicle’s own rear tyres, as they move over wet road (Jilesen et al., 2013). This is advected into the base wake and subsequently deposited onto the vehicle’s rear surfaces. The coupling with wake flows, and hence vehicle aerodynamic performance, means that this issue must be addressed concurrently with aerodynamic drag during the development process.

It has long been appreciated that square-backed vehicles such as hatchbacks, estates, and SUVs are particularly susceptible to this issue (Maycock, 1966) along with bus bodies (Lajos et al., 1986). Therefore this work uses a square-backed bluff body to represent vulnerable car designs.

Simplified bodies, which represent a few salient geometric features, are widely used in automotive aerodynamics, for an overview of this practise see Le Good and Garry (2004). They enable key processes to be investigated without the myriad interactions seen in production vehicles, or having to cope with their geometric complexity. In essence, they provide an improved signal-to-noise ratio, by omitting geometry responsible for generating flow features not significant for the class of problem under investigation.

However, this potentially useful approach has yet to be widely applied to the rear surface contamination problem. In one of the few
examples published, Hu et al. (2015) demonstrate the use of a modified version of the MIRA Reference Model in computational fluid dynamics (CFD) simulations of the problem, but provide no comparative experimental data for either the aerodynamics of the model or deposition of the contaminant.

In contrast, the CFD investigation of Kabanovs et al. (2016) used a well-known simple bluff body and provided some contaminant deposition patterns obtained from wind tunnel experiments. However, their computational work did not account for realistic wake unsteadiness.

Hence, this work extends that of Kabanovs et al. (2016), applying an unsteady eddy-resolving CFD simulation to their simple test case. Doing so provides additional insights into spray advection into the wake, its distribution through the wake and the subsequent pattern of deposition. The latter permits some limited qualitative comparison of the numerical simulation against their experimental data. Data from the literature are also used to assess the degree to which the CFD simulation captures the aerodynamics behaviour of the bluff body, in terms of drag and lift force prediction along with wake topology.

In addition, guidance is provided on the numerical simulation of this issue; specifically coping with the mismatch between the sampling times available in experiments with those economically obtainable with unsteady CFD simulation.

2. Approach

2.1. Bluff body

The representative bluff body used in this study is illustrated in Fig. 1. This is the square-back version of the Windsor body; a simple design which has proportions typical of a small hatch-back car and has been used in a wide range of aerodynamics studies (See, for example, Volpe et al. (2014); Littlewood et al. (2011); Littlewood and Pasmore (2010); Howell et al. (2013); Howell and Le Good (2008); Howell et al. (2003)). As shown, it is 1044 mm long, 389 mm high and 289 mm wide; with a stated projected frontal area (A) of 0.112 m².

It is usually mounted using four threaded bars (M8) at positions representative of front and rear axles, 15 mm inboard of the sides of the model. To maintain comparability with the available experimental data, ground clearance was set to 50 mm (h/H = 0.17).

One important advantage of using standard reference geometry is that experimental data is available to support correlation with the CFD simulation. In addition to limited qualitative data for surface contamination deposition (Kabanovs et al., 2016), zero-yaw drag and lift coefficients are available (Perry et al., 2015) along with the rear wake topology (Pavia et al., 2016).

Hence, the representation of a key vehicle type and the availability of experimental data for both aerodynamics and surface contamination make this a good initial system for the investigation of the interaction between a tyre spray and vehicle wake.

2.2. Mathematical models

Numerical simulations were performed with a commercially available CFD code, Exa PowerFLOW. This has been previously been applied to wind engineering (Mamou et al., 2008a, 2008b; Symes, 2008) as well as vehicle aerodynamics simulations (Chen et al., 2003). It is an inherently unsteady Lattice Boltzmann (LB) solver which uses what is essentially a Very Large Eddy Simulation (VLES) turbulence model (Chen et al., 1992, 1997, 2003), as when typically applied to bluff body aerodynamics simulations the spatial resolution used is too coarse to resolve more than 80% of the turbulent kinetic energy (Pope, 2013, p.575). Unresolved turbulence is accounted for by including an effective turbulent relaxation time, calculated via the RNG κ-ε transport equations (Chen et al., 2003).

The discrete airborne droplets of the spray were represented via a Lagrangian particle model. This technique has been previously applied to dispersed phase simulations, such as: wind-driven rain (Hangan, 1999; Persoon et al., 2008) and sand (Paz et al., 2015); water droplets falling under gravity (Meroney, 2006); pesticide spray (Xu et al., 1998); particulate atmospheric pollutants (Ahmadi and Li, 2000) and spray from vehicle tyres (Kuthada and Cyr, 2006). In this case, the particle model was run concurrently with the LB solver. Hence particle and flow time are coupled, enabling the particles to respond to the unsteady flow and allowing for two-way momentum transfer between the continuous and discrete phases. This has been extended to include standard models for splash (Mundo et al., 1995; O’Rourke and Amsden, 2000) and breakup (O’Rourke and Amsden, 1987). At the surface, particle mass, which is not lost via splash, is transferred into a thin surface film, represented by a model similar to that of O’Rourke & Amsden (1996). A re-entrainment model strips particles from the film if a user-set critical film thickness is exceeded. This continues until its thickness falls below a critical threshold, set at 0.3 mm in this work (Jillesen et al., 2015).

This combination of an eddy-resolving unsteady flow solver with extended particle and surface film sub-models provides a suitable tool for the investigation of the rear surface contamination problem. It is important to note that capturing the transport of droplets into a wake through the bounding shear layer requires the use of higher fidelity turbulence modelling than more widely used correlation-moment closure models provide, as these cannot capture the relevant unsteady structures in the shear (mixing) layer (Yang et al., 2004). Similarly, Paschkewitz (2006) demonstrated, while investigating the dispersion of a modelled tyre spray through the wake of a simplified lorry, that an LES turbulence model increased the vertical dispersion of the lowest inertia particles, compared to unsteady RANS (URANS). The use of LES increased the vertical dispersion distance by 35%, for particles with a diameter less than 5×10⁻⁵ m. This is twice the mean diameter of the particle distribution used here; hence, the use of an unsteady eddy-resolving approach is essential.

2.3. Simulation domain

The simulation domain was designed to replicate the environment provided by the test section of the Loughborough University Wind Tunnel, as this facility was used in the equivalent experiments. The wind tunnel, described in detail by Johl et al. (2004), is a semi-open return design with a closed working section measuring 1.92 m (wide) by 1.32 m (high).

Fig. 2 provides a cut-away view of the numerical domain, showing: inlet, outlet, floor and one of the two vertical walls (for the sake of clarity the ceiling and remaining vertical wall are not shown). The height and width of the working section match that of the wind tunnel, but the length of the domain has been extended both upstream and downstream to provide sufficient clearance between the bluff body, inlet and outlet. A prescribed flow velocity is set at the inlet, whilst the outlet is set to atmospheric pressure.
The floor, ceiling and wall boundary conditions are frictionless, until they reach a position 3.8 m upstream of the bluff body, when they switch to no-slip to enable the growth of boundary layers which match that of the wind tunnel. Initial simulations without the bluff body present were used to confirm that a floor boundary layer with a 65 mm 95% disturbance thickness was attained at the centre of the working section, matching the wind tunnel. In addition, the specification of 5% turbulence intensity at the inlet resulted in a 0.15% level at the model mounting position, again matching the wind tunnel environment.

The starting point for the computational grid (lattice) design was provided by previously published studies using this LB solver (Lietz et al., 2002; Fischer et al., 2008, 2010; Samples et al., 2010). These particularly address the distribution of spatial resolution required to capture the flow structures and forces generated by automotive bodies.

The chosen spatial distribution of computational cells (voxels) around the bluff body is shown in Fig. 3. The individual voxels are cubes, with the smallest (1 mm) reserved for regions with the strongest pressure gradients (leading radii) and the rear face. These zones are nested within regions of reducing resolution, with 4 mm voxels used through the complete near-wake. This resulted in a computational grid (lattice) comprising 21.9×10⁶ voxels and 1.18×10⁶ surface elements (surfels).

The level of resolution used here aligns with previously published investigations into the aerodynamics of the Ahmed body - a similar simple bluff body - using this solver. In particular, Sims-Williams and Duncan (2003) obtained good results for the trailing vortex structures generated by the 25° rear slant angle variant, for both time-averaged and unsteady quantities using a lattice with a smallest voxel edge length of 1.3 mm. Similarly, Fares (2006) obtained excellent results for the wake of the same Ahmed body configuration, adopting a similar disposition of spatial resolution and a smaller number of voxels (18.4×10⁶) following a lattice resolution study.

With the inlet velocity set to 30.5 m/s surface y+ values were generally below 120 for surfaces with attached flow; appropriate for the wall model used to represent the boundary layer (Krastev and Bella, 2011). This also resulted in a Reynolds number (ReH) of 6.65×10⁵, and a time-step length for the simulations of 5.06×10⁻⁸ s. These boundary conditions were used for both the initial aerodynamics and the subsequent surface contamination simulations.

2.4. Spray model

For the surface contamination simulation, the aerodynamics model was modified to include a spray source matching that used in Kabanovs et al. (2016); this is illustrated in Fig. 4. The spray emitter was placed on the vertical centreline (Y=0) plane at the domain floor, immediately beneath the trailing edge of the Windsor body, with its main axis at 45° above the horizontal. Its diameter was set to 0.378 mm and particles are emitted with a velocity of 15.2 m/s. The experimental droplet size distribution was matched by a Gamma distribution with a mean particle diameter of 25.6×10⁻⁶ m and a standard deviation of 15×10⁻⁶ m. The conical spray had an evenly distributed angular spread (ε) of 70°. As in the experiments, water was used as the contaminant; so, appropriate material properties were set: density (ρ) 1000 kg/m³; dynamic viscosity (μ) 1×10⁻³ Pa.s, and surface tension (γ) 72.8×10⁻³ N/m.

Clearly this experimental system is highly simplified: wheels have been omitted and the spray is introduced centrally, rather than at outboard positions, as would be the case if tyre interaction with a wet road were responsible for the spray. Neither have particle velocities been matched to those seen for droplets released from tyre surfaces. However, it does allow for the investigation of the basic process of spray transport into the base wake and the deposition of material on the rear surface given its presence in the wake. The following section presents and discusses the results obtained. As a physically realistic aerodynamics simulation is a prerequisite for a credible simulation of surface contamination accumulation, these results are discussed first.

3. Results and discussion

3.1. Aerodynamics simulation

To establish the flow field, an initial aerodynamic simulation was run for 6 s, requiring 4646 CPU.hours of computational effort. The drag and lift coefficients obtained are shown in Figs. 5 and 6, respectively. They are plotted against both dimensional and scaled simulated time. The latter is obtained by scaling against the time taken for the bulk flow to pass one vehicle length, i.e. L/V∞, characterising time as a number of “flow passes”. The mean values over the selected
averaging period are shown (broken horizontal lines). The force coefficients have been corrected for domain (i.e. working section) blockage using the one-dimensional continuity correction of Carr and Stapleford (1983), the same approach used in Perry et al. (2015).

Selecting the averaging period generally requires the systematic exclusion of unphysical data arising from the “start-up” phase of the simulation, where the flow field adjusts from initialisation. This is achieved by using a receding average function: a series of averages (means) is obtained for successively smaller samples by sequentially removing early-time data, e.g. \( \sum_{i=1}^{t} C_{D,i} \sum_{i=t+1}^{N} C_{D,(N-t+1)} \sum_{i=t+2}^{N} C_{D,(N-t+2)} \ldots \); where \( t \) and \( T \) are the first and last times, respectively, for which drag coefficient \((C_D)\) data was recorded and \( N \) is the total number of \( C_D \) values in the time series. Finally, \( \Delta t \) is the interval for recording data (not, in this case, the simulation time step).

Receding averages are plotted for both lift and drag coefficient in Figs. 7 and 8. Confidence limits have been estimated accounting for the dependence of data points on preceding data (i.e. autocorrelation). This was realized by splitting the time series into contiguous “blocks” containing a prescribed number of points. Mean force coefficients were

<table>
<thead>
<tr>
<th>Table 1</th>
<th>Calculated and measured force coefficients.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Drag coefficient, ( C_D )</td>
</tr>
<tr>
<td>CFD</td>
<td>Experiment</td>
</tr>
<tr>
<td>0.286</td>
<td>0.282</td>
</tr>
</tbody>
</table>

Fig. 4. Spray emitter location.

Fig. 5. Drag coefficient time history and mean.

Fig. 6. Lift coefficient time history and mean.

Fig. 7. Receding average of the drag coefficients.

Fig. 8. Receding average of the lift coefficients.
then calculated within each data block, providing a new time-series for which statistical quantities could be calculated. A sensitivity analysis was performed, varying the block size to determine a fair estimate for the confidence intervals. Figs. 7 and 8 show confidence limits based on splitting the time series into blocks of 275 data points and calculating confidence intervals for the receding averages of this data.

For both drag and lift coefficients, removing early time data changes the mean little (a), indicating an insignificant (for the mean at least) “start-up” phase. In both cases there is a plateau (b) where the mean does not vary significantly, indicating that well-settled time-mean force coefficients have been obtained. As more data is removed and the sample size falls, the mean values show a progressive drift (c), which is more marked for the lift coefficient. Ultimately there are too few samples to obtain a stable mean (d). These observations justify the use of the complete data set to form both mean coefficients and flow fields.

This process produced mean force coefficients of $C_D=0.286\pm0.003$ and $C_L=-0.107\pm0.003$ (95% confidence intervals shown). These are compared with the experimental measurements of Perry et al. (2015) in Table 1; agreement is excellent. However the base wake is critical to the rear surface contamination problem hence good prediction of the integrated force coefficients is a necessary but not a sufficient condition for a successful application of this technique.

Fig. 9 re-plots Particle Image Velocimetry (PIV) measurements made by Pavia et al. (2016), providing time averaged streamlines on the vertical (XZ) centreline ($Y=0$) and the horizontal (XY) mid-height planes; which are then compared to streamlines computed from the CFD simulation (only the rear end of the body is shown). This reveals a wake structure dominated by a ring vortex, similar to that described by Krajnović and Davidson (2003) for a bus-shaped body and later by Rouméas et al. (2009) for a simplified square-back geometry. The time-averaged wake structure comparison between experimental PIV data for (a) $Y=0$ plane and (b) Mid-Height Z Plane and CFD for (c) $Y=0$ plane and (d) Mid-Height Z Plane.

This process produced mean force coefficients of $C_D=0.286\pm0.003$ and $C_L=-0.107\pm0.003$ (95% confidence intervals shown). These are compared with the experimental measurements of Perry et al. (2015) in Table 1; agreement is excellent. However the base wake is critical to the rear surface contamination problem hence good prediction of the integrated force coefficients is a necessary but not a sufficient condition for a successful application of this technique.

Fig. 9 re-plots Particle Image Velocimetry (PIV) measurements made by Pavia et al. (2016), providing time averaged streamlines on the vertical (XZ) centreline ($Y=0$) and the horizontal (XY) mid-height planes; which are then compared to streamlines computed from the CFD simulation (only the rear end of the body is shown). This reveals a wake structure dominated by a ring vortex, similar to that described by Krajnović and Davidson (2003) for a bus-shaped body and later by Rouméas et al. (2009) for a simplified square-back geometry. The time-averaged wake structure comparison between experimental PIV data for (a) $Y=0$ plane and (b) Mid-Height Z Plane and CFD for (c) $Y=0$ plane and (d) Mid-Height Z Plane.

Fig. 10. Velocity magnitude one body height downstream in (a) $Y=0$ plane and (b) Mid-Height Z Plane. Symbols denote experimental data and solid line CFD results.
averaged wake structure is well-captured by the CFD simulation. Comparing Fig. 9(a) and (d) shows the vortex core position for the lower leg of the ring vortex sitting slightly too low in the CFD simulation, due to reduced up-wash lower wake. In addition, the near wake closure occurs slightly later in the simulated flow field, leading to a near wake 4.5% longer than that measured. In the horizontal plane (Fig. 9(b) and (c)), the overall topology is replicated, but the vortex core location provided by the CFD simulation compares less well to experiment. This is likely a function of a lateral wake bi-stability identified for this bluff body by Pavia et al. (2016) and the smaller time-sample obtainable in CFD (6 s) against experiment (137.7 s). Thus, it is possible for the CFD simulation to be recovering the same time-dependant flow field as experiment, but have a different mean vortex ring orientation because the run time is insufficient to capture the lateral switches in flow structure seen in the longer experiment.

Additional confirmation of the degree to which the CFD simulations recover physically realistic wake aerodynamics is provided by Fig. 10, which shows the variation of velocity magnitude (relative to the freestream velocity) at an X-location one body height (H) downstream of the base. This location was selected as it corresponds to the position of the vortex core. It is clear that the CFD simulation has captured the velocity deficit in the central part of the wake. The largest differences are seen in the y=0 plane (a) in regions of the wake affected by the upper free shear layer and the flow emerging from underneath the model.

A final insight into the results of the aerodynamic simulation is provided in Fig. 11. This plots the fraction of turbulent kinetic energy resolved in the wake (at the same downstream location) along with the distribution of the absolute values of simulated and modelled turbulent kinetic energy. This shows that the level of spatial resolution used is sufficient to resolve more than 80% of the energy through the bulk of the wake flow.

Hence, it is clear that the CFD simulation has replicated the wake structure well and that the initial aerodynamics simulation provides a
good starting point for the surface contamination calculation.

3.2. Surface contamination simulation

3.2.1. Distribution pattern

The subsequent surface contamination simulation was run for 3.34 s of simulated time, requiring 1.01×10⁵ CPU.hours of computational effort. Time-dependant particle and surface film data were averaged to allow for comparison with the time-averaged flow field. The predicted surface contamination distribution obtained is shown in Fig. 12(a) where it is compared to the equivalent experimental result (b).

The first point to note here is that the experimental data is a distribution of intensity (I) resulting from the use of a UV fluorescing dye in the water spray, whereas the computational image is based on film thickness (h). Hence, although the two are related (as h∝I for thin films) any comparison is qualitative and limited to the form of the distribution (to aid interpretation two broken lines have been added to

![Fig. 12. Rear surface contamination pattern from (a) CFD and (b) Experiment (Kabanovs et al., 2016). Broken lines delineate subjectively assessed regions of high, medium and low surface contamination obtained in the experiment.](image)

![Fig. 13. Relative surface film thickness and static pressure coefficient for (a) vertical centreline and (b) horizontal line through the contamination maximum the CFD simulation shows a radially distributed deposition of material, with a maximum on the vehicle centre line, at around 25% of the base height.](image)

![Fig. 14. An isosurface of water volume ratio (7.5×10⁻⁸) coloured by mean particle diameter shown with streamlines on the Y=0 Plane.](image)

![Fig. 15. Rear surface film mass time history.](image)


3.2.2. Surface contamination and base pressure

A relationship between the accumulation of material on the base and the local static pressure has been asserted by Costelli (1984) following wind tunnel experiments on a small hatchback car. He observed that areas of high contamination were associated with regions of higher base pressure. This is generally borne out by the CFD simulation, as can be seen by plotting average film thickness against static pressure on the vertical centreline and a horizontal plane through the deposition maximum (Fig. 13).

For inboard regions, higher base pressure is strongly associated with higher levels of surface contamination. At the edges of the base the CFD model predicts some pressure recovery, which is not matched by contaminant deposits. A consideration of the deposition mechanisms provides some explanation for this.

3.2.3. Deposition mechanisms

The basic process of deposition is illustrated in Fig. 14. This plots streamlines on the vertical centreline against an isosurface of effective water volume ratio (Volume of particles/volume of voxel=7.5×10⁻⁸) coloured by mean particle diameter. This shows the spray being advected downstream (a), away from the body, until the reversed flow in the lower lateral leg of the ring vortex (b) draws a fraction of the particles back towards the vehicle. The bulk of the captured particles are held in the lower part of the wake, with relatively little mixing into the upper part of the ring vortex (c). It also appears that as the contaminant approaches the rear surface it is drawn downwards by the local flow turning to align with the surface. It is notable that only a small fraction of the particles released into the flow (less than 1.0% by mass) are deposited on the rear surface.

The retention of the largest fraction of particles in the lower part of the wake explains the position of the contamination maximum on the rear surface. Its association with the return flow and subsequent rear stagnation point explains the relationship with regions of high base pressure suggested by Costelli (1984) and seen in Fig. 13. The deviation noted from this association approaching the lower trailing edge appears to be caused by local downwash in the flow field. Those seen approaching the upper and body side edges are caused by the relative lack of contaminant in proximity to the rear surface in these areas.

The simulation also suggests that the main transport mechanism of contaminant to the rear surface is the flow reversal associated with the lower part of the ring vortex. Few particles appear to penetrate the lower shear layer. In addition, the distribution of mean particle diameter over the isosurface indicates that the process of turning the particles leads to break-up, as the fraction of large particles decreases as they approach the rear surface.

3.2.4. Rate of accumulation

The final set of observations provided in this work relate to the rate of accumulation of material on the rear surface. The time histories of film mass and its rate of deposition are provided in Figs. 15 and 16, respectively.

From Fig. 15 it is clear that over the period simulated, the film accumulates linearly, with 5.65×10⁻⁸ kg of the dispersed phase deposited on the rear surface over the course of the simulation. The linear trend aligns with simulations conducted for a fully-detailed road vehicle by Jilesen et al. (2013), suggesting that the insights provided by this simple system are relevant to actual vehicles.

The reason for the linear accumulation of mass on the rear surface is provided in Fig. 16. This plots the time-history of the progressive average (i.e. the start of the averaging window remains fixed, with new data added sequentially) of the deposition rate (solid line), along with the bounds for a 95% confidence interval (broken lines). As can be seen, the rate of deposition reaches a well-settled mean value after one second of simulated time. From then on the average rate remains largely constant, reaching a final value of (1.7 ± 0.2)×10⁻⁸ kg/s; only 1.0% of the rate input into the simulation.

![Fig. 16. Development of the average rate of rear film deposition.](image1)

![Fig. 17. Relative film thickness profiles for 1.7≤t(s)≤3.2 in (a) vertical centreline and (b) a horizontal line through the surface contamination maximum.](image2)
These observations indicate that although longer simulations will generate a thicker film (up to the point where the surface cannot support the liquid against gravity and aerodynamic shear, leading to film run-off) the form of the distribution is likely to remain unchanged. This view is confirmed by the time-series of relative film thickness profiles (i.e. film height divided by the maximum value along the profile) presented in Fig. 17. These show relative film thickness distribution on the (a) vertical centreline and (b) a horizontal plane through the contamination maximum. The individual profiles are similar over the time period shown, with differences diminishing as the simulation progresses. This provides good evidence that although film thickness increases over time, the relative distribution does not. Hence, comparisons of relative distributions between relatively short CFD calculations and longer experiments may be warranted.

4. Conclusions

An extended LB solver has been shown to provide an excellent representation of the aerodynamics of a simple square-backed bluff body, leading to a credible prediction of the relative distribution of contaminant on the rear surface. Thus the potential of this eddy-resolving method to predict these important characteristics is demonstrated.

Deposition of surface contaminant on the rear surface of a representative bluff body has been shown to be the result of spray entrainment by the lower part of the wake ring vortex. Relatively little material appears to be advected across the lower shear layer.

Surface contaminant accumulates preferentially in regions of higher base pressure, as suggested by Costelli (1984). Exceptions to this trend are seen (a) close to the lower edge of the base, due to local wake downwash and (b) close to the remaining edges, due to low local availability of contaminant.

In this simulation, the fraction of emitted material deposited on the rear surface was small, only 1.0% of the total mass of contaminant introduced into the domain.

In common with actual vehicles, the accumulation of contaminant is linear, with the deposition rate and relative distribution changing little over time. This suggests that shorter CFD simulations can be compared to longer experiments. It also suggests that the rate of accumulation is a useful metric for future studies, as is constant and usefully related to vehicle development objectives: i.e. vehicles operated in the environment will always accumulate contaminant, but reducing the rate at which this occurs can help differentiate between designs.

Finally, for real vehicles, the source of surface contamination is spray generated by tyres lifting water containing solid contaminants from wet road surfaces. Also, the wheels generate their own wake structure. These elements have been omitted from this study, so the next stage in the systematic application of simplified vehicle geometries to this problem should be based around a standard body which incorporates wheels.
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