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a b s t r a c t

Renewable energies are a key pillar of power sector decarbonisation. Due to the variability and uncer-
tainty they add however, there is an increased need for energy storage. This adds additional infra-
structure costs to a degree that is unviable: for an optimal case of 15 GW of storage by 2030, the cost of
storage is circa: £1000/kW. A promising solution to this problem is to use the batteries contained within
electric vehicles (EVs) equipped with bi-directional charging systems to facilitate ancillary services such
as frequency regulation and load balancing through vehicle to grid (V2G) technologies. Some authors
have however dismissed V2G as economically unviable claiming the cost of battery degradation is larger
than arbitrage. To thoroughly address the viability of V2G technologies, in this work we develop a
comprehensive battery degradation model based on long-term ageing data collected from more than
fifty long-term degradation experiments on commercial C6/LiNiCoAlO2 batteries. The comprehensive
model accounts for all established modes of degradation including calendar age, capacity throughput,
temperature, state of charge, depth of discharge and current rate. The model is validated using six
operationally diverse real-world usage cycles and shows an average maximum transient error of 4.6% in
capacity loss estimates and 5.1% in resistance rise estimates for over a year of cycling. This validated,
comprehensive battery ageing model has been integrated into a smart grid algorithm that is designed to
minimise battery degradation. We show that an EV connected to this smart-grid system can accom-
modate the demand of the power network with an increased share of clean renewable energy, but more
profoundly that the smart grid is able to extend the life of the EV battery beyond the case in which there
is no V2G. Extensive simulation results indicate that if a daily drive cycle consumes between 21% and 38%
state of charge, then discharging 40%e8% of the batteries state of charge to the grid can reduce capacity
fade by approximately 6% and power fade by 3% over a three month period. The smart-grid optimisation
was used to investigate a case study of the electricity demand for a representative University office
building. Results suggest that the smart-grid formulation is able to reduce the EVs' battery pack capacity
fade by up to 9.1% and power fade by up to 12.1%.
© 2017 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY license

(http://creativecommons.org/licenses/by/4.0/).
1. Introduction

There is a recognised duality between energy consumption and
economic growth which underpins quality of life [1]. Strong eco-
nomic growth and expanding populations are leading to increased
global energy demands and consequently carbon dioxide emissions
).

r Ltd. This is an open access article
[2]. Given that a large part of the emissions arises from consump-
tion of fossil fuels the obvious route to decarbonisation is reducing
energy consumption. The possible negative impacts on economic
growth arising from cutting back energy demand however, forces
us to seekmore environmentally clean alternative energy resources
[3]. To this end, renewable energy technologies offer the promise of
clean, abundant energy gathered from self-renewing resources [4].
A challengewith renewable energy systems such as solar, wind and
tidal energy is the flexibility needed to match demand and supply.
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Abbreviations

BMS Battery Management System
CC Constant Charge
CF Capacity Fade
CV Constant Voltage
ECM Equivalent Circuit Model
EIS Electrochemical Impedance Spectroscopy
EV Electric Vehicle
LCO Lithium cobalt oxide
LFP Lithium iron phosphate
LTO Lithium titanium oxide
NCA Lithium nickel cobalt aluminium oxide
NMC Lithium nickel cobalt manganese oxide
PF Power Fade
ULCVDP Ultra-Low Carbon Vehicle Demonstrator Programme
V2G Vehicle to Grid

Nomenclature
A Cell surface area [m2]
Aref Pre-exponential factor in Arrhenius equation

cp Cell heat capacity [J/(kg.K)]
Crate C e rate
EAact Activation energy [J/mol]
h Heat transfer coefficient [W/(m2K)]
I Current load [A]
K Capacity throughput [Ah]
m Cell mass [g]
N Cycle number
Q Cell capacity [Ah]
Qrated Maximum discharge capacity defined bymanufacturer

[Ah]
R Molar gas constant [J/(mol K)]
SoC State of Charge
DSoCDrive State of Charge used in driving
DSoCV2G State of Charge used in V2G
DSoC Change in State of Charge
t Time [Hour]
T Battery bulk temperature [K]
Tamb Ambient temperature [K]
V Cell terminal voltage [V]
VOC Cell open circuit voltage [V]
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This requirement is particularly pronounced in electrical energy
systems in which demand and supply need to match at each time
point [5]. To balance the supply/demand problem, energy storage is
required, which can be costly. Therefore, in addition to technical
challenges, there are economic questions regarding the feasibility
of large scale energy storage systems.

For electrical energy storage, an attractive solution to this
challenge which has recently gained much attention [6e9] is the
possibility of using electric vehicles equipped with bi-directional
charging systems to facilitate ancillary services such as frequency
regulation [10,11] and load balancing through the use of their on-
board batteries [12e14]. In addition to the provision of ancillary
services, Lund and Kempton [15] show that adding such vehicle-to-
grid technologies to EVs can provide the necessary matching be-
tween the time of generation and time of load. Commercially
available EVs that facilitate such services using V2G technologies
are becoming available on the market today. The economic viability
of V2G services however, will depend on the financial profitability
of the service for the end customer, aggregator, distributed network
operator, distributed system operator; for example, the profitability
of energy arbitrage.

The revenue from energy arbitrage is governed by real time
pricing tariffs, transmission and distribution costs and round-trip
efficiency [16] which is a combination of discharge efficiency and
charge efficiency (in excess of 95% for discharge/charge cycles for
lithium ion batteries [17]). The resulting profit from energy arbi-
trage is calculated by subtracting the degradation cost and the cost
of buying electricity from that of selling it to offset the owner's use
and multiplying by the number of kWhs transacted and adjusting
for efficiency [16]. While energy tariffs, transmission costs and
distribution costs are well defined, battery degradation and effi-
ciency (which changes with degradation) is less well defined and
understood. For an accurate account of viability, costs associated
with battery degradationmust be considered to a suitable degree of
accuracy.

Previous studies, such as Refs. [15,16,18], which considered the
Vehicle-to-Grid (V2G) cycling costs associated with battery
degradation concluded that V2G profits are outweighed by the
possible reductions in battery lifetimes. These studies however,
calculated degradation costs using simple regression models based
on laboratory data for a limited set of ageing stress factors, namely
depth of discharge (DSoC) and current rate (Crate). In fact, the more
severe stress factors e elevated temperature (T) and state of charge
(SoC) during cycling and storage [19] e were not considered.
Bashash et al. [20] considered a 1D electrochemistry model coupled
with a simplemodel for the growth of the solid electrolyte interface
(SEI). Although the model is more grounded in electrochemistry
theory, the authors chose not to include other mechanisms of
battery degradation in addition to SEI growth. Ignoring the fact that
the SEI is only one mechanism from the many mechanisms of
battery degradation e albeit dominant under particular conditions
e both the electrochemical and SEI models used in the study were
not validated using real or hypothetical data. Marongiu et al. [21],
on the other hand, carried out V2G viability studies by optimising
energy cost and battery longevity using a more complete empirical
model for battery degradation. In addressing this optimisation
problem, in addition to reducing battery degradation arising from
V2G use, their strategy required grid requests in terms of power
requirements to be satisfied. Most recently, Duabbary et. al. [50]
have written about the viability of V2G operations. Although their
approach is simplistic in comparison to the study of Marongiu et al.
[21] e that is, the study considered simple charge discharge pro-
files, without any intelligent control algorithms e their results
suggest that in terms of exchanged capacity, the worst-case sce-
nario is the case involving rest periods at work and no V2G at home.
This means that by intelligently optimising the condition of the
battery during these rest periods via V2G operations, there may be
an opportunity to positively impact the state of health of an electric
vehicle’s battery, as will be studied in this paper.

In this study we present a comprehensive battery ageing model
based on data collected from more than 50 long-term ageing tests
in which commercial batteries were cycled under a wider range of
operational conditions spanning 0 �C � T � 45 �C, 15% � SoC � 95%,
0% � DSoC � 80%, with charging and discharging rates up-to and
including the maximum manufacturer defined limits. A phenom-
enological ageing model based on equivalent circuits, as described
in Ref. [22], is developed and parametrised using the long-term
ageing test data. This ageing model is then validated using long-
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term ageing data from six, operationally diverse, real-world usage
cycles. This comprehensive and validated ageing model is used to
design an algorithm which seeks to minimise battery degradation.
In further contrast with previous works, V2G is just an effective and
efficient mechanism that is employed to facilitate this. V2G cycling
is used to reduce/increase the batteries SoC to values where
degradation resulting from storage is minimised. Furthermore, at
SoCs between 60 and 40%, the internal resistance of the battery is at
a minimum; in this SoC region the associated Joule heating under
cycling is also minimised. For the first time, we show that under
specific circumstances V2G cycling can conserve, and even increase,
the lifetime of an EV beyond the case in which there is no V2G
cycling. As such, V2G can provide an effective mechanism by which
the lifetime of an EV can be extended.

In the next section the formulation of the battery ageing model
is presented. This section also includes a description of the lithium
ion batteries used for this study, the experimental set-up for ageing
experiments, the tests carried out to characterise battery ageing,
model parametrisation and model validation. The authors consider
a grid topology that facilitates the storage and transfer of renewable
energy; the grid structure and V2G scenario is presented in Section
3. Using the battery degradation model developed in Section 2, in
Section 4, a smart-grid system is proposed in which an algorithm
aimed at minimising capacity and power fade is integrated. This
smart-grid system is used in Section 5 for a case study investigating
the impact of V2G on the electricity demand for a representative
University office building. In Section 6, the results are discussed and
potential further work is stated. Finally, in Section 7 the conclusions
of the work are presented.
Fig. 1. ECM.
2. Battery ageing model

2.1. Model definition

Battery degradation occurs due to chemical side reactions dur-
ing storage and electrochemical side reactions during cycling.
Electrical and thermal loads also cause electrochemo-mechanical
degradation through volumetric changes of the active material. A
complete discussion on battery degradation mechanisms is beyond
the scope of this paper, interested readers are directed to
Refs. [19,23]. Previous experimental studies of cell ageing show that
the rate of battery degradation due to storage and cycling is pro-
portional to tb [24] and cycle number N [25] respectively, where t is
calendar age and b is 0.5 when SEI growth is the dominant ageing
mechanism [26], [27]. The rate of battery degradation will also
depend on the environmental, chemical and electrochemical state
of the battery. From a systems perspective, these environmental
and operational states are expressed as battery degradation accel-
eration/stress factors which include elevated temperature T [17,22],
state of charge SoC [29], depth of discharge DSoC [30] and current
rate Crate [31]. The rate of degradation during storage is dependant
on stress-factors T and SoC, while the rate of cycling related
degradation is dependent on T , SoC, DSoC and Crate: The effects of
these stress factors e based on published literature e at the
microscopic level are presented using flow charts in Ref. [23].

The stress factors T , SoC, DSoC and Crate are dynamic and evolve
under a batteries dynamic environmental conditions and usage, see
Ref. [32] for mathematical definitions. The cell temperature is
calculated using a bulk thermal model

mcp
d
dt

TðtÞ þ hAðTðtÞ � TambÞ ¼ IðV � VOCÞ (1)

where Tamb is the ambient temperature,m is the cell mass, cp is the
heat capacity of the cell, A is the surface area of the cell, h is the heat
transfer coefficient of the cell and IðV � VOCÞ represents irreversible
joule heating caused by Li-ion transport under cycling ewhere V is
the terminal voltage and VOC is the open circuit potential.

To predict battery degradation, an accurate account of the long-
term history of these stress factors for a given usage cycle is
required. As such, the equivalent circuit model (ECM) presented
within Fig. 1 [17] is employed to estimate the time varying evolu-
tion of these stress factors. The ECM, more than other models, lends
itself to parametrisation from standardised ageing characterisation
tests. Such phenomenological models are well established in the
field of battery modelling [33]. The lumped-parameter ECM
structure comprises an ideal voltage source which represents the
open circuit potential (VOC) of the paired electrode system e in this
case C6/LiNiCoAlO2. This is serially connected to a variable resistor
representing the internal resistance R0, i.e., the Ohmic resistance
which comprises all electronic resistances. The resistor-capacitor
(RC) pair represents the charge-transfer resistance (Rct) coupled
with surface layer capacitances Cdl; c.f., Ref [17] for model equa-
tions. While all the circuit elements vary with T , SoC and Crate, the
resistance elements, as well as the cell capacity QðtÞ; are also
dependent on the varying time history of TðtÞ, SoCðtÞ,
DSoCðtÞ; CrateðtÞ. After every time step therefore, battery degra-
dation needs to be assessed and the circuit parameters need to be
updated. Capacity fade (CF) and power fade (PF) e which are the
conventional engineering metrics used to define battery degrada-
tion e are defined as:

CF ¼ 1� Q � mCFQrated

Qrated � mCFQrated
(2)

PF ¼ 1
mPF � 1

�
R0 þ RCT

R0ð0Þ þ RCT ð0Þ
� 1
�

(3)

where mCF is the factor of the cells rated capacity at which point the
battery is considered not fit for purpose (for automotive applica-
tions it is often cited as 0.8 or a 20% loss in capacity [34]) and mPF is
the factor of the cells total resistance at which point the battery is
considered not fit for purpose (for automotive applications it is
cited as 2 or a 100% increase in total resistance [34]). CF and PF are
designed such that at 100% the battery is considered not fit for
purpose. The cost of battery degradation (£deg) is defined as

£deg ¼ max½CF � £batt ; PF � £batt � (4)



Table 1
Summary of storage and cycling ageing tests carried out.

Test T SOCstart DSoC Ccharge
rate Cdischarge

rate

1 10 �C 90%
2 10 �C 50%
3 10 �C 20%
4 25 �C 90%
5 25 �C 50%
6 25 �C 20%
7 25 �C 95% 80% 0.3C 1.2C
8 25 �C 95% 80% 0.3C 0.4C
9 25 �C 95% 30% 0.3C 1.2C
10 25 �C 95% 30% 0.3C 0.8C
11 25 �C 95% 30% 0.3C 0.4C
12 25 �C 50% 30% 0.3C 1.2C
13 45 �C 90%
14 45 �C 50%
15 45 �C 20%
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where £batt is the cost of replacing the battery.

2.2. Ageing experiments

Within this study, a total of 63 (45 cells for isolated ageing tests
and 18 cells for validation ageing tests) commercially available 3 Ah
18650 cells were used. Each cell comprises of a LiC6 negative
electrode, LiNiCoAlO2 positive electrode, separated by a poly-
ethylene separator, sandwiched between two current collectors
and immersed in an electrolyte solution. The manufacturers rec-
ommended maximum continuous charge and discharge current
rates are defined as 1.2C and 0.3C respectively. The maximum
instantaneous charge and discharge current rates are defined as 5C
and 1.5C respectively.

Each cell was allocated a unique number ranging from 1 to 63
and adjusted to the required SoC value of SoC using a Bitrode cell
cycler (with associated monitoring and control software). The cells
aged under storage conditions were then placed in a V€otsch ther-
mal chamber. The cells aged by cycling were exercised using the
Bitrode cell cycler within an Espec thermal chamber fixed to 25 �C.
The experiential set-up is shown in Fig. 2. The storage and cycling
conditions used are summarised in Table 1.

For the validation cycles presented in subsection 2.5, a varying
temperature profile which reflects daily and annual fluctuations in
ambient temperature is required. For this purpose, the thermal
management solution adapted the use of a commercially available
LAUDA (Model Proline RP845C) heating and cooling unit. The cells
under test were embedded into an aluminium housing unit con-
nected on either side to awater inlet and outlet. The temperature of
the water was controlled by using the commercially available
LAUDAunit. This thermoregulatory unit provided 0.01 �C resolution
for the control temperature. The flow rate was adjusted as neces-
sary to mimic the ambient temperature rises and falls of the
different regions considered in the work. The water passed through
a heating/cooling jacket in contact with the radial surface of each
cell. The temperature at the water cooled/heated cell jacket was
measured at the inlet to the LAUDA unit and was found to be stable
to ±0.5 �C.
Fig. 2. Pictures showing the experimental set up for long t
The cells were characterised every 8 weeks (approximately) for
degradation. The characterisation tests employed to track the
evolution of cell ageing are described in the next subsection.
2.3. Ageing characterisation and ageing experimental results

In this work several 3 Ah, C6/LiNiCoAlO2, 18650, commercial
cells are aged under various cycling and storage conditions. The
cells are first characterised upon delivery. The characterisation tests
involved:

� A retained capacity measurement at a temperature of 25 �C for a
constant discharge current of 1C, C/10 and C/25. After taking the
cells out of storage, this test entailed discharging the cells at a 1C
rate to the manufacturer's recommended cut-off voltage (in this
case 2.5 V) at 25 �C using a commercial Bitrode Li-ion cell cycler.
The cells were then allowed to rest for 3 h before being fully
recharged via the constant current constant voltage (CC-CV)
protocol using a 1C, C/10 or C/25 current for the CC part until the
erm ageing tests at WMG's Energy Innovation Centre.
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voltage cut-off is reached (4.1 V) and a C/25 cut-off rate for the
CV part.

� The use of power pulse tests to estimate the resistance of each
cell, in which the voltage response of each cell is measured for a
10 s current pulse at 20%, 40%, 60%, 80% and 100% of the man-
ufacturers recommended maximum continuous charge and
discharge current. Pulses are applied to each cell when pre-
conditioned to an SoC of 90%, 50% and 20%, with all tests con-
ducted at an ambient temperature of 25 �C. To calculate
resistance, the voltage/current data for each pulse is fitted to the
ECM model (shown in Fig. 3) using a least squares method.

� The measurement of the cells' impedance is made through
electrochemical impedance spectroscopy (EIS) using a Solatron
ModuLab EIS System with a 2A booster card, with the cells
preconditioned to an SoC of 90%, 50% and 20%. All tests were
conducted at an ambient temperature of 25 �C.

After initial characterisation, the cells were stored/cycled under
the defined ageing usage cycles. For each storage and cycling con-
dition listed in Table 1 three cells of the same type are aged. This
ensures that the resulting ageing data set is robust. The cells are
stored or cycled for approximately 10 weeks or 400e500 Ah
respectively, before they were re-characterised using the same
Fig. 3. Showing the average capacity fade and resistance increase results for long term batt
storage. The dashed lines indicate the fractional polynomial fit to the data c.f., Equation (6)
characterisation procedures noted above. The total test duration for
the storage tests were 385 days and approximately 850/2300 cycles
for 80%/30% DSoC cycling tests.

Storage ageing results are presented in Fig. 3. The results indi-
cate, in agreement with established theory [19,23], that higher SoC
and higher temperature storage leads to more pronounced battery
degradation. Resistance rise results exhibit a trend consistent with
Arrhenius behavior [35,36]:

Aref

"
EAact
R

 
1
Tref

� 1
T

!#
(5)

where Aref is a pre-exponential factor and R is the molar gas con-
stant; the activation energy EAact was shown by Liaw et al. [36] to
depend on SoC: The SoC and temperature dependent activation
energy is deduced from gradient of lnðCFÞ vs the reciprocal of
temperature plot shown in Fig. 4, which shows a trend similar to
that found in Ref. [36]. Capacity fade results suggest that cell
degradation due to storage at 10 �C is marginally worse than at
25 �C. However, careful consideration highlights that capacity fade
results for 10 �C and 25 �C lie within each other's error bounds. As
such, we conclude that capacity fade for 10 �C and 25 �C are pre-
dominantly similar.
ery storage ageing. The top, middle and bottom panels relate to 90%, 50% and 20% SoC
.
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Cycle ageing results are shown in Fig. 5. The results suggest that,
for the batteries considered in this work, discharging rate and DSoC
have little impact on battery degradation; cycle degradation
essentially only depends on capacity throughput. The observed
marginal outlier (corresponding to Test 12, c.f., Table 1) in Fig. 5 is
due to the lower average SoC for that test because of the lower
starting SoC.

2.4. Model parametrisation

In order to facilitate the estimation of capacity fade and resis-
tance rise for both cycling and storage, the capacity fade and
resistance rise data for each curve in Figs. 3 and 5 is fitted to a
fractional polynomial of the form:

Y ¼ Y0± aXb (6)

where Y is either capacity or resistance, Y0 is the corresponding
initial value determined from the first characterisation test, X is
either time or capacity-throughout K , and a and b are fitting
Fig. 5. Showing the average capacity fade and resistance increase results for cycle
ageing. The dashed lines indicate the fractional polynomial fit to the data c.f., Equation
(6). The second data point for resistance at 95% SoC, 30%DoD, 0.4C discharge rate (red-
line) is an unexplained anomaly (significantly higher than all other observations for
this cell). For cosmetic purposes only, it is replaced in this figure with a point that
matches the fractional polynomial estimate. In the ageing model this unexplained data
point is eliminated. (For interpretation of the references to colour in this figure legend,
the reader is referred to the web version of this article.)
parameters to be determined. The model parameters a and b are
linearly interpolated to estimate degradation for usage cycles that
are beyond the parametrisation data set (c.f., Table 1). While the
form of the fractional polynomial (equation (6)) is established
within lithium-ion battery literature [37], interpolation using
phenomenological models such as those presented in Ref. [38] was
not adopted due to the poor fitting results to the validation data.

2.5. Ageing model validation

In order to validate the ageing model, six operationally diverse,
real-world usage cycles are used. These validation usage cycles are
expressed in terms of parameter-space in Fig. 6 and summarised in
Table 2. Each cycle is defined over a week and represents a range of
driving behaviours and environments. The driving portion of the
usage cycles are derived using a tool akin to the rapid optimisation
tool developed by the authors [39] which constructs drive cycles by
transforming established cycles such as Artemis, FTP, NEDCe based
on either a power requirement profile or a velocity profile and a
simple road vehicle model (with configurable powertrains) e to
give the desired average T , SoC; DSoC and Crate. Charging is divided
into slow and fast charge. Slow charge consists of a 0:3C charge rate
while fast charging follows the CC-CV (constant current e constant
voltage) protocol with a 1C CC rate and a 4:1V CV maintained until
current falls below 0.14 A.

Validation results are presented in Fig. 7 and summarised in
Table 3. The peak error in all validation cycles are below 8%, except
for capacity fade for Cycle 1 which had a poorer fitting to experi-
mental data because the ambient temperature for the cycle was
considerably outside the range of the parametrisation data set. For
usage cycles that werewithin the range of the parametrisation data
set, c.f. Fig. 6, the errors were lower (approximately <5%). The
ambient temperature of 10�C for Cycle 2 corresponded to the
storage temperature of one of the long term ageing tests used for
parameterisation; the error for Cycle 2 is thus the lowest out of the
six validation cycles. This indicates, as expected, that the model
works well when the usage cycle characteristics are close to the
parametrisation data set.



Fig. 6. The validation usage cycles depicted in parameter space. Cycle 1 is the furthest
away from the parametrisation data set while Cycles 2 and 3 are the closest.
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3. V2G system topology

3.1. Grid system architecture

There are two main V2G architectures that have been proposed
in Ref. [40]: the deterministic architecture and the aggregative ar-
chitecture. In the former, V2G is provided by each EV autono-
mously, directly controlled and linked to the system operator by
communication and power lines while in the latter it is provided by
a fleet of EVs. The deterministic architecture is limited and does not
facilitate V2G in providing several services that require high power
and energy minimum thresholds [40]. On the other hand, an
aggregative framework is less restrictive in delivering services, but
introduces the need for a smart grid [21].

In contrast to the work of Marongiu et al. [21], in this work we
consider an aggregative framework where the principal function-
ality of V2G energy transfer is to minimise battery degradation. The
proposed architecture, depicted in Fig. 8, addresses the challenges
presented in Section 1, namely the supply/demandmismatch in the
renewable energy market [5] and the economic unviability of
introducing large scale infrastructure required to support the grid
at an industry level.

The architecture prosed in Fig. 8 is flexible and focuses on clean
energy arbitrage with commercial buildings which can be more
profitable than arbitrage with domestic households due to more
expensive commercial electricity tariffs, discussed further in Sec-
tion 5. A study by Koh [41] found that electricity storage in a
building provides financial benefits to multiple parties through
reduced load variability, reduced network losses, and improved
Table 2
A summary of the validation usage cycles. Two charging rates: fast (F) and/or slow (S) was
locations, Cycles 1 to 6 correspond to Anchorage, Alsaka; Beijing, China; Phoenix, USA; L

Cycle Average temp.
(�C)

Start SoC
(%)

Driving DSoC
(%)

Weekly capacity throughou
(Ah)

Cycle 1 1.08 95 77 5.2
Cycle 2 10 55 37.5 7.3
Cycle 3 27.2 50 45.5 12.8
Cycle 4 18 95 75 10.7

Cycle 5 31.5 63 48 10.3

Cycle 6 36.5 95 20 10.6
power system stability. Moreover, energy demand in commercial
buildings is significantly higher (63% [42]) than homes and so V2G
can be more effective from an environmental perspective. The
system architecture proposed in Fig. 8 requires the use of a rela-
tively cheap intermediary electricity storage technology such as
pumped storage and compressed air which are typically regarded
as having the lowest costs per unit of storage capacity and power
capacity [43].

3.2. Algorithm used to minimise vehicle battery degradation

The smart grid interacts with the vehicle battery management
system (BMS) to calculate the energy and power available from the
car and the operational condition of the battery which minimises
degradation. The logic employed by the integrated system is shown
in Fig. 9. This work assumes that the BMS can inform the grid of the
energy required for the drivers return journey home, this energy is
not accessible to the grid and thus provides a stringent SoC
constraint. For a comprehensive review of electricity smart grids,
interested readers are directed to Ref. [44].

The algorithmworks by calculating the expected cost of battery
degradation when the EV is connected to the smart grid
£degðTi; SoCiÞ and compares this to a case where some capacity
DSoC is discharged to the grid. If the algorithm finds that dis-
charging DSoC to the grid causes a change in £deg such that
£degðTi; SoCiÞ> £degðTiþ1; SoCiþ1;DSoCÞ, it discharges DSoC to the
grid, otherwise the system remains idle. The algorithm works in
two parts, first comparing the expected degradation between
storing at SoCi and SoCiþ1ð¼ SoCi � DSoCÞ and then comparing the
degradation expected for storing at SoCiþ1 with degradation due to
cycling from SoCi/SoCiþ1, i.e., the capacity fade and power fade
associated with capacity throughput (K ¼ Q DSoC) and tempera-
ture rise DT ¼ Tiþ1 � Ti. To calculate the optimial DSoC which
minimises £deg , the algorithmworks iteratively in DSoC increments
of 1%.

4. Minimising battery degradation through optimal V2G
cycling

Since the time history of T , SoC; DSoC and Crate all contribute to
battery degradation, in this section we investigate the possibility of
using V2G cycling to reduce battery degradation from a reference
case where no V2G cycling occurs. The two mechanisms identified
as most likely to limit battery ageing are: 1) modifying the storage
SoC to one which minimises storage related degradation and 2)
modifying the SoC such that high RMS cycling occurs in a region of
lowest resistance thereby minimising Joule heating. As illustrated
in Fig. 9, the algorithm involves balancing between modifying to an
optimal value and the cost associated with discharging the battery
to that value. A request for power is made by the electricity network
to the vehicles BMS, which is translated by the BMS into DSoCV2G.
adopted. The Ah throughput is for a single cell where 100%. In regards to geographical
ondon, UK; Riyadh, Saudi Arabia; Dallol, Ethiopia, respectively.

t Driving time
(mins)

Av. driving current
(A)

Peak driving current
(A)

Charging rate

397.1 �0.33 4.74 F
300 �0.58 5.58 S
1119.9 �0.13 �12.76 S, F (wk. end)
440 �0.58 5.58 S (day), F

(eve)
757.4 �0.33 4.74 S

1655 �0.11 2.86 S



                                    Cycle 1                                                                   Cycle 2 

                                   Cycle 3                                                                   Cycle 4

                                       Cycle 5                                                                   Cycle 6

Fig. 7. Presents results of model validation where the solid line is the measured battery degradation and dashed line is the model estimate. For each usage cycle (labelled 1e6,
corresponding to Table 2) the results for capacity loss (blue) and resistance rise (red) is shown for 1 year. (For interpretation of the references to colour in this figure legend, the
reader is referred to the web version of this article.)

Table 3
Summary of validation results showing the maximum transient error recorded be-
tween estimated degradation and observed degradation. A minus sign indicates
under-estimation while a positive value means over-estimation.

Usage Cycle Peak Capacity Error (%) Peak Resistance Error (%)

1 �9.64 4.51
2 �1.94 �2.36
3 �3.82 5.85
4 2.79 7.18
5 7.26 7.79
6 �2.62 �3.36
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The BMS then estimates and compares the degradation associated
with storing at SoCjk and the degradation associated with the
transition SoCjk � DSoCV2G where k represents a particular state. If
the degradation associatedwith storing at SoCjk � DSoCV2G is lower
than storing at SoCjk; the BMS evaluates the degradation associ-
ated with a discharge-capacity throughput of DSoCV2G. If the
degradation caused by discharging DSoCV2G is found to be less than
storing at SoCjk then the BMS authorises the discharge of DSoCV2G
as power to the grid.

For this particular task, we assume a simple usage profile
whereby a driver drives to work, connects to the local building
electricity network (from a smart car park) for electricity arbitrage
at 8.30am and at the end of the work day (5pm) drives home and
re-charges the vehicle from the intermediary electricity storage to
100% SoC. The results for capacity fade and power fade for this user
as a function of single trip DSoC used for driving from/to home to/
fromwork (DSoCDrive) and DSoC discharged to the grid (DSoCV2G) is
shown in Fig. 10.

The results in Fig. 10 are arranged such that the top, middle and
bottom panels show degradation after 3, 6 and 12 months
respectively. As expected, capacity fade (left hand panels in Fig. 10)
and power fade (right hand panels in Fig. 10) are progressively
worse with increased time; battery degradation is lowest when the
car is not used at all, i.e., DSoCDrive ¼ DSoCV2G ¼ 0. In the reference
case, where DSoCV2G ¼ 0, CF and PF increase as DSoCDrive increases
with a turning point at DSoCDrive ¼ 29%; after this point CF and PF



Energy arbitrage

Slow
charging

Storage

Renewable

Fig. 8. Illustration of the V2G topology proposed in this work. Renewable energy is stored in a cheap, efficient storage device and trickle charged to the vehicle overnight. The clean
energy is then sold to commercial building during peak times. The balance of energy required to power commercial vehicles, homes and in some instances the car comes from the
grid.

Fig. 9. Algorithm employed by the connected smart-grid and BMS in assessing the
level of V2G services to provide.

Fig. 10. Showing modelled capacity fade and resistance rise (c.f., Equations (2) and (3))
as a function of capacity consumed in driving mode (DSoCDrive) and V2G (DSoCV2G)
after 3, 6 and 12 months (top, middle and bottom panels respectively). The figure
shows a real possibility of hindering degradation, in certain circumstances, by
employing V2G compared to a case of driving only.
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recover. This turning point is associated with the shift in balance
between degradation due to capacity throughput and degradation
due to storage; although the capacity throughput is relatively low
when DSoCDrive < 29%, the storage SoC is high; when DSoCDrive >
29%, a storage SoC <71% yields lower degradation.

Profoundly, the results presented in Fig. 10 show that, for the
scenario considered, there are circumstances when V2G cycling
will extend the lifetime of automotive batteries beyond the refer-
ence case, i.e., when there is no V2G. The results indicate that if the
driving DSoC is between 21% � DSoCDrive � 38% then discharging
between 40% � DSoCV2G � 8% for V2G can reduce CF by
approximately 6% and PF by 3% over three months. This is because
at higher SoCs the degradation associated with storage is large, see
Fig. 3. Furthermore, internal resistance at large and small SoCs is
higher, meaning that cycling in these regions result in higher Ohmic
heat generation and therefore higher battery temperatures.

In the scenario considered here, charging occurs opportunisti-
cally, meaning that the vehicle is charged as soon as it arrives at
home. In a scenario of just in time charging, where the initial SoC is
maintained and charging is delayed up to a point just before the
driver requires the use of the vehicle (usually estimated), the
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Fig. 11. The left hand panel shows daily SoC consumed in the ULCVDP recorded data (purple) in comparison with what is assumed for the simulation (red). The right hand panel
shows journey start (green) and end times (blue) from the ULCVDP data set. (For interpretation of the references to colour in this figure legend, the reader is referred to the web
version of this article.)
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results are expected to be more pronounced [45].

5. Using a smart car park for load levelling energy demand of
a commercial building

5.1. Electricity demand for the international digital laboratory

The International Digital Laboratory (IDL) is four story office
building located on the University of Warwick campus near
Coventry. The University is situated in the centre of England,
adjacent to the city of Coventry and on the border with Warwick-
shire. The building compromises of a 100-seater auditorium, two
electrical laboratories, a boardroom, 3 teaching laboratories, eight
meeting rooms and houses approximately 360 researchers and
administration staff. The buildings electricity demand is in excess of
0.8 GWh/year, with a daily typical consumption of 2.2 MWh/day,
resulting in a total spend on electricity of around £82 k p.a. The
electricity demand for a week in July 2016 is shown in Fig. 12 with a
visible reduction in energy demand during weekends from week-
days. Electricity demand peaks between 6.30am and 9pm on
weekdays with a smaller embedded peak at 7e9pm likely to be
associated with the use of kitchen facilities. The average daily po-
wer demand for the building is 93 kW.

In 2015/2016 the average cost of electricity payed by the Uni-
versity of Warwick was 10p/kWh though this doesn't take into
consideration Triads. The average UK Economy 7 cost of electricity
was 7p/kWh [46]. This means, as concluded by Koh et al. [41], there
are strong financial incentives for clean energy arbitrage with
commercial buildings such as the IDL.

5.2. Load levelling and battery degradation results

There are 54 car parks on the University of Warwick campus
(including bay parking zones) with an approximate total capacity of
5560 car parking spaces. It is assumed that 120 of the maximum
possible 5560 cars on campus are electric vehicles (approximately
2.1%, in linewith the estimated UKmarket share for EVs in 2016 [2])
that can be connected to the universities electricity network. These
cars are parked in one of four carparks that are in the vicinity of the
IDL with a total capacity of 1721 car parking bays. To consider the
high variability of the different participants (i.e. EVs), it is funda-
mental to take into account the varying battery capacities at the
point of connection to the universities electricity network related to
the varying SoC consumption of driving to work. For a represen-
tative distribution, we mimic the DSoCDrive adopted in the simula-
tion with daily SoC consumption from data from the Ultra-Low
Carbon Vehicle Demonstrator Programme (ULCVDP) [47] which
trialed 349 EVs, PHEVs and FCEVs for over 276,000 individual trips
covering over 1.5 million miles, see Fig. 11. Journey start and end
times in the ULCVDP data set highlights a similar distribution of
journey start and end times suggesting single journeys are typically
short. The morning peak for journey start times was at 8am and the
evening peak for journey end times was 5pm; over 70% of journeys
started and ended between 8am and 5pm [47].

Using the representative, distributed data presented in Fig. 11
and assuming an ambient temperature for Coventry of 18 �C, we
study the impact V2G can have for load levelling IDLs power de-
mand shown in Fig. 12 and simultaneously extending participant
EVs battery service life where applicable (i.e., reduce CF an PF)
through the routine presented in Fig. 9. For this case study we
consider that each car has a 30 kWh battery comprising 50 cells in
parallel and 50 in series, which is representative of EVs currently on
the market today.

The results for load levelling of IDLs power demand using the
smart-grid algorithm is shown in Fig. 12. Each car supplies the grid
with energy, provided that doing so does not further degrade the
battery and up to a level which minimises degradation of each EVs
battery. Since energy demand is only provided in 30-min time bins
and the ULCVDP data suggests the morning peak for journey start
times is 8am, the earliest time at which an EV can connect to the
universities electricity network is assumed to be 8.30am. Hence,
the demand peak on weekdays that commences at 6.30am cannot
be suppressed until 8.30am. For the week depicted in Fig. 12, EVs
provide 2.8 MWh of energy; assuming the same level of network
support for every week in the year, this equates to 0.145 GWh of
annual clean energy support which is just over 18% of IDLs annual
energy demand.

Of the 120 EVs connected to the electricity network only 46
participated in V2G; 74 are excluded because the smart-grid esti-
mated that for those EVs V2G will degrade the battery more than if
they were left idle. The capacity fade and power fade after 1 year of
cycling for each of the 120 EVs is shown in Fig. 13; the smart-grid
algorithm was able to reduce capacity fade by up to 9.1% and po-
wer fade by up to 12.1%.



Fig. 12. Depicting the grid electricity demand for the IDL for a week in July 2016 (blue)
compared with the grid demand when including V2G using the smart grid algorithm
(red). The first 24-h period begins at 00:00 Monday 25th July 2016. (For interpretation
of the references to colour in this figure legend, the reader is referred to the web
version of this article.)

Fig. 13. Results for V2G optimised and non-V2G optimised capacity fade (top panel)
and power fade (middle panel) for all 120 EVs connected to the university electricity
network. The yellow bars highlight the potential lifetime savings by utilising the
smart-grid algorithm. The bottom panel shows the DSoCDrive attributed to each car,
such that the distribution outlined in Fig. 11 is matched. (For interpretation of the
references to colour in this figure legend, the reader is referred to the web version of
this article.)
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6. Discussion

6.1. Savings yielded by smart grid algorithm

For the scenario considered in this work, smart-grid algorithm
was able to reduce capacity fade by up to 9.1% and power fade by up
to 12.1% which is significantly larger than the estimated maximum
transient error in CF and PF arising from the ageingmodel of 3% and
7% respectively. The minimisation of CF and PF is equivalent to a
saving of $555 for a single EV owner over the year, assuming a
battery replacement cost of circa: $200/kWh [48].

6.2. Comparison of results to a case when the battery is only
charged when it is close to depletion

In this work we assumed a particular driver behavior, namely
that drivers recharge their vehicles to 100% every night. Data from
ULCVDP however suggests that, on average, EVs were placed on
charge 3.5 times per week, i.e., once every two days. More inter-
estingly, the study found that as drivers gradually became more
confident they began to undertake more journeys between charge
events such that the distance travelled between charging steadily
rose by an average of 15% [47]. Therefore, in order to further con-
textualise our results, we use the battery degradation model to
estimate CF and PF if an EV is only chargedwhen the battery is close
to depletion (SoC <DSoCDrive). For DSoCDrive of 7% and 15% e which
corresponds to the ULCVDP average daily consumption [47] and the
value in Fig.13 resulting in themaximum battery lifetime extension
respectively e the CF is 4.4% and 7% and PF is 0% and 9.5%
respectively shown in Fig. 14. This is equivalent to a monetary
saving in the first year of $201 and $436 for DSoCDrive of 7% and 15%,
respectively.

6.3. The effect of colder ambient temperatures

An ambient temperature of 18 �C corresponding to the annual
average temperature of Coventry was assumed in this work. With
this environmental condition, CF dominates £deg compared with PF,
as suggested by Fig. 13. In colder climates or in usage cycles where
large charging currents are applied at high SoCs, ion dynamics at
the electrode-electrolyte boundary are hindered and lithium
plating is energetically favourable. Under such conditions, PF is
likely to dominate CF as illustrated in Fig. 7 (Cycle 1). Given that
different extremes of ambient temperature degrade the battery in
different ways [23], the optimal battery state which minimises
battery degradation will vary with ambient temperature; the bat-
tery degradation model presented in this work is able to address
this issue.

6.4. The applicability of C6/LiNiCoAlO2 technologies

A central concept of the smart-grid proposed in this work is its
ability to accurately estimate battery degradation. The ageing
model, based on a first order ECM, can predict CF and PF to less than
10% error; less than 5% when the usage cycles are within the re-
strictions of the parametrisation data set. The ageing model pre-
sented and validated in Section 2 pertains to a commercially
available C6/LiNiCoAlO2 battery. The NCA battery chemistry is used
in the Toyota RAV4Hybrid, VWe-golf, VWe-up, Mercedes Smart for
two electric drive and the Tesla roadster, model S and model X.
While the C6/LiNiCoAlO2 battery technology is established for
electric powertrain applications, there are other commercial
intercalation materials such as lithium cobalt oxide (LCO), lithium
nickel cobalt manganese oxide (NCM), lithium iron phosphate (LFP)
and lithium titanium oxide (LTO) that exist on themarket. Although
the ageing model presented in this work is able to provide an
approximation of degradation for these alternative technologies, a
confident quantitative valuation for CF and PF with an acceptable
level of error requires re-parametrisation using original data.

6.5. Further work

As mentioned in the previous subsection, the cell employed in
this work was a 3 Ah C6/NCA cell which is one of many battery
technologies that exists on the market. To consider the high



Fig. 14. Comparison of CF (blue) and PF (red) between V2G optimised cycling (dashed line) and a reference case where the EV is not confined to the charging regime and
infrastructure outlined in Section 3 (solid line). The reference EV in this case charges only when the SoC is depleted to a level where the next journey cannot be facilitated. The left
hand panel is for the case DSoCDrive ¼ 7% (corresponding to the average daily consumption found by the ULCVDP study) and the right hand panel is for the case DSoCDrive ¼ 15%
(corresponding to the case which resulted in the maximum lifetime extension benefit calculated in the IDL case study). (For interpretation of the references to colour in this figure
legend, the reader is referred to the web version of this article.)
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variability of the different participant electric vehicles, it is bene-
ficial to expand the scope of the experimental study to encompass a
greater number of cells of various types, manufacturers and
chemistries. Furthermore, in any subsequent testing, it is beneficial
to increase the range of ambient temperatures considered for the
ageing cycling tests, thereby expanding the boundaries of the
parametrisation data set and subsequently lowering model errors
at extreme temperatures.

While the battery ageing model developed in this work was
adequate in quantifying the benefit of smart grid V2G, the open
loop model can be further developed by including an additional
feedback loop for an online application. This is expected to reduce
error in CF and PF and assist the convergence of prediction and
measurement.

A central concept of this work has been the information transfer
between the smart-grid and the BMS. Such a communication sys-
tem does not exist today. With the increased realisation of Coop-
erative Intelligent Transport Systems around the world however
[49], the regulations and methods for integrating a vehicle to the
road and parking infrastructure already exists. In future work, we
will develop a small-scale pilot study on integrating the BMS with a
smart-grid car park.
7. Conclusion

As the market penetration of EVs increases, the impact on an
already over-burdened energy distribution network will become
more significant. V2G technologies allow vehicles equipped with
high capacity bi-directional charging systems to facilitate ancillary
services such as frequency regulation and load balancing through
the use of their on-board batteries, thereby alleviating some of the
burden placed on the electricity network. In this paper, the eco-
nomic viability of EVs supporting the electricity grid has been
addressed, particularly considering the associated issues of battery
degradation. As such, in this work we developed a comprehensive
battery degradation model based on long-term ageing data for a
commercial C6/LiNiCoAlO2 battery. The model was validated using
six operationally diverse real-world usage cycles and shows an
average maximum transient error of 4.6% in capacity loss estimates
and 5.1% in resistance rise estimates for over a year of cycling. The
ageingmodel was used to study several cases of V2G scenarios with
varying consumption of driving mode SoC (DSoCDrive) and V2G SoC
(DSoCV2G) which showed a fixed range of DSoCDrive and DSoCV2G
that can extend the life of the EV beyond the case in which there is
no V2G. This effective “degradation reversing” DSoCDrive and
DSoCV2G range arises through the optimal balancing of storage and
cycling degradation.
This result has motivated further investigations into the possi-
bility of maximizing battery SoH by utilising an integrated smart
grid to manipulate the EVs operational conditions before V2G op-
erations commence. The authors have studied how the optimal
range of DSoCDrive and DSoCV2G can be harnessed to extend the life
of the EV battery system. An integral part of this type of smart grid
system is the ability to predict and quantify battery degradation. In
this work, it is assumed that the smart grid interacts with the
vehicle BMS to calculate the energy and power available from the
vehicle and the operational condition of the battery which mini-
mises degradation.

The smart-grid algorithmwas used to investigate a case study of
the electricity demand for the University of Warwick IDL building.
Simulation results suggest that the smart-grid formulation is able
to reduce the EVs' battery pack capacity fade by up to 9.1% and
power fade by up to 12.1% within the context of the grid topology
considered or if the EV is charged to 100% daily. In comparison, if
the EV is charged only when the battery is close to depletion, the
smart grid optimisation was able to reduce capacity fade by 4.4%
and power fade by 9.5%. In conclusion, we show that an EV con-
nected to this smart-grid system can accommodate the demand of
the power network with an increased share of clean renewable
energy, but more profoundly that the smart grid is able to extend
the life of the EV battery beyond the case in which there is no V2G.
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