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Abstract

How can one change a system, in order to change its statistical properties in a prescribed way? In this note we consider a control problem related to the theory of linear response. Given an expanding map of the unit circle with an associated invariant density we can consider the inverse problem of finding which first order changes in the transformation can achieve a given first order perturbation in the density. We show the general mathematical structure of the problem, the existence of many solutions in the case of expanding maps of the circle and the existence of optimal ones. We investigate in depth the example of the doubling map, where we give a complete solution of the problem.

1 Introduction

An important idea, which has attracted much interest in recent years, is that of linear response. The basic principle is that in many cases a first order change in a system leads to a corresponding first order change in its equilibrium state. There has been a wealth of work on linear response theory for dynamical systems after the pioneering work of Ruelle, who developed a formula for the first derivative of the physical or SRB measure for hyperbolic systems [19]. In subsequent works the approach was simplified, applied to some system outside the uniform hyperbolic case and applied to other kinds of more or less chaotic or hyperbolic system (see [2] for a detailed overview, and [3] for very recent results on intermittent systems).
Many problems involving physical and social systems are modelled by chaotic dynamics and therefore many mathematical ideas have been developed and implemented in the context of the prediction and description of the statistical behaviour of a chaotic system. Linear response itself is used to understand the behaviour of complex systems out of equilibrium (see e.g. [17] for an application to models of the climate evolution).

Besides merely trying to understand the behaviour of a given system it is also important to attempt to understand the extent to which it can be controlled. For example, can one determine which small changes in the system will change the statistical behaviour in a prescribed direction? Can these changes be chosen optimally, in an appropriate sense?

Understanding the general behaviour in light of these questions will be of help in designing efficient strategies of intervention for the control and management of complex, chaotic systems.

We shall initiate the investigation of these specific questions in the context of particularly simple models of chaotic systems. In particular, we will concentrate on expanding maps of the circle. We shall consider the general mathematical structure of the problem and show that in the case of circle expanding maps, it has many solutions amongst which we can choose an optimal one, in a suitable sense. As an illustration, in this article we will also present a complete solution to the problem in the particular case of the linear doubling map, finding a solution which minimizes the $L^2$ norm (and other natural norms on the space).

To formulate the problem more precisely, we introduce some notation. Let $T_0 : X \to X$ be a $C^4$ expanding orientation preserving map of the circle $X = \mathbb{R}/\mathbb{Z}$ of degree $d \geq 2$. Let $T_\delta : X \to X$, where $\delta \in (-\eta, \eta)$ be a family of $C^3$ expanding maps. Let us suppose that the dependence of the family on $\delta$ is differentiable at 0, hence can be written

$$T_\delta(x) = T_0(x) + \delta \epsilon(x) + o_{C^3}(\delta) \text{ for } x \in X.$$  

where $\epsilon \in C^3(X, \mathbb{R})$, and $o_{C^3}(\delta)$ denotes a term whose $C^3$ norm tends to zero faster than $\delta$, as $\delta \to 0$.

---

1More precisely we say that $T_\delta$ is a differentiable family of $C^3$ expanding maps if there exists $\epsilon \in C^3(X, \mathbb{R})$ such that $\|(T_\delta - T_0)/\delta - \epsilon\|_{C^3} \to 0$ as $\delta \to 0$, where

$$\|f(x)\|_{C^3} = \sup_{x \in X} |f(x)| + \sup_{x \in X} |f'(x)| + \sup_{x \in X} |f''(x)| + \sup_{x \in X} |f'''(x)|$$

is the usual norm on $C^3$ functions.
Example 1.1. A simple example might be where \( d \geq 2 \) and \( T_0(x) = dx \ (\mod 1) \) and \( T_\delta(x) = dx + \delta \sin(2\pi x) \ (\mod 1) \) then trivially \( \epsilon(x) = \sin(2\pi x) \).

For each \( T_\delta \) we can associate a unique invariant \( C^2 \) density and it is known that these vary in a differentiable way \( \rho_\delta = \rho_0 + \delta \rho^{(1)} + \cdots \). It is a folklore result that the density of the unique physical invariant measure of such a family of maps varies in a differentiable way. For a more precise statement we have the following.

Lemma 1.2. Let us assume that \( T_\delta \) is a \( C^1 \) family of \( C^3 \) expanding maps. The density \( \rho_\delta \in C^1(X, \mathbb{R}) \) has a continuously differentiable dependence on \( \delta \).

Another reformulation of the response problem would be to consider the integrals of a fixed smooth function with respect to the varying natural measure (see e.g. [2]).

A more general statement of Lemma 1.2 appears as Theorem 20 in [16]. The proof is omitted, but it is a standard approach using the Implicit Function Theorem for Banach manifolds. With this notation we can now formulate the basic problem that we want to address:

Problem 1.3. What first order change \( \epsilon(x) \) in \( T_0 \) will result in a given first order change \( \rho^{(1)} \) in the density?

Before addressing this question, we recall some general results about linear response of systems under small perturbations. For hyperbolic systems (including Anosov diffeomorphisms and flows) we have the luxury that this class is open which ensures that under small perturbations the system remains hyperbolic. Moreover, such systems are structurally stable which makes it easier to apply ideas from thermodynamic formalism [8]. In this context Ruelle formulated an explicit expression for the derivative of the SRB measure [19] in terms of the perturbation of the system, which was subsequently reproved using a different method in [18] [11] and [7]. Linear response results nowadays have been proved for several classes of dynamical systems, even outside of these uniformly expanding and hyperbolic and structurally stable settings, see for example [9], [4], [3], [6], [12] and the survey [2].
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2 Linear response for expanding maps

A standard tool used in characterising the invariant densities for expanding maps is the transfer operator. In this section we recall the definition of the transfer operator and we present a theorem describing the linear response for operators satisfying certain assumptions. This tool will be directly applied to get the linear response formula for expanding maps.

**Definition 2.1.** Let \( \mathcal{L}_\delta : L^1(X, \mathbb{R}) \to L^1(X, \mathbb{R}) \) be the transfer operators associated to an expanding map \( T_\delta \), defined by

\[
\mathcal{L}_\delta w(x) = \sum_{i=1}^{d} \frac{w(y_\delta^i)}{T_\delta^{-1}(T_\delta(y_\delta^i))}
\]

where the summation is over the \( d \) pre-images \( \{y_\delta^i\}_{i=1}^{d} := T_\delta^{-1}(x) \) of \( x \in X \).

The following is a classical result but can be also taken as a definition of the invariant density.

**Definition 2.2.** An invariant density \( \rho_\delta \) for \( T_\delta \) is a fixed point for the operators \( \mathcal{L}_\delta \) acting on \( L^1(X, \mathbb{R}) \) (i.e., \( \mathcal{L}_\delta \rho_\delta = \rho_\delta \)).

Now let us take a general point of view and describe a general result on linear response in terms of fixed points of operators. Let us consider the action of these operators \( \mathcal{L}_\epsilon \) on different spaces. Let \( B_w, B_s, B_{ss} \) denote abstract Banach spaces of Borel measures on \( X \) equipped with norms \( || \cdot ||_w, || \cdot ||_s, || \cdot ||_{ss} \) respectively, such that \( || \cdot ||_w \leq || \cdot ||_s \leq || \cdot ||_{ss} \). We suppose that \( \mathcal{L}_\delta, \delta \geq 0 \), has a unique fixed point \( h_\delta \in B_{ss} \). Let \( \mathcal{L} := \mathcal{L}_0 \) be the unperturbed operator and \( h \in B_{ss} \) be its invariant measure. Let us consider the space of zero average measures

\[
V_0^s = \{ v \in B_s, v(X) = 0 \}.
\]

Following an approach from [18], we present a general setting in which differentiable dependence and a formula for the derivative of the physical measure of a family of positive operators \( \mathcal{L}_\delta \) can be obtained (see [5] for a proof of the statement in this form). We need to consider several norms for our operators, let us denote

\[
||\mathcal{L}_\delta^k h||_{B_w \to B_w} = \sup_{||h||_w \leq 1} ||\mathcal{L}_\delta^k h||_{B_w}
\]

\[
||\mathcal{L}_\delta^k h||_{B_s \to B_w} = \sup_{||h||_s \leq 1} ||\mathcal{L}_\delta^k h||_{B_w} \text{ and } ||\mathcal{L}_\delta^k h||_{V_0^s \to B_s} = \sup_{||h||_{V_0^s} \leq 1} ||\mathcal{L}_\delta^k h||_{B_w}.
\]

The result we require is the following.
Theorem 2.3. Suppose that the following assumptions hold:

1. The norms $\|L_k^δ\|_{B_w \to B_w}$ are uniformly bounded with respect to $k$ and $δ ≥ 0$.

2. $L_δ$ is a perturbation of $L$ in the following sense: there is a constant $C$ independent of $δ$ such that

$$\|L_δ - L\|_{B_s \to B_w} \leq Cδ.$$  \hspace{1cm} (1)

3. The operators $L_δ$, have uniform rate of contraction on $V^0_δ$: there are $C_1 > 0$, $0 < ρ < 1$, such that $∀δ ∈ [0, 1]$

$$\|L^n_δ\|_{V^0_δ \to B_s} \leq C_1ρ^n.$$  \hspace{1cm} (2)

4. There is an operator $L : B_{ss} \to B_s$ such that $∀f ∈ B_{ss}$

$$\lim_{δ \to 0} \|δ^{-1}(L - L_δ)f - Lf\|_s = 0.$$  \hspace{1cm} (3)

Let

$$\hat{h} = (Id - L)^{-1}Lh.$$  \hspace{1cm} (4)

Then

$$\lim_{δ \to 0} \|δ^{-1}(h - h_δ) - \hat{h}\|_{B_w} = 0;$$

i.e. $\hat{h}$ represents the derivative of $h_δ$ for small increments of $δ$.

Let us see how to apply Theorem 2.3 to our setting. The assumptions of the above theorem are valid for the perturbations of circle expanding maps we are considering with the choices of spaces:

1. $B_w = L^1(X)$ with the norm $\|f\|_{L^1} = \int_X |f(x)|dx$;

2. $B_s = W^{1,1}$ with the norm $\|f\|_{W^{1,1}} = \int_X |f(x)|dx + \int_X |f'(x)|dx$;

3. $B_{ss} = C^2(X)$ with the norm $\|f\|_{C^2(X)} = \|f\|_∞ + \|f'\|_∞ + \|f''\|_∞$ where $\|f\|_∞ = \sup_{x ∈ X} |f(x)|$.

In this context, item 1) of Theorem 2.3 is trivial on $L^1$ as the transfer operators are weak contractions. Items 2) and 3) of Theorem 2.3 are proved for example in [10], Section 6. The existence of the operator $L$, and an explicit formula for it, will be proved in the next section (see Proposition 3.1). From this follows the differentiability of the physical measure and the linear response formula (4) for our family of expanding maps.
3 The derivative operator for circle expanding maps

In this section we present a detailed description of the structure of the operator \( L \) in our case.

Proposition 3.1. Let \( T_\delta \) be a family of expanding maps as considered before. Let \( w \in C^3(X, \mathbb{R}) \). For each \( x \in X \) we can write

\[
Lw(x) = \lim_{\delta \to 0} \left( \frac{L_\delta w(x) - L_0 w(x)}{\delta} \right) = -L_0 \left( \frac{we'}{T_0'} \right)(x) - L_0 \left( \frac{e w'}{(T_0')^2} \right)(x)
\]

and the convergence is also in the \( C^1 \) topology.

Before presenting the proof of Proposition 3.1 we state a simple lemma.

Lemma 3.2. If \( y_\delta^{i_d} \in T_\delta^{-1}(x) \) then we can expand

\[
y_\delta^{i_d} = y_0^{i_d} + \delta \left( -\frac{\epsilon}{T_0'(y_0^{i_d})} \right) + o_{C^2}(\delta).
\]

Proof of Lemma 3.2. We denote by \( \{y_\delta^{i_d}\}_{i=1}^{d} := T_\delta^{-1}(x) \) and \( \{y_0^{i_d}\}_{i=1}^{d} := T_0^{-1}(x) \) the \( d \) preimages under \( T_\delta \) and \( T_0 \), respectively, of a point \( x \in X \). Let us write

\[
y_\delta^{i_d}(x) = y_0^{i_d}(x) + \delta \epsilon_i(x) + F_i(\delta, x).
\]

We will show that \( F_i(\delta, x) = o_{C^2}(\delta) \). Substituting this into the identity \( T_\delta(y_\delta^{i_d}(x)) = x \) and and using that \( T_\delta(x) = T_0(x) + \delta \epsilon(x) + o_{C^3}(\delta) \) we can expand

\[
x = T_\delta(y_\delta^{i_d}(x))
\]

\[
= T_0(y_0^{i_d}(x)) + \delta \epsilon_i(y_\delta^{i_d}(x)) + E(\delta, y_\delta^{i_d}(x))
\]

\[
= T_0(y_0^{i_d}(x)) + \delta \epsilon_i(x) + F_i(\delta, x)
\]

\[
+ \delta \epsilon(y_0^{i_d}(x) + \delta \epsilon_i(x) + F_i(\delta, x)) + E(\delta, y_\delta^{i_d}(x)).
\]

We can write the first term in the final line of (6) as

\[
T_0(y_0^{i_d}(x) + \delta \epsilon_i(x) + F_i(\delta, x))
\]

\[
= T_0(y_0^{i_d}(x)) + T_0'(y_0^{i_d}(x))(\delta \epsilon_i(x) + F_i(\delta, x)) + o_{C^2}(\delta)
\]
and the second term in the last line as
\[ \delta \epsilon(y^0_i(x) + \delta \epsilon_i(x) + F_i(\delta, x)) = \delta \epsilon(y_i^0(x)) + \delta F_i(\delta, x) + o_{C^2}(\delta) \]
and use that \( T_0(y^0_i(x)) = x \) to cancel terms on either side of (6) to get that
\[ 0 = T'_0(y^0_i(x))(\delta \epsilon_i(x) + F_i(\delta, x)) + \delta \epsilon(y_i^0(x)) + \delta F_i(\delta, x) + E(\delta, y_i^0(x)) + o_{C^2}(\delta). \]
Thus we can identify the first order terms as \( \delta T'_0(y^0_i(x)) \epsilon_i(x) + \delta \epsilon(y_i^0(x)) \) and then what is left is
\[ T'_0(y^0_i(x)) F_i(\delta, x) + \delta F_i(\delta, x) = -E(\delta, y_i^0(x)) + o_{C^2}(\delta) \]
from which the result follows.

We now return to the proof of Proposition 3.1.

Proof of Proposition 3.1. We again denote by \( \{y_i^\delta\}_{i=1}^d := T_0^{-1}(x) \) and \( \{y_i^0\}_{i=1}^d := T_0^{-1}(x) \) the \( d \) preimages under \( T_\delta \) and \( T_0 \), respectively, of a point \( x \in X \). Furthermore, we assume that the indexing is chosen so that \( y_i^\delta \) is a perturbation of \( y_i^0 \), for \( 1 \leq i \leq d \). We can write
\[
\frac{L_\delta w(x) - L_0 w(x)}{\delta} = \frac{1}{\delta} \left( \sum_{i=1}^d w(y_i^\delta) - \sum_{i=1}^d w(y_i^0) \right) \\
= \frac{1}{\delta} \left( \sum_{i=1}^d w(y_i^\delta) \left( \frac{1}{T_\delta'(y_i^\delta)} - \frac{1}{T_0'(y_i^0)} \right) \right) + \frac{1}{\delta} \left( \sum_{i=1}^d \frac{w(y_i^\delta) - w(y_i^0)}{T_\delta'(y_i^\delta)} \right)
\]
\[ = (I) + (II) + (III). \]

For the first term we first differentiate the expansion \( T_\delta(x) = T_0(x) + \delta \epsilon(x) + o_{C^3}(\delta) \) in \( x \) to get:
\[ T'_\delta(x) = T'_0(x) + \delta \epsilon'(x) + o_{C^2}(\delta). \]
We can then write

\[(I) = \frac{1}{\delta} \left( \sum_{i=1}^{d} w(y_i^\delta) \left( \frac{1}{T_\delta(y_i^\delta)} - \frac{1}{T_0(y_i^\delta)} \right) \right) \]

\[= \frac{1}{\delta} \left( \sum_{i=1}^{d} \frac{w(y_i^\delta)}{T_\delta(y_i^\delta)} \left( 1 - \frac{T_\delta(y_i^\delta)}{T_0(y_i^\delta)} \right) \right) \]

\[= \frac{1}{\delta} \left( \sum_{i=1}^{d} \frac{w(y_i^\delta)}{T_\delta(y_i^\delta)} \left( 1 - \left( \frac{T_0(y_i^\delta) + \delta e'(y_i^\delta) + o_{C^2}(\delta)}{T_0(y_i^\delta)} \right) \right) \right) \]

\[= \left( - \sum_{i=1}^{d} \frac{w(y_i^\delta)e'(y_i^\delta)}{T_\delta(y_i^\delta)T_0(y_i^\delta)} \right) + o_{C^2}(1). \]

Thus we have that

\[\lim_{\delta \to 0} \frac{1}{\delta} \left( \sum_{i=1}^{d} w(y_i^\delta) \left( \frac{1}{T_\delta(y_i^\delta)} - \frac{1}{T_0(y_i^\delta)} \right) \right) = \lim_{\delta \to 0} \left( - \sum_{i=1}^{d} \frac{w(y_i^\delta)e'(y_i^\delta)}{T_0(y_i^\delta)^2} \right) \]

\[= -L_0 \left( \frac{we'}{T_0} \right) \]

and the limit converges in \(C^1\). For the second term of (7) we can use Lemma 3.2 to write

\[w(y_i^\delta) = w(y_i^0) + w'(y_i^0) \left( \frac{dy_i^\delta}{d\delta} \big|_{\delta=0} \right) \delta + o_{C^1}(\delta) \]

\[= w(y_i^0) + w'(y_i^0) \left( - \frac{e(y_i^0)}{T_0(y_i^0)} \right) \delta + o_{C^1}(\delta). \]

Thus

\[(II) = \frac{1}{\delta} \sum_{i=1}^{d} \frac{w(y_i^\delta) - w(y_i^0)}{T_0(y_i^\delta)} = \frac{1}{\delta} \sum_{i=1}^{d} \frac{w'(y_i^0)}{T_0(y_i^\delta)} \left( - \frac{e(y_i^0)}{T_0(y_i^\delta)} \right) + o_{C^1}(1) \]

\[= - \sum_{i=1}^{d} \frac{e(y_i^0)w'(y_i^0)}{T_0(y_i^\delta)T_0(y_i^\delta)} + o_{C^1}(1) \]

and therefore, both pointwise and in the \(C^1\) topology

\[\lim_{\delta \to 0} \frac{1}{\delta} \sum_{i=1}^{d} \frac{w(y_i^\delta) - w(y_i^0)}{T_0(y_i^\delta)} = -L_0 \left( \frac{e w'}{T_0} \right)(x). \]
Finally, for the third term we can write

\[ T_0'(y_i^\delta) = T_0'(y_i^0) + T''_0(y_i^0) \left( \frac{dy_i^\delta}{d\delta} \big|_{\delta=0} \right) \delta + o_{C^1}(\delta) \]

\[ = T_0'(y_i^0) + T''_0(y_i^0) \left( -\frac{\epsilon(y_i^0)}{T_0'(y_i^0)} \right) \delta + o_{C^1}(\delta), \]

again using the Lemma 3.2. Therefore

\[ (III) = \frac{1}{\delta} \left( \sum_{i=1}^{d} w(y_i^0) \left( \frac{1}{T_0'(y_i^\delta)} - \frac{1}{T_0'(y_i^\delta)} \right) \right) \]

\[ = \frac{1}{\delta} \left( \sum_{i=1}^{d} w(y_i^0) \left( T_0'(y_i^0) - T_0'(y_i^0) \right) \right) \]

\[ = \frac{1}{\delta} \left( \sum_{i=1}^{d} w(y_i^0) \left( \frac{T_0'(y_i^0) - T_0'(y_i^0)}{T_0'(y_i^0)T_0'(y_i^0)} \right) \right) \]

\[ = \frac{1}{\delta} \left( \sum_{i=1}^{d} w(y_i^0) \left( \frac{\epsilon(y_i^0)T_0''(y_i^0)}{T_0'(y_i^0)^2 T_0'(y_i^0)} \right) \right) + o_{C^1}(1) \]

and thus, finally,

\[ \lim_{\delta \to 0} \frac{1}{\delta} \left( \sum_{i=1}^{d} w(y_i^0) \left( \frac{1}{T_0'(y_i^\delta)} - \frac{1}{T_0'(y_i^\delta)} \right) \right) = L_0 \left( \frac{\epsilon T_0''}{(T_0')^2} w \right)(x) \]

in \( C^1 \).

**4 The control problem**

We can now use the preceding results to address Problem 1.3 finding first order perturbations to the expanding maps corresponding to a given first order perturbation in the density.

Putting together the information given by Theorem 2.3 and Proposition 3.1 in the particular case that \( w = \rho \) is the invariant density for \( T_0 : X \to X \) we arrive at an equation that allows us to address the question posed in Problem.
1.3 More precisely, given the required direction of change $\rho^{(1)} \in C^1(X, \mathbb{R})$ we want to find $\epsilon(x)$ such that the associated operator $L$ satisfies

$$(I - L_0)\rho^{(1)} = L\rho(x).$$

Thus by Proposition 3.1, given $\rho^{(1)}$ we need to solve for $\epsilon(x)$ such that

$$(I - L_0)\rho^{(1)}(x) = L_0 \left( -\frac{\rho e^T}{T_0} - \frac{\epsilon\rho'}{T_0} + \frac{\epsilon T''_0}{(T'_0)^2} \right) (x).$$

The problem hence involves the solution of a differential equation for $\epsilon : X \to \mathbb{R}$ in the space of functions representing infinitesimal changes of the system. We remark that given a function $f$, the equation $f = L_0 g$ typically may have many solutions, as $T_0$ is not bijective.

Thus in the solution of Problem 1.3 there are two steps:

1. Firstly we have to choose a solution $g$ to $(I - L_0)\rho^{(1)} = L_0 (g)$. Typically there will be an infinite dimensional family of solutions; and

2. Secondly, we can solve for $\epsilon$ such that

$$g = -\epsilon^T \left( \frac{\rho}{T_0} \right) - \epsilon \left( \frac{\rho'}{T_0} \right) + \epsilon \left( \frac{T''_0}{(T'_0)^2} \right).$$

In particular, we have to solve a linear first order inhomogeneous differential equation.

Finally, amongst the possible solutions $\epsilon(x)$ of this problem, it is natural to look for one which is optimal, in a suitable sense. In particular, we will search for a solution of minimal size with respect to some natural norm to be described later. We will prove that under suitable assumption such an optimal solution exists.

4.1 Existence of a solution

Our first main conclusion about existence is the following.

**Theorem 4.1.** Let $k \geq 4$. For a $C^k$ expanding map of the circle $T_0$, any $C^{k-2}$ first order perturbation $\rho^{(1)}$ in the density can be realised by a suitable first order $C^{k-1}$-perturbation $\epsilon$ in the transformation. Moreover there is an infinite dimensional space of perturbations achieving this.
Before giving the proof of Theorem 4.1 we state a lemma regarding the solutions of \( f = L_0 g \). In the setting of expanding maps of the circle this takes a simple form. Let \( C^{k-1}(X, \mathbb{R}) \) be the Banach space of \( C^{k-1} \) functions on the unit circle \( X \), for \( k \geq 1 \).

Let \( T : X \to X \) be a \( C^k \) expanding map of the circle \( X \). It is known that such maps have a unique \( C^{k-1} \) invariant density. Let \( h : X \to X \) be an orientation preserving \( C^k \) diffeomorphism. We can define a new map \( S : X \to X \) by conjugation \( S = h \circ T \circ h^{-1} \).

We can define transfer operators \( L_S : C^{k-1}(X) \to C^{k-1}(X) \) and \( L_T : C^{k-1}(X) \to C^{k-1}(X) \) by

\[
L_T w(x) = \sum_{T y = x} \frac{w(y)}{T'(y)} \quad \text{and} \quad L_S w(x) = \sum_{S y = x} \frac{w(y)}{S'(y)}.
\]

**Lemma 4.2.** For each orientation preserving \( C^k \) diffeomorphism \( h \) we can write \( (L_S w) \circ h = \frac{1}{h'} L_T ((w \circ h)h') \).

**Proof.** We can differentiate \( S \circ h = h \circ T \) and use the chain rule to write

\[
(S' \circ h)h' = (h' \circ T)T' = h'(T y)' T'(y).
\]

Let us write \( y = h(y') \) and \( x' = h^{-1}(x) \) then we have

\[
L_S w(x) = \sum_{S (hy') = x} \frac{w(y)}{S' \circ h(y')} = \sum_{T (y') = h^{-1}(x)} \frac{w(hy')h'(y')}{h'(Ty')T'(y')}
= \sum_{T (y') = x'} \frac{(w \circ h)(y')h'(y')}{h'(Ty')T'(y')}
= \frac{1}{h'(x')} \sum_{T (y') = x'} \frac{(w \circ h)(y')h'(y')}{T'(y')}.
\]

This corresponds to the required identity. \( \square \)

If we assume that \( T \) has an invariant density \( \rho \) then we know that \( L_T \rho = \rho \in C^{k-1}(X) \). By a suitable choice of coordinates we can assume that \( S(0) = 0 = T(0) \) are corresponding fixed points. We can then define \( h : X \to X \) by \( h(x) = \int_0^x \rho(u) \, du \). Then \( h'(x) = \rho(x) \) and by the Lemma 4.2 with \( w \) taking the constant value 1 we can write

\[
(L_S 1) \circ h = \frac{1}{h'} L_T (1h') = \frac{1}{\rho} L_T (\rho) = 1.
\]
We then conclude that \((L S 1) = 1\). In particular, the transformation \(S : X \to X\) has density 1 (i.e., \(S\) preserves the Haar measure on \(X\)).

**Lemma 4.3.** Let \(T : X \to X\) be a \(C^k\) map with \(k \geq 2\). For any \(f \in C^{k-1}(X)\) we can find \(g \in C^{k-1}(X)\) such that \(f = L_T(g)\). Moreover, we can find an infinite dimensional set of such solutions \(g\).

**Proof.** Given \(f \in C^{k-1}(X)\) we can first look for a solution \(g \in C^{k-1}(X)\) to \(f = L_S g\). However, since \(L_S 1 = 1\) we see that it merely suffices to choose \(g = f \circ S\), since then

\[
L_S(g)(x) = L_S(f \circ S)(x) = \sum_{Sy = x} \frac{f(Sy)}{S'(y)} = f(x) \sum_{Sy = x} \frac{1}{S'(y)}
\]

and the result follows. Furthermore, there are clearly uncountably many such solutions \(g\).

In the general case, we can apply the identity in the previous lemma \(L_T((w \circ h) \rho) = \rho(L_S w) \circ h\) with the choice \(w = (f/\rho) \circ h^{-1} \circ S\). This gives that

\[
L_T(((f/\rho) \circ h^{-1} \circ S \circ h) \rho) = \rho(L_S((f/\rho) \circ h^{-1} \circ S)) \circ h
\]

\[
= \rho((f/\rho) \circ h^{-1}) \circ h = f.
\]

Thus it suffices to let \(g = ((f/\rho) \circ h^{-1} \circ S \circ h) \rho\) to get the required result.

Given a solution \(g\), every point of the set \(g + ker(L_T)\) is again a solution. Moreover, \(L_T\) is an infinite dimensional space. Indeed consider the intervals \(I_1, ..., I_n\) where the branches of \(T_i\) of \(T\) are defined, then given a \(C^{k-1}\) density \(\rho_1\) supported on the interior of \(I_1\) it is easy to find a density \(\rho_2\) supported in \(I_2\) such that \(L_T(\rho_1) = -L_T(\rho_2)\).

**Proof of Theorem 4.1.** Recall that in equation (8) we have

\[
(I - L_0)\rho^{(1)}(x) = L_0\left(-\frac{\rho e'}{T'_0} - \frac{e'd}{T'_0} + \frac{eT''_0}{(T'_0)^2}\right)(x).
\]

The left hand side is a \(C^{k-2}\) function, by assumption. Since \(T_0\) is \(C^k\) then we have \(\rho \in C^{k-1}(X)\). By Lemma 4.3 we can choose a \(C^{k-1}\) solution \(g_1\) for the
step 2 described above, such that \((I - \mathcal{L}_0)\rho^{(1)}(x) = \mathcal{L}_0(g)(x)\). Finally this means that the differential equation we need to solve is
\[
g_1 = -\epsilon' \left( \frac{\rho'}{T'_0} \right) - \epsilon \left( \frac{\rho'}{T'_0} \right) + \left( \frac{\epsilon T''_0}{(T'_0)^2} \right),
\]
which has at least \(C^{k-2}\) coefficients, and hence a \(C^{k-1}\) family of solutions, proving the statement. Each such solution is a solution to Problem (1.3) by Theorem 2.3. \(\square\)

In particular, taking \(k = 5\) gives the following corollary.

**Corollary 4.4.** For a \(C^5\) expanding map of the circle \(T_0\), any first order perturbation \(\rho^{(1)} \in C^3(X)\) in the density can be realised by a suitable first order perturbation \(\epsilon \in C^4(X)\) in the transformation.

### 4.2 Optimal solutions

We now consider the problem of finding an optimal solution amongst the many different possible solutions. It is natural to minimize the size of the perturbation in a suitable norm. Since we are considering smooth dynamics and perturbations we can choose the following natural Sobolev-type norm

\[
\| f \|_{abcd} = \| f \|_2 + a \| f' \|_2 + b \| f'' \|_2 + c \| f''' \|_2 + d \| f^{(4)} \|_2
\]

for given \(a, b, c, d \geq 0, d > 0\). With this norm, the associated space \(H^4\) of functions having \(L^2\) fourth derivatives is a Hilbert space.

**Proposition 4.5.** If \(\rho^{(1)} \in C^3\) and \(T_0 \in C^5\) then in the space of \(H^4\) solutions to (8) there is a unique minima with respect to the \(\| \cdot \|_{abcd}\) norm.

**Proof.** We begin by observing that the equation
\[
(I - \mathcal{L}_0)\rho^{(1)} = \mathcal{L}_0 \left( -\frac{\rho'}{T'_0} - \frac{\epsilon \rho'}{T'_0} + \frac{\epsilon T''_0}{(T'_0)^2} \right)
\]

is equivalent to \(g = \tilde{L}(\epsilon)\), where \(g = (I - \mathcal{L}_0)\rho^{(1)}\) and \(\tilde{L}\) is the linear operator on the Right Hand Side of equation (9). We observe that \(\tilde{L}\) is continuous as an operator from \(H^4\) to \(L^2(X)\) and thus \(ker(\tilde{L})\) is a closed space in \(H^4\). Moreover, the space of solutions of (9) in \(H^4\) is not empty, because of Corollary 4.4. We can therefore deduce that the space of solutions to (9) is a closed
affine space on which we can search for an element of minimum norm. Finally, since we are in a Hilbert space there is a unique minima. Indeed, we can take a solution $v$ of (9) and then subtract its projection on $\ker(\tilde{L})$, this is orthogonal to $\ker(\tilde{L})$ and thus to the affine space of solutions $\ker(\tilde{L}) + v$. This solution necessarily minimizes the norm.

**Remark 4.6.** The minimal solution found in Proposition 4.5 is an actual solution of the initial problem. Indeed let us call $\epsilon_0$ this solution. Then

$$L_0 \left( -\frac{\rho \epsilon'_0}{T_0} - \frac{\epsilon_0 \rho'}{T_0} + \frac{\epsilon_0 T''_0}{(T'_0)^2} \right) \in W^{1,1}$$

and then by Theorem 2.3 (which can be applied since the solution $\epsilon_0$ is in $C^3$) we get

$$\rho^{(1)} = (I - L_0)^{-1} L_0 \left( -\frac{\rho \epsilon'_0}{T_0} - \frac{\epsilon_0 \rho'}{T_0} + \frac{\epsilon_0 T''_0}{(T'_0)^2} \right)$$

is the required linear response associated to the first order perturbation $\epsilon_0$.

**Remark 4.7.** The main point of the optimization procedure is an orthogonalization. It seems that this can be efficiently implemented by an algorithm to produce the optimal solution, once an effective characterization of $\ker(\tilde{L})$ is provided.

5 Example: the doubling map

In this section we consider a simple example which can be easily analysed using classical Fourier series.

Let $T : X \to X$ be the doubling map given by $T(x) = 2x \pmod{1}$ then $T'_0 = 2$, $T''_0 = 0$ and $\rho = 1$ and $\rho' = 0$. Let us write the prescribed perturbation $\rho^{(1)}(x)$ in the density as a Fourier series, i.e.,

$$\rho^{(1)}(x) = \sum_{n \in \mathbb{Z}} a_n e^{2\pi i nx}$$

and then observe that since

$$L_0 \left( e^{2\pi i nx} \right) = \begin{cases} e^{2\pi i(n/2)x} & \text{if } n \text{ is even} \\ 0 & \text{if } n \text{ is odd} \end{cases}$$
we have that the equation we need to solve becomes

\[(I - L_0)\rho^{(1)}(x) = L_0 \left( -\frac{\epsilon'}{2} \right)\]

where

\[(I - L_0)\rho^{(1)}(x) = \sum_{n \in \mathbb{Z}} (a_n - a_{2n})e^{2\pi inx}.

Moreover, given any function \(f(x)\) written in the form

\[f(x) = \sum_{n \in \mathbb{Z}} b_n e^{2\pi inx}\]

we see that

\[(L_0f)(x) = \sum_{n \in \mathbb{Z}} b_{2n} e^{2\pi inx}.

Comparing coefficients, for \(f(x)(= -\frac{\epsilon'(x)}{2})\) to be a solution to \((I - L_0)\rho^{(1)} = L_0(f)\) now corresponds to

1. \(b_n = a_{n/2} - a_n\) if \(n\) is even;

2. \(b_n\) have no restrictions if \(n\) is odd

and finally we see that the (infinitely many) solutions to the linear perturbation are solutions to

\[-\epsilon'(x) = 2f(x) = \sum_{n \in \mathbb{Z}} (2b_n) e^{2\pi inx}.

That is

\[\epsilon(x) = -\sum_{n \in \mathbb{Z}} \frac{b_n}{\pi in} e^{2\pi inx}\]

(where the constant of integration corresponding to \(b_0\) is actually zero), and a solution is

\[\epsilon(x) = -\sum_{n \in 2\mathbb{Z}} a_{n/2} - a_n \frac{e^{2\pi inx}}{\pi in} + \sum_{n \in \mathbb{Z} - 2\mathbb{Z}} \frac{c_n}{\pi in} e^{2\pi inx}.

For every \(\{c_i\} \in l^2\).

\[\|\epsilon\|^2 = \sum_{n \in \mathbb{Z}} \frac{|a_{2n} - a_n|^2}{\pi^2 (2n)^2} + \sum_{n \in \mathbb{Z}} \frac{|c_{2n+1}|^2}{\pi^2 (2n + 1)^2}.
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In particular, this is minimised when $c_{2n+1} = 0$ for $n \in \mathbb{Z}$ and leaves us with a distinguished solution

$$
\epsilon_0(x) = \sum_n \frac{(a_n - a_{2n})}{2\pi in} e^{2\pi i 2nx}.
$$

Similarly for the $\| \cdot \|_{abcd}$ norm we can reason as before, having the same distinguished solution $\epsilon_0$.

**Example 5.1.** In the particular case of the doubling map and $\rho^{(1)} = \sin(2\pi x)$ we have that $a_1 = \frac{1}{2i}$ and $a_{-1} = -\frac{1}{2i}$ and all the other terms are zero. Thus $2b_2 = i$ and $2b_{-2} = -i$ and all the other terms are zero. Thus we can write

$$
\epsilon(x) = \frac{e^{4i\pi x}}{4\pi} + \frac{e^{-4i\pi x}}{4\pi} + \sum_{n \in \mathbb{Z}} \frac{b_{2n+1}}{2\pi n} e^{2\pi i (2n+1)x}
$$

$$
= \frac{1}{2\pi} \cos(4\pi x) + \sum_{n \in \mathbb{Z}} \frac{b_{2n+1}}{2\pi n} e^{2\pi i (2n+1)x}.
$$

If we additionally want to choose the $u(x)$ so as to minimise the $L^2$-norm then

$$
\epsilon_0(x) = \frac{1}{2\pi} \cos(4\pi x)
$$

and

$$
\|\epsilon_0\|_2 = \sqrt{\int_0^1 \left( \frac{1}{2\pi} \cos(4\pi x) \right)^2 dx} = \frac{\sqrt{8}}{8\pi}.
$$

**Remark 5.2.** It is natural to consider in which way the previous results could be generalized to systems with more dimensions and with contracting directions. In this case, using suitable anisotropic norms, we can have a spectral gap, and probably the general structure of the problem remains similar, with Proposition 2.3 applying to a suitable space of distributions, in a way similar to that which we have seen for circle expanding maps, however the formula in 3.1 is quite specific to the expanding case, and in the general case a suitable generalization of the derivative operator should apply to measures and distributions.

**Remark 5.3.** After the completion of this manuscript, B. Kloeckner ([13]) investigated a control problem similar to the one considered here, although in that work, only restricted perturbations of the system coming from a smooth
conjugacy were considered. With this point of view, using ideas similar to those in [14], it was proved that there is always at least one solution of the control problem for a large class of systems preserving a smooth invariant measure. However, the class of admissible changes used in that paper is much smaller than in the present work, and the class of solutions found is correspondingly smaller. In particular, the optimal changes (arising from conjugacies) found in [13] for expanding maps may be very different from the ones we found in the present work, as it is shown in Section 2.4 of [13] for the doubling map.
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