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ABSTRACT

This thesis is in two parts. The first part consists of chapters 1-4 and the second part is chapter 5. In the first part we consider the idea of approximating pieces of orbits by a single orbit. There are many examples of such properties (approximation property (A.P.) see chapter one, definitions 1.2, 1.4), (Specification property (S.P.),[24]), (pseudo orbit tracing property (P.O.T.P.) [25] and definition 4.1).

In chapter one, we show that (A.P.) for a homeomorphism (flow) is equivalent to topological transitivity and density of periodic points and how this property (A.P.) is invariant under topological conjugacy. In theorem 1 we prove that an expansive homeomorphism which is topologically mixing and has P.O.T.P. also has the S.P.

In chapter two, theorem 2, we prove that the P.O.T.P. for flows is invariant under topological conjugacy with preserved orientation (velocity changes). Also we prove in theorem 3 that the suspension flow [2] for a homeomorphism $T:X \to X$ has P.O.T.P. if and only if $T$ has the P.O.T.P.

In chapter three, we prove that an expansive flow which has the P.O.T.P. is topologically stable (Theorem 4).

In chapter four, the last theorem in this part is that every flow without fixed points on a compact manifold $M$ which is topologically stable has the P.O.T.P. Then some important corollaries are deduced.

In the second part of this thesis, we define an I-hyperbolic toral automorphism $A:T^n \to T^n$ to be a hyperbolic toral automorphism whose matrix $[A]$ of integers has irreducible characteristic polynomial over the field of rational numbers. A codimension 1 hyperbolic toral automorphism is an example of an I-hyperbolic toral automorphism. Let $W^s_A (W^u_A)$ denote the stable (unstable) manifold at $O$ and $N(A)$ set of normal points with respect to $A$. We prove for any two codimension 1 hyperbolic toral automorphisms $A, B$ of $T^n$ that

(a) $N(A) = N(B) \implies W^s_A = W^s_B, W^u_A = W^u_B$ and $AB = BA$;

(b) $AB = BA \implies AN(B) = N(B) \implies AW^s_B = W^s_B \implies AB = BA$.

Finally, some interesting applications are given.
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INTRODUCTION

The idea of approximating pieces of orbits by a single orbit with a certain uniformity is one of the most important dynamical properties of axiom A maps and of hyperbolic flows (Anosov flows). There are many examples of such properties which have recently been studied in ergodic theory and statistical mechanics, the first and simplest idea of such properties is the approximation property (see chapter one, definitions 1.2, 1.4) and we show how this property for a homeomorphism (flow) is equivalent to the definition of topological transitivity and density of periodic points. Since the topological transitivity property invariant under topological conjugacy (in particular velocity changes) for a flow $\phi$, so is the approximation property. Moreover, after giving definition 1.6 (suspension flow of a homeomorphism) it is clear that the suspension flow of a homeomorphism $T:X \to X$ under a continuous map $f:X \to \mathbb{R} > 0$ has the approximation property. In fact the suspension flows are important examples of flows whose behaviour resemble that of homeomorphisms. The second example of such a property, which is stronger than the above property, is the specification property (definitions 1.7, 1.9) [24], [3], [4]. This property has been used in [24], [4], [21],[22] and [23]. In proposition 1.3 we show that the suspension flow of a homeomorphism $T:X \to X$ under any constant map $f:X \to \mathbb{R} > 0$ never satisfies the specification
property even if T has the specification property. The third property, which is the most important, is the *tracing of pseudo orbits* for a homeomorphism; that is, after applying a homeomorphism T to the point $x_i$ with a small perturbation to $x_{i+1}$ one allows an orbit say $\{T^i x\}$ to give a perturbation for this sequence $\{x_i\}$. As we know necessary conditions for the specification property are topologically mixing and density of periodic points ([24], proposition 2), so one can say that the tracing of pseudo orbits is in some sense weaker property than the specification property. Many important results can be deduced from the pseudo orbit tracing property. P. Walters [25] shows that a subshift has this property (P.O.T.P.) if and only if it is of finite type; that this property together with expansiveness [1] implies topological stability; and that the topologically stable homeomorphisms on a manifold of dimension $\geq 2$ have the pseudo orbit tracing property. Also in this thesis we proved in chapter one theorem 1, that an expansive homeomorphism which is topologically mixing has pseudo orbit tracing property also has the specification property. Therefore the topological entropy of such a homeomorphism is positive.

Smale's axiom A flows are those where the nonwandering set $\Omega$ is hyperbolic and $\Omega$ is the closure of the set of periodic orbits. For studying the topological stability of such flows in this work, the technical idea needed is the approximating of pieces of orbits by a single orbit. This is called the *pseudo orbit tracing property* for flows, and the idea to approximate
pieces of orbits each of time length ≥ 1 (i.e. \((\phi_{t_i}^x), t_i \geq 1\))

with the extra property \(\phi_{t_i}^x\) is close to \(x_{i+1}\) by an orbit say 

\((\phi_t^z)\), so that \(\phi_t^z\) is close to \(\phi_{t_i}^x\) for \(0 \leq t \leq t_i\) (definitions 1.10, 2.1). This important technique has been used in [10], [12], [13] and [14]. In this thesis we are going to show the pseudo orbit tracing property and topological stability for a flows are related.

In chapter two, the definition of pseudo orbit tracing property with respect to time \(a > 0\) (i.e., the chain \(\{(x_i)_{-\infty}^\infty, \{t_i\}_{-\infty}^\infty\}\) has the property \(t_i \geq a\) for all \(i \in \mathbb{Z}\) is given (definitions 2.1, 2.2) and we show in proposition 2.2 that a flow \(\phi\) has the pseudo orbit tracing property with respect to time \(a > 0\) if and only if has pseudo orbit tracing property with respect to time 1. In theorem 2, we prove that this property (pseudo orbit tracing property) is invariant under topological conjugacy with preserved orientation, in particular velocity changes. Also we prove in theorem 3 that the suspension flow for a homeomorphism \(T: X \to X\) under a continuous map \(f: X \to \mathbb{R} > 0\) has the pseudo orbit tracing property if and only if \(T\) has the pseudo orbit tracing property. This is one reason why the pseudo orbit tracing property for flows is important to study.

In chapter three, another property is needed (expansiveness [2]) which is also a property of hyperbolic flows and we prove in theorem 4 that an expansive flow which has the pseudo orbit
tracing property is topologically stable. Moreover in theorem 5 we show that if the perturbation flow in the statement of theorem 4 is also expansive, then the conjugating map which makes the given flow in theorem 4 topologically stable is injective.

In chapter four, we study when topological stability for a flow implies the pseudo orbit tracing property. For this we need to define a finite pseudo orbit tracing property for flows (definition 4.1). This idea is important because it is easier to check that a flow has the finite pseudo orbit tracing property than the (infinite) pseudo orbit tracing property. So because of this we prove in proposition 4.1 that every flow without fixed points having the finite pseudo orbit tracing property also has the pseudo orbit tracing property (i.e. infinite pseudo orbit tracing property). The last important theorem in this chapter is that every flow without fixed points on a compact manifold M which is topologically stable has the pseudo orbit tracing property. Using this work particularly chapters 2, 3 and 4 one can show that the topological stability property for flows is invariant under topological conjugacy with preserved orientation, in particular velocity changes. Finally, P. Walters' work [25] together with this thesis shows that if φ is the suspension flow of a homeomorphism T on a compact manifold M under a continuous map f: M → R > 0, then
(i) $T$ is topologically stable if $\phi$ is topologically stable.

(ii) $\phi$ is topologically stable if dimension of $M \geq 2$ and $T$ is topologically stable.

The references for chapters 1 - 4 occur after chapter 4.
1.1. **INTRODUCTION**

The most important dynamical property is to approximate simultaneously a family of pieces of orbits by an orbit. Since there are many ideas of such approximations we are going to show how these approximations are related to each other.

1.2. **TOPOLOGICALLY TRANSITIVE AND APPROXIMATION PROPERTY**

X will always denote a compact metric space with metric d and $T:X \to X$ will always be a homeomorphism unless otherwise stated. A point $x \in X$ is said to be a periodic point of $T$ if $T^n x = x$ for some $n \neq 0$. The least such positive $n$ with this property will be called the period of $x$ under $T$.

**Definition 1.1.**

$T:X \to X$ is topologically transitive if there exists a point $x \in X$ such that the orbit of $x$ \(\{T^n x\}_{n=1}^{\infty}\) is dense in $X$. [26],[27].

**Theorem** (cf [26] Theorem (5.4))

The following are equivalent:

1. $T$ is topologically transitive.
2. $TE = E$, $E$ is closed, $E \neq X \implies E$ is nowhere dense.
3. If $U,V$ are non-empty open sets then there exists an integer $n$ such that $T^n U \cap V \neq \emptyset$. 
4. \( \{ x \in X : \text{closure of the orbit of } x \text{ is not } X \} \) is a set of first category.

By a string \( A = [a, b] \) we mean a finite set of consecutive integers \( \{a, a+1, \ldots, b\} \). By a piece of orbit we mean a set \( \{ T^i x : x \in X, i \in A \} \).

**Definition 1.2.**

\( (X, T) \) has the approximation property (A.P.) if for every \( \varepsilon > 0 \) and any integer \( k > 1 \) and for any sequence of points \( \{ x_i \}_{i=0}^{k} \) in \( X \) and for any set of strings \( A_i = [a_i, b_i], i = 0, 1, \ldots, k \) with \( a_{i+1} - b_i \geq 1, i = 0, 1, \ldots, k-1 \), there is a periodic point \( z \in X \) of period \( p > b_k - a_0 \) and a sequence of integers \( \{ d_i \}_{i=0}^{k} \) with \( d_0 = 0 \) such that \( d(T^{i+d_i} z, T^{j} x_i) < \varepsilon \) for \( j \in A_i, i = 0, 1, 2, \ldots, k \).

(This definition does not depend on the choice of metric \( d \).)

**Proposition 1.1.**

\( (X, T) \) satisfies the approximation property if and only if the periodic points are dense and \( T \) is topologically transitive.

**Proof:** Assume \( (X, T) \) has A.P., obvious that the periodic points are dense. Let \( V \) and \( U \) be any two non-empty open sets such that \( x_0 \in V \) and \( x_1 \in U \) and take \( \varepsilon \) small enough such that the neighbourhood of \( x_0 \) of radius \( \varepsilon \) is contained in \( V \) and the neighbourhood of \( x_1 \) of radius \( \varepsilon \) is contained in \( U \). Consider the strings \( A_0 = \{0\}, A_1 = \{1\} \) with two points \( x_0, T^{-1} x_1 \). Using the hypothesis there
is a point \( z \) and an integer \( w \) such that \( d(z, x_0) < \varepsilon \) and \( d(T^{1+w}z, x_1) < \varepsilon \). So \( z \in V \) and \( T^{1+w}z \in U \) implies \( T^{-1-w}U \cap V \neq \emptyset \). Conversely, assume the periodic points are dense in \( X \) and \( T \) is topologically transitive. Given \( \varepsilon > 0 \) and an integer \( k > 1 \) and a set of strings

\[ A_i = [a_i, b_i], \quad i = 0, 1, \ldots, k \]

with \( a_{i+1} - b_i \geq 1 \), \( i = 0, 1, \ldots, k-1 \). Let \( \varepsilon' < \varepsilon \) have the property that \( d(x, y) < \varepsilon' \) implies

\[ d(T^ix, T^iy) < \varepsilon/2 \]

for \( i = a_0, a_0 + 1, \ldots, b_k \) and for every \( x, y \in X \) and let \( z' \in X \) be such that orbit of \( z' \) is dense in \( X \). Without loss of generality assume \( d(z', x_0) < \varepsilon' \), it is clear that there is a sequence of positive integers \( d_i \) such that \( d(T^dz', x_1) < \varepsilon' \), \( i = 1, 2, \ldots, k \). Since the periodic points are dense, choose \( z \) to be a periodic point near \( z' \) such that \( d(T^iz, T^iz') < \varepsilon/2 \) for \( i = a_0, a_1 + 1, \ldots, b_k + \sum_{j=1}^{k-1} d_j \). Hence by taking \( d_0 = 0 \) we have

\[ d(T^{i+d_i}z, T^jx_1) < \varepsilon \]

for \( j \in A_i \). □

Let \((X, d)\) be a compact metric space and \( \phi: X \times \mathbb{R} \to X \) be a continuous flow on \( X \) (i.e., \( \phi \) is continuous and \( \phi(x, t+s) = \phi(\phi(x, t), s) \)). Let \( \phi_t \) denote the homeomorphism of \( X \) defined by \( \phi_t(x) = \phi(x, t) \). A point \( x \in X \) is said to be a periodic point for \( \phi \) if \( \phi_t x = x \) for some real number \( t \neq 0 \). The least such positive \( t \) with this property will be called the period of \( x \) under \( \phi \). If \( \phi_t x = x \) for every real number \( t \), then \( x \) will be called a fixed point under \( \phi \).
Definition 1.3.

A flow $\phi: X \times \mathbb{R} \rightarrow X$ is topologically transitive if there exists a point $x \in X$ such that the orbit of $x \ (\ (\phi_t x)_{t \in \mathbb{R}})$ is dense in $X$. [11]

It is well known that $\phi$ is topologically transitive if and only if for every non-empty open sets $U$, $V$ and for every $r > 0$, there exists $t \geq r$ such that $\phi_{-t} U \cap V \neq \phi$. [11]

Definition 1.4.

A flow $\phi$ on a compact metric space $X$ has approximation property (A.P.) if for every $\varepsilon > 0$ and any integer $n > 1$ and for every pair of sequences $\{r_i\}_{0}^{n-1}$, $\{t_i\}_{0}^{n}$ with $r_i > 0$, $t_i > 0$ of real numbers and for every sequence $\{x_i\}_{0}^{n}$ of points in $X$, there exists a periodic point $z \in X$ of period $p > \sum_{0}^{n} t_i + \sum_{0}^{n-1} r_i$ and a continuous map $\alpha$ from a closed interval $[0, P]$ onto itself with $\alpha(0) = 0$, $\alpha(P) = P$ such that

$$d[\phi_{\alpha(t)}^z, \phi_{t}^x] < \varepsilon \text{ whenever } \sum_{0}^{k-1} t_i + \sum_{0}^{k-1} r_i \leq t \leq \sum_{0}^{k} t_i + \sum_{0}^{k-1} r_i, \quad 0 \leq K \leq n.$$ 

In this definition we assumed that $\sum_{i=a}^{b} (\ )_i = 0$ for $b < a$ and this will be a standard notation throughout this work.
Proposition 1.2.

Let \( \phi \) be a flow on a compact metric space. Then \( \phi \) satisfies the approximation property if and only if the periodic points are dense and \( \phi \) is topologically transitive.

Proof: Assume \( \phi \) has A.P., i.e., that the periodic points are dense. Now let \( U, V \) be two non-empty open sets and \( r > 0 \). Let \( x_0, x_1 \) be two points in \( V, U \) respectively, take \( \varepsilon > 0 \) such that \( d(y, x_0) < \varepsilon \) implies \( y \in V \), \( d(y, x_1) < \varepsilon \) implies \( y \in U \). Now, let \( r > 0 \) be a real number, \( t_0 = t_1 = 0 \), take the two points \( x_0, \phi^{-r} x_1 \). Then there exists a periodic point \( z \) of period \( p > r \) and a continuous map \( \alpha: [0, P] \to [0, P] \) with \( \alpha(0) = 0, \alpha(P) = P \) such that \( d(z, x_0) < \varepsilon, d(\phi_{\alpha(r)} z, x_1) < \varepsilon \), where \([0, P]\) is a closed interval in \( \mathbb{R} \). Hence \( z \in V \) and \( z \in \phi^{-\alpha(r)} U \) implies \( \phi^{-\alpha(r)} U \cap V \notin \phi \).

Conversely, assume the periodic points are dense and \( \phi \) topologically transitive. Take \( \varepsilon > 0 \), \( n > 1 \) integer, and sequences of real numbers \( \{r_i\}_{i=0}^{n-1}, \{t_i\}_{i=0}^{n} \) with \( r_i > 0, t_i > 0 \), and \( \{x_i\}_{i=0}^{n} \) sequence of points in \( X \). Choose \( \varepsilon' < \varepsilon \) such that \( d(x, y) < \varepsilon' \) implies \( d(\phi_{t_i} x, \phi_{t_i} y) < \varepsilon/2 \) for all \( 0 \leq u \leq \sum_{i=0}^{n-1} t_i, 0 \leq r_i \leq n \). Since \( \phi \) is topologically transitive, there exists \( z \in Y \) such that the orbit \( (\phi_t z)_{t \in \mathbb{R}} \) is dense in \( X \); there are \( \lambda_0, \lambda_1, \ldots, \lambda_n \) real numbers (without loss of generality take \( \lambda_0 = 0 \)) such that \( d(\phi_{\lambda_i} z, x_i) < \varepsilon' \) for \( 0 \leq i \leq n \), therefore \( d(\phi_{u+\lambda_i} z, \phi_{u+\lambda_i} x_i) < \varepsilon/2 \) for \( i-1 \leq u \leq \sum_{j=0}^{i-1} t_j + \sum_{j=0}^{i-1} r_j \). Since the periodic points are dense, if we take \( \varepsilon'' < \varepsilon \) such that \( d(x, y) < \varepsilon'' \) implies...
d(\phi_{u+\lambda_1 x}, \phi_{u+\lambda_1 y}) < \varepsilon/2 \text{ for } 0 \leq u \leq \frac{n}{o} \Sigma t_j + \frac{n-1}{o} \Sigma r_j. \text{ Choose a periodic point } z' \text{ with period } p > \frac{n}{o} \Sigma t_j + \frac{n-1}{o} \Sigma r_j \text{ such that } \\
d(z', z) < \varepsilon'', \text{ therefore } \\
d[\phi_{u+\lambda_1 z'}, \phi_{u+\lambda_1 z}] < \varepsilon/2 \text{ for } \Sigma_{t_j}^{i-1} + \Sigma_{r_j}^{i-1} \leq u \leq \Sigma_{t_j}^i + \Sigma_{r_j}^i, \text{ all } i. \\
Hence \\
d[\phi_{u+\lambda_1 z'}, \phi_{u x_i}] < \varepsilon \text{ for } \Sigma_{t_j}^{i-1} + \Sigma_{r_j}^{i-1} \leq u \leq \Sigma_{t_j}^i + \Sigma_{r_j}^i, \text{ all } i. \\
Now define } \alpha: [0, P] \rightarrow [0, P] \text{ as follows: } \\
\alpha(u) = u + \lambda_i \text{ for } \Sigma_{t_j}^{i-1} + \Sigma_{r_j}^{i-1} \leq u \leq \Sigma_{t_j}^i + \Sigma_{r_j}^i, 0 \leq i \leq n \text{ and } \\
\alpha(u) = \frac{r_i + \lambda_i + 1 - \lambda_i}{r_i} (u - \Sigma_{t_j}^{i-1} - \Sigma_{r_j}^{i-1}) + \Sigma_{t_j}^i + \Sigma_{r_j}^i + \lambda_i \text{ for } \\
\Sigma_{t_j}^{i-1} + \Sigma_{r_j}^{i-1} \leq u \leq \Sigma_{t_j}^i + \Sigma_{r_j}^i, 0 \leq i \leq n-1 \text{ and } \\
\alpha(u) = \frac{n}{o} \Sigma_{t_j} + \frac{n-1}{o} \Sigma_{r_j} + \lambda_i - p \text{ for } \Sigma_{t_j} + \Sigma_{r_j} \leq u \leq p. \\
Clearly } \alpha \text{ is continuous, } \alpha(0) = 0, \alpha(P) = P \text{ and for } \\
\Sigma_{t_j}^{i-1} + \Sigma_{r_j}^{i-1} \leq u \leq \Sigma_{t_j}^i + \Sigma_{r_j}^i, 0 \leq i \leq n \text{ we have } \\
d[\phi_{\alpha(u)z'}, \phi_{u x_i}] = d[\phi_{u+\lambda_1 z'}, \phi_{u x_i}] < \varepsilon. \quad \square
1.3. CHANGE OF VELOCITY AND SUSPENSION FLOWS.

Definition 1.5.

We recall that the two flows $\phi$ on $X$ and $\psi$ on $Y$ are said to be conjugate if there is a homeomorphism $\lambda:X \to Y$ mapping orbits of $\phi$ onto orbits of $\psi$.

Remark.

Assume the flows $\phi$ on $X$ and $\psi$ on $Y$ are conjugate. $\lambda:X \to Y$ is the conjugating homeomorphism. Now fix a point $x \in X$ and take $\lambda(\phi_t x)_{t \in \mathbb{R}}$ which is an orbit of $\psi$. If $x$ is not periodic under $\phi$, the map $\sigma_x: \mathbb{R} \to \mathbb{R}$ defined by $\lambda \phi_t x = \psi \sigma_x(t) \lambda x$ is a well-defined bijection map with $\sigma_x(0) = 0$. $\sigma_x$ is either strictly increasing or decreasing. Hence $\sigma_x$ is a homeomorphism of $\mathbb{R}$. If $x$ is periodic. Let $v$ be the smallest positive real number such that $\phi_v x = x$ and also $u$ be the smallest positive number such that $\psi_u \lambda x = \lambda x$. It is clear that $\sigma_x: [0,v] \to [0,u]$ or $[-u,0]$ is a well-defined homeomorphism. Similarly $\sigma_x$ can be defined on $[nv,(n+1)v] \to [nu,(n+1)u]$ or $[-(n+1)u,-nu]$ and so $\sigma_x$ becomes a homeomorphism of $\mathbb{R}$ with $\sigma_x(0) = 0$. We call such a map $\sigma:X \times \mathbb{R} \to \mathbb{R}$ the cocycle of the flow $\phi$ with values in $\mathbb{R}$. [19]. The two flows $\phi$ and $\psi$ in definition (1.5) are said to be conjugate with preserved orientation if they are conjugate and $\sigma_x$ is strictly increasing for every $x \in X$. An example of such a conjugacy is the changing of velocity (i.e., $\psi$ is obtained from a flow $\phi$ by changing velocity (see [19], [15])).
Let \((Y, d)\) be a compact metric space and \(T: Y \to Y\) a homeomorphism. Let \(f: Y \to \mathbb{R} > 0\) be continuous.

**Definition 1.6.**

The suspension of \(T\) under \(f\) is the flow \(\phi_f\) on the space

\[ Y_f = \bigcup_{0 \leq t \leq f(y)} \{(y,t) | (y, f(y)) \sim (Ty, 0)\} \]

defined for small non-negative time by \(\phi_t(y, s) = (y, t+s), 0 \leq t+s < f(y)\).

Each suspension of \(T\) is conjugate to the suspension of \(\phi\) under 1, the constant function with value 1. A homeomorphism from \(Y_1\) to \(Y_f\) that conjugates the flows is given by \((y, t) \to (y, tf(y))\). In fact this is also a good example of conjugacy with preserved orientation. For this reason we shall concentrate on suspension under the function 1. We shall now define a metric on \(Y_1\). (see [2]). Suppose that the diameter of \(Y\) under \(d\) is less than 1.

Consider the subset \(Y \times \{t\}\) of \(Y \times [0,1]\) and let \(d_t\) denote the metric on \(Y \times \{t\}\) defined by \(d_t((y,t),(z,t)) = (1-t)d(y,z) + td(Ty,Tz), y, z \in Y\). Note that \(d_0((y,0),(z,0)) = d(y,z)\) and \(d_1((y,1),(z,1)) = d(Ty,Tz)\). Now let \(x_1, x_2 \in Y_1\). Consider all finite chains \(x_1 = w_0, w_1, w_2, \ldots, w_n = x_2\) between \(x_1\) and \(x_2\) where for each \(i\) either \(w_i\) and \(w_{i+1}\) belong to \(Y \times \{t\}\) for some \(t\) (in such case \([w_i, w_{i+1}]\) is called a horizontal segment) or \(w_i\) and \(w_{i+1}\) are on the same orbit (and then \([w_i, w_{i+1}]\) is called a vertical segment). Define the length of the chain to be the sum.
of the lengths of its segments where the length of a horizontal segment \([w_i, w_{i+1}]\) is measured in the metric \(d_t\) if \(w_i\) and \(w_{i+1}\) belongs to \(Y \times \{t\}\), and the length of a vertical segment \([w_i, w_{i+1}]\) is the shortest distance between \(w_i, w_{i+1}\) along the orbit (ignoring the direction of the orbit) using the usual metric on \(R\). If \(w_i \neq w_{i+1}\) and \(w_i, w_{i+1}\) are on the same orbit and on the same set \(Y \times \{t\}\) then the length of the segment \([w_i, w_{i+1}]\) is taken to be \(d_t(w_i, w_{i+1})\), since this is always less than 1. Then define \(\rho(x_1, x_2)\) to be the infimum of the lengths of all chains between \(x_1\) and \(x_2\). Clearly \(\rho\) is a metric on \(Y_1\). Also \(\rho\) gives the topology on \(Y_1\).

From propositions (1.1), (1.2) we have the following.

**Corollary 1.**

Assume the flows \(\phi\) on \(X\) and \(\psi\) on \(Y\) are conjugate. Then \(\phi\) has A.P. if and only if \(\psi\) has A.P. (if a flow \(\phi\) obtained from a flow \(\psi\) by changing velocity and \(\psi\) has A.P., so does \(\phi\)).

**Corollary 2.**

Let \(\phi_f\) on \(Y_f\) be the suspension flow of \(T: Y \to Y\) under a continuous map \(f: Y \to R > 0\). Then \(T\) has A.P. if and only if \(\phi_f\) has A.P.
1.4. SPECIFICATION PROPERTY

Let X be a compact metric space and T:X → X be a homomorphism (i.e., (X, T) is a dynamical system).

**Definition 1.7.**

(X, T) is said to have the specification property (S.P.) if for any ε > 0 and any integer k > 1, there is a positive integer M = M_{ε, k} such that for any sequence of points \( \{x_i\}_{i=0}^{k} \) in X, and any set of strings \( A_i = [a_i, b_i] \) with \( a_{i+1} - b_i > M \), for \( i = 0, 1, \ldots, k-1 \) and any integer \( P > b_k - a_1 + M \), there is a periodic point \( z \in X \) with period p such that \( d(T^jz, T^jx_i) < \varepsilon \) for \( j \in A_i, i = 0, 1, \ldots, k \). (This definition does not depend on the choice of the metric d.)

A specification property has been first considered by Bowen in [3], and was used later in [4], [21], [22], [23] and [20]. This seems a very strong condition but there are many examples of dynamical systems satisfying it. (For such examples see [24].)

In [20] Ruelle defines the dynamical system (X, T) to have the strong specification property if M in definition (1.7) is independent of the choice of k. In fact the strong specification property is Bowen's definition in [3], [4]. Also [20] has a weak specification: it is the same as Bowen's except that \( z \) is not required to be periodic in definition (1.7) (hence no condition on p). Definition (1.7) is between strong and weak specification.
Proposition. (cf. [24] proposition (3))

If \((X,T)\) is a non-trivial system with the specification property, then the topological entropy of \((X,T)\) is larger than 0. (Also see [4], [26], [5] and [6]). In [24] Sigmund has shown the following.

Lemma 1.1.

\((X,T)\) has S.P. if and only if for every \(\varepsilon > 0\) there is a positive integer \(M = M_{\varepsilon}\) such that for any choice of points \(x_0, x_1 \in X\) and strings \(A_0 = [a_0, b_0], A_1 = [a_1, b_1]\) with \(a_1 - b_0 > M\), and any integer \(p > b_1 - a_0 + M\), there exists a periodic point \(z \in X\) with period \(p\) such that

\[
d(T^jz, T^jx_0) < \varepsilon \quad \text{for } j \in A_0,
\]

\[
d(T^jz, T^jx_1) < \varepsilon \quad \text{for } j \in A_1.
\]

Definition 1.8.

Let \(T:X \rightarrow X\) be a homeomorphism, \(X\) is compact metric space. \((X,T)\) is topologically mixing if for any pair of non-empty open sets \(U,V\) in \(X\) there exists an integer \(N > 0\) such that

\[
T^{-n}U \cap V \neq \emptyset \quad \text{for all } n \geq N.
\]
Proposition. (cf. [24] proposition (2)).

If $(X,T)$ satisfies the specification property, then

(a) the periodic points are dense;
(b) $(X,T)$ is topologically mixing.

The notion of S.P. can be defined also for a flow $\phi$ on a compact metric space $X$. (Bowen's definition in [8]).

Definition 1.9.

The flow $\phi$ on $X$ is said to have the specification property (S.P.) if for any $\varepsilon > 0$ and $k \geq 1$, there is a positive integer $M = M_{\varepsilon,k}$ such that for any $z_0, z_1, \ldots, z_k \in X$ and $t_0, t_1, \ldots, t_{k+1} \in \mathbb{R}$ with $t_{i+1} > t_i + M$, there is an $x \in CO^*(t_{k+1}-t_0)$ with

$$d(\phi_{t_{i+1}}(x), \phi_u(z_i)) < \varepsilon$$

for $0 \leq u \leq t_{i+1} - t_i - M$, $0 \leq i \leq k$. Where $CO^*_\varepsilon$ is the set of all periodic points of $\phi$ with period in the interval $[t-\varepsilon, t+\varepsilon]$ (see [4]).

Note:

If $T:Y \to Y$ is a homeomorphism and has S.P., then its suspension flow $\phi_f$ on $Y_f$ under a constant map $f:Y \to \mathbb{R} > 0$ never has S.P., to show this fact we need:

Lemma 1.2.

If $\phi:Y \times \mathbb{R} \to Y$ is the suspension flow of $T:X \to X$ under a constant map $1$ (i.e., $X_1 = Y$ and $\phi_1 = \phi$) and if
\[ p(x,s),(y,t)) < \varepsilon < \frac{1}{2}, \text{ then either } |s-t|<\varepsilon \text{ or } |1+s-t|<\varepsilon \text{ or } |1+t-s|<\varepsilon. \]

Moreover (a) \( t = 0 \) implies either \( |s| < \varepsilon \) or \( |1-s| < \varepsilon \),

(b) \( t = \frac{1}{2} \) implies \( |s - \frac{1}{2}| < \varepsilon \).

**Proof:** Assume \( d \) is the metric on \( X \) and \( \rho \) is the metric on \( Y \) taken by definition and assume \( |s-t|\geq\varepsilon, |1+s-t|\geq\varepsilon \) and \( |1+t-s|\geq\varepsilon \). If \( X \) has fixed point, that is \( TZ = Z \), then

\[ \rho((x,s),(y,t)) \geq \rho(z,s),(z,t)) \geq \varepsilon. \]

This is a contradiction. If \( X \) has no fixed point, then take \( X' = X \cup \{\lambda\} \) disjoint union (or i.e., \( \lambda \) is a point not in \( X \)) and define \( d' \) be a metric on \( X' \) such that \( d'/X\times X = d, d(x,\lambda) = 1 \) for all \( x \in X \) (i.e., \( \lambda \) is an isolated point in this topology). Define \( T':X' \to X' \) such that \( T'/X = T, T'(\lambda) = \lambda \) and let \( \phi':Y' \times R \to Y' \)

be the suspension of \( T':X' \to X' \) under a constant map 1. If \( \rho' \)

is the metric on \( Y' \) taken by definition 1.6, then we have

(a) \( Y' = Y \cup (\phi'_t(z,0))_{t \in R} \), where \( (\phi'_t(z,0))_{t \in R} \) is the only periodic orbit with period 1 for \( \phi' \).

(b) \( \phi'/Y \times R = \phi \)

(c) \( \rho'/Y = \rho \)

Hence for every \( x,y \in X \) we have

\[ \rho((x,s),(y,t)) = \rho'((x,s),(y,t)) \geq \rho'(z,s),(z,t)) \geq \varepsilon \]

and also this is a contradiction. \( \square \)
Proposition 1.3.

If \( \phi: Y \times R \to Y \) is the suspension flow of a homeomorphism \( T:X \to X \) under a constant map \( f \), then \( \phi \) does not satisfy the specification property.

Proof: Assume \( \phi \) satisfies definition 1.9 (S.P.). Given \( 0 < \varepsilon < \frac{1}{4} \) and \( k = 2 \), using definition (1.9) there is \( M > 0 \) such that if we take the two points \( (x,0), (x,\frac{1}{4}) \in Y \) and \( t_0, t_1, t_2 \) are integers with \( t_1 \geq t_0 + M, t_2 \geq t_1 + M \), there is \( (z,s) \in Y \) periodic such that

(a) \( \rho(\phi_{u+t_0}(z,s), \phi_{u}(x,0)) < \varepsilon \) for \( 0 \leq u \leq t_1 - t_0 - M \),

(b) \( \rho(\phi_{u+t_1}(z,s), \phi_{u}(x,\frac{1}{4})) < \varepsilon \) for \( 0 \leq u \leq t_2 - t_1 - M \).

From (a) and lemma (1.2) if we let \( u = 0 \) we will have either \( |s| < \varepsilon < \frac{1}{4} \) or \( |1-s| < \varepsilon < \frac{1}{4} \). From (b) and lemma (1.2) if we let \( u = 0 \) we will have \( |s - \frac{1}{4}| < \varepsilon < \frac{1}{4} \), and this is a contradiction.

From this proposition it was clear that even if a homeomorphism \( T:X \to X \) has S.P., then its suspension flow under any constant map \( f:X \to R > 0 \) does not satisfy S.P.
1.5. **PSEUDO ORBIT TRACING PROPERTY**

Rufus Bowen has stated that the tracing of pseudo orbits is the most important dynamical property of Axiom A map. [7], [8].

X will always denote a compact metric space with metric d and T:X → X be a homeomorphism. Let δ > 0. A sequence \( \{x_n\}_{n=\infty} \) in X is said to be a "δ-pseudo orbit" for T:X → X if
\[
d(Tx_n, x_{n+1}) < \delta
\]
for every integer n. For T to be "stable" we would like each pseudo-orbit for T to be closely related to an actual orbit for T. So a δ-pseudo orbit \( \{x_n\}_{n=\infty} \) is said to be ε-traced by x ∈ X if
\[
d(T^n x, x_n) < \varepsilon
\]
for every integer n.

**Definition 1.10.** [9], [8], [25].

T is said to have the "pseudo orbit tracing property" (P.O.T.P.) if for any ε > 0 there is δ > 0 such that each δ-pseudo orbit for T is ε-traced by some point of X.

This definition does not depend on the choice of metric on X, and it is preserved under topological conjugacy. To get a feeling for this definition see Walters [25].

**Definition 1.11.** [10].

A homeomorphism T:X → X is expansive if there exists e(T) > 0 such that if d(T^n x, T^n y) ≤ e(T) for every integer n ∈ ℤ, then x = y. Such numbers e(T) are called expansive constants.
Definition 1.12. [7], [25]

A homeomorphism \( T: X \to X \) is topologically stable if for every \( \varepsilon > 0 \) there exists \( \delta > 0 \) so that if \( S: X \to X \) is a homeomorphism with \( d(S, T) < \delta \) then there is a continuous map \( h: X \to X \) with \( hS = Th \) and \( d(h, \text{id}) < \varepsilon \). Here \( d(S, T) \) denotes

\[
\sup_{x \in X} d(S(x), T(x)).
\]

In [25] Walters proved the following important results.

Theorem. (cf [25] theorem (4)).

An expansive homeomorphism \( T: X \to X \) with the P.O.T.P. is topologically stable.

Theorem. (cf [25] theorem (11)).

Let \( T: M \to M \) be a topologically stable homeomorphism of a compact manifold of dimension \( \geq 2 \). Then \( T \) has the P.O.T.P.

We are going to close this chapter by showing the following.

Theorem 1.

If a homeomorphism \( T: X \to X \) is expansive and has P.O.T.P. and is topologically mixing, then \( T \) has specification property.

Corollary

If \((X, T)\) is non-trivial system and \( T \) is expansive and has P.O.T.P. and is topologically mixing, then the topological entropy of \((X, T)\) is larger than 0.
Proof: Obvious conclusions from theorem (1) and proposition (3) in [24].

To prove the above theorem we need the following.

**Lemma 1.3.**

$T:X \to X$ is topologically mixing if and only if for any $\varepsilon > 0$, there exists an integer $M = M_\varepsilon > 0$ such that for all open sets $U, V$ of diameter $\geq \varepsilon$ we have $U \cap T^{-n}V \neq \emptyset$ for all $n \geq M$.

**Proof:** Given $\varepsilon > 0$, let $\{B_\alpha\}_{\alpha \in \Lambda}$ be a finite open cover for $X$ of balls each of which of diameter $\leq \delta$, where $\delta$ is taken small enough such that every open set $U$ of diameter $\geq \varepsilon$ should contain at least one of these balls. $\{B_\alpha\}_{\alpha \in \Lambda}$ implies there exists an integer $M > 0$ such that $B_\alpha \cap T^{-n}B_\lambda \neq \emptyset$ for all $n \geq M$ and for all $\alpha, \lambda \in \Lambda$. The rest follows easily. \(\Box\)

**Definition 1.13.** [3].

A homeomorphism $T:X \to X$ has closed orbit property (C.O.P.) if for any $\varepsilon > 0$ there exist $\delta > 0$, and an integer $N > 0$ such that for any integer $n \geq N$ and every $y \in X$ with $d(T^n y, y) \leq \delta$, there is a point $z \in X$ with $T^n z = z$ (i.e., periodic) such that $d(T^k z, T^k y) \leq \varepsilon$ for all $0 \leq k \leq n$.

**Proposition 1.4.**

If a homeomorphism $T:X \to X$ has P.O.T.P. and C.O.P. and topologically mixing, then $T$ has specification property.
Proof: Given \( \epsilon > 0 \), take \( 0 < \delta'' < \epsilon/2 \) and \( M_1 \) from definition of C.O.P., choose \( \delta \) to satisfy the definition of P.O.T.P. with respect to \( 0 < \delta' < \delta''/2 \) and take \( M_2 \) from lemma 1.3 with respect to \( \delta \). Let \( M = \text{maximum} (M_1, M_2) \) and let \( x_0, x_1 \) be two points in \( X \) and \( A_o = [a_o, b_o], A_1 = [a_1, b_1] \) be two strings with \( a_1 - b_o \geq M + 1 \). Assume \( a_1 - b_o = n \), so that \( n \geq M + 1 \). Consider the two open balls \( B_\delta(T^{b_o+1}x_o) \), \( B_\delta(T^{a_1}x_1) \) (\( B_\delta(x) \) is a ball of centre \( x \) and radius \( \delta \)), it is clean: \( B_\delta(T^{b_o+1}x_o) \cap T^{-(n-1)}B_\delta(T^{a_1}x_1) \neq \emptyset \) for all \( n \geq M + 1 \).

There exists \( x \in X \) such that \( d(T^{b_o+1}x_o, x) < \delta \), \( d(T^{a_1}x_1, x) < \delta \).

Also take the two open balls \( B_\delta(T^{b_1+1}x_1), B_\delta(T^{a_0}x_o) \), so \( B_\delta(T^{b_1+1}x_1) \cap T^{-(n-1)}B_\delta(T^{a_0}x_o) \neq \emptyset \) for all \( n \geq M + 1 \).

Also there exists \( x' \in X \) such that \( d(T^{b_1+1}x_1, x') < \delta \), \( d(T^{a_0}x_o, T^{b_1+1}x_1) < \delta \). Now, consider the following sequence of points \( \{T^{b_1+1}x_1, x', T^{a_0}x_o, x, T^{a_0}x_o, x, T^{a_0}x_o, x, T^{a_0}x_o, x, T^{a_0}x_o, x, \ldots \} \). Define a sequence \( \{w_i\} \) as follows.

\[
\begin{align*}
    w_i &= T^ix_o \quad \text{for} \quad a_o \leq i \leq b_o, \\
    w_i &= T^{i-b_o-1}x \quad \text{for} \quad b_o < i < a_1, \\
    w_i &= T^{i-b_1-1}x_1 \quad \text{for} \quad a_1 \leq i \leq b_1, \\
    w_i &= T^{i-b_1-n}x' \quad \text{for} \quad b_1 < i < b_1+n, \\
    w_{b_1+n} &= T^{a_0}x_o.
\end{align*}
\]
and carry on in the same manner. It is obvious that \( \{w_i\} \) is a \( \delta \)-pseudo orbit. There is \( z' \in X \) such that

\[
d(T^i z', w_i) < \delta' \text{ for } a_0 \leq i \leq b_1 + n.
\]

Hence

\[
d(T^i z', T^i x_0) < \delta' \text{ for } i \in A_0,
\]

\[
d(T^i z, T^i x_1) < \delta' \text{ for } i \in A_1,
\]

and

\[
d(T^i z', T^i x_0) < \delta'.
\]

Therefore

\[
d(T^{b_1 + n} z', T^{a_0} x_0) < \delta'.
\]

Using C.O.P. there exists \( z'' \in X \) such that

\[
b_1 - a_0 + n z'' = z'' \text{ and } d(T^k z'', T^{k+a} T^{a_0} z') < \varepsilon/2 \text{ for } 0 \leq k \leq b_1 - a_0 + n.
\]

Let \( z = T^{a_0} z'' \), \( z \) is periodic of period \( b_1 - a_0 + n \) and

\[
d(T^{k+a} z, T^{k+a} T^{a_0} z') < \varepsilon/2 \text{ for } 0 \leq i \leq b_1 - a_0 + n \text{ which implies } d(T^i z, T^i z') < \varepsilon/2 \text{ for } a_0 \leq i \leq b_1 + n.
\]

The rest follows easily. □

Using the same idea as proposition (1.4) one can show that if a homeomorphism \( T: X \to X \) satisfies the same hypothesis as the proposition (i.e., \( T \) is topologically mixing and has P.O.T.P., C.O.P), then \( T \) has the strong specification property (i.e. \( M \) is independent of the choice of the number of pieces of orbits. Hence:
Corollary.

If a homeomorphism $T:X \to X$ is topologically mixing and has P.O.T.P., then $T$ has weak specification property.

The following lemma finishes the proof of theorem 1.

Closed orbit lemma 1.4.

If a homeomorphism $T:X \to X$ is expansive and has P.O.T.P., then $T$ has closed orbit property. (More over for any $\epsilon > 0$, there exists $\delta > 0$ such that for every positive integer $m$ and for each $x \in X$, if $d(T^m x, x) < \delta$, then there is a periodic point $z$ of period $m$ such that $d(T^i z, T^i x) < \epsilon$ for $0 \leq i \leq m$)

Proof: Take $\epsilon = e(T)$ the expansive constant, take $\delta > 0$ from definition of P.O.T.P. with respect to $\epsilon/2$ and for $m > 0$, assume $d(T^m x, x) < \delta$. Now, consider a sequence $\{y_i\}_{i=0}^{\infty}$ by taking $y_0 = x$, $y_1 = T x$, $y_2 = T^2 x, \ldots, y_{m-1} = T^{m-1} x$, $y_m = x$, $y_{m+1} = T x, \ldots, y_{-1} = T^{m-1} x$, $y_0 = T^{m-2} x, \ldots$. Obviously $\{y_i\}_{i=0}^{\infty}$ is a $\delta$-pseudo orbit, there exists a point $z \in X$ such that $d(T^i z, y_i) < \epsilon/2$ for all $i \in Z$. But $d(T^i T^m z, y_i) < \epsilon/2$ for all $i$. Therefore $d(T^i T^m z, T^i z) < \epsilon = e(T)$ for all $i \in Z$, implies $T^m z = z$. (i.e., $z$ is periodic of period $m$.)
CHAPTER II

2.1. PSEUDO ORBIT TRACING PROPERTY.

Let $\phi$ be a continuous flow on a compact metric space $Y$ the idea is to approximate a chain of orbit segments in $Y$ by one orbit. (i.e., the P.O.T.P. for flows). In [8] Bowen stated that this idea is the most important dynamical property, and it was used later in [12], [13], [14], [10]. The idea of defining such property is given also in [12].

Given $\delta, a > 0$ real numbers, a finite $(\delta, a)$-chain is a pair of sequences $\{x_i^k\}_0^k, \{t_i^k\}_0^{k-1}$ so that $t_i \geq a$ and $d(\phi_{t_i} x_i, x_{i+1}) < \delta$. An infinite $(\delta, a)$-chain is a pair of doubly infinite sequence $\{x_n\}_-\infty^\infty, \{t_n\}_-\infty^\infty$ so that $t_n \geq a$ and $d(\phi_{t_n} x_n, x_{n+1}) < \delta$ for all $n \in \mathbb{Z}$.

The definition of a finite (infinite) $(\delta, a)$-pseudo orbit is the same as a finite (infinite) $(\delta, a)$-chain, see [12].

Given $\varepsilon > 0$, the analogue of $\varepsilon$-tracing is given as follows. A finite (infinite) $(\delta, a)$-pseudo orbit $\{x_n\}, \{t_n\}$ is $\varepsilon$-traced by the orbit $(\phi_t z)$ if there exists an increasing homeomorphism $a: \mathbb{R} \to \mathbb{R}$ with $a(0) = 0$ such that

$$d[\phi_{a(t)} z, \phi_{a(t)} x_n] < \varepsilon \text{ whenever } t \geq 0,$$

$$t + \sum_{i=0}^{n-1} t_i \leq t < \sum_{i=0}^n t_i,$$

$$n = 0, 1, 2, \ldots,$$

$$d[\phi_{a(t)} z, \phi_{a(t)} x_n] < \varepsilon \text{ whenever } t \leq 0,$$

$$-t + \sum_{i=0}^{n-1} t_i \leq -t < -\sum_{i=0}^n t_i,$$

$$n = 1, 2, 3, \ldots.$$
Without loss of generality we are assuming that the subscript \((n)\) of \(x\) is positive when \(t \geq 0\) and negative when \(t < 0\).

A reparameterization \(\alpha: \mathbb{R} \to \mathbb{R}\) of an orbit in an orientation preserving homeomorphism of \(\mathbb{R}\) fixing the origin. In the case of finite \((\delta, a)\)-pseudo orbit one can restrict \(\alpha\) to a closed interval \([a, b]\) containing the origin. As a standard notation when we say \((\delta, a)\)-pseudo orbit we mean the infinite \((\delta, a)\)-pseudo orbit unless otherwise stated, see [12].

**Definition 2.1.**

A flow \(\phi\) on \(Y\) is said to have the "pseudo orbit tracing property" (P.O.T.P.) if for any \(\epsilon > 0\), there is \(\delta > 0\) such that each \((\delta, 1)\)-pseudo orbit is \(\epsilon\)-traced by an orbit of \(\phi\). (This definition does not depend on the choice of the metric \(d\).)

In this chapter we want to show that the P.O.T.P. for flows is invariant under topological conjugacy with preserved orientation (example, velocity changes), and also the suspension flow of a homeomorphism \(T\) under a continuous map \(f\) has P.O.T.P. if and only if \(T\) has P.O.T.P. In order to be able to prove this we need the following:
Definition 2.2.

A flow $\phi$ on $Y$ has the pseudo orbit tracing property with respect to time $a > 0$ if for any $\epsilon > 0$, there is $\delta > 0$ such that each $(\delta, a)$-pseudo orbit is $\epsilon$-traced by an orbit of $\phi$.

Proposition 2.1.

A flow $\phi$ on $Y$ has P.O.T.P. with respect to time $a > 0$ if and only if for any $\epsilon > 0$, there is $\delta > 0$ such that every $(\delta, a)$-pseudo orbit $(\{x_n\}_n, \{\lambda_n\}_n)$ with $a \leq \lambda_n \leq 2a$ for all $n \in \mathbb{Z}$ is $\epsilon$-traced by an orbit of $\phi$.

Proof:

If $\phi$ has P.O.T.P. with respect to time $a$, then it is clear that the $(\delta, a)$-pseudo orbit $(\{x_n\}_n^{\infty}, \{\lambda_n\}_n^{\infty})$ is $\epsilon$-traced by an orbit of $\phi$ whether $\lambda_n \leq 2a$ or not. Conversely, assume $\phi$ satisfies the hypothesis of the proposition. Given $\epsilon > 0$, choose $\delta > 0$ using the hypothesis (i.e., every $(\delta, a)$-pseudo orbit $(\{x_n\}, \{\lambda_n\})$ with $a \leq \lambda_n \leq 2a$ is $\epsilon$-traced by an orbit of $\phi$.) Let $(\{x_n\}_n^{\infty}, \{t_n\}_n^{\infty})$ be any $(\delta, a)$-pseudo orbit for $\phi$. For each $t_n$, there is a non-negative integer $m_n$ such that $t_n = a.m_n + r_n$ with $a \leq r_n < 2a$. Construct an infinite sequence of points in $Y$
\{ \ldots, x_3, \phi a x_3, \phi 2a x_3, \ldots, \phi a m_3 x_3, x_2, \phi a x_2, \phi 2a x_2, \ldots, \\
\phi a m_2 x_2, x_1, \phi a x_1, \phi 2a x_1, \ldots, \phi a m_1 x_1, x_0, \phi a x_0, \phi 2a x_0, \ldots, \\
\phi a m_0 x_0, x_1, \phi a x_1, \phi 2a x_1, \ldots, \phi a m_1 x_1, x_2, \phi a x_2, \phi 2a x_2, \ldots, \phi a m_2 x_2, x_3, \\
\phi a x_3, \phi 2a x_3, \ldots, \phi a m_3 x_3, \ldots \} \\

(i.e., we can take an infinite sequence \{y_i\}_\infty of points in \mathcal{Y}
so that

\[
y_i = \phi a \cdot x_{i-p} \quad \text{for} \quad -\Sigma m_j - p < i \leq -\Sigma m_j - p, p = 1, 2, \ldots,
\]

\[
y_i = \phi a \cdot x_{i-p} \quad \text{for} \quad \Sigma m_j + p < i \leq \Sigma m_j + p, p = 0, 1, 2, \ldots
\]

Now also define a sequence \{\lambda_i\}_\infty of real numbers in this way

\[
\lambda_i = \begin{cases} 
\text{a} & \text{for} \quad -\Sigma m_j - p < i < \Sigma m_j - p \\
\text{r-p} & \text{for} \quad i = -\Sigma m_j - p, p = 1, 2, 3, \ldots,
\end{cases}
\]

\[
\lambda_i = \begin{cases} 
\text{a} & \text{for} \quad \Sigma m_j + p < i < \Sigma m_j + p \\
\text{r-p} & \text{for} \quad i = \Sigma m_j + p, p = 0, 1, 2, \ldots
\end{cases}
\]

which correspond to the sequence \{y_i\}_\infty. For \(i \geq 0\) assume first

\[
p-1 \quad \Sigma m_j + p < i < \Sigma m_j + p \quad \text{and take}
\]

\[
\sum_{j=0}^{i} m_j + p
\]
For $i = \sum m_j + p$ we have

$$d(\phi_{\lambda_i}y_i, y_{i+1}) = d(\phi_{t_p}a_m x_p, x_{p+1}) = d(\phi_{t_p}x_p, x_{p+1}) < \delta.$$  

Also for $i \leq -1$. Assume first $-\sum m_j - p < i \leq -1 - p$, then $-p + 1$ and for $i = -\sum m_j - p$ we have

$$d(\phi_{\lambda_i}y_i, y_{i+1}) = d(\phi_{t_p}a_m x_p, x_{p+1}) = d(\phi_{t_p}x_p, x_{p+1}) < \delta.$$  

So the pair of sequences $\{y_i\}_{i=-\infty}^\infty, \{\lambda_i\}_{i=-\infty}^\infty$ is $(\delta, a)$-pseudo orbit for $\phi$ with $a \leq \lambda_i < 2a$. Using the hypothesis of the proposition there is a point $z \in Y$ and a homeomorphism $\alpha: R \to R$ with $\alpha(0) = 0$ such that

$$d(\phi_{\alpha(t)}z, \phi_{t-\sum \lambda_i}y_n) < \varepsilon$$

for $t \geq 0, \sum \lambda_i < t < \sum \lambda_i^o$, $n = 0, 1, 2, \ldots$, where $i = 0, 1, 2, \ldots$.
\[ d(\phi_a(t)^z, \phi_{t-n}^y) < \varepsilon \text{ for } t < 0, \quad -\sum_{i=1}^{n} \lambda_i \leq t < -\sum_{i=n+1}^{\infty} \lambda_i, n = 1, 2, 3, \ldots \]

Now, we can show that the chain \( \{x_n\}_{n=-\infty}^{\infty}, \{t_n\}_{n=-\infty}^{\infty} \) is \( \varepsilon \)-traced by the orbit \( \phi_z \). Assume \( i.a \leq t < (i+1)a, i \leq m_o, \) take for \( 0 \leq t < t_0 \) we will have

\[ d(\phi_a(t)^z, \phi_{t_0}^x) = d(\phi_a(t)^z, \phi_{t-i}^a \phi_i.a.x_0) \]

\[ = d(\phi_a(t)^z, \phi_{t-i}^a \phi_{t-j}^y) < \varepsilon, \quad t - \sum_{j=0}^{i-1} \lambda_j \]

and for \( t_0 \leq t < t_0 + t_1 \) we will have

\[ d(\phi_a(t)^z, \phi_{t-t_0}^x) = d(\phi_a(t)^z, \phi_{t-m_0}^{m_0} x_1), \quad \sum_{o=0}^{m_0} \lambda_i \]

Assume \( j.a \leq t - \sum_{o=0}^{m_0} \lambda_i < j.(a+1), j \leq m_1 \) implies

\[ \sum_{o=0}^{m_0} \lambda_i + \sum_{k=0}^{j-1} \lambda_k = \sum_{o=0}^{m_0+j} \lambda_i \]

therefore

\[ d(\phi_a(t)^z, \phi_{t-t_0}^x) = d(\phi_a(t)^z, \phi_{t-m_0+j}^{m_0+j} x_1) \]

\[ = d(\phi_a(t)^z, \phi_{t-m_0+j}^{m_0+j} y_{m_0+j+1}) < \varepsilon. \]
Carry on in the same manner we will have

\[ d(\phi_a(t)^z, \phi_{t-k} x_k) < \varepsilon \text{ for } t \geq 0, \Sigma t_i \leq t < \Sigma t_i, \text{ all } k \geq 0. \]

Similarly for \( t \leq 0 \)

\[ d(\phi_a(t)^z, \phi_{t+k} x_{-k}) < \varepsilon \text{ for } -t \leq t < -t, \text{ all } k \leq 1. \]

Hence \( \{x_n\}_{n=-\infty}^{\infty}, \{\lambda_n\}_{n=1}^{\infty} \) is \( \varepsilon \)-traced by the orbit \( (\phi_t^z)_{t \in \mathbb{R}} \). So \( \phi \) has P.O.T.P. with respect to time \( a \). 

Proposition 2.2.

For every \( a > 0 \), the flow \( \phi \) on \( Y \) has P.O.T.P. with respect to time \( a \) if and only if \( \phi \) has P.O.T.P. (i.e., with respect to time 1).

Proof: We have two cases when \( a > 1, a < 1 \). In the case when \( a > 1 \), assume \( \phi \) has P.O.T.P. with respect to time \( a \). Let \( m \) be a natural number \( \geq a \). Given \( \varepsilon > 0 \), choose \( \delta > 0 \) satisfies the following

(a) every \((\delta, a)\)-pseudo orbit is \( \varepsilon/2 \)-traced by an orbit of \( \phi \),
(b) \( d(x, y) < \delta \) implies \( d(\phi_t x, \phi_t y) < \varepsilon/2 \) for \( 0 \leq t \leq 2m \).
Let $\delta' < \delta/m$ and choose $0 < \delta'' < \delta'$ so that $d(x,y) < \delta''$ implies again $d(\phi_t x, \phi_t y) < \delta'$ for $0 \leq t \leq 2m$. Now, let $(\{x_n\}_{n=-\infty}^{\infty}, \{t_n\}_{n=-\infty}^{\infty})$ be a $(\delta'', 1)$-pseudo orbit for $\phi$ with $1 \leq t_n \leq 2$ for all $n \in \mathbb{Z}$, take the pair of sequences

$$\left\{\ldots x_{-2m}, x_{-m}, x_0, x_m, x_{2m}, \ldots\right\}, \left\{\ldots, \lambda_2, \lambda_{-1}, \lambda_0, \lambda_1, \lambda_2, \ldots\right\}$$

denote $z_i = x_{i.m}$ and $\lambda_i = \frac{m-1}{\sum_{j=0}^{m-1} t(j+i.m)}$ for all $i \in \mathbb{Z}$.

Now, take

$$d(\phi_{\lambda_i} z_i, z_{i+1}) = d(\phi_{m-1} x_{i.m}, x_{(i+1).m}) \sum_{j=0}^{m-1} t(j+i.m)$$

$$\leq d(\phi_{m-1} x_{i.m}, x_{(i+1).m}) \sum_{j=1}^{m-1} t(j+i.m) + d(\phi_{m-1} x_{i.m+1}, x_{i.m+2}) + \ldots + d(\phi_{(i+1).m-1} x_{(i+1).m-1}, x_{(i+1).m}) \delta' + \delta' + \ldots + \delta'$$

$$= m\delta' < \delta$$ because $a \leq \lambda_i \leq 2m$. 
Therefore \( \{z_i\}_{i=-\infty}^{\infty}, \{\lambda_i\}_{i=-\infty}^{\infty} \) is \( \alpha(\delta,a) \)-pseudo orbit for \( \phi \). Hence there is \( z \in Y \) and homeomorphism \( \alpha: \mathbb{R} \to \mathbb{R} \) with \( \alpha(0) = 0 \) such that

\[
d(\phi_{\alpha(t)}z, \phi_{\alpha(t)}^n z_n) < \varepsilon/2 \text{ for } t \geq 0, \quad \Sigma \lambda_i \leq t < \Sigma \lambda_i,
\]

\[
d(\phi_{\alpha(t)}z, \phi_{\alpha(t)}^{-n} z_{-n}) < \varepsilon/2 \text{ for } t \leq 0, \quad -\Sigma \lambda_i \leq t < -\Sigma \lambda_i.
\]

Now, for \( 0 \leq k \leq m \),

\[
d(\phi_{k-1} x_0, x_k) \leq d(\phi_{k-1} \phi_{t_0} x_0, \phi_{k-1} x_1) + \cdots + d(\phi_{k-1} x_{k-1}, x_k).
\]

Since \( \Sigma t_i \leq 2m \) implies that \( d(\phi_{k-1} x_0, x_k) < k\delta' < \delta \).

So

\[
d(\phi_{k-1} x_0, \phi_{k-1} x_k) < \varepsilon/2 \text{ for } \Sigma t_i \leq t < \Sigma t_i.
\]

Hence

\[
d(\phi_{\alpha(t)}z, \phi_{\alpha(t)}^n x_k) \leq d(\phi_{\alpha(t)}z, \phi_{\alpha(t)}^n z_0) + d(\phi_{\alpha(t)}^n z_0, \phi_{\alpha(t)}^{-k} x_k) < \varepsilon.
\]
Now for \( m < k \leq 2m \), also take

\[
d(\phi_{k-1} x_m, x_k) \leq d(\phi_{k-1} x_m, \phi_{k-1} x_{m+1}) + \sum_{i=m+1}^{m+2} d(\phi_{k-1} x_{m+i}, x_{k}) \leq \varepsilon/2
\]

Now for \( \sum_{i=m}^{m+1} t_i \leq t < \sum_{i=0}^{k-1} t_i \) implies \( t - \sum_{i=0}^{k-1} t_i \) in the closed interval \([0, 2m]\).

Therefore

\[
d(\phi_{t-k-1} x_m, x_k) \leq \varepsilon/2
\]

Therefore \( d(\phi_{t-\lambda} x_m, x_k) < \varepsilon/2 \).

Therefore \( d(\phi_{a(t)} z, x_k) < \varepsilon \) for \( \sum_{i=0}^{k-1} t_i \leq t < \sum_{i=0}^k t_i \).

If we carry on in the same manner we will have that the orbit \((\phi_t z)_{t \in \mathbb{R}}\) is \( \varepsilon \)-traces the \((\delta, a)\)-pseudo orbit \( \{x_i\}_1^\infty, \{t_i\}_1^\infty \).
For the other case (when \( a < 1 \)) one can use similar ideas as above. Using proposition 2.1 implies that \( \phi \) has P.O.T.P. \( \square \)

2.2. P.O.T.P. AND TOPOLOGICAL CONJUGACY

Using proposition 2.2 we can show

Theorem 2.

If a flow \( \phi \) on \( X \) is topologically conjugate to a flow \( \psi \) on \( Y \) with preserved orientation (see the remark in chapter 1, section 1.3), then either both have P.O.T.P. or neither of them does.

Proof: Assume \( \lambda : X \rightarrow Y \) is the conjugating homeomorphism and \( \sigma : X \times \mathbb{R} \rightarrow X \) the cocycle of the flow \( \phi \). Since the map \( \lambda \) preserved orientation, therefore \( \sigma_x : \mathbb{R} \rightarrow \mathbb{R} \) is increasing. Let \( a \) be the infimum of the set \( \{ \sigma_x(1); x \in X \} \). By compactness of \( x \) and continuity of \( \sigma : X \times \mathbb{R} \rightarrow \mathbb{R} \) such an \( a = \inf_{x \in X} \sigma_x(1) \) exists. Now, given \( \varepsilon > 0 \), choose \( \varepsilon' > 0 \) such that \( d_y(y_1, y_2) < \varepsilon' \) implies \( d_x(\lambda^{-1}y_1, \lambda^{-1}y_2) < \varepsilon \) for all \( y_1, y_2 \in Y \), (where \( d_x, d_y \) are metrics on \( X, Y \) respectively.) Assume \( \psi \) has P.O.T.P, using proposition 2.2, there is \( \delta' > 0 \) such that every \((\delta', a)\)-pseudo orbit is \( \varepsilon' \)-traced by an orbit of \( \psi \). Also choose \( \delta > 0 \) such that \( d_x(x_1, x_2) < \delta \) implies \( d_y(\lambda x_1, \lambda x_2) < \delta' \) for all \( x_1, x_2 \in X \). Now let \( (\{x_n\}_{n=1}^{\infty}, \{t_n\}_{n=1}^{\infty}) \) be any \((\delta,1)\)-pseudo orbit for \( \phi \) (i.e., \( d_x(\phi_{t_n} x_n, x_{n+1}) < \delta \) for all \( n \in \mathbb{Z} \)).
Hence \( d_y(\lambda x_n, \lambda x_{n+1}) < \delta' \) for all \( n \).

By definition of cocycle \( \sigma \) we have \( \lambda x = \psi(\phi_x(t)\lambda x \), therefore

\[
d_y(\psi_{\lambda x_n}(t_n)\lambda x_{n+1}) < \delta' \quad \text{for all } n - (a)
\]

Consider the pair of sequences \( \{\lambda x_n\}^\infty_{n=-\infty}, \{\sigma_{x_n}(t_n)\}^\infty_{n=-\infty} \). Since \( t_n \geq 1 \) implies \( \sigma_{x_n}(t_n) \geq a \) for all \( n \in \mathbb{Z} \). Using (a),

\( \{\lambda x_n\}^\infty_{n=-\infty}, \{\sigma_{x_n}(t_n)\}^\infty_{n=-\infty} \) is a \((\delta, a)\)-pseudo orbit for \( \psi \). It follows from our assumption that \( \psi \) has P.O.T.P. that there is \( y = \lambda x \in Y \) and a homeomorphism \( \alpha: \mathbb{R} \to \mathbb{R} \) with \( \alpha(0) = 0 \) so that

\[
d_y(\psi_{\lambda x_n}(t_n)\lambda x_n) < \epsilon' \quad \text{for } t \geq 0, \quad \sum_{n=0}^{n-1} \sigma_{x_i}(t_i) \leq t < \sum_{n=0}^{n} \sigma_{x_i}(t_i) - (b)
\]

\[
d_y(\psi_{\lambda x_n}(t_n)\lambda x_{n-1}) < \epsilon \quad \text{for } t \leq 0, \quad -\sum_{n=0}^{-1} \sigma_{x_i}(t_i) \leq t < -\sum_{n=0}^{-1} \sigma_{x_i}(t_i) - (c)
\]

(b) implies that

\[
d_y(\lambda x_n, \sigma_{x_n}(t_n)\lambda x_{n-1}) < \epsilon' \quad \text{for } t \geq 0, \quad \sum_{n=0}^{n-1} \sigma_{x_i}(t_i) \leq t < \sum_{n=0}^{n} \sigma_{x_i}(t_i) - (b)
\]

The way we choose \( \epsilon' \) we have

\[
d_y(\lambda x_n, \sigma_{x_n}(t_n)\lambda x_{n-1}) < \epsilon \quad \text{for } t \leq 0, \quad -\sum_{n=0}^{-1} \sigma_{x_i}(t_i) \leq t < -\sum_{n=0}^{-1} \sigma_{x_i}(t_i) - (c)
\]
For \( n-1 \)
\[
\sum_{i=0}^{n-1} x_i(t_i) \leq t < \sum_{i=0}^{n} x_i(t_i) \quad \Rightarrow
\]
\[
0 \leq t - \sum_{i=0}^{n-1} x_i(t_i) < \sigma_x(t_n) \quad \Rightarrow
\]
\[
0 \leq \sigma^{-1}_x(t - \sum_{i=0}^{n-1} x_i(t_i)) < t_n \Rightarrow \sum_{i=0}^{n-1} x_i(t_i) < t - \sum_{i=0}^{n} x_i(t_i) + \sum_{i=0}^{n-1} t_i < \sum_{i=0}^{n} t_i
\]

Now from (c) we will have also
\[
d_x(\phi^{-1}_x \alpha(t), x, -1) \sigma^{-1}_x(t + \sum_{i=0}^{n} x_i(t_i)) \leq \varepsilon \text{ for } -\sum_{i=0}^{n} x_i(t_i) \leq t < -\sum_{i=0}^{n+1} x_i(t_i)
\]
Similarly
\[
-\sum_{i=0}^{n} x_i(t_i) \leq t < -\sum_{i=0}^{n+1} x_i(t_i) \quad \Rightarrow
\]
\[
0 \leq t + \sum_{i=0}^{n-1} x_i(t_i) < \sigma_x(t_n) \quad \Rightarrow
\]
\[
0 \leq \sigma^{-1}_x(t + \sum_{i=0}^{n-1} x_i(t_i)) < t_n \Rightarrow \sum_{i=0}^{n+1} x_i(t_i) < -t_i < -\sum_{i=0}^{n} t_i
\]

Now define \( h: R \rightarrow R \) in this way, for \( t \geq 0 \) let
\[
u = \sigma^{-1}_x(t - \sum_{i=0}^{n-1} x_i(t_i)) + \sum_{i=0}^{n-1} t_i, \text{ and take } h(u) = \sigma^{-1}_x \alpha(t),
\]
and for \( t \leq 0 \), let \( v = \sigma^{-1}_x(t + \sum_{i=0}^{n-1} x_i(t_i)) - \sum_{i=0}^{n-1} t_i \) and take
\[
h(v) = \sigma^{-1}_x \alpha(t). \text{ It is obvious that } h \text{ is continuous and increasing with } h(0) = 0. \text{ Finally for } \sum_{i=0}^{n-1} t_i < u < \sum_{i=0}^{n} t_i. \text{ We have}
\]
\[ d_x(\phi_h(u)x, \phi^{-1}x_n) < \varepsilon, \quad u \notin \sum t_i \]

for \(-\sum t_i < u < \sum t_i\) we have

\[ d_x(\phi_h(u)x, \phi^{-1}x_n) < \varepsilon. \quad u \notin \sum t_i \]

Therefore \(\{x_n\}_{n=-\infty}^{\infty}, \{t_n\}_{n=-\infty}^{\infty}\) is \(\varepsilon\)-traced by an orbit \((\phi_t x)_{t \in \mathbb{R}}\). \(\square\)

**Corollary**

If a flow \(\phi\) on \(X\) is obtained from a flow \(\psi\) on \(X\) by changing velocity and \(\psi\) has P.O.T.P, then so does \(\phi\).

**Remark.**

Since any two suspension flows of a given homeomorphism \(T:X \to X\) are topologically conjugate with preserved orientation, so for this reason we shall concentrate on suspensions under the constant function 1, (see section 1.3 in chapter one.)

**Lemma 2.1.**

Let \(\phi\) on \(Y\) be the suspension flow of a homeomorphism \(T:X \to X\) under a constant map 1. (i.e., \(X_1 = Y, \phi = T_1\).) Then for every
\( \lambda > 0 \), there is \( \lambda' > 0 \) such that for every two points 
\((x,s), (y,t) \in Y \) with \( \rho((x,s), (y,t)) < \lambda' \), then either \( d(x,y) < \lambda \) 
or \( d(Tx,y) < \lambda \) or \( d(T^{-1}x,y) < \lambda \). (where \( d \) is a metric on \( X \) and 
\( \rho \) is the metric we define in section (1.3) Chapter 1 on the 
suspension space \( Y = X_1 \)).

**Proof:** Take \( 0 < \lambda'' < \lambda' < \frac{1}{2} \) and so that \( d(x,y) < \lambda'' \) implies 
\( d(T^i x,T^i y) < \lambda \) for \( i = -1,0,1 \). Now let \( \lambda' = \frac{\lambda''}{2} \) and assume 
\( \rho((x,s),(y,t)) < \lambda' \). Using Lemma (1.2) we will have either 
\( |s-t| < \lambda' \) or \( |1+s-t| < \lambda' \) or \( |1+t-s| < \lambda' \). Now, for the first 
case when \( |s-t| < \lambda' \) we will have 
\( \rho((x,s),(y,s)) \leq \rho((x,s),(y,t)) + \rho((y,t),(y,s)) < \lambda' + \lambda' = \lambda'' \).
Hence \((1-s)d(x,y) + sd(Tx,Ty) < \lambda'' \). So \( d(x,y) < \lambda'' \) or \( d(Tx,Ty) < \lambda'' \) 
implies that \( d(x,y) < \lambda \). For the case when \( |1+t-s| < \lambda'' \) we will have 
\( \rho((Tx,t),(y,t)) \leq \rho((Tx,t),(x,s)) + \rho((x,s),(y,t)) < \lambda' + \lambda' = \lambda'' \).
Hence \((1-t)d(Tx,y) + td(T^2x,Ty) < \lambda'' \) implies that \( d(Tx,y) < \lambda \).

For the case when \( |1+s-t| < \lambda'' \) we will have 
\( \rho((T^{-1}x,t),(y,t)) \leq \rho((T^{-1}x,t),(x,s)) + \rho((x,s),(y,t)) < \lambda' + \lambda' = \lambda'' \).
Hence \((1-t) d(T^{-1}x,y) + td(x,Ty) \) implies that \( d(T^{-1}x,y) < \lambda \). 

2.3. **THE SUSPENSION FLOW**

To complete the **study** of the pseudo orbit tracing property 
for flows, we are going to close this chapter with the following:
Theorem 3.

Let $T$ be a homeomorphism of $(X,d)$, and $f:Y \to \mathbb{R} > 0$ be continuous. The suspension flow of $T$ has pseudo orbit tracing property if and only if $T$ has pseudo orbit tracing property.

Proof: By our earlier remark we need only to show the results when $f$ is constant map 1. Let $\phi:Y \times \mathbb{R} \to Y$ denote the suspension of $T$ under 1. Suppose $\phi$ has P.O.T.P. Given $\varepsilon > 0$, take $0 < \varepsilon' < \varepsilon$, $\varepsilon' < \frac{1}{2}$ and $d(x,y) < \varepsilon'$ implies $d(T^i x, T^i y) < \varepsilon$ for $i = -1,0,1$. Choose $\delta > 0$ from definition of P.O.T.P. for $\phi$ with respect to $\varepsilon'$. Also take $0 < \delta' < \delta$ so that $d(x,y) < \delta'$ implies $d(Tx,Ty) < \delta$. Now let $\{x_n\}_{n=-\infty}^{\infty}$ be any $\delta'$-pseudo orbit for $T$ (i.e., $d(Tx_n,x_{n+1}) < \delta'$ for all $n \in \mathbb{Z}$). Consider the pair of sequences $(\{(x_n,i)\}_{n=-\infty}^{\infty},\{t_n\}_{n=-\infty}^{\infty})$ so that $t_n = 1$ for all $n \in \mathbb{Z}$.

$\rho(\phi_1(x_n,i), (x_{n+1},i)) = \rho((T^1 x_n, i), (x_{n+1},1)) =
\frac{1}{2} d(Tx_n,x_{n+1}) + \frac{1}{2} d(T^2 x_n,Tx_{n+1}) < \delta.$

So $(\{(x_n,i)\}_{n=-\infty}^{\infty},\{t_n\}_{n=-\infty}^{\infty})$ is $(\delta,1)$-pseudo orbit for $\phi$. Using the definition of P.O.T.P. implies that there exists $(x,s) \in Y$ and a homeomorphism $\alpha: \mathbb{R} \to \mathbb{R}$ with $\alpha(0) = 0$ such that

$\rho(\phi_\alpha(t) (x,s), \phi_{t-n}(x_n,i)) < \varepsilon'$ for $t \geq 0$, $n \leq t < n + 1,$

$\rho(\phi_\alpha(t) (x,s), \phi_{t+n}(x_{-n},i)) < \varepsilon'$ for $t < 0$, $-n \leq t < -n + 1.$

Now as $t = 0$ we have $\rho((x,s),(x_0,i)) < \varepsilon' < \frac{1}{2}$, so $|s-\frac{1}{2}| < \varepsilon'.$
Also \( \rho(\phi_\alpha(1)(x,s),(x_1,\frac{1}{2})) < \varepsilon' < \frac{1}{4} \) and since
\[
\rho(\phi_\alpha(t)(x,s), \phi_t(x_0,\frac{1}{2})) < \varepsilon' < \frac{1}{4} \text{ for } 0 \leq t < 1,
\]
so \( \phi_\alpha(1)(x,s) \) should be represented as \( (Tx,s') \in Y \), where \( 0 \leq s' < 1, \left| s' - \frac{1}{2} \right| < \varepsilon' \). Also we have \( \rho(\phi_\alpha(t)(x,s), \phi_{t-1}(x_1,\frac{1}{2})) < \varepsilon' < \frac{1}{4} \) for all \( 1 \leq t < 2 \) and \( \rho(\phi_\alpha(2)(x,s), (x_2,\frac{1}{2})) < \varepsilon' < \frac{1}{4} \), so from continuity of \( \alpha \) also \( \phi_\alpha(2)(x,s) \) should be represented as \( (T^2x,S'') \), where \( 0 \leq S'' < 1, \left| S'' - \frac{1}{2} \right| < \varepsilon' \). If we carry on in the same manner we will have \( \phi_\alpha(n)(x,s) \) should be as \( (T^n x,S^{(n)}) \), where \( 0 \leq S^{(n)} < 1, \left| S^{(n)} - \frac{1}{2} \right| < \varepsilon' \) for all \( n = 0,1,2,\ldots \), and \( \phi_\alpha(-n)(x,s) \) should be represented as \( (T^{-n} x, S^{(-n)}) \), where \( 0 \leq S^{(-n)} < 1, \left| S^{(-n)} - \frac{1}{2} \right| < \varepsilon' \) for \( n = 1,2,\ldots \). So
\[
\rho((T^n x,S^{(n)}), \phi_{t-n}(x_n,\frac{1}{2})) < \varepsilon' \text{ for } n \leq t < n+1, \text{ all } n \in \mathbb{Z}.
\]
For \( t = n \) implies \( \rho((T^n x,S^{(n)}), (x_n,\frac{1}{2})) < \varepsilon' < \frac{1}{4} \). But
\[
\rho((T^n x,\frac{1}{2}),(x_n,\frac{1}{2})) \leq \rho((T^n x,S^{(n)}),(x_n,\frac{1}{2})) < \varepsilon' < \frac{1}{4}, \text{ therefore}
\]
\[
\frac{1}{2}d(T^n x,x_n) + \frac{1}{2}d(T^{n+1} x,Tx_n) < \varepsilon'. \text{ Hence } d(T^n x,x_{n+1}) < \varepsilon' \text{ or}
\]
d\( d(T^{n+1} x,Tx_n) < \varepsilon' \). From the way we choose \( \varepsilon' \) implies that
d\( d(T^n x,x_n) < \varepsilon \) for all \( n \in \mathbb{Z} \). Therefore \( T \) has P.O.T.P.

Conversely, assume \( T \) has P.O.T.P. Given \( \varepsilon > 0 \), take \( 0 < \varepsilon' < \varepsilon \) so that \( d(x,y) < \varepsilon' \) implies \( d(T^i x,T^i y) < \varepsilon / 2 \) for \( i = 0,1,2, \ldots \). Let \( 0 < \delta < \varepsilon' / 2 \) and \( \delta \) satisfies the definition of P.O.T.P. for \( T \) with respect to \( \varepsilon' \). Take \( 0 < \delta' < \delta \) as in lemma 2.1. Assume
$((x_k, s_k)_{-\infty}^\infty, \{t_k\}_{-\infty}^\infty)$ is a $(\delta', 2)$-pseudo orbit for the suspension flow $\phi$, (i.e. $\rho(\phi_{t_k}^s(x_k, s_k), (x_{k+1}, s_{k+1})) < \delta'$ for all $k \in \mathbb{Z}$.) where $0 \leq s_k < 1$. (i.e., $(x_k, s_k) \in Y$ for all $k \in \mathbb{Z}$.) Let $w_k = \lfloor s_k + t_k \rfloor$ the integral part of $s_k + t_k$. (i.e., $w_k$ is a largest integer $\leq s_k + t_k$.) Hence

$$\rho((T^k x_k, s_k + t_k - w_k), (x_{k+1}, s_{k+1})) < \delta'$$

for all $k \in \mathbb{Z}$. Using lemma 1.2, 2.1 implies that either $|s_k + t_k - w_k - s_{k+1}| < \delta'$ or $|1 + s_k + t_k - w_k - s_{k+1}| < \delta'$ or $|1 + s_{k+1} - s_k - t_k + w_k| < \delta'$.

Now, let $n_k$ be a positive integer defined as

$$n_k = \begin{cases} w_k & \text{if } |s_k + t_k - w_k - s_{k+1}| < \delta' \\ w_k - 1 & \text{if } |1 + s_k + t_k - w_k - s_{k+1}| < \delta' \\ w_k + 1 & \text{if } |1 + s_{k+1} - s_k - t_k + w_k| < \delta' \\ \end{cases}$$

so it is obvious that in each of the above cases we will have $|s_k + t_k - n_k - s_{k+1}| < \delta''$ for all $k \in \mathbb{Z}$. Since $t_k \geq 2$ for all $k \in \mathbb{Z}$ implies $n_k \geq 1$ for all $k \in \mathbb{Z}$. Using lemma 2.1 we will have for every above case $d(T^k x_k, x_{k+1}) < \delta$ for all $k \in \mathbb{Z}$.

Define a sequence $\{y_i\}_{-\infty}^\infty$ in $X$ so that
\[ y_i = T^i x_0 \quad \text{for } 0 \leq i < n_0 \]
\[ y_i = T^{i-n_0} x_1 \quad \text{for } n_0 \leq i < n_0 + n_1 \]
\[ \vdots \]
\[ y_i = T^{i-k} x_k \quad \text{for } i - \sum_{j=0}^{k-1} n_j < i < \sum_{j=0}^{k} n_j \]
\[ \vdots \]
\[ y_i = T^{i-n^{-1}} x_{-1} \quad \text{for } -n \leq i < -1 \]
\[ y_i = T^{i-n^{-1}-2} x_{-2} \quad \text{for } -n_{-1} - n_{-2} \leq i < -n_{-1} \]

and carry on, then obviously that this sequence is \( \delta \)-pseudo orbit for \( \phi \). (i.e., \( d(Ty_i, y_{i+1}) < \delta \) for all \( i \in \mathbb{Z} \).) \( T \) has P.O.T.P.

implies there exists \( x \in X \) such that \( d(T^k x, x_k) < \epsilon' \) for all \( k \in \mathbb{Z} \). 

Hence \( d(T^j x, T^j x_k) < \epsilon' \) for \( 0 \leq j \leq n_k, \; k = 0, 1, 2, \ldots \) and for negative indices

\[ d(T^{-1} x, T^{-1} x_{-k}) < \epsilon' \quad \text{for } 0 \leq j < n_{-1} - 1, \; k = 1, 2, \ldots \]

Now, take the point \((x, s_0) \in Y\) and define \( \alpha: \mathbb{R} \to \mathbb{R} \) in the following way.

For \( t \geq 0 \), let

\[ \alpha(t) = \frac{s_1 + n_0 - s_0}{t_0} t \quad \text{for } 0 \leq t < t_0 \]

\[ \alpha(t) = \frac{s_2 + n_1 - s_1}{t_1} (t-t_0) + s_1 + n_0 - s_0 \quad \text{for } t_0 \leq t < t_0 + t_1 \]
\[ \alpha(t) = \frac{s_{k+1}+n_k-s_k}{t_k} (t - \sum_{i} t_i) + s_k + \sum_{i} n_i - s_o \text{ for } \sum_{i} t_i \leq t < \sum_{i} t_i' \]

and for \( t \leq 0 \), let

\[
\alpha(t) = \frac{s_1 - s_o - n_1}{-t-1} \text{ for } -t-1 \leq t < 0
\]

\[
\alpha(t) = \frac{s_2-s_1-n_2}{-t-2} (t+t_{-1}) + s_1-s_o-n_1 \text{ for } -t-1 - t-2 \leq t < -t-1
\]

\[
\alpha(t) = \frac{s_{-k}+s_{-k+1}-n_{-k}}{-t-k} (t+\sum_{i} t_i)+s_{-k+1}-s_o-\sum_{i} n_i \text{ for } -\sum_{i} t_i \leq t < -\sum_{i} t_i
\]

It is clear that \( \alpha \) is continuous with \( \alpha(0) = 0 \) and because \( n_k \geq 1 \) \( \alpha \) becomes increasing homeomorphism. We claim that \( (\phi_t(x,s_o))_{t \in \mathbb{R}} \) is an orbit which \( \epsilon \)-traces \( \{(x_k,s_k)\}_{k=-\infty}^{\infty}, \{t_k\}_{k=-\infty}^{\infty} \). Pick \( t \geq 0 \) and without loss of generality assume

\[
\sum_{i} t_i \leq t < \sum_{i} t_i'
\]

and take

\[
|s_o + \alpha(t) - \sum_{i} n_i - s_k - t + \sum_{i} t_i| = \left| \frac{s_{k+1}+n_k-s_k}{t_k} (t-\sum_{i} t_i) + s_k - s_o - \sum_{i} n_i \right| = \frac{k-1}{t_k}
\]

\[
|s_{k+1}+n_k-s_k-t | \leq |s_{k+1}+n_k-s_k-t_k| \cdot \left| \frac{t-\sum_{i} t_i}{t_k} \right| = \frac{k-1}{t_k}
\]

Since \( |s_{k+1}+n_k-s_k-t_k| < \delta' \), \( \left| \frac{t-\sum_{i} t_i}{t_k} \right| < 1 \),
therefore \[ |s_o + \alpha(t) - \sum_{i=0}^{k-1} n_i - s_k - t + \sum_{i=0}^{k-1} t_i | < \delta'. \]

Now, since \( w_k = [s_k + t_k] \), \( t = \sum_{i=0}^{k-1} t_i < t_k \) and if \( j \) an integer \( \sum_{i=0}^{k-1} t_i - j < 1 \), then \( 0 \leq j \leq n_k + 1 \).

which makes \( 0 \leq s_k + t - \sum_{i=0}^{k-1} t_i - j < 1 \), then \( 0 \leq j \leq n_k + 2 \). Finally, take

\[ k-1 \]

\[ \rho((T^o x, s_o + \alpha(t) - \sum_{i=0}^{k-1} n_i), (x_k, s_k + t - \sum_{i=0}^{k-1} t_i)) \]

so \( d(T^o x, T^j x_k) < \epsilon/2 \) for \( 0 \leq j \leq n_k + 2 \). Finally, take

\[ k-1 \]

\[ \rho((T^o x, s_o + \alpha(t) - \sum_{i=0}^{k-1} n_i - j), (x_k, s_k + t - \sum_{i=0}^{k-1} t_i - j)) \]

\[ \leq \rho((T^o x, s_o + \alpha(t) - \sum_{i=0}^{k-1} n_i - j), (T^j x_k, s_k + t - \sum_{i=0}^{k-1} t_i - j)) \]

\[ \leq |s_o + \alpha(t) - \sum_{i=0}^{k-1} n_i - j - s_k - t + \sum_{i=0}^{k-1} t_i + j| + (1 - s_k - t + \sum_{i=0}^{k-1} t_i + j) \]

\[ \leq \delta' + (1 - s_k - t + \sum_{i=0}^{k-1} t_i + j)\epsilon/2 + (s_k + t - \sum_{i=0}^{k-1} t_i - j)\epsilon/2 \leq \epsilon/2 + \epsilon/2 = \epsilon. \]
Therefore, for $t \geq 0$, 
\[ \sum_{i=0}^{k-1} t_i \leq t < \sum_{i=0}^{k} t_i \]
we proved that
\[ \rho(\phi_\alpha(t)(x, s_0), \phi_{k-1} (x_k, s_k)) < \varepsilon, \]

and for $t \leq 0$, similar as above we can show
\[ \rho(\phi_\alpha(t)(x, s_0), \phi_{-1} (x_{-k}, s_{-k})) < \varepsilon \text{ for } -\sum_{i=-k}^{-1} t_i \leq t < -\sum_{i=-k+1}^{-1} t_i. \]

Therefore $\phi$ has P.O.T.P. \[\square\]
In this chapter we are going to show that a flow \( \phi \) which has P.O.T.P. is topologically stable under the extra property of "expansiveness".

Let \( \phi \) be a continuous flow on a compact metric space \((Y, d)\).

**Definition 3.1.** [2]

\( \phi \) is expansive if for any \( \varepsilon > 0 \) there is \( \delta > 0 \) with the property that if \( x, y \in Y \) and \( s: \mathbb{R} \rightarrow \mathbb{R} \) is a continuous map with \( s(0) = 0 \) so that \( d(\phi_t x, \phi_{s(t)} y) < \delta \) for all \( t \in \mathbb{R} \), then \( y = \phi_t x \), with \( |t| < \varepsilon \).

(This definition does not depend on the choice of metric on \( Y \).)

**Lemma 3.1.** (Cf \([2]\) lemma 1)

If \( \phi \) is an expansive flow, then each fixed point of \( \phi \) is an isolated point.

This lemma shows the study of expansive flows can be reduced to those without fixed points.

**Theorem 3.2.** (Cf. \([2]\) theorem 3(iv))

Let \( \phi \) be a continuous flow on \( Y \) without fixed points. Then \( \phi \) is expansive if and only if for any \( \varepsilon > 0 \), there is \( r > 0 \) such that if \( t = (t_i)_{i=-\infty}^{\infty} \) and \( u = (u_i)_{i=-\infty}^{\infty} \) are doubly infinite sequences...
of real numbers with \( u_0 = t_0 = 0, \ 0 < t_{i+1} - t_i \leq r, \ |u_{i+1} - u_i| \leq r, \)
\( t_i \to \infty, \ t_i \to -\infty \) as \( i \to \infty, \) and if \( x, y \in Y \) satisfies
\[
d(\phi_{t_i} x, \phi_{u_i} y) \leq r \text{ for all } i \in \mathbb{Z}, \text{ then } y = \phi_t x \text{ with } |t| < \varepsilon.
\]

Lemma 3.3. (Cf. [2], lemma 2)

If a flow \( \phi \) has no fixed points, there is \( T_0 > 0 \) such that
for every \( T \) satisfying \( 0 < T < T_0 \) there exists \( \gamma > 0 \) with
\[
d(\phi_T x, x) \geq \gamma \text{ for all } x \in Y. \text{ (In fact } T_0 \text{ is the smallest positive number with } \phi_{T_0} x = x, \text{ and if } \phi \text{ has no periodic points, } T_0 = 1, \text{ see [2].)}
\]
Also we need the following.

Lemma 3.4.

Let \( \phi \) be a continuous flow on \( Y. \) Then for every \( \eta, T > 0 \)
there is \( \lambda > 0 \) such that if \( d(y_1, y_2) < \lambda, \) then \( d(\phi_t y_1, \phi_t y_2) < \eta \)
for all \( t \in [-T, T] \), (where \([-T, T]\) is a closed interval in \( R.\))

Proof: Assume the above is not true, there exist \( \eta, T > 0 \) such
that if \( \{\lambda_i\}_{i=0}^{\infty} \) is a sequence of positive real number with
\( \lambda_i \to 0, \) then for every \( i, \) there exists \( y_i, z_i \in Y, t_i \in [-T, T] \)
so that \( d(y_i, z_i) < \lambda_i \) but \( d(\phi_{t_i} y_i, \phi_{t_i} z_i) \geq \eta. \) By compactness
of \( Y, [-T, T], \) without loss of generality one can assume
\( y_i \to y, z_i \to z \) and \( t_i \to t \) where \( y, z, \in Y, t \in [-T, T]. d(y_i, z_i) < \lambda_i \)
for all \( i \) implies that \( d(y, z) = 0 \) which implies \( y = z. \) And
\( d(\phi_{t_i} z_i, \phi_{t_i} y_i) \geq \eta \text{ for all } i \) implies \( d(\phi_t z, \phi_t y) \geq \eta > 0 \) and this
is a contradiction. \( \square \)
Lemma 3.5.

Let $\{a_j\}^\infty_{j=1}$ be a family of continuous increasing functions from $[0,a]$ into $\mathbb{R}$ with $a_j(0) = 0$ for all $j$ and assume $a_j(a) \to \infty$ as $j \to \infty$. Then for every $\lambda, \beta > 0$, there are $j$ and $t_1, t_2 \in [0,a]$ with $t_1 < t_2$ such that $t_2 - t_1 < \lambda$ and $a_j(t_2) - a_j(t_1) = \beta$ (where $[0,a] \subseteq \mathbb{R}$ is a closed interval.)

Proof: Let $\{s_k\}^n_0$ be a partition of $[0,a]$ with mesh $< \lambda$ (i.e. $s_k$ are elements in $[0,a]$ such that $s_0 = 0 < s_1 < s_2 < \ldots < s_n = a$ with $s_{k+1} - s_k < \lambda$ for $0 \leq k \leq n-1$.) and assume for every $j, a_j(s_{k+1}) - a_j(s_k) < \beta$. Then $a_j(s_n) - a_j(s_0) < n\beta$ for all $j$.

But $a_j(s_n) - a_j(s_0) = a_j(a) \to \infty$ as $j \to \infty$, this is a contradiction. Therefore there exists a positive integer $N$ such that for every $j \geq N$, there are $s_k', s_{k+1} \in [0,a]$ so that $a_j(s_{k+1}) - a_j(s_k) \geq \beta$.

By continuity of $a_j$ if we take $t_2 = s_{k+1}$ we can choose $t_1 \in [s_k', s_{k+1}]$ such that $a_j(t_2) - a_j(t_1) = \beta$. 

Corollary.

Let $\{a_j\}^\infty_{j=1}$ be a family of continuous increasing functions from $[a,0]$ into $\mathbb{R}$ (i.e., here $a < 0$) with $a_j(0) = 0$ for all $j$ and assume $a_j(a) \to -\infty$ as $j \to \infty$. Then for every $\lambda, \beta > 0$, there are $j$ and $t_1, t_2 \in [a,0]$ with $t_1 < t_2$ such that $t_2 - t_1 < \lambda$ and $a_j(t_2) - a_j(t_1) = \beta$. 

Proof: Exactly similar to the above.

Let \( \phi, \psi \) be two continuous flows on \( Y \), define

\[
d(\phi_t, \psi_t) = \sup_{x \in X} d(\phi_t x, \psi_t x)
\]

**Definition 3.2.**

A flow \( \phi \) on \( Y \) is said to be topologically stable if for any \( \varepsilon > 0 \) there is \( \delta > 0 \) such that for every other flow \( \psi \) on \( Y \) with \( d(\phi_t, \psi_t) < \delta \) for all \( t \in [0,1] \), there exists \( h: Y \to Y \) continuous such that \( d(h, \text{id}) < \varepsilon \) and \( h(\text{orbit of } \psi) \subseteq \text{orbit of } \phi \).

(This definition does not depend on the choice of metric)

By using the above lemmas we are going to prove the following main theorem.

**Theorem 4.**

Every continuous expansive flow on \( Y \) without fixed points which has pseudo orbit tracing property is topologically stable.

**Proof:** Given \( \varepsilon > 0 \) and without loss of generality assume \( 0 < \varepsilon < T_0/2 \) (where \( T_0 \) as in lemma 3.3). Using **Theorem 3.2.** take \( 0 < r < \varepsilon \). Now since \( 0 < r < T_0/2 \), using lemma 3.3, there is \( \gamma > 0 \) so that \( d(\phi_t y, y) \geq \gamma \) for all \( y \in Y \). From definition of expansiveness take \( \varepsilon' < \gamma \), \( \varepsilon' < r \) and if \( d(\phi_s(t)x, \phi_t y) \leq \varepsilon' \) for all \( x,y \in Y \) and a continuous map \( s: \mathbb{R} \to \mathbb{R} \) with \( s(0) = 0 \), then \( y = \phi_t x \) with \( |t| \leq r \). Also choose \( 0 < \delta < \varepsilon'/12 \) so that
(a) every \((\delta,1)\) pseudo orbit is \(\varepsilon'/12\) traced by an orbit of \(\phi\),
(b) for every \(x,y \in Y\) \(d(x,y) < \delta\) implies \(d(\phi_t x, \phi_t y) < \varepsilon'/12\) for all \(t \) in the closed interval \([0,1]\).

Assume \(\psi\) be another continuous flow on \(Y\) with \(d(\phi_t, \psi_t) < \delta\) for all \(t \in [0,1]\) \((d(\phi_t, \psi_t) = \sup_{x \in Y} d(\phi_t x, \psi_t x))\) and fix a point \(y \in Y\). Since \(d(\phi_1, \psi(y), \psi_{n+1}(y)) < \delta\) for all \(n \in \mathbb{Z}\), therefore
\[
\{\psi(y)\}^\infty_{-\infty}, \{t_n = 1\}^\infty_{-\infty}
\]
is a \((\delta,1)\) pseudo orbit for \(\phi\). Using definition of P.O.T.P. there exists \(z \in Y\) and \(\alpha: \mathbb{R} \to \mathbb{R}\) increasing homeomorphism with \(\alpha(0) = 0\) such that for \(t \geq 0\)
\[
d(\phi_{\alpha(t)} z, \psi_{t-n}(y)) < \varepsilon'/12
\]
every \(n \leq t < n + 1\), \(n = 0,1,2,\ldots\), for \(t \leq 0\)
\[
d(\phi_{\alpha(t)} z, \psi_{t+n}(y)) < \varepsilon'/2
\]
every \(-n \leq t < -n+1\) \(n = 1,2,3,\ldots\)

For the case when \(t \geq 0\) assume \(m,k\) are positive integers such that \(n \leq \frac{m}{k} \leq t < \frac{m+1}{k} \leq n+1\), so
\[
d(\psi_{\frac{m}{k}n}(y), \phi_{\frac{m}{k}n}(y)) < \delta
\]
and from (b) above we will have
\[
d(\phi_{\frac{m}{k}n} \psi(y), \phi_{\frac{m}{k}n} \psi(y)) = d(\phi_{\frac{m}{k}n} \psi(y), \phi_{\frac{m}{k}n} \psi(y))
\]
= \(d(\phi_{\frac{m}{k}n} \psi(y), \phi_{\frac{m}{k}n} \psi(y)) < \varepsilon'/12\).
Therefore \( d(\phi^{m}(z), \phi^{m}(y)) < \varepsilon'/6 \) whenever \( \frac{m}{k} \leq t < \frac{m+1}{k} \).

As we know for every \( t \in \mathbb{R} \) there is a sequence of rational numbers \( \{\frac{m_i}{t_i}\} \) such that \( \frac{m_i}{t_i} \to t \) so \( \phi^{m_i}(y) \) satisfies from above that

\[
d(\phi^{m_i}(z), \phi^{m_i}(y)) < \varepsilon'/6 \quad \text{for all } i.
\]

Similar ideas can be carried on when \( t < 0 \), so this means that we proved here for an orbit \( (\psi, y) \) there exists a point \( z \in Y \) and an increasing homeomorphism \( \alpha: \mathbb{R} \to \mathbb{R} \) with \( \alpha(0) = 0 \) such that

1. \( d(\phi^{m}(z), \psi_{t}(y)) < \varepsilon'/6 \) for all \( t \in \mathbb{R} \).

Assume \( z' \in Y \) and \( \alpha': \mathbb{R} \to \mathbb{R} \) increasing homeomorphism with \( \alpha(0) = 0 \) and such that we have also

\[
d(\phi^{m}(z'), \psi_{t}(y)) < \varepsilon'/6 \quad \text{for all } t \in \mathbb{R}.
\]

Then \( d(\phi^{m}(z), \phi^{m}(z')) < \varepsilon'/3 \) for all \( t \in \mathbb{R} \). Using expansiveness and the way we choose \( \varepsilon' \) implies \( z' = \phi_{t}z \) with \( |t| < \varepsilon \). It means that we proved every orbit of \( \psi \) is \( \varepsilon'/6 \)-traced by a unique orbit of \( \phi \).

Now for \( y \in Y \) define the set \( A_{y} \) as follows

\[ A_{y} = \{x \in Y: \text{for every } n, T > 0, \text{ there exists a homeomorphism } \alpha: \mathbb{R} \to \mathbb{R} \text{ with } \alpha(0) = 0 \text{ such that } d(\phi_{\alpha(t)}x, \psi_{t}y) < \varepsilon'/6 + \eta \text{ for all } t \in [-T,T] \}. \]
Now from (i) above we know that \((\psi_t y)\) is uniquely traced by \(t \in \mathbb{R}\) an orbit of \(\phi\) say \((\phi_t z)\), we want to show 
\[
(1) \quad A_y \subseteq (\phi_t z) \quad \text{and time diameter of } A_y < \varepsilon,
\]
\[
(2) \quad A_y \text{ is a closed set in } Y.
\]
To prove (1) as we know \(z \in A_y\), (i.e., \(d(\phi_\alpha(t)z,\psi_t y) \leq \varepsilon'/6\) for all \(t \in \mathbb{R}\)) assume \(\{\eta_i\}_0^\infty, \{T_i\}_0^\infty\) are sequences of positive real numbers such that \(\eta_i \to 0, T_i \to \infty\) as \(i \to \infty\). If \(x \in A_y\), there are \(\alpha_i: \mathbb{R} \to \mathbb{R}\) homeomorphisms with \(\alpha_i(0) = 0\) such that 
\[
d(\phi_{\alpha_i}(t)x, \psi_t y) < \varepsilon'/6 + \eta_i \quad \text{for all } t \in [-T_i, T_i].
\]
Using (i) we have 
\[
d(\phi_{\alpha_i}(t)x, \phi_t z) < \varepsilon'/3 + \eta_i \quad \text{for } t \in [-T_i, T_i].
\]
Since \(\eta_i \to 0\), without loss of generality assume \(\eta_i < \varepsilon'/6\) for all \(i\). Take \(T_i' = \min \{|(\alpha(T_i)|, |\alpha(-T_i)|\}; (\min\{a, b\} = \text{minimum of } a, b)\) it is clear that \(T_i' \to \infty\) as \(i \to \infty\), so 
\[
d(\phi_{\alpha_i}a^{-1}(u)x, \phi_u z) < \varepsilon'/3 + \eta_i \quad \text{for all } u \in [-T_i', T_i'].
\]
Denote \(\gamma_i = \alpha_i a^{-1}\) it is \textit{clean} \(\gamma_i: \mathbb{R} \to \mathbb{R}\) is increasing homeomorphism with \(\gamma_i(0) = 0\) for all \(i\). By continuity of \(\gamma_i\) choose \(0 < s_i < n\) such that \(|u-u'| < s_i\) implies \(|\gamma_i(u) - \gamma_i(u')| < r\). Now, take
for all $u \in [-T'_i, T'_i]$, hence $|\gamma_{i+1}(u) - \gamma_i(u)| < r$ because $\varepsilon' < \gamma$ and continuity of $\gamma_{i+1}, \gamma_i$ and also because $\gamma_{i+1}(0) = \gamma_i(0) = 0$. From this it is clear that one can take $\xi_i$ with $0 < \xi_i < r$ such that $u < T'_i < u'$ and $|u' - u| < \xi_i$ imply $|\gamma_{i+1}(u') - \gamma_i(u)| < r$.

Fix $i$ and define a sequence $(u_j)_{j=0}^\infty$ of real numbers such that

\[ u_0 = 0, \quad u_j < u_{j+1}, \quad u_j \to \infty \text{ as } j \to \infty, \quad u_j \to -\infty \text{ as } j \to -\infty \quad \text{and} \quad u_{j+1} - u_j < \min\{\xi_i, s_i\} \quad \text{if } u_j \in [0, T'_i] \text{ for } j \geq 1 \text{ and} \]

\[ u_{j+1} - u_j < \min\{\xi_i, s_i\} \quad \text{if } u_{j+1} \in [-T'_i, 0] \text{ for } j \leq -1. \]

It follows that if we take $t_j = \gamma_i(u_j)$ if $u_j \in [-T'_i, T'_i]$ and $t_j = \gamma_{i+1}(u_j)$ if $u_j \in [-T'_i, -T'_i] \cup [T'_i, T'_i + 1)$ and so on that $|t_{j+1} - t_j| < r$ for all $j \in \mathbb{Z}$ and $t_0 = u_0 = 0$ and

\[ d(\phi_{t_j}^u, \phi_{u_j}^z) < \varepsilon' < r \quad \text{for all } j \in \mathbb{Z}. \]

Using theorem 3.2 we have that $x = \phi_t z$ with $|t| < \varepsilon$ and this proves (1).

Now to prove (2) because of (1) we only need to show that $A_y$ is closed in the orbit $(\phi_t z)_{t \in \mathbb{R}}$ with relative topology.
Let $z'$ be a limit point of $A_y$ and assume $z' \in (\phi_t z)_{t \in \mathbb{R}}$.

Take $\{z_i\}$ be a sequence in $A_y$ such that $z_i \to z$. Given $\eta, T > 0$ there are $\alpha_i : \mathbb{R} \to \mathbb{R}$ homeomorphisms with $\alpha_i(0) = 0$ such that

$$d(\phi_{\alpha_i(t)} z_i, \psi_t y) < \epsilon'/6 + \eta/2 \text{ for all } t \in [-T, T], \text{ all } i.$$ 

Now since all $z_i$ and $z$ are in the same orbit within time distance $\epsilon < T_0$, there exists an integer $N$ large enough such that

$$d(\phi_t z_i', \phi_t z') < \eta/2 \text{ for all } t \in \mathbb{R}, \text{ all } i \geq N.$$ 

Hence

$$d(\phi_{\alpha_i(t)} z_i', \phi_{\alpha_i(t)} z') < \eta/2 \text{ for all } t \in \mathbb{R}, \text{ all } i \geq N.$$ 

So

$$d(\phi_{\alpha_i(t)} z', \psi_t y) < \epsilon'/6 + \eta \text{ for all } t \in \mathbb{R}.$$ 

It means that $z' \in A_y$ and this proves (2).

In order to be able to define a function $h$ on $Y$ we need to select a certain point in the set $A_y$ in this way. "A point $x \in A_y$ is called a largest limit of $A_y$ (\textit{\ldots} $A_y$) if and only if $x = \phi_w x'$ with $w \geq 0$ for all $x' \in A_y$". This point $x = \ldots A_y$ is the unique point in $A_y$ with this property. Define $h : Y \to Y$ by

$$h(y) = \ldots A_y \text{ for all } y \in Y.$$ 

By uniqueness of $\ldots A_y$ this function is well defined, from definition of $A_y$, if $x \in A_y$ we have for every $\eta, T > 0$, there is a homeomorphism $\alpha : \mathbb{R} \to \mathbb{R}$ with $\alpha(0) = 0$ s.t.
\[ d(\phi_a(t)x, \psi_t y) < \varepsilon'/6 + \eta \text{ for all } t \in [-T,T]. \]

If we take \( \eta < \varepsilon'/2 \), then at \( t = 0 \), \( d(x,y) < \varepsilon' < \varepsilon \). And this means that \( d(y, \lambda \cdot l \cdot A y) < \varepsilon \implies d(h,I) < \varepsilon \) (I is the identity map on Y).

Now to show \( h(\text{orbit of } \psi) \subseteq (\text{orbit of } \phi) \). Let \( y \in Y \), as we show above the orbit \( (\psi_t y) \) is \( \varepsilon'/6 \)-traced by a unique orbit of \( \phi \) say \( (\phi_t z) \) (i.e., \( \alpha: \mathbb{R} \to \mathbb{R} \) increasing homeomorphism with \( \alpha(0) = 0 \) such that

\[ d(\phi_{\alpha(t)} z, \psi_t y) < \varepsilon'/6 \text{ for all } t \in \mathbb{R}. \]

Let \( \psi_u y \) be another point in the \( (\psi_t y) \). Obviously

\[ d(\phi_{\alpha(t+u)} \alpha(u) z, \psi_t \psi_u y) = d(\phi_{\alpha(t+u)} z, \psi_{t+u} y) < \varepsilon'/6 \text{ for all } t \in \mathbb{R}. \]

Now if we take \( \gamma(t) = \alpha(t+u) - \alpha(u) \), \( \gamma: \mathbb{R} \to \mathbb{R} \) is increasing homeomorphism with \( \gamma(0) = 0 \) (i.e., a reparametrization for the orbit \( (\phi_t z) \)). Therefore \( \phi_{\alpha(u)} z \in A_{\psi_u y} \) and this means that \( h(\text{orbit of } \psi) \subseteq (\text{orbit of } \phi) \).

To show \( h \) is continuous, let \( \eta, T > 0, y \in Y \) and define

\[ A_y, \eta, T = \{ x : \text{there exists a homeomorphism } \alpha: \mathbb{R} \to \mathbb{R} \text{ with } \alpha(0) = 0 \text{ such that } d(\phi_{\alpha(t)} x, \psi_t y) < \varepsilon'/6 + \eta \text{ for all } t \in [-T,T] \}. \]

Properties of such sets are
(a) \[ n_1 \geq n_2 > 0 \implies A_{y,n_1,T} \supseteq A_{y,n_2,T} \text{ for all } y \in Y, T \in \mathbb{R}, \]

(b) \[ 0 < T_1 \leq T_2 \implies A_{y,n,T_1} \supseteq A_{y,n,T_2} \text{ for all } y \in Y, n \in \mathbb{R}, \]

(c) \[ 0 > n_1 \geq n_2 \text{ and } 0 < T_1 \leq T_2 \implies A_{y,n_1,T_1} \supseteq A_{y,n_2,T_2} \text{ for all } y \in Y, \]

(d) if \( \{n_i\}, \{T_i\} \) are sequences of positive real numbers with \( n_i \to 0 \) and \( T_i \to \infty \) as \( i \to \infty \), then

\[ A_y = \bigcap_i A_{y,n_i,T_i}. \]

For more properties we need to prove several lemmas:

**Lemma 3.6.**

For every \( \lambda > 0, y \in Y \) there are \( n,T > 0 \) such that

\[ d(x,A_y) < \lambda \text{ for all } x \in A_{y,n,T}. \]

**Proof:** Assume \( \{n_i\}, \{T_i\} \) are sequences of positive real numbers with \( n_i \to 0, T_i \to \infty \) as \( i \to \infty \) and also assume \( n_i < \varepsilon'/6 \) for all \( i \).

Also assume \( \{z_i\} \) is a sequence of points such that \( z_i \in A_{y,n_i,T_i} \) for all \( i \) and \( z_i \to z \) as \( i \to \infty \). From definition of \( A_{y,n_i,T_i} \) we have that there are \( \alpha_i : \mathbb{R} \to \mathbb{R} \) homeomorphisms with \( \alpha_i(0) = 0 \) for all \( i \) such that

\[ * \quad d(\phi_{\chi_i}(t)z_i,\psi_t y) < \varepsilon'/6 + n_i \text{ for all } t \in [-T_i,T_i], \text{ all } i \in \mathbb{Z}. \]

Since \( z_i \to z \), one can take sequences \( \{w_i\}, \{\beta_i\} \) of positive real numbers with \( \beta_i \to 0, w_i \to \infty \) as \( i \to \infty \) such that
Also fix N large enough so that for all \( j \geq i \geq N \) we have

\[
d(\phi_t z_i, \phi_t z_j) < \beta_i \quad \text{for all } t \in [-w_i, w_i]
\]

and also without loss of generality take \( \beta_i < \epsilon'/6 \) for all \( i \geq N \). Therefore

\[
d(\phi_{\alpha_i(t)} z_i, \phi_{\alpha_i(t)} z) < \beta_i \quad \text{for all } t \in [\alpha_i^{-1}(-w_i), \alpha_i^{-1}(w_i)].
\]

Now to show \( \alpha_i^{-1}(w_i) \to \infty \) as \( i \to \infty \), assume not. (i.e., \( \exists \) a positive constant such that \( \alpha_i^{-1}(w_i) \leq a \) for all \( i \geq N \).) Therefore \( w_i \leq \alpha_i(a) \) for all \( i \geq N \), but \( w_i \to \infty \) as \( i \to \infty \) \( \implies \alpha_i(a) \to \infty \) as \( i \to \infty \). Now without loss of generality take \( N \) large enough such that \( a \) in the domain of \( \alpha_i \) for all \( i \geq N \). (i.e.,

\( a \in [-T_i, T_i] \) for all \( i \geq N \)). Using lemma 3.5 and the idea that \( \alpha_j(a) \to \infty \) as \( j \to \infty \) implies the existence of \( t_1, t_2 \) are real numbers in \([0, a]\), there exists \( j \geq N \) so that \( t_1 \) is very close to \( t_2 \) to make \( d(\psi_{t_1} y, \psi_{t_2} y) < \delta \) and \( \alpha_j(t_2) - \alpha_j(t_1) = r \).

The way we defined \( r \) in the beginning and using lemma 3.3 we will have

\[
d(\phi_{\alpha_j(t_1)} z_j, \phi_{\alpha_j(t_2)} z_j) \geq \gamma > \epsilon' \quad **
\]

But using * above we have

\[
d(\phi_{\alpha_j(t_1)} z_j, \phi_{\alpha_j(t_2)} z_j) \leq d(\phi_{\alpha_j(t_1)} z_j, \psi_{t_1} y) + d(\psi_{t_1} y, \psi_{t_2} y) + d(\phi_{\alpha_j(t_2)} z_j, \psi_{t_2} y) < \epsilon'/3 + 2n_i + \delta < \epsilon'/3 + \epsilon'/3 + \epsilon'/12 = 9\epsilon'/12
\]
and this contradicts **. Hence \( \alpha_j^{-1}(w_j) \to \infty \), similarly
\( \alpha_j^{-1}(w_j) \to -\infty \) as \( j \to \infty \). So one can assume that there are
sequence of positive real numbers \( \{\beta_i\}, \{\nu_i\} \) with \( \beta_i \to 0 \),
\( \nu_i \to \infty \) such that
\[
\quad d(\phi_{\alpha_i}(t)z_i, \phi_{\alpha_i}(t)z) < \beta_i \text{ for all } t \in [-\nu_i, \nu_i].
\]
Using * we have
\[
\quad d(\phi_{\alpha_i}(t)z, \psi_t y) \leq d(\phi_{\alpha_i}(t)z, \phi_{\alpha_i}(t)z_i) + d(\phi_{\alpha_i}(t)z_i, \psi_t y)
\leq \varepsilon'/\delta + \eta_i + \beta_i \text{ for all } t \in [-k_i, k_i]
\]
(where \( k_i = \min \{\nu_i, T_i\} \)).

Hence \( z \in A_y, \eta_i + \beta_i, k_i \) for all \( i \). But \( \eta_i + \beta_i \to 0 \), \( k_i \to \infty \) as
\( i \to \infty \), therefore \( z \in A_y \). Now if we assume that \( d(z_i, A_y) \geq \lambda \)
for all \( i \), then \( d(z, A_y) \geq \lambda \). This is a contradiction and
finishes the proof of the lemma. \( \square \)

**Lemma 3.7.**

For every \( \lambda > 0 \) there are \( \eta, T > 0 \) such that for every \( y \in Y \),
\( d(x, A_y) < \lambda \) for all \( x \in A_y, \eta, T \).

**Proof:** For every point \( y \in Y \), let \( U_y \) be a neighbourhood of \( y \)
with the property that
\[
\quad d(\psi_t y, \psi_t y') < \frac{\eta_y}{2} \text{ for all } t \in [-T_y, T_y], \text{ all } y' \in U_y,
\]
where \( n_y, T_y \) are taken as in lemma 3.6 (i.e., \( d(x, A_y) < \lambda/2 \) for all \( x \in A_y, n_y, T_y \)). Let \( x \) be any point in \( A_y', \), \( n_{y'}, T_{y'} \).

There exists \( \alpha: \mathbb{R} \to \mathbb{R} \) homeomorphism with \( \alpha(0) = 0 \) such that

\[
d(\phi_{\alpha(t)}x, \psi_by') < \varepsilon'/6 + \frac{n_y}{2} \quad \text{for } t \in [-T_y, T_y].
\]

Hence

\[
d(\phi_{\alpha(t)}x, \psi_by) < \varepsilon'/6 + n_y \quad \text{for } t \in [-T_y, T_y].
\]

Obviously this means that \( A_{y'}, n_{y'}, T_{y} \subseteq A_{y'}, n_{y}, T_{y} \) for all \( y' \in U_y \).

By compactness of \( Y \), there are points \( y_1, y_2, ..., y_k \) with an open cover \( U_1, U_2, ..., U_k \) and \( \eta_1, \eta_2, ..., \eta_k, T_1, T_2, ..., T_k \) taken as above.

Let \( \eta = \min \{\eta_i\} \), \( T = \max \{T_i\} \). Now if \( y' \) be any point in \( Y \), there exists \( j, 1 \leq j \leq k \) such that \( y' \in U_j \). But \( A_{y'}, n/2, T \subseteq A_{y_j}, n, T \), therefore if we take \( z \in A_{y'}, n/2, T \) we will have \( d(z, A_{y_j}) < \lambda/2 \).

Since \( A_{y'}, n/2, T \subseteq A_{y_j}, n, T \), we have

\[
d(A_{y'}, A_y) < \lambda/2. \quad \text{Hence}
\]

\[
d(z, A_{y'}) \leq d(z, A_{y_j}) + d(A_{y_j}, A_y) < \lambda.
\]

\( \square \)

**Lemma 3.8.**

Let \( \{y_i\}, \{z_i\} \) be sequences of points in \( Y \). Then if \( z_i \in A_{y_i} \) for all \( i \), \( z_i \to z, y_i \to y \), then \( z \in A_y \).
Proof: Take \( \{ \lambda_i \} \) to be a sequence of positive real number such that \( \lambda_i \to 0 \). Using lemma 3.7, there are \( n_i, T_i > 0 \) such that \( d(x, A_y) < \lambda_i \) for all \( x \in A_y, n_i, T_i \) and for every \( y \in Y \). Since \( y_i + y \) there is a subsequence \( \{ y_{j_i} \} \) of \( \{ y_i \} \) satisfies

\[
d(\psi_t y, \psi_t y_{j_i}) < \frac{n_i}{2} \quad \text{for} \quad t \in [-T_i, T_i], \text{all } i.
\]

But \( z_{j_i} \in A_y \), therefore there are homeomorphisms \( a_i : \mathbb{R} \to \mathbb{R} \) with \( a_i(0) = 0 \) such that

\[
d(\phi_{a_i}(t)z_{j_i}, \psi_t y_{j_i}) < \varepsilon' / 6 + \frac{n_i}{2} \quad \text{for} \quad t \in [-T_i, T_i].
\]

So

\[
d(\phi_{a_i}(t)z_{j_i}, \psi_t y) \leq d(\phi_{a_i}(t)z_{j_i}, \psi_t y_{j_i}) + \\
d(\psi_t y_{j_i}, \psi_t y) < \varepsilon' / 6 + n_i \quad \text{for} \quad t \in [-T_i, T_i].
\]

It means that \( z_{j_i} \in A_y, n_i, T_i \) for all \( i \). By Lemma 3.7, we have \( d(z_{j_i}, A_y) < \lambda_i \) for all \( i \). But \( z_{j_i} \to z, \lambda_i \to 0 \), therefore \( d(z, A_y) = 0 \). \( A_y \) is closed set, hence \( z \in A_y \). \( \square \)

Now, we are going to use the above lemmas to show that \( h \) is continuous, for this assume \( \{ y_i \}, \{ z_i \} \) are sequence of points in \( Y \) such that \( z_i = \ell. \ell. A_y \) for all \( i \) and assume \( y_i \to y \) and \( z = \ell. \ell. A_y \). We want to show that \( \{ z_i \} \) is a convergent sequence, \( z_i \to z' \)? From compactness of \( Y \), \( \{ z_i \} \) has a convergent subsequence, so without loss of generality assume \( z_i \to z' \), obvious from lemma 3.8. \( z' \in A_y \).
Let $x$ be any point in $A_y$ and let $\{\lambda_i\}$ be a convergent sequence of positive real numbers with 0 as the only limit. Choose $\eta_i, T_i > 0$ as in lemma 3.7. If $y_i \to y$, there exists a subsequence $\{y_{k_i}\}$ such that
\[
d(\psi_{t_k} y_{k_i}, \psi_t y) < \frac{\eta_i}{2}
\]
for $t \in [-T_i, T_i]$, all $i$.

Since $x \in A_y$, there exists a homeomorphism $\alpha_i : R \to R$ with $\alpha(0) = 0$ such that
\[
d(\alpha_i(t)x, \psi_t y) < \epsilon'/6 + \frac{\eta_i}{2}
\]
for $t \in [-T_i, T_i]$.

Therefore
\[
d(\alpha_i(t)x, \psi_{t_k} y_{k_i}) < \epsilon'/6 + \eta_i \text{ for } t \in [-T_i, T_i], \text{ all } i
\]

From this we have $x \in A_y$ and using lemma 3.7 implies that $d(x, y_{k_i}) < \lambda_i$ for all $i$. Choose $x_{k_i} \in A_y$ such that
\[
d(x, x_{k_i}) = d(x, y_{k_i}) = \lambda_i.
\]
(This can be done because $A_y$ is closed.) Obviously $x_{k_i} \to x$. Since $z_{k_i} = x_{k_i}$, there are $w_{k_i} \geq 0$ such that
\[
z_{k_i} = \phi_{w_{k_i}} x_{k_i}.
\]
Also $z_{k_i} \to z'$, hence $z' = \phi_w x$ with $w \geq 0$ for every $x \in A_y$ and this means that $z'$ is the larger limit of $A_y$. But the larger limit of $A_y$ is unique, so $z = z'$. So we proved that every convergent subsequence of $\{z_i\}$ has $z$ as a limit and this means that $z_i \to z$. This shows that $h$ is continuous and complete the proof of theorem 4. $\square$
Remark 3.1

(a) For the set $A_y$, $y \in Y$ in the above theorem one can select another point in $A_y$ in the following way:

"A point $x \in A_y$ is called a smallest limit of $A_y$ (s.l.$A_y$) if and only if $x = \phi_w x'$ with $w \leq 0$ for all $x' \in A_y$."

It is obvious this point $x = s.l.A_y$ is a unique point in $A_y$ with this property. Define $h': Y \to Y$ by

$$h'(y) = s.l.A_y.$$  

Using the same idea as the proof of theorem 4 one can show also that $h'$ is a conjugating map near $I$ (i.e., $d(h',I) < \varepsilon$, $h'(\text{orbit of } \psi) \subset \text{(orbit of } \phi)$. ) Hence the above map $h$ in the theorem 4 is not unique.

(b) In theorem 4 if $Y$ is a compact manifold and $\varepsilon$ sufficiently small, then $d(h,I) < \varepsilon$ implies that $h$ maps $Y$ onto $Y$ ([17] p.36).

(c) In theorem 4, let $y \in Y$ and assume $y$ is a periodic point with respect to flow $\psi$ (i.e., $\exists t' > 0$ such that $\psi_{nt'}y = y$ for all $n$). As we know $(\psi_t y)$ is $\varepsilon'/6$-traced by a unique orbit $(\phi_t z)$ (i.e., $\alpha: \mathbb{R} \to \mathbb{R}$ homeomorphism with $\alpha(0) = 0$ such that $\forall t \in \mathbb{R}$)

$$d(\phi_{\alpha(t)} z, \psi_{t'} y) \leq \varepsilon'/6$$

Define $\gamma: \mathbb{R} \to \mathbb{R}$ by

$$\gamma(t) = \alpha(t+t') - \alpha(t'),$$

obvious that $\gamma$ is a homeomorphism and $\gamma(0) = 0$. 
Therefore

\[ d(\phi_{y}(t)\phi_{a(t')}z, \psi_{t}y) = d(\phi_{a(t+t')}z, \psi_{t+t'}y) \leq \varepsilon'/2 \text{ for all } t \in \mathbb{R}. \]

It means that \( \phi_{a(t')}z \in A_y \), since \( \text{diam } A_y < \varepsilon \) implies that

\( \phi_{a(t')}z = \phi_{w}z \) with \(|w| < \varepsilon\). Hence \( z \) is also a periodic point.

So this means every periodic orbit of \( \psi \) is traced by a periodic orbit \( \phi \) (i.e., \( h \) maps periodic orbits of \( \psi \) into periodic orbits of \( \phi \)). If \( y \) is a fixed point (i.e., \( \psi_{t}y = y \) for all \( t \in \mathbb{R} \)), then \( t' = 0 \) and this means that \( z = \phi_{w}z \) with \(|w| < \varepsilon\) (i.e., \( z \) is of period \( w \)). But \( \varepsilon \) is chosen in the theorem 3 to be \( < T_0'/2 \), this is a contradiction and hence this means that for every flow \( \psi \) on \( Y \) with \((\phi_{t'}, \psi_{t}) < \delta \) for all \( t \in [0,1] \) has no fixed points.

(d) In theorem 4 assume the orbit \( (\psi_{t}y) \) is \( \varepsilon'/6 \)-traced by an orbit \( (\phi_{t}z) \) (i.e., \( h(y) = z \)). As we know such an orbit \( (\phi_{t}z) \) is unique. Also assume \( z' \in (\phi_{t}z) \) (i.e., \( \exists t' \) such that \( z' = \phi_{t'}z \)). Now as we know

\[ d(\phi_{a(t)}z, \psi_{t}y) \leq \varepsilon'/6 \text{ for all } t \in \mathbb{R} \text{ and for some homeomorphisms } \alpha: \mathbb{R} \to \mathbb{R} \text{ with } \alpha(0) = 0, \text{ so if we take } \gamma(t) = \alpha(t+t'') - \alpha(t'') \]

[\( \gamma \) is a homeomorphism with \( \alpha(0) = 0 \)], then

\[ d(\phi_{\gamma(t)}\phi_{a(t'')}z, \psi_{t+t''}y) = d(\phi_{a(t+t'')}z, \psi_{t+t''}y) \leq \varepsilon'/6 \]

for all \( t \in \mathbb{R} \), where \( t'' = \alpha^{-1}(t') \).
This means that $\phi_t z \in A_{\psi_t''} y \implies z' \in A_{\psi_t''} y$. Hence this shows that for every $z' \in (\phi_t z)$ there exists $y' \in (\psi_t y)$ such that $z' \in A_{\psi_t''} y'$. (i.e., $y' = \psi_t'' y$)

**Lemma 3.9.**

Let $\{\alpha_j\}$ be a family of continuous increasing functions from $[-w_j, w_j]$ into $\mathbb{R}$ with $\alpha_j(0) = 0$ for all $j$ and assume $w_j \to \infty$ as $j \to \infty$ and assume $\alpha_j(w_j) \leq b$ for all $j$ (b is a constant positive real number). Then for every $\lambda, \beta > 0$, there exists $j$ and there are $t_1, t_2$ in $[0, w_j]$ with $t_1 < t_2$ such that $t_2 - t_1 = \beta$, $\alpha_j(t_2) - \alpha_j(t_1) < \lambda$.

**Proof:** For each $j$, let $\{s_{j_k}\}_{k=0}^{n_j}$ be the partition of $[0, w_j]$ (i.e., $s_{j_0} = 0 < s_{j_1} < \ldots < s_{j_k} = w_j$) with $s_{j_{k+1}} - s_{j_k} = \beta$ for all $0 \leq k \leq n_j - 1$. It is clear that $n_j \to \infty$ as $j \to \infty$. Now assume $\alpha_j(s_{j_{k+1}}) - \alpha_j(s_{j_k}) \geq \lambda$ for all $j$ and $0 \leq k \leq n_j - 1$. It means that $\alpha_j(w_j) - \alpha_j(0) \geq \lambda$. $n_j \to \infty$ as $j \to \infty$. This is a contradiction with the hypothesis. \qed

**Corollary**

If $\{\alpha_j\}$ as in lemma 3.8 and if $b < \alpha_j(-w_j)$ for all $j$ (b is a negative constant real number), then for every $\lambda, \beta > 0$, there exists $j$ and there are $t_1, t_2$ in $[-w_j, 0]$ with $t_1 < t_2$ such that $t_2 - t_1 = \beta$, $\alpha_j(t_2) - \alpha_j(t_1) < \lambda$.
Proof: Exactly similar as above.

Theorem 5.

In the statement of theorem 4 if $\psi$ is also expansive, then $h$ is injective.

In particular, for every $y \in Y$ with $h(y) = z$,

$$h/(\psi_t y) : (\psi_t y) \quad t \in \mathbb{R} + (\phi_t z) \quad t \in \mathbb{R}$$

is a homeomorphism.

Proof: From remark 3.1(c) we know $\psi$ has no fixed points, so take $\varepsilon$ in the theorem 4 to be also $< T' / 2$ ($T'$ is taken from lemma 3.3 with respect to $\psi$), take $\xi > 0$ such that $d(\psi_x x, x) \geq \xi$ for all $x \in Y$. Now using the expansiveness condition of $\psi$ choose $\varepsilon$ such that $d(\psi(t) y_1, \psi(t) y_2) < 4 \varepsilon$ for all $t \in \mathbb{R}$ implies that $y_1 = \phi_w y_2$ with $|w| < \varepsilon$ for all $y_1, y_2 \in Y$ and $s: \mathbb{R} \rightarrow \mathbb{R}$ continuous with $s(0) = 0$. In theorem 4 choose $r$ small enough such that $x = \psi_r y \Rightarrow d(x, y) < \varepsilon$ for all $x, y \in Y$. Also in theorem 4, take $\varepsilon'$ with $\varepsilon' < \xi$, $\varepsilon' < \varepsilon$. Now define for every $z \in Y$ in which $h(y) = z$ a set

$$B_z = \left\{ y : y \in Y \text{ such that } z \in A_y \right\}$$

Fix $y \in B_z$ we want to show first that $B_z \subseteq (\psi_t y)_{t \in \mathbb{R}}$ and
diam \( B_z < \varepsilon \). From definition \( A_y \) if we have two sequences \( \{\eta_i\}, \{T_i\} \) of positive real number with \( \eta_i \to 0, T_i \to \infty \) as \( i \to \infty \), then there are a family \( \{\alpha_i\} \) of continuous increasing functions from \( [-T_i, T_i] \) into \( \mathbb{R} \) with \( \alpha_i(0) = 0 \) for all \( i \) such that

\[
* \quad d(\phi_{\alpha_i}(t)z, \psi_{t\gamma} y) < \varepsilon'/6 + \eta_i \quad \text{for all} \quad t \in [-T_i, T_i], \text{all} \quad i.
\]

Now without loss of generality assume \( \eta_i < \varepsilon'/6 \) for all \( i \). For \( j \geq i \) we have

\[
d(\phi_{\alpha_j}(t)z, \phi_{\alpha_i}(t)z) \leq d(\phi_{\alpha_j}(t)z, \psi_{t\gamma} y) + d(\phi_{\alpha_i}(t)z, \psi_{t\gamma} y) < \varepsilon'/3 + 2\eta_i \quad \text{for all} \quad t \in [-T_i, T_i].
\]

Therefore for all \( j \geq i \) we have

\[
d(\phi_{\alpha_j}(t)z, \phi_{\alpha_i}(t)z) < \varepsilon' < \gamma \quad \text{all} \quad t \in [-T_i, T_i]
\]

Using lemma 3.3 and continuity of \( \alpha_i, \alpha_j \) with \( \alpha_i(0) = \alpha_j(0) = 0 \) we should have,

\[
* \quad |\alpha_j(t) - \alpha_i(t)| < \tau \quad \text{for all} \quad j \geq i, \text{all} \quad t \in [-T_i, T_i].
\]

Now to show \( \alpha_i(T_i) \to \infty \) as \( i \to \infty \), assume not (i.e., \( \exists b, b \) is positive constant s.t. \( \alpha_i(T_i) \leq b \)), using lemma 3.9, \( (\exists j) \) and there are \( t_1 < t_2 \) in \([0, T_j]\) such that \( t_2 - t_1 = \varepsilon \) but \( \alpha_j(t_2) - \alpha_j(t_1) \) is small enough so that \( d(\phi_{\alpha_j}(t_2)z, \phi_{\alpha_j}(t_1)z) < \delta \). But

\[
d(\phi_{\alpha_j}(t_2)z, \psi_{t_2\gamma} y) < \varepsilon'/6 + \eta_j,
\]

\[
d(\phi_{\alpha_j}(t_1)z, \psi_{t_1\gamma} y) < \varepsilon'/6 + \eta_j.
\]
Therefore
\[ d(\psi_{t_1}, \psi_{t_2}) \leq d(\phi_{a_j(t_1)}, \psi_{t_1}) + d(\phi_{a_j(t_2)}, \phi_{a_j(t_2)}) + d(\phi_{a_j(t_2)} z, \psi_{t_2}) < \epsilon'/3 + 2\eta_j + \delta < \epsilon'/3 + \epsilon'/3 + \epsilon'/12 < \epsilon', \]
but since \( t_2 - t_1 = \epsilon \implies d(\psi_{t_1}, \psi_{t_2}) \geq \xi > \epsilon' \).

This is a contradiction. Therefore \( a_j(T_j) \to \infty \). So without loss of generality we can assume that that we have \( \{a_j\} \) sequence of increasing maps from \([-T_1, T_1]\) into \( R \) such that for fixed \( i \) we have

(a) \( |a_{j+1}(t) - a_j(t)| < r \) for all \( t \in [-T_j, T_j] \), \( j \geq i \)

(b) range of \( a_j \) is contained in the interior of the range of \( a_{j+1} \).

Now define \( \alpha: R \to R \) be a homeomorphism as follows:

\[ \alpha = a_i \text{ on } [-T_1, T_1], \]
as we know \( |a_{i+1}(T_i) - a_i(T_i)| < r \) so there is a continuous decreasing function on \([T_i, T_{i+1}]\) such that

\[ \alpha(T_i) = a_i(T_i), \quad \alpha(T_{i+1}) = a_{i+1}(T_{i+1}) \text{ and} \]

\[ |\alpha(t) - a_{i+1}(t)| < r \text{ for all } t \in [T_i, T_{i+1}] \]

if we carry on in the same manner we have such a homeomorphism \( \alpha: R \to R \) with \( \alpha(0) = 0 \). Now pick \( t \in R \), say first \( t > 0 \),

\( t \in [T_j, T_{j+1}] \) implies that
so
\[ d(\phi_a(t)z, \phi_{a+1}(t)z) < e, \]
so
\[ d(\phi_a(t)z, \psi_t y) \leq d(\phi_a(t)z, \phi_{a+1}(t)z) + \]
\[ d(\phi_{a+1}(t)z, \psi_t y) < e + \epsilon'/6 + \eta_j \]
\[ < 2e. \]

So this means that if \( z \in A_y \), \( \exists \alpha : R \to R \) homeomorphism with \( \alpha(0) = 0 \) such that \( d(\phi_a(t)z, \psi_t y) < 2e \) all \( t \in R \).

Now assume \( y_1, y_2 \in B_z \implies z \in A_{y_1}, z \in A_{y_2} \) using the above conclusion implies that there are \( \alpha_1, \alpha_2 : R \to R \) homeomorphisms with \( \alpha_1(0) = \alpha_2(0) = 0 \) respectively such that
\[ d(\phi_{\alpha_1}(t)z, \psi_t y_1) < 2e \quad \text{all } t \in R, \]
\[ d(\phi_{\alpha_2}(t)z, \psi_t y_2) < 2e \quad \text{all } t \in R. \]

So \( d(\psi^{-1} y_1, \psi^{-1} y_2) < 4e \) all \( t \in R \), using expansive definition of \( \psi \) we have \( y_1 = \phi_w y_2 \) with \( |w| < e \), and this means that \( B_z \subseteq (\psi_t y)_{t \in R} \) and time diameter of \( B_z < e \).

Now to show \( B_z \) is closed, assume \( y_i \to x \) where \( y_i \in B_z \) all \( i \), so \( z \in A y_i \) all \( i \). Lemma 3.8 implies \( z \in A x \implies x \in B_z \), therefore \( B_z \) is closed set.

Now to prove that \( y \) is the smallest limit of \( B_z \) if and only if \( z \) is the largest limit of \( A_y \). Assume \( y = s.l. B_z \) but \( z \) is not \( l.l. A_y \), so there is \( x \in A_y \) such that \( x = \phi_w z \) with \( w > 0 \) (definition of \( l.l. A_y \)). Given \( \eta, T > 0 \) there is \( \gamma : R \to R \) homeomorphism with \( \gamma(0) = 0 \) such that
Let \( v \) be a negative real number such that \( \gamma(v) = -w \), define \( \lambda: \mathbb{R} \rightarrow \mathbb{R} \) to be \( \lambda(t) = \gamma(t+v) - \gamma(v) \), it is clear \( \gamma \) is a homeomorphism with \( \gamma(0) = 0 \),

\[
d(\phi_{\lambda(t)}z, \psi_t \psi_v y) < \epsilon'/6 + \eta \text{ all } t \in [-T,T].
\]

Hence \( z \in A_y \Rightarrow \psi_v y \in B_z \). This is a contradiction because \( v < 0 \) and \( y = s.l.B_z \). The other way is just similar so we have

\[
z = s.l. A_y \text{ if and only if } y = s.l. B_z.
\]

Hence \( h \) should be 1-1 because if \( h(y_1) = h(y_2) = z \), then \( y_1, y_2 \) are both smallest limit of \( B_z \). This means that \( y_1 = y_2 \).

Also if \( h(y) = z \) one can define on the orbit \( (\phi_t z) \) a map \( p: (\phi_t z) \rightarrow (\psi_t y) \) by

\[
p(z) = s.l.B_z
\]

using similar ideas to the proof of theorem 4 one can easily show that \( p \) is continuous on \( (\phi_t z) \) and \( p \circ h/(\psi_t y) = t \in \mathbb{R} \)

\[
h/(\psi_t y) \circ p = I \text{ where } I \text{ is the identity map.}
\]
Hence \( h/(\psi_t y) : (\psi_t y)_{t \in \mathbb{R}} \to (\phi_t z)_{t \in \mathbb{R}} \) is a homeomorphism and this finishes the proof of theorem 5. □

Corollary.

If \( h \) in the theorem 5 is onto, then \( h \) is a homeomorphism.

So in the statement of theorem 4 if \( Y \) is a compact manifold and \( \varepsilon \) sufficiently small and \( \psi \) is also expansive, then the stable map \( h \) is a homeomorphism on \( Y \).
CHAPTER IV

In this chapter we are going to define a "finite P.O.T.P." for the flows. This notion is important not only for theoretical reasons, but also because it is easier to check finite P.O.T.P. First we are going to show how the "finite P.O.T.P" will imply P.O.T.P for almost all cases and secondly, we show every topologically stable smooth flow without fixed points on a compact manifold has P.O.T.P.

Let \( \phi \) be a continuous flow on a compact metric space \((Y,d)\).

Definition 4.1.

A flow \( \phi \) is said to have a "finite pseudo orbit tracing property" (finite P.O.T.P.) if for every \( \varepsilon > 0 \), there is \( \delta > 0 \) such that every finite \((\delta,1)\)-pseudo orbit is \( \varepsilon \)-traced by an orbit of \( \phi \).

See chapter II for definition of finite \((\delta,1)\)-pseudo orbit. This definition does not depend on the choice of metric on \( Y \).

Lemma 4.1.

Let \( \phi \) have no fixed points. Then there exists \( T_0 > 0 \) such that if \( 0 < T < T_0 \), there is \( \lambda > 0 \) such that \( d(x,y) < \lambda \) implies that \( d(\phi_T x,y) > \lambda \) for all \( x,y \in Y \).
Proof: From lemma 3.3 such $T_0$ exists with the property that if $0 < T < T_0$, there is $\gamma > 0$ such that $d(\phi_T x, x) \geq \gamma$ all $x \in Y$. Take $\lambda < \gamma/2$ and assume $d(x, y) < \lambda$.

$$d(x, \phi_T x) \leq d(x, y) + d(\phi_T x, y)$$

Hence,

$$d(\phi_T x, y) \geq d(x, \phi_T x) - d(x, y) \geq \gamma - \gamma/2 > \lambda.$$

Proposition 4.1.

Every flow with no fixed points and \textit{with} finite P.O.T.P., has P.O.T.P.

Proof: Using lemma 3.3 and without loss of generality assume $0 < \varepsilon < T_0$, $\varepsilon < \frac{1}{4}$ and take $\gamma$ as in lemma 3.3, choose $0 < \varepsilon' < \gamma/4$, $\varepsilon' < \varepsilon/4$ such that $x = \phi_t y$ with $|t| < \varepsilon'$ implies that $d(x, y) < \varepsilon/4$. Also take $0 < \lambda < \varepsilon'$ which satisfies lemma 4.1 (i.e.,

$d(x, y) < \lambda \rightarrow d(\phi_{\varepsilon} x, y) > \lambda$) with respect to $\varepsilon'$ and take $0 < \delta < \frac{\lambda}{4}$ which satisfies the following:

(a) Every finite $(\delta, 1)$-pseudo orbit is $\frac{\lambda}{4}$-traced by an orbit of $\phi$.

(b) $d(x, y) < \delta \rightarrow d(\phi_t x, \phi_t y) < \frac{\lambda}{4}$ for all $t \in [0, 2]$.

(c) $x = \phi_t y$ with $|t| < \delta \rightarrow d(x, y) < \frac{\lambda}{4}$.

Let $(\{x_i\}_{i=0}^{\infty}, \{t_i\}_{i=0}^{\infty})$ be a $(\delta, 1)$-pseudo orbit for $\phi$ with $1 \leq t_i \leq 2.$
From the hypothesis for every integer \( k > 0 \), there exists \( z_k \in Y \) and a continuous increasing map \( \alpha_k: [-\sum t_i, \sum t_i] \to R \)

with \( \alpha_k(0) = 0 \) such that for \( t \geq 0 \)

\[
(*) \quad d(\phi_{\alpha_k(t)} z_k, \phi_{n-1} x_n) < \frac{\lambda}{4} \text{ for } \sum_{i=1}^{n-1} t_i \leq t < \sum_{i=1}^{n} t_i, \quad O \leq n \leq k-1,
\]

for \( t < 0 \)

\[
d(\phi_{\alpha_k(t)} z_k, \phi_{n-1} x_n) < \frac{\lambda}{4} \text{ for } -\sum_{i=1}^{n} t_i \leq t < -\sum_{i=1}^{n-1} t_i
\]

Since \( Y \) is compact, so without loss of generality assume \( z_k \to z \), also call each \( [-\sum t_i, \sum t_i] \) domain of \( \alpha_k \). Let \( \{T_i\} \)

be a sequence of positive real number such that \( T_i \to \infty \) as \( i \to \infty \).

Also without loss of generality we can assume that

\[
d(\phi_{T_i} z_i, \phi_{T_i} z) < \frac{\lambda}{4} \text{ for } t \in [-T_i, T_i], \text{ all } i.
\]

Hence

\[
d(\phi_{\alpha_i(t)} z, \phi_{\alpha_i(t)} z) < \frac{\lambda}{4} \text{ for } t \in [\alpha_i^{-1}(-T_i), \alpha_i^{-1}(T_i)], \text{ all } i.
\]

Now we want to show \( \alpha_i^{-1}(T_i) \to \infty, \alpha_i^{-1}(-T_i) \to -\infty \) as \( i \to \infty \). Assume not, that is, there exists a positive constant real number such that \( \alpha_i^{-1}(T_i) \leq a \) for all \( i \). Since \( T_i \to \infty \), there is a positive integer \( N \) such that \( a \) in the domain of \( \alpha_i(a) \in [-T_i, T_i] \) for all \( i \geq N \). Therefore \( T_i \leq \alpha_i(a) \to \infty \) as \( i \to \infty \), using lemma 3.5 there exists \( j \geq N \) and there are \( u_1, u_2 \) in the domain of \( \alpha_j \) with \( u_1 \leq u_2 \)
such that $u_2 - u_1 < \delta$ and $\alpha_j(u_2) - \alpha_j(u_1) = \epsilon$

$$n-1$$

Now if $\sum_{i=0}^{n-1} t_i \leq u_1 < u_2 < \sum_{i=0}^{n} t_i$, then

$$d(\phi_{\sum_{i=0}^{n-1} x_i}, \phi_{\sum_{i=0}^{n-1} x_i}) < \lambda/4.$$

Using (*) above we will have

$$d(\phi_{\alpha_j(u_1)z_j}, \phi_{\alpha_j(u_2)z_j}) \leq d(\sum_{i=0}^{n-1} t_i z_j, \sum_{i=0}^{n-1} t_i u_1)$$

$$+ d(\phi_{\sum_{i=0}^{n-1} x_i}, \phi_{\sum_{i=0}^{n-1} x_i}) + d(\phi_{\alpha_j(u_2)z_j}, \phi_{\sum_{i=0}^{n-1} x_i})$$

$$< \frac{\lambda}{4} + \frac{\lambda}{4} + \frac{\lambda}{4} = \frac{3\lambda}{4}.$$

But $\alpha_j(u_2) - \alpha_j(u_1) = \epsilon$, using lemma 3.3,

$$d(\phi_{\alpha_j(u_2)z_j}, \phi_{\alpha_j(u_1)z_j}) \geq \gamma > 4\lambda.$$

This is a contradiction. For the other case, that is

$$\sum_{i=0}^{n-1} t_i < u_1 < \sum_{i=0}^{n} t_i \leq u_2$$

we have

$$d(\phi_{\sum_{i=0}^{n-1} x_i}, \phi_{\sum_{i=0}^{n} x_{n+1}}) \leq d(\phi_{\sum_{i=0}^{n-1} x_i}, \phi_{\sum_{i=0}^{n-1} x_i})$$

$$+ d(\phi_{\sum_{i=0}^{n} x_{n+1}}, \phi_{\sum_{i=0}^{n} x_{n+1}}).$$
Since \(0 \leq u_2 - \sum_{i=0}^{n-1} t_i < t_{n+1} < 2\) and \(d(\phi_{t_n} x_n, x_{n+1}) < \delta\), we have that

\[
d(\phi_{u_2 - \sum_{i=0}^{n-1} t_i} x_n, \phi_{u_2 - \sum_{i=0}^{n-1} t_i} x_{n+1}) < \lambda/4.
\]

Therefore

\[
d(\phi_{u_2 - \sum_{i=0}^{n-1} t_i} x_n, \phi_{u_2 - \sum_{i=0}^{n-1} t_i} x_{n+1}) < \lambda/4.
\]

Using the above inequality, we have

\[
d(\phi_{u_2 - \sum_{i=0}^{n-1} t_i} x_n, \phi_{u_2 - \sum_{i=0}^{n-1} t_i} x_{n+1}) < \lambda/2.
\]

Also (*) implies that

\[
d(\phi_{\alpha_j(u_1)} z_j, \phi_{\alpha_j(u_2)} z_j) = d(\phi_{\alpha_j(u_1)} z_j, \phi_{u_2 - \sum_{i=0}^{n-1} t_i} x_n) + d(\phi_{\alpha_j(u_2)} z_j, \phi_{u_2 - \sum_{i=0}^{n-1} t_i} x_{n+1}) < \lambda.
\]

Also this is a contradiction because \(\alpha_j(u_2) - \alpha_j(u_1) = \epsilon \Rightarrow d(\phi_{\alpha_j(u_1)} z_j, \phi_{\alpha_j(u_2)} z_j) > \lambda\).

The same idea as above can be applied when \(t < 0\).

Hence without loss of generality one can assume that there exists a positive integer \(N\) and a sequence \(\{w_i\}\) of positive real numbers with \(w_i \to \infty\) as \(i \to \infty\) such that

\[
d[\phi_{\alpha_i(t)} z_i, \phi_{\alpha_i(t)} z_j] < \lambda/4\text{ for } t \in [-w_i, w_i], j \geq i \geq N.
\]
Now to show also $\alpha_j(w_j) \to \infty$, $\alpha_j(-w_j) \to -\infty$ as $j \to \infty$. Assume

not (i.e., $\exists b > 0$ such that $\alpha_j(w_j) < b$ for all $j \geq N$), using lemma 3.9, there exists $j \geq N$ and there are $u_1, u_2 \in [0, w_j]$ with

$u_1 < u_2$ such that $u_2 - u_1 = \varepsilon$, $\alpha_j(u_2) - \alpha_j(u_1) < \delta$. Now

$\alpha_j(u_2) - \alpha_j(u_1) < \delta$ implies that $d(\alpha_j(u_1)z_j, \alpha_j(u_2)z_j) < \lambda/4$.

But (*) implies that in the case $\sum_{i=0}^{n-1} t_i < u_1 < u_2 < \sum_{i=0}^{n} t_i$

$$d(\phi_{n-1} x_n, \phi_{n-1} x_n) \leq d(\phi_{\alpha_j(u_1)z_j}, \phi_{n-1} x_n) + d(\phi_{\alpha_j(u_2)z_j}, \phi_{n-1} x_n) < \frac{3\lambda}{4}.$$

This is a contradiction because $u_2 - u_1 = \varepsilon$. lemma 3.3

$$\Rightarrow d(\phi_{n-1} x_n, \phi_{n-1} x_n) \geq \gamma > \lambda/4.$$

Now if $\sum_{i=0}^{n-1} t_i < u_1 < \sum_{i=0}^{n} t_i < u_2$, then

using the fact that $\alpha_j(u_2) - \alpha_j(u_1) < \delta$, we have

$$d(\phi_{n-1} x_n, \phi_{n-1} x_{n+1}) \leq d(\phi_{\alpha_j(u_1)z_j}, \phi_{\alpha_j(u_2)z_j}) + d(\phi_{\alpha_j(u_2)z_j}, \phi_{n} x_{n+1}) < \frac{3\lambda}{4}.$$
Now since $d(\phi x_n, x_{n+1}) < \delta$. $0 < u_2 - \sum_{i=1}^{n} t_i < 2$ implies that

$$d(\phi \left. x_n, \phi \left. x_{n+1} \right| u_1 - \sum_{i=1}^{n} t_i \right) u_2 - \sum_{i=1}^{n} t_i$$

$$+ d(\phi \left. x_n, \phi \left. x_{n+1} \right| u_2 - \sum_{i=1}^{n} t_i \right) u_1 - \sum_{i=1}^{n} t_i$$

This also is a contradiction because $u_2 - u_1 = \lambda$, lemma 3.3

$$-\rightarrow \quad d(\phi \left. x_n, \phi \left. x_{n+1} \right| u_1 - \sum_{i=1}^{n} t_i \right) u_2 - \sum_{i=1}^{n} t_i$$

Same idea as above can be applied when $t < 0$. Hence without loss of generality one can assume that there exists a positive integer $N$ such that each $\alpha_j$, $j \geq N$ has a domain $[-w_j, w_j]$ such that

(i) $w_j \to \infty$ as $j \to \infty$,

(ii) $d(\phi \alpha_i(t) \left. z_i, \phi \alpha_j(t) \left. z_j \right| \lambda < \frac{1}{4}$ for all $t \in [-w_j, w_j]$, all $j \geq i \geq N$,

(iii) the range of $\alpha_i$ is contained in the interior of the range of $\alpha_{i+1}$, for all $i \geq N$.

Fix $i \geq N$ and decompose $R$ as union of the following closed intervals $\ldots \cup [-w_{i+2}, -w_{i+1}] \cup [-w_{i+1}, -w_i] \cup [-w_i, w_i]$ $u [w_i, w_{i+1}] \cup [w_{i+1}, w_{i+2}] \cup \ldots \ldots$
From (*) we have
\[ d(\phi_{a_j+1}(t)z_{j+1}, \phi_{a_j}(t)z_j) \]
\[ \leq d(\phi_{a_j+1}(t)z_{j+1}, \phi_{a_j}(t)z_j) + d(\phi_{a_j}(t)z_j, \phi_{a_j+1}(t)z_{j+1}) \]
\[ < \frac{\lambda}{4} + \frac{\lambda}{4} = \lambda/2 \text{ for all } t \in [-w_j, w_j], \text{ all } j \geq i \]
also from
\[ d(\phi_{a_j}(t)z_j, \phi_{a_j+1}(t)z_{j+1}) < \lambda/4 \text{ for all } t \in [-w_j, w_j], \]
apply lemma 4.1 implies that
\[ |a_{j+1}(t) - a_j(t)| < \varepsilon' \text{ for all } t \in [-w_j, w_j], \text{ all } j \geq i \]

Define \( \alpha : \mathbb{R} \to \mathbb{R} \) to be \( \alpha = \alpha_1 \) on \([-w_i, w_i]\), now as we know
\[ |\alpha_i(w_i) - \alpha_{i+1}(w_i)| < \varepsilon', \]
so there is a continuous decreasing function on \([w_i, w_{i+1}]\) such that \( \alpha(w_i) = \alpha_i(w_i), \alpha(w_{i+1}) = \alpha_{i+1}(w_{i+1}) \)
and \( |\alpha(t) - \alpha_{i+1}(t)| < \varepsilon' \text{ for } t \in [w_i, w_{i+1}], \) if we carry on in
the same manner we will have such a homeomorphism \( \alpha : \mathbb{R} \to \mathbb{R} \) with
\( \alpha(0) = 0. \) Now pick \( t \in \mathbb{R}, \) say first \( t > 0 \) and without loss of
generality assume \( t \in [w_j, w_{j+1}]. \) So \( |\alpha(t) - \alpha_{j+1}(t)| < \varepsilon', \)
using (*) and (iii) and assuming \( \sum t_i \leq t < \sum t_i \) we will have
\[ d(\phi_{a(t)}z, \phi_{a_j+1}(t)z_j) \leq d(\phi_{a(t)}z, \phi_{a_j+1}(t)z_j) \]
+ d(φ_{a_{j+1}(t)}^z, φ_{a_{j+1}(t)}^{z+1}) + d(φ_{a_{j+1}^z n+1}, φ_{n-1} x_n) 
< ε/4 + λ/4 + λ/4 < ε.

Similar ideas can be applied when t < 0. Using proposition 2.1 φ has P.O.T.P. and the proof is complete. □

Proposition 4.2.

Let φ be a continuous flow on a compact metric space with the property: For every ε > 0, there is δ > 0 such that every finite (δ,1)-pseudo orbit (\{x_i\}_k, \{t_i\}_k) with 1 ≤ λ_i ≤ 2, is ε-traced by an orbit of φ. Then φ has the finite pseudo orbit tracing property.

Proof: The proof is similar to the one in proposition 2.1.

Corollary.

In the statement of proposition 4.2 if φ has no fixed points, then φ has P.O.T.P.

Let φ be a C' flow on a compact manifold M generated by a vector field X = φ', ([16]) and let \mathcal{L}(φ) = \{x; φ'x = 0\} (i.e., \mathcal{L}(φ) is a set of fixed points).

Now given a non-zero vector Y ∈ T_x M where x ∉ \mathcal{L}(φ) and define the inclination of Y relative to φ to be the length of the normalized difference, that is

\[ \sigma(Y) = \left\| \frac{1}{\|Y\|} Y - \frac{1}{\|φ_x\|} φ_x \right\| \]
Lemma 4.2. (Cf. [18] lemma 9)

Given $\varepsilon > 0$ and a flow $\phi$ on $M$. Suppose $\gamma$ is a $C^1$ curve in $M$ [an embedded closed interval or circle] such that at each point $x$ in the image of $\gamma$ one of the following conditions hold:

(i) $||\dot{\phi}_x|| < \varepsilon/2$, or

(ii) $x \notin \mathcal{L}(\phi)$, and $\gamma$ has inclination $\sigma < \varepsilon/||\dot{\phi}||$ at $x$.

Then, given any neighbourhood $U$ of the image of $\gamma$, there exists a flow $\psi$ on $M$ satisfying

(a) $\psi = \phi^t$ off $U$

(b) $||\dot{\psi} - \dot{\phi}|| < \varepsilon$ on $M$.

(c) $\gamma$ is a (segment of an) integral curve of $\psi$.

Now using the corollary of proposition 4.2 and the above lemmas one can show the following important result.

Theorem 6.

Let $\phi$ be a $C^1$ flow without fixed points on a compact manifold $M$. If $\phi$ is topologically stable, then $\phi$ has pseudo orbit tracing property.

Proof: Given $\varepsilon > 0$, without loss of generality take $T_0$ as in lemma 4.1 and assume $0 < \varepsilon < T_0$, choose $0 < \varepsilon' < \varepsilon/3$ such that
if $x = \phi_t y$ with $|t| < \varepsilon'$ implies that $d(x, y) < \varepsilon/3$. Take
\[ \varepsilon'' < \varepsilon' \] as in lemma 4.1 (i.e., $d(x, y) < \varepsilon'' \implies d(\phi_{\varepsilon'}, x, y) > \varepsilon''$).
Also take $0 < \xi < \varepsilon''$ such that $d(x, y) < \xi$ implies that
\[ d(\phi_t x, \phi_t y) < \varepsilon'' \] for all $t \in [0, 2]$. Using definition 3.2 (i.e.,
definition of topologically stable), there exists $\delta < \varepsilon/2$ such
that $\delta$ satisfying the definition 3.2 with respect to $\xi/2$. Take
$0 < \delta' < \delta$ such that for every $C^1$-flow $\eta$ on $M$
\[ || \eta - \phi_t || < \delta \implies d(\eta_t, \phi_t) < \delta \] for $t \in [0, 2]$. Now let
\[ \{x_i\}_{i=0}^k, \{t_i\}_{i=0}^k \] be a pair of sequences with $1 \leq t_i \leq 2$ all $0 \leq i \leq k$,
where $x_i \in M$ all $0 \leq i \leq k$. Later on we are going to fix the
value of $\lambda$, but now choose a sequence of distinct points $\{x'_i\}_{i=0}^k$
in $M$ with the property
\[ d(\phi_t x'_i, \phi_t x'_i) < \frac{\lambda}{3} \] for all $t \in [0, 2]$. This can easily be done and without loss of generality we are
assuming here that all $t_i$, $0 \leq i \leq k$ are positive (for negative
values the same interpretation can be carried on). So
\[ d(\phi_{t_i} x'_i, x'_i) \leq d(\phi_{t_i} x'_i, \phi_{t_i} x'_i) + d(\phi_{t_i} x'_i, x'_i) + d(x'_i, x'_i) < \frac{\lambda}{3} + \frac{\lambda}{3} + \frac{\lambda}{3} = \lambda, \]
for $0 \leq i \leq k-1$.
Now take $0 < \lambda < \delta'$, $\lambda$ is small enough such that one can take
a $C^1$ curve $\gamma: [0, \sum_{i=0}^{k-1} t_i] \to M$ with the following properties:
(a) \( \gamma \) is a closed curve in \( M \).

(b) \( \gamma(\sum_{0}^{n-1} t_i) = x_n, \ 0 \leq n \leq k \)

(c) \( \gamma \) has inclination \( < \frac{\delta'}{||\phi'||} \) at every point \( x \) in the image of \( \gamma \).

Using lemma 4.2, there exists a \( C^1 \) flow \( \psi \) on \( M \) such that

(a') \( \gamma \) is an integral curve of \( \psi \),

(b') \( || \dot{\psi} - \phi' || < \delta' \).

So we have

(i) \( \psi_{n-1} \ x'_o = x'_n, \ \sum_{0}^{n-1} t_i \)

(ii) \( d(\psi_t, \phi_t) < \delta \) for all \( t \in [0,2] \).

From definition of topological stability, there exists \( h:M \to M \) continuous such that

\[ d(h, I) < \varepsilon/2, \ h(\text{orbit of } \psi) \subseteq (\text{orbit of } \phi). \]

Take the point \( hx'_o \), there is a continuous map \( \sigma_{x'_o} : [0,\tau_o] \to R \) with \( \sigma_{x'_o}(0) = 0 \) such that

\[ \phi_{\sigma_{x'_o}(t)}hx'_o = h \psi_t x'_o, \ 0 \leq t \leq \tau_o. \]
Also for $hx'_1$, there is a continuous map $\sigma_{x'_1}: [0, t_1] \rightarrow \mathbb{R}$ with $\sigma_{x'_1}(0) = 0$ such that

$$\phi_{\sigma_{x'_1}(t-t_0)} hx'_1 = h'_\psi t-t_0 x'_1, \quad t_0 \leq t \leq t_0 + t_1$$

If we carry on in the same manner, so for the point $hx'_2$, there is a continuous map $\sigma_{x'_n}: [0, t_n] \rightarrow \mathbb{R}$ with $\sigma_{x'_n}(0) = 0$ such that

$$\phi_{\sigma_{x'_n}(t-\sum t_i)} x'_n(t-\sum t_i) = h'_\psi t-\sum t_i x'_n, \quad \sum t_i \leq t \leq \sum t_i$$

Since $1 \leq t_n \leq 2$ for $0 \leq n \leq k-1$ and if $\sum t_i \leq t \leq \sum t_i$, then

$$0 \leq t - \sum t_i \leq 2$$

and

$$d(\phi_{\sigma_{x'_n}(t-\sum t_i)} x'_n, \phi_{n-1} x'_n) = d(h'_\psi t-\sum t_i x'_n, \phi_{n-1} x'_n)$$

$$\leq d(h'_\psi t-\sum t_i x'_n, \psi_{n-1} x'_n) + d(\psi_{n-1} x'_n, \phi_{n-1} x'_n)$$

$$< \xi/2 + \delta < \xi < \epsilon''.$$
Therefore,

\[(**) \quad d(\phi^{n-1}_{x_n'(t-\sum t_i)} - \phi^{n-1}_{x_n'(t-\sum t_i)} < \varepsilon'. \]

Since \(d(hx'_n, x'_n) < \xi\), therefore

\[d(\phi^{n-1}_{x_n'}, \phi^{n-1}_{x_n'}) < \varepsilon' \quad \text{for} \quad \Sigma t_i \leq t \leq \Sigma t_i, \quad 0 \leq n \leq k-1.\]

Using this, \((**)\) and lemma 4.1, then

\[|\sigma^{n-1}_{x_n'}(t-\sum t_i) - (t-\sum t_i)| < \varepsilon' \quad \text{for} \quad \Sigma t_i \leq t \leq \Sigma t_i, \quad 0 \leq n \leq k-1.\]

From this it is clear that there exists a homeomorphism \(\alpha_n\) on \([0, t_n]\) with \(\alpha_n(0) = 0, \alpha_n(t_n) = \sigma^{n-1}_{x_n'}(t_n)\) such that

\[|\alpha_n(t - \sum t_i) - \sigma^{n-1}_{x_n'}(t-\sum t_i)| < \varepsilon \quad \text{for} \quad \Sigma t_i \leq t \leq \Sigma t_i, \quad 0 \leq n \leq k-1.\]

As we know \(\psi_{n-1} \cdot hx'_o = x'_n, \quad 0 \leq n \leq k, \quad \text{and}\)

\[\phi^{n-1}_{\sigma^{n-1}_{x_n'}(t_n)} \cdot hx'_n = h\psi_{t_n} x'_n = hx'_{n+1}, \quad 0 \leq n \leq k-1,\]

so

\[\phi^{k-1}_{\alpha_n(t_n)} \cdot hx'_n = h\psi_{t_n} x'_n = hx'_{n+1}, \quad 0 \leq n \leq k-1.\]

Now define \(\alpha: [0, \sum t_i] \rightarrow R\) in the following way
\[ \alpha(t) = \alpha_n(t - \sum_{i=0}^{n-1} t_i) + \sum_{i=0}^{n-1} \alpha_i(t_i) \text{ for } \sum_{i=0}^{n-1} t_i \leq t \leq \sum_{i=0}^{n-1} t_{i-1}. \]

\( \alpha \) is a homeomorphism onto its image (increasing) \( \bigcirc \)

Pick \( t \in [0, \sum_{i} t_i] \) and without loss of generality assume \( \sum_{i} t_i \leq t \leq \sum_{i} t_i. \) From the way we choose the points \( x_i \) and because \( 0 \leq t - \sum_{i} t \leq 2 \) we will have

\[
\begin{align*}
d(\phi_{\alpha(t)} h x_i', \phi_{n-1} x_n) &= d(\phi_{\alpha_2(t)}(t - \sum_{i=0}^{n-1} t_i) + \sum_{i=0}^{n-1} \alpha_i(t_i)) h x_i', \phi_{n-1} x_n) \\
&= d(\phi_{\alpha_n(t- \sum_{i} t_i)} \sum_{i=0}^{n-1} \alpha_i(t_i)) t - \sum_{i} t_i \\
&= d(\phi_{\alpha_n(t- \sum_{i} t_i)} h x_i', \phi_{n-1} x_n) \\
&\leq d(\phi_{\alpha_n(t- \sum_{i} t_i)} h x_i', \phi_{n-1} h x_i') \\
&\quad + d(\phi_{\alpha_n(t- \sum_{i} t_i)} h x_i', \phi_{n-1} x_i') + d(\phi_{n-1} x_i', \phi_{n-1} x_n) \\
&\quad + d(\phi_{n-1} x_i', \phi_{n-1} x_n) < \varepsilon/3 + \varepsilon'' + \lambda/3 < \varepsilon.
\end{align*}
\]

This means \( \{x_n\}_{n=0}^{k} \), \( \{t_n\}_{n=0}^{k} \) with \( 1 \leq t_n \leq 2, 0 \leq n \leq k \) is \( \varepsilon \)-traced by an orbit of \( \phi \). Using the corollary of proposition 4.2 \( \phi \) has P.O.T.P. and the proof is complete. \( \square \)
Some important questions can be answered here.

**Corollary 1.**

Assume \( \phi \) is a \( C^1 \) expansive flow on a compact manifold \( M \) without fixed points, \( \psi \) is a flow on \( M \) obtained from \( \phi \) by changing velocity. Then \( \phi \) is topologically stable if and only if \( \psi \) is topologically stable.

**Proof:** Follows directly from theorem 6.4.

Also in the statement of the above corollary if \( \phi \) and \( \psi \) are conjugate with preserved orientation then either both are topologically stable or \textit{neither} of them is.

**Corollary 2.**

Assume \( T \) is an expansive homeomorphism on a compact manifold \( M \) and \( \phi_f : M_f \times R \to M_f \) its suspension flow under a continuous map \( f : M \to R > 0 \). Then

(a) \( \phi_f \) is topologically stable \( \implies \) \( T \) is topologically stable.

(b) \( \dim M \geq 2 \), \( T \) is topologically stable \( \implies \phi_f \) is topologically stable.
Proof:

(a) $\phi_f$ has no fixed point, so if we assume $\phi_f$ is topologically stable, then theorem 6 implies that $\phi_f$ has P.O.T.P. Using theorem 3, $T$ has also P.O.T.P. Since $T$ is expansive ([25], theorem 4) will imply that $T$ is topologically stable (see chapter 1, section 1.5).

(b) Assume $\dim M \geq 2$, $T$ is topologically stable, then by ([25], theorem 11), $T$ has P.O.T.P. Using theorem 3, $\phi_f$ has P.O.T.P. Now if $T$ is expansive so does $\phi_f$ ([2], theorem 6). By theorem 4 $\phi$ has P.O.T.P.
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5.1. Introduction

In this chapter we consider the connections between several concepts in dynamics for the important class of transformations called codimension one Anosov diffeomorphism [7]. Codimension 1 toral automorphisms are examples of these. The assumption of codimension one is important to get our results. We say two toral automorphisms $A, B$ are rationally dependent if there are two positive integers $k, \ell$ such that $A^k = B^\ell$. Work is carried in [4] - [10] and [13] for finding relations between the rational dependence of $A, B$ and the set of normal points with respect to $A$ and $B$. In this work we study the relations between commutativity of two hyperbolic toral automorphisms $A, B$ and the normal points with respect to $A, B$ and the stable (unstable) manifolds of $A, B$ at the point $0$ of the torus $T^n$ and how these properties are related to each other. In this chapter we start with definitions and notation and some background around this field, and we define an I-hyperbolic toral automorphism whose matrix of integers has irreducible characteristic polynomial over the field of rational numbers. An example of such an automorphism is a codimension 1 hyperbolic toral automorphisms of $T^n$. Such an automorphism has no multiple eigenvalues (lemma 5.1) and also we show that two I-hyperbolic toral automorphisms of $T^n$ commute if and only if they have a common eigenvector. Moreover, $A, B$ have a common eigenvector if and only if all the eigenvectors are in common if and only if $A, B$ commute. In section 5.5 we start with definition and background about uniform distribution modulo 1 (u.d.\mod 1) and we prove that
the sequence \((tX_n), n = 1, 2, \ldots\) of complex numbers with 
\[\|X_m - X_n\| \geq K > 0\] for \(m \neq n\) is u.d. mod 1 for almost all complex \(t\). From this we prove that if \(C\) is an expanding eigenvector of a hyperbolic automorphism \(A : T^n \to T^n\), then 
\(\pi_R(tc) \in N(A)\) \((N(A)\) is the set of normal points and \(\pi_R\) natural projection from \(C^n\) onto \(T^n\)). If \(W^S_A\) denotes the stable manifold of \(A : T^n \to T^n\) at 0, then in theorem one, we proved that for two I-hyperbolic toral automorphisms \(A, B\) of \(T^n\), \(N(A) = N(B) \implies W^S_A = W^S_B\). Moreover, in the statement of theorem one if \(A, B\) are codimension 1, the \(N(A) = N(B) \implies W^S_A = W^S_B, W^u_A = W^u_B\) and \(AB = BA\). Also in theorem 2 we prove for any two I-hyperbolic toral automorphisms of \(T^n\), the following holds:

(a) \(AB = BA \implies AN(B) = N(B)\),
(b) \(AN(B) = N(B) \implies AW^S_B = W^S_B\).

Also in the statement of theorem 2 if \(A, B\) are codimension 1, then the following are equivalent

(a) \(A, B\) commute.
(b) The set of normal points with respect to \(B\) is invariant under \(A\).
(c) The set of normal points with respect to \(A\) is invariant under \(B\).
(d) The stable (unstable) manifold with respect to \(B\) is invariant under \(A\).
Finally some applications are carried out and we sketch the idea of how one can define normal points with respect to codimension 1 Anosov diffeomorphism $f$ on a compact connected $C^\infty$ manifold. Also in this chapter we show by using theorem 3 that for any I-hyperbolic toral automorphism $A$ of $T^n$ we have $N(A) \neq N(A^{-1})$. So for two ergodic automorphisms $A,B$ of $T^2$ to be rationally dependent we need not only a common eigenvector but also we need that $W_A^S = W_B^S$ or $W_A^u = W_B^u$ see proposition 5.1.

5.2. Notation and Definitions.

Let $X$ be a compact metric space and $S$ a continuous surjective map from $X$ to itself and $C(X)$ the space of continuous functions on $X$ into the space of complex numbers. A point $x \in X$ is said to be quasi-regular point for the map $S$ if

$$f^*(x) = \lim_{N \to \infty} \frac{1}{N} \sum_{j=0}^{N-1} f(S^j(x))$$

exists for all $f$ belonging to $C(X)$. Let $Q(S)$ denote the set of quasi-regular points for the map $S$ and $M(S)$ the space of normalized $S$-invariant Borel measures on $X$, together with the weak topology of measures on $X[4]$. The point $x$ is said to be a generic point for the measure $\mu$ if the map $f \mapsto f^*(x)$ on $C(X)$ defines the measure $\mu$ in $M(s)$ (see [9]).

If, in particular, we have a group $G$, an endomorphism $A:G \to G$ and $m$, the Haar measure which is invariant under $A$, then $x$ is said to be a normal point with respect to $A,(x \in N(A))$ if $x$ is a generic point for $m$ (see [3]).
Let $T^n = \mathbb{R}^n/\mathbb{Z}^n$ denote the $n$-dimensional torus or $T^n = S^1 \times S^1 \times \cdots \times S^1$, (n times) where $\mathbb{R}^n$ is $n$-space of real numbers and $\mathbb{Z}^n$ is the subgroup of $\mathbb{R}^n$ consisting of points with integer coordinates and $S^1$ is the 1-dimensional circle. So $T^n$ is the set of $n$-tuples of reals mod. 1. $T^n$ is a compact abelian group with respect to addition mod. 1, and here the Haar measure is just the Lebesgue measure.

If $[A] = (a_{ij})$ is an element of $GL(m;\mathbb{Z})$, or in other words an $m \times m$-matrix with integer entries and determinant $\pm 1$, then $[A]$ is a linear automorphism of $\mathbb{R}^m$ sending $\mathbb{Z}^m$ onto $\mathbb{Z}^m$. So this means that $[A]$ defines an automorphism $A$ on $T^m$ and conversely any automorphism of $T^m$ induces such an $m \times m$-matrix.

Now let $A$ be an automorphism of $T^n$. Then $A$ is ergodic if and only if $A$ has no eigenvalues which are roots of unity (see [4], [13]). Now, as we know some or probably all of the eigenvalues are complex numbers, so here we can consider the toral automorphism $A$ as a linear automorphism $\overline{A}$ of $\mathbb{C}^m$ in the following way:

For $(x_1, x_2, \ldots, x_n) \in \mathbb{C}^n$

$$\overline{A}(x_1, x_2, \ldots, x_n) = [A](R(x_1), R(x_2), \ldots, R(x_n)) + i[A](I(x_1), I(x_2), \ldots, I(x_n))$$

where $[A]$ is the $n \times n$-matrix of $A$ and $R$, $I$ are the real and imaginary parts of a complex number. Alternatively, a better impression may be given by this commutative diagram,
where \( R \) is a function defined on \( n \)-tuples by

\[
R(x_1, x_2, \ldots, x_n) = (R(x_1), R(x_2), \ldots, R(x_n))
\]

and \( \pi \) is the natural projection from \( R^n \) onto \( R^n/Z^n \).

An element \( c \) in \( \mathbb{C}^n \) is called an eigenvector of the toral automorphism \( A \) if there is a complex number \( \lambda \) such that \( \overline{A}(c) = \lambda c \).

A linear automorphism \( v \) of a finite dimensional vector space \( E \) over the field of complex number (or real numbers) will be called hyperbolic if its eigenvalues \( \lambda_i \) satisfy \( |\lambda_i| \neq 1 \) for all \( i \) (see [12]), the eigenvector \( c \) of \( v \) is called expanding if the corresponding eigenvalue is greater than one in absolute value, and contracting if less than one in absolute value.

Hence for a hyperbolic map \( v : E \to E \) we have a canonical invariant (under \( v \)) splitting of \( E \), \( E = E^S \oplus E^u \) (direct sum) where \( E^S \) is the eigenspace generated by the contracting eigenspace of \( v \) and \( E^u \) the eigenspace generated by the expanding eigenspace of \( v \). Thus \( v \), restricted to \( E^S \) is contracting and to \( E^u \) expanding.

In fact the hyperbolic elements of the general linear group \( GL(E) \) are open and dense.
5.3. **Anosov Diffeomorphisms and Stable (Unstable) Manifolds.**

Let $X$ be a space and $E$ a Riemannian vector bundle over $X$ such that each fibre $E_x$ is equipped with an inner product $<, >_x$ in a continuous manner. This allows one to speak of the norm $\| v \|$ of a vector $v \in E_x$. A bundle map between vector space bundles is a fibre preserving map $\phi: E \to E$ of a Riemannian vector space bundle into itself and also is called contracting if there exists $c > 0$, $0 < \lambda < 1$ such that for all $v \in E$, and $m \in \mathbb{Z}^+$

$$\| \phi^m (v) \| \leq c \lambda^m \| v \|$$

and called expanding if there exists $d > 0$, $\mu > 1$ such that for all $v \in E$, and $m \in \mathbb{Z}^+$

$$\| \phi^m (v) \| \geq d \mu^m \| v \|$$

(see [12]).

The following are known facts. [12].

(a) If $X$ is compact, then the property of contracting or expanding for $\phi: E \to E$, ($E$ is a Riemannian vector space bundle over $X$) is independent of the choice of Riemannian metric.

(b) The inverse of a contracting bundle automorphism is an expanding bundle automorphism and vice-versa.

Let $M$ be a manifold with a diffeomorphism $f: M \to M$, also let $d$ be a metric on $M$ and $P \in M$ be a hyperbolic fixed (i.e. $T_P M$ has a continuous splitting $T_P M = E^S + E^U$ invariant under the derivative $Df$ such that $Df$ is contracting on $E^S$ and expanding on $E^U$.) point of $f$. Then define
$W_f^S(P) = \{y; y \in M: d(f^n(P), f^n(y)) \to 0 \text{ as } n \to \infty\},$

$W_f^u(P) = \{y; y \in M: d(f^n(P), f^n(y)) \to 0 \text{ as } n \to -\infty\}.$

$W_f^S(P)$ and $W_f^u(P)$ are called stable and unstable manifolds at $P$ respectively. If $M = G$, a Lie group, then $W_f^S, W_f^u$ will denote the stable, unstable manifold at the zero element of $G$. Now for $f:M \to M$ with $T_M = V^S + V^u$ (i.e., $f$ is an Anosov diffeomorphism [1]) there exists a contraction $g:W_f^S(P) \to W_f^S(P)$ with fixed point $P_0$ and an injective equivariant immersion $J:W_f^S(P) \to M$ such that $J(P_0) = P$ and $DJ(P_0):T_{P_0}(W_f^S(P)) \to T_P M$ is an isomorphism onto $V^S$.

**Definition.**

A toral automorphism $A:T^n \to T^n$ will be called I-hyperbolic if

(a) $\bar{A}:\mathbb{C}^n \to \mathbb{C}^n$ is hyperbolic (i.e., none of the eigenvalues of $\bar{A}$ have unit absolute value.)

(b) The matrix of $A$, $[A]$ has irreducible characteristic polynomial over the field of rational numbers.

It is clear that this automorphism $A$ is an Anosov diffeomorphism and so is ergodic. We say that $A$ is of "codimension one" if its stable or unstable manifold has dimension one. To know more about the stable and unstable manifold we need to prove the following:
Lemma 5.1.

Let $K[x]$ be the polynomial domain over a field $K$ (i.e., coefficients of the polynomial are elements of $K$ [16]). Then an irreducible polynomial $f(x) \in K[x]$ such that $f'(x) \neq 0$ has all its roots of multiplicity one. (where $K$ is a field of rational numbers and $f'(x)$ the derivative of $f(x)$).

Proof: The divisions of $f(x)$ are the units of $K[x]$ together with those elements of $K[x]$ of the form $a f(x)$, $a$ is a unit of $K[x]$. Since the units of $K[x]$ are $k \setminus 0$, it follows that the common divisors of $f(x)$ and $g(x)$ are units for every other polynomial $g(x) \in K[x]$ in which the degree of $g(x)$ is less than the degree of $f(x)$. Since $K[x]$ is a principle ideal domain it follows that there exists $a(x), b(x)$ in $K[x]$ such that

$$a(x)f(x) + b(x)g(x) = 1.$$ 

This implies that every root of $f(x)$ is not a root of $g(x)$ because if $u$ is a root of $f(x)$ and $g(x)$, then we have

$$0 = a(u)f(u) + b(u)g(u) = 1$$

which is a contradiction. Now to show all roots of $f(x)$ are of multiplicity one, suppose

$$f(x) = (x-\mu)^m h(x)$$

where $\mu$ is a root of $f(x)$ and $h(x) \in K[x]$. Therefore
\[ f'(x) = m(x-u)^{m-1}h(x) + (x-u)^m h'(x), \]

now if \( m > 1 \), we have \( f'(u) = 0 \) and this is again a contradiction because \( f'(u) \) should be not zero. Therefore \( m = 1 \).

So from the above lemma any toral I-hyperbolic automorphism of \( T^n \) has \( n \)-distinct eigenvalues \( \lambda_i; i = 1, 2, \ldots, n \) corresponding to \( n \)-distinct eigenvectors \( C_i; i = 1, 2, \ldots, n \) which generated \( E^n \) and they are the only eigenvectors for such an automorphism. So if \( A \) is an I-hyperbolic automorphism of \( T^n \) and \( c_1, c_2, \ldots, c_k \) are the contracting eigenvectors and \( c_{k+1}, c_{k+2}, \ldots, c_n \) are the expanding eigenvectors, then the stable and unstable manifold at 0 of \( A \) are

\[ W^s_A = \pi R(t_1 c_1 + t_2 c_2 + \ldots + t_k c_k; t_i \in \mathbb{C}; 1 \leq i \leq k). \]

and

\[ W^u_A = \pi R(t_{k+1} c_{k+1} + t_{k+2} c_{k+2} + \ldots + t_n c_n; t_i \in \mathbb{C}; k + 1 \leq i \leq n) \]

i.e., there is a continuous splitting of \( \mathbb{C}^n = E^s \oplus E^u \) such that each of \( E^s \) and \( E^u \) are invariant under \( A \) and \( W^s_A = \pi R(E^s) \) and \( W^u_A = \pi R(E^u) \). So when we say \( A \) is of codimension one this means \( A \) has only one contracting eigenvector or only one expanding eigenvector.

Remark 5.1.

It is a fact that if \( A \) is a hyperbolic toral automorphism of \( T^n \) and \( A \) is of codimension one, then \( A \) is an I-hyperbolic automorphism. For, suppose it is not true (i.e., the matrix of \( A \),
[A] has a reducible characteristic polynomial, say the characteristic polynomial of [A] is equal to
\[ f(x)g(x) = (x^s + a_1x^{s-1} + \ldots + a_s)(x^t + b_1x^{t-1} + \ldots + b_t) \]
where \( a_s \) and \( a_t \) are integers and \( s + t = n \). Since \( A \) is of codimension one and if we assume the dimension of \( W^u_A \) to be one, then either \( |a_s| < 1 \) or \( |b_t| < 1 \). Contradicting the fact that \( a_s \) and \( a_t \) are non-zero integers. In the case when dimension of \( W^u_A \) is \( (n-1) \), use the same idea as above for \( A^{-1} \). Therefore [A] has irreducible characteristic polynomial, this means \( A \) is an I-hyperbolic automorphism.

**Lemma 5.2.**

Let \( A \) and \( B \) be two I-hyperbolic toral automorphisms of \( T^n \). Then \( A \) and \( B \) commute \((AB = BA)\) if and only if \( \bar{A} \) and \( \bar{B} \) have the same eigenvectors.

**Proof:** Assume \( AB = BA \). In order to show that \( \bar{A} \) and \( \bar{B} \) also commute, let \( h = \bar{A}\bar{B} - \bar{B}\bar{A} \) be a continuous function on \( \mathcal{C}^n \) such that \( h(x) \in \mathbb{Z}^n \times \mathbb{Z}^n \) for every point \( x \in \mathcal{C}^n \) where \( \mathbb{Z}^n \) is an \( n \)-product of the set of integers. Since \( \mathcal{C}^n \) is connected and \( h(0) = 0 \), the image of \( \mathcal{C}^n \) under \( h \) should be zero (i.e., \( h \) is a zero map). This means \( \bar{A}\bar{B} = \bar{B}\bar{A} \). If \( c \) is an eigenvector of \( \bar{A} \) with eigenvalue \( \lambda \), then \( \bar{A}\bar{B}(c) = \bar{B}\bar{A}(c) = \lambda \bar{B}(c) \). This means that \( \bar{B}(c) \) is also an eigenvector of \( \bar{A} \) with same eigenvalue \( \lambda \). Lemma 5.1 implies that \( \bar{B}(c) = tc \), where \( t \in \mathcal{C} \).
Conversely. Assume $\bar{A}$ and $\bar{B}$ have the same eigenvectors $c_1, c_2, \ldots, c_n$ with corresponding eigenvalues $\lambda_1, \lambda_2, \ldots, \lambda_n$ and $\mu_1, \mu_2, \ldots, \mu_n$ with respect to $\bar{A}$ and $\bar{B}$ respectively. Then $\bar{A}\bar{B}(c_i) = \mu_i \lambda_i c_i = \bar{B}\bar{A}(c_i)$ for $1 \leq i \leq n$ and since these eigenvectors generated $\mathbb{C}^n$, $\bar{A}\bar{B} = \bar{B}\bar{A}$ on $\mathbb{C}^n$ and this means $AB = BA$.

Lemma 5.3.

Let $A$ be an I-hyperbolic toral automorphism of $T^n$. Then the subgroup $G$ generated by any eigenvector of $A$ ($G = \pi \mathbb{R} \{ tc ; t \in \mathbb{C} \}$, $c$ is an eigenvector of $\bar{A}$) is dense in $T^n$.

Proof: Let $\bar{G}$ be the closure of $G$. Since $\bar{G}$ is closed and connected subgroup of $T^n$. $\bar{G}$ is also a torus say $\bar{G} = T^k$, $G$ is also invariant under A, therefore the restriction map $A/\bar{G} : T^k \rightarrow T^k$ has $c$ as an eigenvector of $A/\bar{G}$ with eigenvalue $\lambda$. So $\lambda$ is a root of a polynomial of degree $k$ but $[A]$ has an irreducible characteristic polynomial of degree $n$ with $\lambda$ as a root. As a result $k = n$, implies $\bar{G} = T^n$. $
$
From these two above lemmas 5.2, 5.3, one can say that for any two I-hyperbolic toral automorphisms $A$, $B$ of $T^n$ either all the eigenvectors of $\bar{A}$ and $\bar{B}$ are in common or no common eigenvector occurs. Also $A$ and $B$ commute if and only if there is one common eigenvector.
5.4. Measures and Weak Topology

Given a metric space $X$, a homeomorphism $s : X \to X$ and a positive integer $N$, consider $x$ a point in $X$ and let $\mu_{N,x}$ denote the measure given by

$$\int f \, d\mu_{N,x} = \frac{1}{N} \sum_{j=0}^{N-1} f(s^j x),$$

for $f \in C(X)$. Let $V^S(x)$ denote the set of accumulation points of $\mu_{N,x}$ in the weak topology for measures. It is easy to see that $V^S(x)$ is a non-empty closed and connected subset of $M(S)$ ($M(S)$ space of all measures). It can be said that $V^S(x)$ reduces to a point if and only if $x$ is a quasi-regular point (see [11]).

**Lemma 5.4.** Let $y \in X$ satisfy $\lim_{j \to \infty} d(s^j x, s^j y) = 0$ for some metric $d$ on $X$. Then $V^S(x) = V^S(y)$.

**Proof:** (see [11]).

**Lemma 5.5.**

Let $A$ be an I-hyperbolic toral automorphism of $T^n$ and assume $y$ is a point in $\mathbb{C}^n$ such that $\pi R(y) \in W^S_A$, then for every point $x \in \mathbb{C}^n$ if $w = ty + x$, $t \in \mathbb{C}$, then $V^A(\pi R(w)) = V^A(\pi R(x))$.

**Proof:** Let $c_1, c_2, \ldots, c_k$ be the contracting eigenvectors of $A$ with corresponding eigenvalues $\lambda_1, \lambda_2, \ldots, \lambda_k$. Since $\pi R(y) \in W^S_A$, we have $y = r_1 c_1 + r_2 c_2 + \ldots + r_k c_k$ where $r_i \in \mathbb{C}$ and $1 \leq i \leq k$. 
Hence
\[ d(A^n πR(w), A^n πR(x)) ≤ b_1 |λ_1|^n + b_2 |λ_2|^n + \cdots + b_k |λ_k|^n \]
where \( b_1, b_2, \ldots, b_k \) are elements depending on the choice of \( c_1, c_2, \ldots, c_k \) and the metric \( d \) on \( \mathbb{C}^n \). \( |λ_i| < 1 \) for all \( i = 1, 2, \ldots, k \) implies that \( \lim_{n \to \infty} d(A^n πR(w), A^n πR(x)) = 0 \). Using lemma 5.4 we have
\[ V^A(πR(w)) = V^A(πR(x)). \]

From the above lemma it follows that if \( x \) is a normal point with respect to an I-hyperbolic toral automorphism \( A: T^n + T^n \) and \( y \in \mathbb{W}^s_A \), then \( πR(ty + x) \) is a normal point of \( A \) where \( \bar{x}, \bar{y} \in \mathbb{C}^n \) of the fibres \( (πR)^{-1}(x), (πR)^{-1}(y) \) respectively. From now on we use \( \bar{x} \) as a standard notation for a point in the fibre of \( x \).

5.5. Uniform Distribution Modulo 1.

For a real number \( x \), let \([x]\) denote the integral part of \( x \). (i.e., the greatest integer \( ≤ x \)). Let \( \{x\} = x - [x] \) be the fractional part of \( x \), or the residue of \( x \) modulo 1.

Let \( w = (x_n), n = 1, 2, 3, \ldots \) be a given sequence of real numbers. For a positive integer \( N \) and a subset \( E \) of \( I = [0,1] \), Let \( A(E; N; w) \) be defined as a number of terms \( x_n, 1 ≤ n ≤ N \), for which \( \{x_n\} \in E \).
Definition.

The sequence \( w = (x_n), n = 1,2, \ldots \) of real numbers is said to be uniformly distributed modulo 1 (u. d. mod. 1) if for every pair \( a, b \) of real numbers with \( 0 \leq a < b \leq 1 \) we have

\[
\lim_{N \to \infty} \frac{(A[a,b]; N; w)}{N} = b-a.
\]

The notion of uniform distribution is due to H. Weyl [15]. Also see [7]. Koksma [6] has shown an important theorem called "Koksma's General Metric Theorem".

Theorem.

Let \((U_n(x)), n = 1,2, \ldots \) be a sequence of real numbers defined for every \( x \) in an interval \([a,b]\) and for every \( n \geq 1 \), let \( U_n(x) \) be continuously differentiable on \([a,b]\) and suppose that for any two positive integers \( m, n \) (\( m \neq n \)), the function \( U'_m(x) - U'_n(x) \) is monotone with respect to \( x \) and that

\[
|U'_m(x) - U'_n(x)| \geq K > 0,
\]

where \( K \) does not depend on \( x, m, \) and \( n \). Then the sequence \((U_n(x)), n = 1,2, \ldots \) is u. d. mod 1 for almost all \( x \) in \([a,b]\).

Proof: Koksma [6].

Corollary

If \((\lambda_n), n = 1,2, \ldots \) is a sequence of real numbers with

\[
|\lambda_m - \lambda_n| \geq \delta > 0 \text{ for } m \neq n \text{ and } \delta \text{ a positive constant},
\]

then the
sequence \((\lambda_n x)\) is u.d. mod 1 for almost all real numbers \(x\).

Uniform distribution modulo 1 in \(\mathbb{R}^S\) (i.e., the multi-dimensional case) was first considered by Weyl [15], [7].

Let \(a = (a_1, a_2, \ldots, a_s)\) and \(b = (b_1, b_2, \ldots, b_s)\) be two vectors of \(\mathbb{R}^S\). If \(a_j < b_j\) (or \(a_j \leq b_j\)) for \(j = 1, 2, \ldots, s\), the set of points \(X \in \mathbb{R}^S\) such that \(a_j \leq X_j < b_j\) will be denoted by \([a, b)\). The \(s\)-dimensional unit cube \(I^S\) is the interval \([\emptyset, \Pi]\), where \(\emptyset = (0, 0, \ldots, 0)\) and \(\Pi = (1, 1, \ldots, 1)\). The integral part of \(X = (x_1, x_2, \ldots, x_s)\) is \([X] = ([x_1], [x_2], \ldots, [x_s])\) and the fractional part of \(X\) is \(\{X\} = (\{x_1\}, \{x_2\}, \ldots, \{x_s\})\). Let \((X_n), n = 1, 2, \ldots,\) be a sequence of vectors in \(\mathbb{R}^S\). For a subset \(E\) of \(I^S\), \(A(E; N)\) denote the number of points \((X_n), 1 \leq n \leq N\) that lie in \(E\). Then the sequence \((X_n), n = 1, 2, \ldots,\) is said to be u.d. mod 1 in \(\mathbb{R}^S\) if

\[
\lim_{N \to \infty} \frac{A([a, b); N)}{N} = \prod_{j=1}^{s} (b_j - a_j)
\]

for all intervals \([a, b) \subseteq I^S\).

In the case when \((X_n = a_n + i\beta_n), n = 1, 2, \ldots\) is a sequence of complex numbers, we say \((X_n), n = 1, 2, \ldots\) is u.d. mod 1 if \((a_n, \beta_n), n = 1, 2, \ldots\) is u.d. mod 1 in \(\mathbb{R}^2\).

**Lemma 5.6.**

Let \(K\) be a positive constant and let \((X_n), n = 1, 2, \ldots,\) be a sequence of complex numbers with \(\|X_m - X_n\| \geq K\) for \(m \neq n\). Then the sequence \((tX_n), n = 1, 2, \ldots,\) is u.d. mod 1 for almost all complex number \(t\).
Proof: The proof of this lemma depends on the following two results:

(a) (Cf. [7] theorem 6.3) A sequence \((X_n), n = 1, 2, \ldots\), is u.d. mod 1 in \(R^S\) if and only if for every lattice point \(h \in \mathbb{Z}^n, h \neq \emptyset\), the sequence of real numbers \((<h, X_n>), n = 1, 2, \ldots\), is u.d. mod 1, where \(<,>\) is the inner product.

(b) (see [2]) If \((\alpha_n + \beta_n), n = 1, 2, \ldots\), is a sequence of real numbers with \((\alpha_m - \alpha_n)^2 + (\beta_m - \beta_n)^2 \geq K > 0\) where \(K\) is a positive constant, then \(r\alpha_n + s\beta_n\) is u.d. mod 1 for almost all real numbers \(r\) and \(s\).

Now to prove the lemma, let \(X_n = \alpha_n + i\beta_n\) and \(t = r + is\).

\[ tX_n = r\alpha_n - s\beta_n + i(r\beta_n + s\alpha_n). \]

Let \(h = (M, N) \in \mathbb{Z}^2, h \neq \emptyset\) so we have

\[ M(r\alpha_n - s\beta_n) + N(r\beta_n + s\alpha_n) = r(M\alpha_n + N\beta_n) + s(-M\beta_n + N\alpha_n). \]

To show such a sequence is u.d. mod 1 for almost all real numbers \(r\) and \(s\) take

\[
\begin{align*}
(M\alpha_m + N\beta_m - M\alpha_n - N\beta_n)^2 & + (-M\beta_m + N\alpha_m + M\beta_n - N\alpha_n)^2 \\
= M^2(\alpha_m - \alpha_n)^2 + M^2(\beta_m - \beta_n)^2 & + N^2(\beta_m - \beta_n)^2 + N^2(\alpha_m - \alpha_n)^2 \\
= (M^2 + N^2)(\alpha_m - \alpha_n)^2 & + (M^2 + N^2)(\beta_m - \beta_n)^2 \\
= (M^2 + N^2)((\alpha_m - \alpha_n)^2 + (\beta_m - \beta_n)^2) & \geq K > 0.
\end{align*}
\]
Hence \((tX_n), n = 1, 2, \ldots\) is u.d. mod 1 for almost all complex number \(t\). 

**Corollary.**

If \(\lambda\) is a complex number and \(||\lambda|| > 1\), then \((t\lambda^n), n = 1, 2, \ldots\), is u.d. mod 1 for almost all complex numbers \(t\).

If \(\lambda\) is a real number and \(|\lambda| > 1\), then it is clear that \((t\lambda^n), n = 1, 2, \ldots\), is also u.d. mod 1 for almost all real numbers \(t\). (Using corollary of Koksma's General Metric Theorem).

**5.6. Normal Points**

From lemma 5.5 we know that if \(c\) is a contracting eigenvector of a hyperbolic toral automorphism \(A\) of \(T^n\), then \(\pi R(tc)\) cannot be a normal point with respect to \(A\) for every \(t \in \mathbb{C}\), in fact \(V^A(\pi R(tc)) = V^A(O)\). (i.e., \(\pi R(tc)\)) is a generic point for the atomic measure \(\mu_0\), \(\mu_0(\gamma) = 1\) for every character \(\gamma\) on \(T^n\).

**Lemma 5.7.**

Let \(A\) be any hyperbolic toral automorphism of \(T^n\) and assume \(c\) is an expanding eigenvector of \(A\). Then \(\pi R(tc) \in N(A)\) for almost every complex number \(t\). Where \(N(A)\) is the set of normal points with respect to \(A\). (i.e., generic points to the Haar measure.)
Proof: The proof of this lemma depends on two facts given by the Weyl Criterion [15].

(a) A sequence \((X_n), n = 0,1,2,\ldots\), of real numbers is u.d. mod 1 in \(R\) if and only if

\[
\lim_{N \to \infty} \frac{1}{N} \sum_{n=0}^{N-1} e^{2\pi i k x_n} = 0
\]

for every non zero integer \(k\).

(b) If \((X_n), n = 1,2,\ldots\), is u.d. mod 1 in \(R^S\), then all \(s\)-coordinate sequences are u.d. mod 1 in \(R\).

Now to prove the lemma, let \(\lambda\) be the corresponding eigenvalue of \(c\). Since \(||\lambda|| > 1\). Using the corollary of lemma 5.6, we know \((t\lambda^j), j = 0,1,2,\ldots\), is u.d. mod 1 for almost all complex numbers \(t\). Using \(a,b\) above,

\[
\lim_{N \to \infty} \frac{1}{N} \sum_{j=0}^{N-1} e^{2\pi i R(t\lambda^j)} = 0
\]

where \(R(t\lambda^j)\) is the real part of \(t\lambda^j\). Now let \(A\) be a set of all non-zero lattice points \(h \in \mathbb{Z}^n\) of integers and for every such lattice point \(h \neq 0\) define \(A_h\) to be a set of complex numbers \(t\) such that each of which satisfies the property

\[
\lim_{N \to \infty} \frac{1}{N} \sum_{j=0}^{N-1} e^{2\pi i R(t\lambda^j<h,c>)} = 0
\]

where \(t\lambda^j<h,c>\) means the inner product and \(R(t\lambda^j<h,c>)\) the real part of \(t\lambda^j<h,c>\). \(A\) is a countable set, so the union of all complements of \(A_h, h \in A\) has zero measure. Let \(A\) be the intersection of all \(A_h, h \in A\). Then \(A\) has zero measure and
for every $t \in A$ and for every $h \in A, h \neq 0$. Let $\gamma \neq 1$ be any character of $T^n$ (see [13]). It is easy to check that the following diagram

\[ \begin{array}{ccc}
C^n & \xrightarrow{\bar{\gamma}} & C \\
\pi R \downarrow & & \downarrow \pi R \\
T^n & \xrightarrow{\gamma} & T
\end{array} \]

commutes, where $\bar{\gamma}(x) = \langle h, x \rangle$. $h \in A, h \neq 0$ and $h$ depends on the choice of $\gamma$. Therefore we have

\[
\lim_{N \to \infty} \frac{1}{N} \sum_{j=0}^{N-1} \gamma \pi R(\bar{A}^j(tc)) = \lim_{N \to \infty} \frac{1}{N} \sum_{j=0}^{N-1} \gamma \pi R(\bar{A}^j(tc))
\]

\[
= \lim_{N \to \infty} \frac{1}{N} \sum_{j=0}^{N-1} \gamma \pi R(t\lambda^j c) = \lim_{N \to \infty} \frac{1}{N} \sum_{j=0}^{N-1} \pi R(t\lambda^j \bar{\gamma}(c))
\]

\[
= \lim_{N \to \infty} \frac{1}{N} \sum_{j=0}^{N-1} e^{2\pi i R(t\lambda^j \langle h, c \rangle)} = 0
\]

for all $t \in A$, since $T^n$ is a compact abelian group with a Haar measure $m$ and $m(A) = 1$. It follows that $\pi R(tc)$ is a normal point with respect to $A$ for almost all complex numbers $t$. \[ \square \]

From the above lemma is clear that if $c$ is an expanding eigenvector of an $I$-hyperbolic toral automorphism, then the subgroup $G = \pi R(tc; t \in \mathbb{C})$ of $T^n$ has almost all its elements as normal points with respect to $A$. 
Corollary.

If A and B are I-hyperbolic toral automorphisms of $T^n$ with $AB = BA$ and $W^s_A \neq W^s_B$, then $N(A) \neq N(B)$, where $W^s_A$, $W^s_B$ are the stable manifolds of A and B at zero.

Proof: Since $AB = BA$, all the eigenvectors of $\bar{A}$ are also eigenvectors of $\bar{B}$ and vice versa. But $W^s_A \neq W^s_B$, there is a contracting eigenvector $c$ with respect to $A$ which is expanding with respect to $B$. Using the above lemma there is a complex number $t$ such that $\pi R(tc) \in N(B)$, but $c$ is contracting with respect to $A$.

This means for every complex number $t$ we have $V^A(\pi R(tc)) = V^A(0)$, implying $N(A) \neq N(B)$. □

Lemma 5.8.

Let $A, B$ be codimension 1 hyperbolic toral automorphisms of $T^n$ and assume $AB \neq BA$. Then $W^s_A \neq W^s_B$.

Proof: Assume $W^s_A = W^s_B$ and assume both $W^s_A$, $W^s_B$ have dimension one ($\dim W^s_A = \dim W^s_B = 1$), we therefore have a common eigenvector $c$ of $A$ and $B$. Lemma 5.2 implies that $AB = BA$. Now, for the case $\dim W^s_A = \dim W^s_B = n-1$, the plane $P \subseteq \mathbb{C}^n$ of dimension $(n-1)$ such that $\pi R(P) = W^s_A$ is invariant under $\bar{A}$ and $\bar{B}$. Hence one can choose an orthogonal vector $v \in \mathbb{C}^n$ to $P$. (i.e., $\langle v, x \rangle = 0$ for every $x \in P$, where $\langle, \rangle$ is the inner product) so we have
\[ <v, \bar{A}(x)> = 0 \] for all \( x \in P \) and also \[ <v, \bar{B}(x)> = 0 \] for all \( x \in P \). Now let \( \bar{A}_t \) and \( \bar{B}_t \) be the transpose of \( \bar{A} \) and \( \bar{B} \) respectively, therefore

\[ <\bar{A}_t(v), x> = <\bar{B}_t(v), x> = 0 \]

for every \( x \in P \). Since \( \dim P = n-1 \), we have \( v \) is an eigenvector of \( \bar{A}_t \) and \( \bar{B}_t \). Therefore \( A_t B_t = B_t A_t \) implies that \( (BA)_t = (AB)_t \) and so we have \( AB = BA \) and this contradicts the hypothesis that \( AB \neq BA \).

**Theorem 1.**

Let \( A, B \) be two \( I \)-hyperbolic toral automorphisms of \( T^n \). Then \( N(A) = N(B) \) implies \( W_A^S = W_B^S \).

**Proof:** Assume \( W_A^S \neq W_B^S \), we have two possible cases. Firstly when \( A, B \) commute, by the corollary of lemma 5.7. we have \( N(A) \neq N(B) \) which contradicts the hypothesis. Secondly, let \( w \) be a vector in \( C^n \) such that \( \pi R(w) \in W_B^S \) and \( \pi R(w) \notin W_A^S \) and let \( c_1, c_2, \ldots, c_k \) be the contracting eigenvectors with respect to \( A \) and \( P \) be the subspace of \( C^n \) generated by the set \( \{c_1, c_2, \ldots, c_k, w, A(w), A^2(w), \ldots\} \). Then \( P \) is invariant under \( A \) and of dimension greater than \( k \). Thus there exists an expanding eigenvector of \( A \) such that \( c \in P \) and \( c \neq c_j, j = 1, 2, \ldots, k \). \( c \) can be written as a linear combination in the following way
where \( r_i, t_j \in \mathbb{C} \), \( 1 \leq i \leq k, 1 \leq j \leq m \). Using lemma 5.7, there exists a complex number such that \( \pi R(tc) \in N(A) \). Now if we assume \( N(A) = N(B) \) implies \( \pi R(tt_1 w + tt_2 A(w) + ... + tt_mA^{m-1}(w)) \in N(A) \) because \( c_1, c_2, ..., c_k \) are the contracting eigenvectors of \( A \). But \( N(A) = N(B) \) and \( w \) is a contracting eigenvector of \( B \), so

\[
\pi R(tt_2 A(w) + ... + tt_mA^{m-1}(w)) \in N(B) = N(A).
\]

From now on and without loss of generality we will write the above as follows:

\[
tt_2 A(w) + tt_3 A^2(w) + ... + tt_mA^{m-1}(w) \in N(B) = N(A),
\]

so

\[
A^{-1}(tt_2 A(w) + tt_3 A^2(w) + ... + tt_mA^{m-1}(w)) \in N(A) = N(B)
\]

\( w \) is a contracting eigenvector of \( B \), so

\[
tt_3 A(w) + ... + tt_mA^{m-2}(w) \in N(A) = N(B).
\]

If we continue in the same manner, we will have \( tt_m w \in N(B) \) and this is a contradiction because \( w \in W_B^S \).

**Corollary.**

If \( A \) and \( B \) are codimension 1 hyperbolic toral automorphisms of \( T^n \), then \( N(A) = N(B) \) implies that \( W_A^S = W_B^S, W_A^u = W_B^u \), and \( AB = BA \).

**Proof:** Obvious from the above theorem and lemma 5.8.
Theorem 2.

For any two \(I\)-hyperbolic toral automorphisms \(A, B\) of \(T^n\) the following holds,

(a) \(AB = BA\) implies \(AN(B) = N(B)\) (normal points of \(B\) is invariant under \(A\)).

(b) \(AN(B) = N(B)\) implies \(AWS_B = WS_B\) (the stable manifold of \(B\) at zero is invariant under \(A\)).

Proof: Let \(x \in N(B)\) and \(\gamma \neq 1\) be any character. Then

\[
\frac{1}{N} \sum_{j=0}^{N-1} \gamma B^j A(x) = \frac{1}{N} \sum_{j=0}^{N-1} \gamma AB^j(x) \to 0 \text{ as } N \to \infty,
\]

therefore \(A(x) \in N(B)\). To prove (b) assume \(AW_B \neq WS_B\) and assume \(c_1, c_2, \ldots, c_k\) are the contracting eigenvectors of \(B\). It is clear that there exists \(j, 1 \leq j \leq k\) such that \(A(c_j) \notin WS_B\). Let \(H\) be the subgroup of \(T^n\) generated by the set \(\{c_1, c_2, \ldots, c_k, A(c_j), BA(c_j), B^2A(c_j), \ldots\}\), hence \(\dim H > K\) and \(H\) is invariant under \(B\). So there exists an expanding eigenvector \(c\) of \(B\) such that

\[
c = t_1c_1 + t_2c_2 + \ldots + t_kc_k + r_1A(c_j) + r_2BA(c_j) + \ldots + r_mB^{m-2}A(c_j).
\]

Using lemma 5.7, there is a complex number \(t\) such that \(tc \in N(B)\), but \(c_1, c_2, \ldots, c_k\) are the contracting eigenvectors, therefore
But $A^{-1}N(B) = N(B)$, consequently

$$
\text{tr}_1 c_j + \text{tr}_2 A^{-1}BA(c_j) + \ldots + \text{tr}_m A^{-1}B^{m-2}A(c_j) \in N(B)
$$

c_j \in W^s_B \implies \text{tr}_2 A^{-1}BA(c_j) + \ldots + \text{tr}_m A^{-1}B^{m-2}A(c_j) \in N(B)

Again $AN(B) = N(B)$, so

$$
\text{tr}_2BA(c_j) + \ldots + \text{tr}_m B^{m-2}A(c_j) \in N(B)
$$

and hence

$$
\text{tr}_2 c_j + \ldots + \text{tr}_m A^{-1}B^{m-3}(c_j) \in N(B).
$$

c_j \in W^s_B \implies \text{tr}_3 A^{-1}(c_j) + \ldots + \text{tr}_m A^{-1}B^{m-3}A(c_j) \in N(B).

Now if we repeat this in the same manner as above we will have

$\text{tr}_m c_j \in N(B)$ and this is a contradiction. Hence

$$
AW^s_B = W^s_B. \quad \square
$$

Corollary.

If $A,B$ are two codimension 1 toral hyperbolic automorphisms of $T^n$, then the following are equivalent:

(a) $A$ and $B$ commute.

(b) The set of normal points with respect to $B$ is invariant under $A$. 

(c) The set of normal points with respect to A is invariant under B.

(d) The stable manifold at zero with respect to B is invariant under A (i.e., $A W^s_B = W^s_B$)

(e) The unstable manifold at zero with respect to B is invariant under A. (i.e., $A W^u_B = W^u_B$).

**Proof:** If $AB = BA$ using the theorem above we have $AN(B) = N(B)$. Conversely, assume $AN(B) = N(B)$. From (b) of the above theorem implies $AW^s_B = W^s_B$. In the case of codimension 1 if $\dim W^s_B = 1$ and c is the only eigenvector of $W^s_B$ implies that c is an eigenvector for A. So it follows that $AB = BA$. Now for the other case (i.e., $\dim W^s_B = n-1$), we have $W^s_B$ is (n-1)-plane in $\mathbb{C}^n$ which is invariant under A and B. Using a similar idea as lemma 5.8 we will have $AB = BA$, this proves a $\iff$ b, the rest follows easily.

5.7. Applications

Let $f: M \to M$ be a codimension 1 Anosov diffeomorphism on a compact connected $C^\infty$ manifold without boundary.

**Theorem** (Cf. [5] Franks)

Every codimension 1 Anosov diffeomorphism $f: M \to M$ with $NW(f) = M$ is topologically conjugate to a hyperbolic toral automorphism, $NW(f)$ denotes the set of non-wandering points of f
which defined by \( NW(f) = \{ x \in M : \text{for any neighbourhood U of x there is a positive integer n such that } f^n \cap U \neq \emptyset \} \).

**Theorem.** (Cf [8], Newhouse, theorem 1.2)

Let \( f : M \to M \) be any codimension 1 Anosov diffeomorphism. Then \( NW(f) = M \).

From these two above theorems every Anosov diffeomorphism of codimension 1 is conjugate to a hyperbolic toral automorphism \( A \). (i.e., there is a homeomorphism \( \phi : M \to T^n \) such that the following diagram

\[
\begin{array}{ccc}
M & \xrightarrow{f} & M \\
\downarrow{\phi} & & \downarrow{\phi} \\
T^n & \xrightarrow{A} & T^n \\
\end{array}
\]

is commutative.)

Now we can show that the notion of normal point with respect to a codimension 1 Anosov diffeomorphism of \( M \) can be given as follows.

**Definition.**

A point \( x \in M \) is said to be normal point with respect to \( f \) if \( \phi(x) \) is a normal point with respect to \( A \). (see the above diagram.)

In order to show this definition is independent of the choice of \( \phi \), \( T^n \) we need the following:
Theorem. (Cf. [14] P. Walters, corollary 2 of theorem 2)

Let $A, B$ be two automorphisms of $T^n$. There exists a non-affine homeomorphism $g$ of $T^n$ such that $gA = Bg$ if and only if the automorphisms $A$, $B$ are not ergodic.

Assume we have another automorphism $B: T^m \rightarrow T^m$ which also makes the diagram

\[
\begin{array}{ccc}
M & \xrightarrow{f} & M \\
\downarrow \psi & & \downarrow \psi \\
T^m & \xrightarrow{B} & T^m \\
\end{array}
\]

commute. Now assume $\phi(x) \in N(A)$. Using the above theorem we have $\psi^{-1}$ is an affine transformation (i.e., $\psi^{-1} = b.C$) because $A$ and $B$ are ergodic automorphism. Since $B\psi^{-1} = \psi^{-1}A$, therefore $B^j\psi = \psi^{-1}A^j\phi$. Now for a character $\gamma$, take

\[
\frac{1}{N} \sum_{j=0}^{N-1} \gamma B^j \psi(x) = \frac{1}{N} \sum_{j=0}^{N-1} \gamma (\psi^{-1}) A^j \phi(x)
\]

\[
= \frac{1}{N} \sum_{j=0}^{N-1} \gamma (b.C) A^j \phi(x) = \frac{\chi(b)}{N} \sum_{j=0}^{N-1} \gamma C A^j \phi(x) \rightarrow 0 \text{ as } N \rightarrow \infty.
\]

This means $\psi(x) \in N(B)$. So the above definition is well defined. (i.e., independent - of the choice of $\phi$, $T^n$).

This definition induces a measure on $M$ with maximal entropy.

In order to show more application we need the following:
Lemma. (Cf. [10]) Let $A$ be an I-hyperbolic toral automorphism of $T^n$ and $V$ a non-empty closed connected subset of $M(A)$. Then there exists $x \in T^n$ such that $V^A(x) = V$.

Proof: Any I-hyperbolic automorphism is an Anosov diffeomorphism and has therefore the specification property. So the lemma follows from theorem 4 in [10].

Theorem 3.

If $A$ is any I-hyperbolic toral automorphism of $T^n$ and $V_1, V_2$ are two non-empty closed and connected subsets of $M(A)$, then there exists a point $x \in T^n$ such that $V^A(x) = V_1$ and $V^{A^{-1}}(x) = V_2$.

Proof: Let $c_1, c_2, \ldots, c_k$ be the contracting eigenvectors of $A$ and $c_{k+1}, c_{k+2}, \ldots, c_n$ be the expanding eigenvectors of $A$. Using the above lemma there exists a point $a \in T^n$ and a point $b \in T^n$ such that $V^A(a) = V_1$ and $V^{A^{-1}}(b) = V_2$. Since $c_1, c_2, \ldots, c_n$ are linearly independent vectors, so the following two planes

$$P_1: t_1 c_1 + t_2 c_2 + \ldots + t_k c_k + \bar{a}$$
$$P_2: r_{k+1} c_{k+1} + r_{k+2} c_{k+2} + \ldots + r_{n} c_n + \bar{b}$$

(where $\pi R(\bar{a}) = a$ and $\pi R(\bar{b}) = b$) should intersect at least in one point say $\bar{x}$. There exist $s_1, s_2, \ldots, s_n$ are complex numbers such that $\bar{x} = s_1 c_1 + s_2 c_2 + \ldots + s_k c_k + \bar{a}$ and $\bar{x} = s_{k+1} c_{k+1} + s_{k+2} c_{k+2} + \ldots + s_n c_n + \bar{b}$. Since $c_1, c_2, \ldots, c_k$ are the contracting eigenvectors of $A$ and let $x = \pi R(\bar{x})$. Lemma 5.5 implies $V^A(x) = V^A(\pi R(a)) = V_1$. 
Since $c_{k+1}, c_{k+2}, \ldots, c_n$ are contracting eigenvectors of $A^{-1}$, then similarly $VA^{-1}(x) = V^{A^{-1}}(\pi R(a)) = V_2$. ∎

Corollary.

If $A$ is $I$-hyperbolic toral automorphism of $T^n$, then there are uncountably many $x \in T^2$ which are normal with respect to $A$, but not with respect to $A^{-1}$.

Proof: One easily sees that $M(A^{-1})$ is an infinite dimensional convex body. There exists uncountably many closed connected subset of $M(A^{-1})$ with more than one element. And the rest follows from the above theorem. ∎

Definition.

Two endomorphisms $A$, $B$ of a group $G$ are said to be rationally dependent if there exist positive (negative) integers $k$, $\ell$ such that $A^k = B^\ell$. (see [3])

Theorem. (Cf. [3], Cigler)

If two ergodic endomorphisms $A$, $B$ are rationally dependent, then every $x \in G$ which is normal with respect to $A$ is also normal with respect to $B$. (i.e., $N(A) = N(B)$).

In [11] lemma 4. Sigmund stated that "if two ergodic automorphisms $A, B$ of $T^2$ have a common eigenvector, they are rationally dependent".
Now as we have shown in the corollary of theorem 3 we can have \( N(A) \neq N(B) \) while \( A, B \) have a common eigenvector (ex. \( A = B^{-1} \)), so lemma 4 in [11] should be stated in this way. If two ergodic automorphism \( A, B \) of \( T^2 \) have a common contracting eigenvector (common expanding eigenvector), they are rationally dependent.

Or one can state the following:

**Proposition 5.1.**

If two ergodic toral automorphism \( A, B \) of \( T^2 \) commute and \( W^S_A = W^S_B (W^u_A = W^u_B) \), then they are rationally dependent.

**Proof:** Is similar to lemma 4 in [11]. Using the additional condition that \( W^S_A = W^S_B (W^u_A = W^u_B) \), one can easily show that the two integers \( k, l \neq 0 \) in which \( A^{2k} = B^{2l} \) are either both positive or both negative. \( \square \)

5.8. References.


