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Path-integral (PI) molecular simulations can be used to calculate exact quantum statistical mechanical properties for complex systems containing many interacting atoms and molecules. The limiting computational factor in a PI simulation is typically the evaluation of the potential energy surface (PES) and forces at each ring-polymer “bead”; for an \( n \)-bead ring-polymer, a PI simulation is typically \( n \) times greater than the corresponding classical simulation. To address the increased computational effort of PI simulations, several approaches have been developed recently, most notably based on the idea of ring-polymer contraction (RPC) which exploits either the separation of the PES into short-range and long-range contributions or the availability of a computationally-inexpensive PES which can be incorporated to effectively smooth the ring-polymer PES; neither approach is satisfactory in applications to systems described by \textit{ab initio} PESs. In this Article, we describe a new method, ring-polymer interpolation (RPI), which can be used to accelerate PI simulations without any prior assumptions about the PES. In simulations of liquid water under ambient conditions, where quantum effects are known to play a subtle role in influencing experimental observables such as diffusion coefficients and radial distribution functions, we find that RPI can accurately reproduce the results of fully-converged PI simulations, albeit with far fewer PES evaluations; this approach therefore opens up the possibility of large-scale PI simulations on \textit{ab initio} PESs at lower computational effort than current methods.

I. INTRODUCTION

Path-integral (PI) simulations enable the exact calculation of time-independent quantum properties in general molecular systems.\textsuperscript{1–17} In the path integral formulation of quantum statistical mechanics,\textsuperscript{3} each quantum particle in the system is mapped onto a classical \( n \)-bead harmonic ring-polymer; exploiting this isomorphism, sampling the classical configurational space of the ring-polymer by either Monte Carlo (PIMC) or molecular dynamics (PIMD) enables determination of static properties such as zero-point energy (ZPE) conservation and tunnelling are exactly accounted for (at least in the \( n \rightarrow \infty \) limit). PIMD simulations are particularly appealing due to the fact that many of the strategies developed to enable efficient sampling in classical MD simulations, including improved thermostats\textsuperscript{18} and multiple time-step methods,\textsuperscript{19,20} can be straightforwardly implemented within the PI framework. As a result, PIMD simulations have been employed to investigate systems ranging from structure in liquid and solid water phases\textsuperscript{13,16,17,21–27} to free energies in enzyme-catalyzed proton transfer.\textsuperscript{28–31} More recently, PIMD-based strategies have been proposed which enable calculation of approximate dynamic (time-dependent) properties; these approaches, including ring-polymer molecular dynamics (RPMD),\textsuperscript{16,25,26,29,32–41} centroid molecular dynamics (CMD),\textsuperscript{22,42–47} and semiclassical instanton theory,\textsuperscript{48,49} now provide a useful toolbox for interrogating the influence of quantum effects in complex condensed-phase dynamics.

Computationally, the most demanding aspect of PI simulations is the evaluation of the potential energy surface (PES) and resultant forces at each configuration around the \( n \)-bead ring-polymer; this usually results in a computational expense which is \( n \) times greater than the corresponding classical simulation. Although path integral simulations are formally exact in the \( n \rightarrow \infty \) limit, in practice convergence of calculated properties is typically achieved by choosing the number of ring-polymer “beads” such that \( \beta \hbar \omega_{\max}/n \ll 1 \), where \( \beta = 1/(k_B T) \) and \( \omega_{\max} \) is the characteristic highest physical frequency in the system. In liquid water at ambient temperature it is common to select \( n = 32 \), reflecting the fact that the high-frequency intramolecular O-H vibrations (\( \omega_{\max} \approx 3600 \text{ cm}^{-1} \)) have large ZPE relative to the available thermal energy (\( k_B T \approx 200 \text{ cm}^{-1} \) at \( T = 298 \text{ K} \)).\textsuperscript{16,41} If the PES describing the system is computationally-inexpensive (\textit{e.g.} a simple empirical force-field and/or a small system size), then the additional cost associated with path integral simulations is of little consequence, particularly if one can exploit the implicit parallelism of path integral methods. However, when PES evaluation is computationally-expensive (\textit{e.g.} using \textit{ab initio} methods such as density functional theory (DFT)), then the associated cost of path integral simulations relative to classical simulations can be prohibitive.

Several techniques have been developed to address the challenge associated with the computational expense of PI simulations. The ring-polymer contraction (RPC\textsuperscript{5,50}) scheme, outlined in more detail below, exploits the separation of the PES into components which have “high” and “low” associated frequencies; given that the number of ring-polymer beads required to converge quantum observables in path integral simulations depends strongly on the frequencies of the associated mo-
tions, as noted above, this separation allows one to employ different numbers of ring-polymer beads to evaluate the different contributions to the PES. When applied to simple empirical force-fields, such as the q-TIP4P/F model employed below, this RPC scheme enables one to use a “contracted” ring-polymer comprising a few (∼6) ring-polymer beads to evaluate the “slow” long-range PES components arising from Coulomb and Lennard-Jones dispersion forces, whereas the full complement of ring-polymer beads (∼32) must be used to assess the PES component corresponding to the high-frequency intramolecular motions. Importantly however, because the evaluation of the long-range components of typical empirical force-fields is the most time-consuming part of a molecular simulation, this RPC scheme allows an overall reduction in time required to evaluate forces in PIMD. The original RPC scheme was further refined with the introduction of electrostatic RPC, whereby the evaluation of the Coulombic contribution to the empirical PES was further accelerated by exploiting a range-separation of the ring-polymer forces; this electrostatic RPC scheme ultimately enables PIMD simulations which are only a factor of around three slower than the corresponding classical MD simulation. A clear demonstration of the utility of this methodology was in the determination of the quantum-mechanical melting point of q-TIP4P/F water in direct coexistence PIMD simulations; here, systems comprising 696 molecules were simulated using PIMD for time-periods of up to 10 ns.

Unfortunately, both the original RPC scheme and its electrostatic variant cannot be applied directly to more general PESs such as those arising in DFT or other ab initio calculations, the reason being that both schemes rely on the ability to decompose the PES into independent contributions which can be identified as either “high” or “low” frequency (or short-range and long-range); such a separation is not straightforward in ab initio-based PESs. As a result, Markland and Marsalek and, independently, Kühne and coworkers have proposed a RPC-like scheme which relies on the availability of a “reference” PES which is broadly similar to the PES under direct investigation but much less computationally-expensive to evaluate. Here, the reference PES is evaluated on the entire n-bead ring-polymer while the “full” PES of interest is evaluated on a contracted ring-polymer with a smaller number of beads n_c; the underlying assumption at play is that the reference PES faithfully captures the rapidly-varying part of the full PES, such that the slowly-varying remainder between the reference and full PES can be evaluated using a reduced number of beads. In the work of Markland and Marsalek, a density functional tight binding (DFTB) model was employed as the reference PES while DFT was employed as the full PES to model liquid water: using n = 32 ring-polymer beads to evaluate the reference DFTB PES, it was found that correct reproduction of the expected DFT PIMD properties, including radial distribution function (RDF) and average proton kinetic energy, required a contracted ring-polymer comprising around n_c = 6 beads to evaluate the full DFT PES, thereby representing a computational saving of roughly a factor of five relative to a full n = 32 DFT PIMD simulation. However, in favourable cases, this work also found that using n_c = 1 contracted ring-polymer beads for evaluation of the full DFT PES also gave reasonably good reproduction of quantum properties, suggesting that this reference PES RPC scheme enables quantum simulations at near-classical cost. A similar conclusion was reached by Kühne and coworkers, although in this case the reference PES was selected to be a simple fixed-charge empirical model, similar to q-TIP4P/F, which was force-matched to a DFTB PES in a preliminary step; this approach enables the reference PES calculations to simultaneously exploit the original and electrostatic RPC schemes.

While the two reference PES RPC schemes highlighted above are undoubtedly successful in reducing the computational cost relative to full PIMD simulation on ab initio PESs, their reliance on the availability of an inexpensive yet reasonably accurate reference model suggests that there is room for further improvement. In this Article, we describe a new method which circumvents the necessity of a reference PES completely, enabling direct PIMD simulations on generic PESs at a fraction of the computational expense relative to the full PIMD simulation. Our scheme, referred to as ring-polymer interpolation (RPI), employs Gaussian process regression (GPR) to evaluate the forces and potential energy on the n-bead ring-polymers using only a small number of direct PES evaluations at each time-step; in this paper, we show that our RPI scheme is trivial to implement and systematically converges towards the exact PIMD simulation results for test cases including liquid water under ambient conditions and liquid para-hydrogen at low temperatures. Overall, RPI provides a straightforward approach to performing accurate and efficient PIMD simulations on arbitrary PESs without a reference PES.

The remainder of this Article is organized as follows. First, we outline RPC schemes proposed to date and detail our new RPI approach. Then, we compare and contrast RPC methods and RPI in PIMD simulations of liquid para-hydrogen and liquid water. Finally, we conclude by highlighting several routes available to further improve our RPI scheme.

II. THEORY

In this Section, we briefly outline the PIMD simulation approach for calculating static (time-independent) quantum properties. To set the context for our new approach, we then outline the original RPC approach and the recent development of the reference PES RPC methodology. Finally, we describe our new RPI methodology for efficient PIMD simulations on arbitrary PESs without the need for a reference potential.
A. Path-integral molecular dynamics

In the PI approach to quantum statistical mechanics, each quantum particle is mapped onto a classical n-bead ring-polymer; the classical statistical mechanics of the ring-polymer corresponds exactly to the quantum statistical mechanics of the original system, enabling determination of time-dependent properties while exactly accounting for the role of quantum fluctuations.\textsuperscript{1,60,61}

Here, we assume we have a system comprising $N$ atoms described by a Hamiltonian which is a sum of kinetic and potential terms, $\hat{H} = \hat{T} + \hat{V}$; as is most common in PI simulations, exchange effects are neglected. The standard canonical PI approach begins with the quantum thermal partition function,

$$Z = \text{Tr} \left[ e^{-\beta \hat{H}} \right],$$

where $\beta = 1/(k_B T)$, $T$ is temperature, and $\hat{H}$ is the Hamiltonian operator for the system of interest. By evaluating the trace of Eq. 1 in a basis of position eigenstates and exploiting the well-known symmetric Trotter splitting,

$$e^{-\beta \hat{H}} = \lim_{n \to \infty} e^{-\beta \hat{V}/2} e^{-\beta \hat{T}} e^{-\beta \hat{V}/2}$$

where $\beta_n = \beta/n$, it is straightforward to show that the quantum partition function can be written as,

$$Z = \lim_{n \to \infty} \frac{1}{(2\pi \hbar)^{n}} \int d^d \mathbf{r} d^d \mathbf{p} e^{-\beta_n \hat{H}_n(\mathbf{r}, \mathbf{p})}.$$  \hspace{1cm} (3)

Here, $\mathbf{r}$ and $\mathbf{p}$ are, respectively, the positions and momenta of a set of $N \times n$ particles, $f = 3Nn$, and the ring-polymer Hamiltonian $\hat{H}_n(\mathbf{r}, \mathbf{p})$ is given by

$$\hat{H}_n(\mathbf{r}, \mathbf{p}) = \hat{H}_0(\mathbf{r}, \mathbf{p}) + \sum_{i=1}^{n} \hat{V}(\mathbf{r}^{(i)}),$$  \hspace{1cm} (4)

and the free ring-polymer Hamiltonian is

$$\hat{H}_0(\mathbf{r}, \mathbf{p}) = \sum_{i=1}^{n} \sum_{j=1}^{N} \left[ \frac{p_j^{(i)} \cdot p_j^{(i)}}{2m_j} + \frac{1}{2} m_j \omega_n^2 (\mathbf{r}_j^{(i)} - \mathbf{r}_j^{(i-1)})^2 \right].$$  \hspace{1cm} (5)

In Eqs. 4 and 5, $m_j$ is the mass of particle $j$, $\omega_n = 1/(\beta_n \hbar)$ and $\hat{V}(\mathbf{r}^{(i)})$ is the PES of the system evaluated on bead $i$. For clarity, note that $\mathbf{r}_j^{(i)}$ is the position of particle $j$ in the $i$th ring-polymer bead.

The ring-polymer Hamiltonian of Eq. 4 defines a system in which each quantum particle has been replaced by a classical $P$-bead ring-polymer; by sampling the extended phase-space of the classical system, quantum statistical properties may be evaluated according to,

$$\langle A \rangle = \text{Tr} \left[ e^{-\beta \hat{H}} \hat{A} \right] = \lim_{n \to \infty} \frac{1}{(2\pi \hbar)^{3n}} \int d^d \mathbf{r} d^d \mathbf{p} e^{-\beta_n \hat{H}_n(\mathbf{r}, \mathbf{p})} A_n(\mathbf{r}),$$  \hspace{1cm} (6)

where the ring-polymer average of the operator $\hat{A}$ is

$$A_n(\mathbf{r}) = \frac{1}{n} \sum_{i=1}^{n} A(\mathbf{r}^{(i)}).$$  \hspace{1cm} (7)

The Hamiltonian of Eq. 4 can be used to generate equations-of-motion for the ring-polymer positions and momenta, such that quantum thermal averages can be calculated using Eq. 6; this is the basis of the PIMD approach to calculating quantum properties in complex systems. In passing, we note that PIMD is only applicable in the calculation of static (time-independent) properties; however, the last two decades has witnessed the development of PI-based methods, including ring-polymer molecular dynamics (RPMD),\textsuperscript{24,26,32–37,39,41,42,48,62} centroid molecular dynamics (CMD),\textsuperscript{43–47} and, most recently, Matsubara dynamics\textsuperscript{42,63} which can be used to approximate quantum-mechanical time-dependent properties such as time-correlation functions. Both the RPC methodologies and our new RPI approach are, in general, equally applicable to these dynamic simulation methods, although we focus here on PIMD simulations for clarity of presentation.

B. Ring-polymer contraction

At this point it is worth emphasising the additional computational cost of PIMD relative to standard classical MD simulations. As shown above, PIMD requires $n$ evaluations of the PES at each time-step in order to determine the forces acting on each of the $n$ ring-polymer beads representing the quantum particles; in the usual case when evaluation of the PES and forces is the most time-consuming part of the simulation, this suggests that PIMD simulations are around a factor of $n$ times more computationally-expensive than classical MD. While parallel computing offers one route to minimizing the impact of this additional expense, an alternative is to seek new algorithms which exploit the underlying physical features of the problem to reduce the number of force evaluations at each time-step; RPC is one route to addressing this goal.

The underlying assumption of the RPC scheme is that the PES can be split into identifiable parts associated with "low" and "high" frequency motion:

$$\hat{V}(\mathbf{r}) = \hat{V}_l(\mathbf{r}) + \hat{V}_h(\mathbf{r}).$$  \hspace{1cm} (8)

As a result, the PES sampled by the ring-polymer in
PIMD can be written as
\[
\sum_{i=1}^{n} V(r^{(i)}) = \sum_{i=1}^{n} V_l(r^{(i)}) + \sum_{i=1}^{n} V_h(r^{(i)}). \tag{9}
\]

As a concrete example, \(V_l(r)\) might correspond to the intermolecular component of a typical empirical force-field, comprising Lennard-Jones and point-charge Coulomb interactions, whereas \(V_h(r)\) might represent the intramolecular PES, perhaps comprising bond-stretching and bond-angle bending contributions; this decomposition has been exploited in simulations of the SPC/F and q-TIP4P/F water models.\(^3,16\)

The characteristic vibrational frequency, \(\omega\), in a given system provides a rule-of-thumb in determining the required number of ring-polymer beads required to obtain converged quantum statistical-mechanical properties; typically, \(n\) is chosen such that \(\beta h \omega_{\text{max}} / n \ll 1\). This immediately suggests that the low-frequency contribution to the PES (\(V_l(r)\)) requires fewer ring-polymer beads for converged evaluation than the high-frequency contribution (\(V_h(r)\)). RPC exploits this fact by evaluating \(V_l(r)\) on a “contracted” ring-polymer containing \(n' < n\) beads, rather than the full \(n\)-bead ring-polymer. To achieve this the ring-polymer is first transformed into a representation comprising the normal modes of the free ring-polymer Hamiltonian of Eq. 5. Subsequently, the \(n - n'\) highest-frequency normal modes are removed and the inverse Fourier transformation back to real-space is performed, resulting in a \(n'\)-bead ring-polymer; the net transformation is
\[
\mathbf{r}_{j}^{(i')} = \sum_{i=1}^{n} T_{i'i} \mathbf{r}_{j}^{(i)}, \tag{10}
\]
where \(\mathbf{r}_{j}^{(i')}\) is the position of particle \(j\) in replica \(i'\) in the contracted ring-polymer, and the elements \(T_{i'i}\) are known functions arising from the normal-mode transformation of the free ring-polymer Hamiltonian.\(^5\) Once the contracted ring-polymer coordinates have been generated, the contribution of \(V_l(r)\) to the total potential energy of the full \(n\)-bead ring-polymer system is approximated as
\[
\sum_{i=1}^{n} \tilde{V}_l(r) \simeq \frac{n}{n'} \sum_{i'=1}^{n'} \tilde{V}_l(r^{(i')}), \tag{11}
\]
while the forces on the full \(n\)-bead ring-polymer can be recovered from the contracted PES by application of the chain-rule. Importantly, the “low-frequency” contribution to the PES, most commonly identified as the long-range intermolecular interaction terms, is usually the most computationally-expensive to evaluate. As a result, evaluating \(V_l(r)\) on a sub-set of the \(n\) ring-polymer beads offers a direct improvement in computationally efficiency; as one might expect, practical assessment of RPC demonstrates that the resulting simulations are around a factor of \(n/n'\) faster than the corresponding \(n\)-bead PIMD simulation. Furthermore, the convergence of RPC with respect to \(n'\) has also been clearly demonstrated, for example by analyzing quantum kinetic energies, potential energies and structural properties for liquid water.\(^5\)

To conclude this section, we note that RPC can be further refined in systems containing point-charge or dipolar electrostatic interactions.\(^{50,64}\) Here, the electrostatic contributions are themselves “range-separated”, with the short-range contribution typically evaluated on a small number of ring-polymer beads while the long-range contribution is evaluated only once, at the centroid (centre-of-mass) of the ring-polymer. This general strategy has been demonstrated for both the SPC/F empirical force-field, containing point-charge Coulombic interactions,\(^{50}\) as well as the TTM3-F model,\(^{64}\) possessing Thole-type polarisability; overall, this electrostatic RPC approach enables PIMD simulations which are roughly a factor of ten times faster than the standard \(n\)-bead PIMD simulation.

C. Ring-polymer contraction with a reference potential

While RPC, as described above, is certainly successful in reducing the computational cost of PIMD simulations, it has one important disadvantage; RPC exploits the separation of the full PES \(V(r)\) into contributions which can be identified as having slowly- and rapidly-varying components. In the case of empirical force-fields, such as SPC/F, q-TIP4P/F and TTM3-F water models, this decomposition is straightforward. However, in the case of PESs derived from \textit{ab initio} simulations, such as density functional theory (DFT), a trivial PES decomposition is not immediately available.

To address this challenge, Markland and Marsalek\(^{20}\) and, independently, Kühne and coworkers,\(^{51}\) proposed a scheme based on using a reference PES, \(V_{\text{ref}}(r)\). In particular, one rewrites the potential energy contribution to the ring-polymer Hamiltonian as
\[
\sum_{i=1}^{n} V(r^{(i)}) = \sum_{i=1}^{n} \left[ V(r^{(i)}) + V_{\text{ref}}(r^{(i)}) - V_{\text{ref}}(r^{(i)}) \right],
\]
\[
= \sum_{i=1}^{n} V_{\text{ref}}(r^{(i)}) + \sum_{i=1}^{n} \left[ V(r^{(i)}) - V_{\text{ref}}(r^{(i)}) \right],
\]
\[
\simeq \sum_{i=1}^{n} V_{\text{ref}}(r^{(i)}) + \frac{n}{n'} \sum_{i'=1}^{n'} \left[ V(r^{(i')}) - V_{\text{ref}}(r^{(i')}) \right], \tag{12}
\]

The third line of Eq. 12 defines the key approximation introduced in this reference-PES-based RPC scheme. Here, the reference PES \(V_{\text{ref}}(r)\) is evaluated on the full \(n\)-bead ring-polymer; the difference term in Eq. 12 is, however, evaluated on a \(n'\)-bead contracted ring-polymer, with the coordinates of the contracted replicas determined in the same manner as in the original RPC scheme.

The assumption which underlies this reference RPC
(rRPC) scheme is that the difference potential $V(r) - V_{\text{ref}}(r)$ is slowly-varying, in the same way that the intermolecular PES was assumed to be slowly-varying in the original RPC scheme. The upshot of this rRPC scheme is that the computationally-expensive full PES $V(r)$ is evaluated on just $n' < n$ ring-polymer beads while the less demanding reference PES $V_{\text{ref}}(r)$ is evaluated on the full $n$-bead ring-polymer. To date, simulations of liquid water and the protonated water dimer, both described using DFT to calculate the full PES, have demonstrated the validity of this assumption, enabling PIMD simulations for a fraction of the cost of the standard $n$-bead approach.\textsuperscript{20}

An important assumption of the rRPC methodology is that a reference PES is available for the system at hand which is simultaneously inexpensive to evaluate and provides a reasonable level of reproduction of the properties of the system under investigation; in previous applications, both DFTB and a force-matched empirical PES have been used as reference PESs with clear success.\textsuperscript{20,51} However, being tied to the availability of a reference PES is clearly undesirable; for example, it adds another layer of complexity to code management, with not one but two PESs required for evaluation at different points, and there is no guarantee that the reference PES will be sufficiently accurate to model more complex chemical reactions. As a result, it is appealing to investigate alternative strategies which circumvent the necessity of a reference PES; the strategy we outline here aims to do just this.

D. A new approach: ring-polymer interpolation

We now present a new approach to accelerating PIMD simulations on general PESs; in particular, we do not assume anything about the form of the underlying PES, and neither do we rely on the availability of a reference PES.

The underlying idea behind our approach is illustrated in Fig. 1. Here, we show the (shifted) PES imaginary-time autocorrelation function\textsuperscript{8,38,65} for a PIMD simulation ($n = 32$) of liquid water at 298 K, described by the q-TIP4P/F empirical force-field.\textsuperscript{16} The shifted imaginary-time autocorrelation function can be defined as,

$$C_{j}^{\text{im}} = \langle V_{i}V_{j} \rangle - \langle V_{i}V_{(1+\frac{n}{2})} \rangle,$$

where

$$\langle V_{i}V_{j} \rangle = \lim_{n \to \infty} \frac{1}{(2\pi \hbar)^{2}} \int d^{2}r d^{2}p \ e^{-\beta n H_{n}(r,p)} V(r^{(1)})V(r^{(j)}).$$

Here $V(r^{(k)})$ refers to the value of the PES evaluated at bead $k$; because this is a static property (independent of real time), such imaginary-time correlation functions can be calculated exactly in PIMD simulations. The function $C_{j}^{\text{im}}$ expresses the average correlation in PES values as one steps around the $n$-bead ring-polymer in the PIMD simulation, and is defined such that it approaches zero as one steps towards the ring-polymer bead which sits diametrically opposite a chosen reference bead (in the case of an even number of ring-polymer beads, as considered here, the index of the antipode bead is $1 + \frac{n}{2}$). The key observation which is relevant to this work is that there is a significant degree of correlation in the PES values as one steps around the ring; for example, we find that the correlation function at $j = 5$ is still non-zero, indicating that the PES value of this ring-polymer bead is correlated (related to) the PES value at bead $j = 1$. This suggests that it may not be necessary to perform independent evaluations of the PES on all beads; instead, the extent of correlation in PES values can be exploited. This is the basis of our ring-polymer interpolation (RPI) method.

Our approach employs the idea of interpolation to approximate the PES around the ring-polymers sampled during PIMD simulations. Consider a PIMD simulation sampling an $n$-bead ring-polymer in an 3N-dimensional system; each of the $n$ ring-polymer beads can be consecutively labelled by an integer $1 \leq j \leq n$ and, because of the cyclic nature of the ring-polymer, any bead may be selected as $i = 1$. From the $n$-bead ring-polymer beads, a smaller subset $n' < n$ of ring-polymer beads are selected and the full PES is evaluated on these $n'$ beads; the PES and forces on the remaining $n - n'$ ring-polymer beads can then be recovered by direct interpolation using the known PES values at the $n'$ beads.\textsuperscript{20,51} Based on the results of Fig. 1, we note that this interpolation can be performed in the one-dimensional space defined simply by the bead indices.

In principle, any interpolation method can be used to recover the PES on the $n - n'$ ring-polymer beads; in this Article, we choose to use Gaussian Process regression (GPR\textsuperscript{57,59,66-68}), primarily because of its simplicity and flexibility. GPR is well-known to the machine-learning community, and has found extensive use in computational chemistry; for example, recent work has high-
lighted development of accurate PESs by applying Gaussian Process to \textit{ab initio} electronic structure calculations for systems such as bulk silicon\cite{ref58} and liquid water.\cite{ref57}

In the context of this work, we assume that we have evaluated full PES values at \( n' \) selected beads; using these values, the PES at any bead \( k \) in the ring-polymer is then approximated in GPR as,

\[
V(r^{(k)}) \simeq \sum_{i=1}^{n'} w_i e^{-\alpha(k-\lambda_i)^2}, \tag{15}
\]

where \( \lambda_i \) labels the ring-polymer indices of the selected subset of \( n' \) beads and \( \alpha \) is a width parameter. The expansion weights, \( w_i \), are determined by requiring that the PES values are correctly reproduced at the \( n' \) beads; it is straightforward to show that this requires solution of a \( n' \times n' \) linear equation,

\[
A w = g, \tag{16}
\]

where

\[
A_{ij} = \delta_{ij} \sigma^2 + e^{-\alpha(\lambda_i - \lambda_j)^2}, \tag{17}
\]

and

\[
g_i = V(r^{(j)}), \tag{18}
\]

Here, \( \sigma^2 \) can be viewed as either a regularisation parameter or as representing the error in the PES evaluations at the \( n' \) beads, and the vector \( g \) contains the \( n' \) PES values. Given the PES values at the \( n' \) beads, solution of Eq. 16 is straightforward using standard linear algebra packages.\cite{ref69}

Alternatively, from explicit inversion of \( A \), the set of required weights is given by

\[
w_i = \sum_{m=1}^{n'} A^{-1}_{im} V(r^{\lambda_m}). \tag{19}
\]

From Eq. 15, we then have

\[
V(r^{(k)}) \simeq \sum_{m=1}^{n'} \sum_{i=1}^{n'} A_{ik}^{-1} V(r^{\lambda_m}) e^{-\alpha(k-\lambda_i)^2}
\]

\[
\simeq \sum_{m=1}^{n'} \omega_{km} V(r^{\lambda_m}), \tag{20}
\]

where

\[
\omega_{km} = \sum_{i=1}^{n'} A_{ik}^{-1} e^{-\alpha(k-\lambda_i)^2}. \tag{21}
\]

Using Eqs. 20 and 21, we see that we can then write down the total potential energy of the full \( n \)-bead ring-polymer as

\[
V_n(r) = \sum_{k=1}^{n} V(r^{(k)}) \simeq \sum_{k=1}^{n} \sum_{m=1}^{n'} \omega_{km} V(r^{\lambda_m}). \tag{22}
\]

To obtain the forces on each of the \( n \) ring-polymer beads using the GPR interpolation PES of Eqs. 20 and 22, we can use the chain rule as follows:

\[
\frac{\partial V_n}{\partial r^{(j)}} = \sum_{m=1}^{n'} \frac{\partial V_n}{\partial r^{\lambda_m}} \frac{\partial r^{\lambda_m}}{\partial r^{(j)}}, \tag{23}
\]

\[
= \sum_{m=1}^{n'} \left( \sum_{k=1}^{n} \omega_{km} \frac{\partial V(r^{\lambda_m})}{\partial r^{\lambda_m}} \right) \frac{\partial r^{\lambda_m}}{\partial r^{(j)}},
\]

\[
= \sum_{m=1}^{n'} W_m \left( \frac{\partial V(r^{\lambda_m})}{\partial r^{\lambda_m}} \right) \frac{\partial r^{\lambda_m}}{\partial r^{(j)}},
\]

where

\[
W_m = \sum_{k=1}^{n} \omega_{km}. \tag{24}
\]

The final missing ingredient to obtain the required forces is the determination of the derivative of the positions of the selected \( n' \) beads with respect to the positions of the original \( n \) ring-polymer beads, as required in the final line of Eq. 23. This problem can itself be solved by using GPR, by expressing the position of each of the \( n' \) reference beads as an interpolation of the positions of the original \( n \)-bead ring-polymer. Noting that a separate interpolation will be different for each degree-of-freedom, we write

\[
r^{\lambda_m}_{\eta} = \sum_{j=1}^{n} y_{\eta,j} e^{-\gamma(\lambda_m - \eta_j)^2}, \tag{25}
\]

where \( \eta \) now defines the position component of GPR bead labelled \( \lambda_m \), \( y_{\eta,j} \) is the associated GPR weight function and \( \gamma \) is a further width parameter. As in Eq. 19, the weights can be written in terms of the positions of the \( n \) ring-polymer beads as

\[
y_{\eta,j} = \sum_{i=1}^{n} C_{\eta,i}^{-1} r^{(i)}_{\eta}, \tag{26}
\]

where the kernel matrix \( C \) is of the same form as Eq. 17, albeit with different associated parameters,

\[
C_{ij} = \delta_{ij} \sigma_r^2 + e^{-\gamma(i-j)^2}, \tag{27}
\]

where \( \sigma_r \) is the assumed error parameter (or regularization parameter) for interpolation of positions. Combining
Eqs. 25 and 2, we then find
\[ r_{\eta}^{\lambda m} = \sum_{k=1}^{n} B_{mk} r_{\eta}^{(k)}, \]
where
\[ B_{mk} = \sum_{j=1}^{n} C_{jk}^{-1} e^{-\gamma (j-m)^2}. \]

As a result of this additional interpolation, we find that the required derivative of the GPR bead positions with respect to the full ring-polymer bead positions is given as
\[ \frac{\partial r_{\eta}^{\lambda m}}{\partial r_{\eta}^{(j)}} = B_{mk}. \]

As a result, combining Eqs. 23 and 30, the forces on the full \( n \)-bead ring-polymer can be calculated from the GPR interpolation PES.

In summary, our RPI approach proceeds as follows at each time-step of a PIMD simulation:

1. Select the indices of the \( n' \) GPR reference points; this can be done by simply evenly distributing the \( n' \) reference points around \( n \)-bead ring-polymer.
2. For each DOF, calculate the required GPR interpolation weights using Eq. and calculate the interpolated positions using Eq. 25.
3. Evaluate the full PES at the \( n' \) GPR reference points.
4. Use GPR to evaluate the total PES on the ring-polymer (Eq. 22) and the forces on the \( n \)-bead ring-polymer (Eqs. 23 and 30).

This completes our description of our RPI approach. It is clear that RPI requires \( n' \) evaluations of the full PES at each PIMD time-step, compared to \( n \) evaluations required by full PIMD; as a result, one can expect that the computational effort of a RPI simulation should be roughly \( n'/n \) compared to that of full PIMD. RPI does require additional matrix equations to be solved to determine the weights for the PES and position interpolation but we note that, in typical PIMD simulations, the sizes of these matrices will typically be a few tens or less. As a final point, we emphasize that, unlike RPC, our RPI approach does not assume anything about the underlying PES of the system (beyond the usual smoothness assumption which is inherent to GPR); as a result, RPI as described here is directly applicable to any PES, including \textit{ab initio} PESs and empirical force-fields.

### III. RESULTS AND DISCUSSION

To assess the suitability of RPI as a method for accelerating PI simulations, we perform simulations of liquid water at 298 K, as described by the empirical q-TIP4P/F model. This system has been employed extensively as a model for quantum effects in liquid water, ice and water clusters. We particularly focus on the convergence of quantum expectation values as a function of the number of ring-polymer beads employed in RPI and RPC simulations; comparison to full PIMD simulations provides a route to assessing efficiency and accuracy. Furthermore, RPC clearly represents the best current approach to accelerating convergence in such systems, thereby providing another convenient benchmark against which to assess RPI.

Before presenting RPI results, we first highlight our approach to determining the GPR parameters \( \alpha \) and \( \gamma \). First, to simplify matters, we assume that \( \gamma = \alpha \), requiring a simple optimization of a single variable; this may, of course, not be the best choice in terms of ultimate accuracy, but a practical scheme for PI simulations should not require complex optimization of multiple parameters. Second, to determine the best \( \alpha \) we adopt the simple approach of minimizing the root-mean-square error (RMSE) between the PES values given by RPI and the exact PES values on the full set of ring-polymer beads. In the examples discussed here, this RMSE is evaluated using 500 configurations taken from a short full PIMD simulation for the target system; evaluating the RMSE for different values of \( \alpha \) enables one to select an appropriate value to perform larger RPI simulations.

In modelling liquid water, the same system set-up was used for PIMD simulations (systematically increasing the number of ring-polymer beads up to \( n = 32 \)), RPI simulations (using a full set of \( n = 32 \) beads, but with varying number of GPR reference beads) and RPC simulations (again, using a full set of \( n = 32 \) beads, but varying the number of contracted beads). A system of 125 water molecules at a temperature of \( T = 298 \) K and density of \( \rho = 0.997 \) g cm\(^{-3} \) was equilibrated (with an Anderson thermostat) for ??? ps. After equilibration, static thermal averages were calculated in a further constant-NVT simulation of ??? ps. Furthermore, the quantum diffusion coefficient was calculated using RPMD. Periodic boundary conditions were implemented using the minimum-image convention. The Ewald summation was used to calculate electrostatic interactions, and a cut-off of 9 Å was employed in the calculation of the short-range contribution to the Ewald summation energy and the Lennard-Jones term. Properties of interest were averaged over five independent calculations, providing error estimates.

The convergence of the thermally-averaged potential energy calculated by RPI with respect to the number of GPR reference beads is illustrated in Fig. 2; given that the number of GPR reference beads represents the number of full PES evaluations which must be performed during each simulation timestep, it is desirable that average observable values converge quickly to the correct result (here, taken to be the full PIMD simulation with \( n = 32 \) beads) with as few GPR points as possible. In
the case of the RPC method, we consider two alternatives; in the first case, labelled RPC(EI), the intramolecular interactions are calculated explicitly on all 32 ring-polymer beads, whereas the intermolecular PES contribution is calculated on the number of ring-polymer beads referenced on the x-axis. This RPC(EI) method is the original implementation of RPC, which exploits the fact that, for simple potentials of the form considered here, one can easily identify intramolecular and intermolecular contributions, enabling this ‘trick’ to be implemented efficiently; as we have noted above, this standard RPC(EI) method cannot be applied to non-separable potentials (e.g., DFT) without further modifications. The second RPC method we consider here, labelled as RPC(full), does not employ separation of intramolecular and intermolecular terms; instead, ring-polymer contraction is simply applied to the total PES. This RPC(full) approach is not conditioned in any way, and is clearly not the way in which RPC should be applied, but, by comparing the convergence of RPC(full) and RPI, we can highlight the fundamentally different approaches taken in these methods.

Figure 2 clearly demonstrates that the new RPI method converges quickly on the correct thermally-averaged value of the potential energy as the number of GPR reference beads is increased; it is worth bearing in mind that all RPI simulations used \( n = 32 \) ring-polymer beads in total, and it is only the number of GPR reference beads which is increased in these RPI convergence tests. We find that, once the number of GPR reference beads, \( n' \), is greater than about 13, one obtains essentially the exact, fully-converged \( n = 32 \)-bead PIMD result for the average potential energy; in other words, RPI reduces the number of PES and force evaluations required to obtain exact results by a factor of around 2.5. This convergence property is much faster than in a standard PIMD simulation, where it is found that there is still a significant error in the average PES value when one uses \( n = 24 \) ring-polymer beads. Of course, the RPC(EI) method very rapidly converges on the correct answer for this potential, requiring only about seven ring-polymer beads for evaluation of the intermolecular terms (noting again that the intramolecular term is evaluated explicitly on 32 ring-polymer beads). Finally, as expected, applying RPC to the full PES is not very successful, and it is found that the convergence of the average potential energy is worse than the standard PIMD case. This behaviour arises because one is using PES evaluations on a contracted ring-polymer to approximate the PES on the full ring-polymer; in contrast, the RPI approach, using interpolation around the ring-polymer, is clearly capable of sufficiently approximating the full ring-polymer PES with just a few reference points.

The same trend in convergence of the different PIMD acceleration methods is evident in Fig. 3, which shows results for calculations of the average quantum kinetic energy of the system, calculated using the virial estimator.\(^{70}\) As in Fig. 2, and as expected, RPC(EI) converges on the correct results using \( n = 7 \) ring-polymer beads for the intermolecular term and \( n = 32 \) beads for the intramolecular term, whereas the RPC(full) method again converges more slowly than even the standard PIMD method. In the case of the kinetic energy expectation value, we find that the exact value is obtained when using \( n' \geq 17 \), which is slightly worse than in the case of the potential energy (Fig. 2), but still results in a simulation which requires roughly half the number of PES and force evaluations to obtain the exact results when compared to PIMD. The difference in convergence between Figs. 2 and 3 is most likely due to the fact that potential energy values were used to optimize the value of the GPR width-parameter \( \gamma = \alpha \), as described above, and then the optimized values for each \( n' \) were used to calculate all other properties. It seems likely that, if one were to optimise the GPR parameters to simultaneously match both kinetic energy and potential energy for selected configurations, the convergence of RPI illustrated in Fig. 3 should improve. Nevertheless, the results of both Figs. 2 and 3 clearly demonstrate that RPI can indeed converge on exact quantum result using around 50% of the PES and forces evaluations required by standard PIMD.

While calculating individual averaged values, such as quantum potential or kinetic energy, is a good demonstration that RPI is converging on the correct PIMD properties, a further test is in assessing whether the larger-scale structural properties of the system are correct. Figure 4 shows the O—H radial distribution function (RDF), \( g_{\text{OH}}(r) \) calculated using RPI with increasing numbers of GPR reference beads; we chose to illustrate this particular RDF because the O—H distance is strongly sensitive to the correct incorporation of nuclear quantum effects, so any errors in treatment of such fluctuations in the RPI simulations should be evident.
We find that the RDF calculated by RPI is essentially converged using about \( n' = 13 \) GPR reference beads, with very small error relative to the exact PIMD result. This simulation clearly demonstrates that the atomic-level structure obtained in RPI simulations is the same as that obtained in a full PIMD simulation.

The overall conclusion of the results of Figs. 2-4 is that RPI can clearly converge on exact PIMD simulation results, yet reduces the number of required PES and force evaluations by at least a factor of two relative to converged PIMD. Perhaps more importantly, we emphasize that RPI is directly applicable to more complex PESs, including those generated by ab initio electronic structure methods. Compared to evaluation of the PES, the additional computational overhead required for RPI is very small, and the method itself only requires minor modifications to any standard PIMD code. As a final point, we note that RPI could also be used within the context of other RPC methods, notably the reference-potential based schemes proposed recently, providing a hybrid method which simultaneously accelerates the overall PIMD scheme and the evaluation of the reference potential on the ring-polymer.

IV. CONCLUSIONS

In this Article, we have suggested a new approach to accelerating path-integral simulations. Instead of relying on evaluating the PES and forces on a contracted ring-polymer, as has been proposed previously, our RPI method instead uses the idea of interpolating the PES values around the ring-polymer, using PES evaluations at just a few selected positions around the ring-polymer. For liquid water at 298 K, described with the q-TIP4P/F empirical water model, we have found that RPI converges on exact PIMD results, but requires just around 50% of the total PES and force evaluations. In contrast to RPC-based methods, RPI is directly applicable to any PES, including ab initio methods, and requires only small modifications to any existing PIMD code. As noted above, we are now exploring how RPI could be combined with existing RPC methods to further accelerate convergence of properties in PIMD simulations.
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