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Sensitivity of Optimal Consumption Streams∗
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Abstract

We study the sensitivity of optimal consumption streams with respect to perturbations of
the random endowment. At the leading order, the consumption adjustment does not matter:
any choice that matches the budget constraint simply shifts the original utility by the marginal
value of the perturbation. Nontrivial results can be obtained by considering the next-to-
leading order. Here, one first solves the problem for a deterministic perturbation, which leads
to a “prognosis measure”. The desired consumption adjustment for a general endowment
perturbation is in turn given by the conditional expectation of the latter, computed under
this measure and appropriately weighted with the conditional expectations of the remaining
risk-tolerance.
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1 Introduction

Consumption-savings problems are ubiquitous in economics (cf., e.g., [27, 21, 3, 8] and the refer-
ences therein). For example, households need to smooth the consumption financed by their labor
income, and governments have to decide how to spend their tax revenue.1

Existence, uniqueness, and duality for problems of this kind are well understood, even in more
general settings that also allow for investment in a financial market. See, e.g., [18, 19, 31] and the
references therein. In contrast, beyond standard utilities and very particular endowment streams
(see, e.g. [24, 5]), little is known about the qualitative and quantitative properties of the solution.

In this paper, we shed new light on this issue by means of asymptotic techniques. To wit, we
start from a tractable benchmark endowment (Yt)t∈[0,T ] for which the solution is well understood
– the canonical example is the case of a deterministic endowment. Then, we perturb the latter by
∗We thank Christoph Czichowsky, Sebastian Herrmann, Semyon Malamud, Yaroslav Melnyk, Kasper Larsen,
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1A problem of this type is studied in [11] using the results of the present study.
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an additional small endowment stream (ε∆Yt)t∈[0,T ], which can be completely general. For this
perturbation, we in turn perform a sensitivity analysis of the consumption problem.

As suggested by the envelope theorem (see, e.g., [29, Theorem M.L.1]), at the leading order
O(ε), any adjustment for which the budget constraint is binding, i.e., which consumes all of the
additional endowment, has the same asymptotic effect. To wit, expected utility is simply shifted
by the marginal value of the endowment, evaluated using the state price density corresponding to
the benchmark problem.

To understand the sensitivity of the optimal consumption stream with respect to changes in
the endowment, we therefore pass to the next-to-leading order O(ε2) and exhibit a consumption
adjustment that is asymptotically optimal. To this end, we proceed as follows.

First, we show that the perturbation of the general consumption problem at hand can be
approximated by a problem for quadratic utility (with time- and state-dependent risk aversion) at
the next-to-leading order O(ε2).2 To prove this result, we first obtain a lower bound by analysing
our concrete candidate strategy. An upper bound valid for all competitors is in turn derived by
considering a suitable dual element. This methodology for asymptotic verification first seems to
have appeared in the work of Henderson [10]. Different variants have since been used in a number
of contexts by [22, 14, 25].

Next, we turn our attention to the approximating quadratic problem. Here, the basic idea is to
decompose the analysis into two steps. The first is generic, in that it only depends on the baseline
problem. The second depends on the specific perturbation at hand.

To wit, one first considers a deterministic perturbation of the baseline endowment, i.e., the
question of how to optimally consume one extra dollar.3 The solution of the corresponding
quadratic problem yields a martingale, that can be used to define an auxiliary “prognosis mea-
sure”. By switching to the latter, the case of general, random risk tolerances and interest rates can
be reduced to the case where these quantities are deterministic, and explicit solution are readily
available.4 To wit, if discounted risk tolerances are deterministic, then the optimal consumption
adjustment is given by the agent’s prognosis of future endowment shocks, computed under her
marginal pricing measure and suitably weighted by her risk-tolerance. In the general case, an
analogous representation still obtains, if the estimates of future endowments and risk tolerances
are computed under the prognosis measure determined in the first step. As a byproduct, we also
obtain a formula for the second-order effect of the additional random endowment. Here, the key
ingredients are the fluctuations of the endowment prognosis, weighted by future risk tolerances.

To carry out this program, we first consider a discretized version of the problem. Here, the
steps outlined above can be carried through by means of explicit (backward) constructions. The
continuous-time analogues can in turn be obtained by passing to the limit in an appropriate
manner. Alternatively, under additional regularity conditions, they can be characterized directly
by means of a BSDE driven by the investor’s direct risk-tolerance process.5

2This parallels results for asymptotic utility-based pricing and hedging without intermediate consumption, where
a quadratic hedging criterion also approximates its general counterpart [28, 1, 23, 16].

3For problems with a financial market but without intermediate consumption, an analogous notion plays a key
role in the work of Kramkov and Sirbu [22].

4This is reminiscent of mean-variance hedging problems. Indeed, these admit an explicit solution for deterministic
mean-variance tradeoffs [32]. In general, one first solves a “pure investment problem” independent of the specific
random endowment. This in turn leads to a change of measure that neutralizes the effect of the random mean-
variance tradeoff, see [4] and the references therein.

5This is in analogy to the risk-tolerance wealth process of Kramkov and Sirbu [22], which also has a backward
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The results of the present study play a key role in [11], where they are used study how trans-
action costs are optimally consumed by the entity receiving them, e.g., a government reinvesting
taxes or the operator of an exchange spending the fees it receives. Such consumption problems
are difficult due to the singular nature of the transaction cost payments. However, for small costs,
they can be made tractable using the asymptotic approach proposed here.

In our analysis, we focus on a pure consumption-savings problem without trading in risky
assets. This is in some sense orthogonal to the work of Kramkov and Sirbu [22, 23], who con-
sider consumption at the terminal time only and study the leading-order effect of a small random
endowment on the investment in risky assets. It is an intriguing question whether the two ap-
proaches can be combined to obtain a full picture of the sensitivity of optimal investment and
consumption with respect to small random endowments. However, this is bound to compound
the substantial technical difficulties inherent in each part of the analysis. We therefore defer this
challenging problem to future research.

The remainder of this article is organized as follows. In Section 2, we describe our setting for a
general consumption-savings problem. Afterwards, we recall the well-known “first-order condition”
for optimality. Section 4 contains the leading-order analysis of the problem. The main results of
the paper, concerning the analysis at the next-to-leading order, are collected in Section 5. To
provide some intuition, we first derive these results on an informal level, and then state and prove
them in precise mathematical terms. The most technical aspects of these proofs are delegated to
Appendices A and B.

2 Setting

This section describes our setup for a general consumption-savings problem. Throughout, we fix
a filtered probability space (Ω,F ,F = (Ft)0≤t≤T , P ) with finite time horizon T > 0; the filtration
F is right-continuous and the initial σ-field F0 is P -trivial.

We consider an investor who receives a cumulative monetary random endowment (Yt)t∈[0,T ],
which is adapted.6 She uses her endowment to purchase a perishable consumption good. Her con-
sumption clock µ, a finite (deterministic) measure on [0, T ], describes how she values consumption
over time. We assume that

µ([0, t]) < µ([0, T ]) for t < T, (2.1)

so that the effective time horizon of the investor is indeed T . Other than that, the clock µ can
be completely general. Standard examples include µ(dt) =

∑N
k=0 δ kTN

(dt) (discrete consumption),
µ(dt) = 1(0,T )(t) dt (continuous consumption), or µ(dt) = 1(0,T )(t) dt + δT (dt) (continuous con-
sumption and terminal lump sum consumption).

Denote by (Bt)t∈[0,T ] the exogenous exchange rate of consumption good against money, where
B0 = 1. We assume that B is absolutely continuous and positive, so that there exists an adapted

representation. The solution of this BSDE formally corresponds to the “indirect risk-tolerance process”, that plays
a pivotal role in the asymptotic analysis of optimization problems with small trading costs, compare [33, 15, 30].

6The endowment process Y need not be nondecreasing, of finite variation, or even a semimartingale, even though
this will typically be the case in applications.
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interest rate process (rt)t∈[0,T ] such that

dBt = rtBt dt, B0 = 1.

By means of the bank account B, the investor can save and thereby smooth consumption over
time. More specifically, she may purchase adapted consumption processes (ct)t∈[0,T ] satisfying∫

[0,T ]
|ct|
Bt

µ(du) <∞ P -a.s. and the budget constraint

∫
[0,T ]

ct
Bt

µ(dt) ≤ YT P -a.s. (2.2)

This means that no debt is allowed at the terminal time T ; in contrast, the investor may borrow
against future endowment at earlier times.

For k ∈ N0, we say that a consumption stream c is kth-moment feasible for Y and write
c ∈ Ak(Y ), if

E

[(∫
[0,T ]

|ct|
Bt

µ(du)

)k]
<∞.

We denote by A∗k(Y ) the subset of all consumption streams c ∈ Ak(Y ) for which the budget
constraint (2.2) is binding; with increasing marginal utilities and if µ has an atom at T , one
can restrict to these policies without loss of generality. A0(Y ) is the largest class for which
consumption-savings problems can be formulated. For technical reasons, we sometimes have to
restrict ourselves to some subclass Ak(Y ), k > 0. To wit, for given k ∈ N0, the investor maximises

ĉ = argmax
c∈Ak(Y )

E

[∫
[0,T ]

Ut(ω, ct(ω))µ(dt)

]
. (2.3)

Here, her preferences are described by a utility random field U : [0, T ] × Ω × R → R ∪ {−∞}
satisfying the following standard properties:

(a) for fixed x, the process U·(·, x) is progressively measurable,

(b) there exists xU ∈ {−∞, 0} such that U·(·, x) ≡ −∞ for all x ∈ (−∞, xU ],

(c) for fixed t and ω, Ut(ω, ·) is increasing, strictly concave, and C3 on (xU ,+∞).

As is customary, we usually drop the dependence on ω in the notation. Moreover, we write U ′ for
∂U
∂x , etc., which is of course only defined on (xu,∞). Finally, we set E

[∫
[0,T ]

Ut(ct)µ(dt)
]

:= −∞

for c ∈ A0(Y ) with E
[∫

[0,T ]
U−t (ct)µ(dt)

]
= −∞.

Example 2.1. U is called standard deterministic utility field if it does not depend on ω and is of
the form

Ut(x) = exp

(
−
∫ t

0

βu du

)
u(x),

where (βt)t∈[0,T ] is a deterministic and bounded impatience rate and u : R→ R∪{−∞} is a utility
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function satisfying

(a) there is xu ∈ {−∞, 0} such that u(x) = −∞ for all x ∈ (−∞, xu],

(b) u is increasing, strictly concave and C3 on (xu,∞),

(c) lim
x↘xu

u′(x) = +∞, lim
x→∞

u′(x) = 0. (2.4)

Typical choices for u are the exponential utility u(x) = − exp(−γx) with γ > 0, the power
utility u(x) = x1−γ

1−γ 1{x>0} − ∞1{x≤0} with γ ∈ (0,∞) \ {1}, or the logarithmic utility u(x) =

log(x)1{x>0} −∞1{x≤0}.

For any utility random field U , we denote by AU , PU : [0, T ] × Ω × (xU ,∞) → R ∪ {−∞} its
absolute risk aversion and absolute prudence (cf. [8]):

AUt (ω, x) := −U
′′
t (ω, x)

U ′t(ω, x)
, PUt (ω, x) := −U

′′′
t (ω, x)

U ′′t (ω, x)
.

We say that U has decreasing absolute risk aversion (DARA) if AUt (ω, ·) is nonincreasing for fixed
t and ω, and decreasing absolute prudence (DAP) if PUt (ω, ·) is nonincreasing for fixed t and ω,
compare [8, p.25]. Note that DARA implies U ′′′ > 0 and PU > 0, whereas DAP implies that U ′′′

is decreasing. If U is a standard deterministic utility field and the corresponding utility function
u is exponential, power or logarithmic, then U satisfies DARA and DAP.

Finally, Ũ : [0, T ]× Ω× (0,∞)→ R denotes the conjugate of U :

Ũt(ω, y) := sup
x∈R

(Ut(ω, x)− xy). (2.5)

By a standard result in convex analysis, for fixed t and ω, Ũt(ω, ·) is decreasing, strictly convex
and C3. Moreover:

Ũ ′t(y) = −(U ′t)
−1(y), (2.6)

Ũ ′′t (y) = − 1

U ′′t ((U ′t)
−1(y))

, (2.7)

Ũ ′′′t (y) =
U ′′′t ((U ′t)

−1(y))

(U ′′t ((U ′t)
−1(y)))3

=
−PUt ((U ′t)

−1(y))

(U ′′t ((U ′t)
−1(y)))2

,

where Ũ ′ = ∂Ũ
∂y , etc. Note that under DARA and DAP, Ũ ′′′ is negative and increasing.

3 A sufficient condition for optimality

Before turning to our perturbation analysis, we recall the well-known “first-order condition”: a
consumption stream ĉ is optimal if the budget constraint (2.2) binds and the marginal utility,
evaluated along ĉ, is a state price density.

Lemma 3.1. Let k ≥ 2. If there are ĉ ∈ A∗k(Y ) with ĉ > xU and E
[∫

[0,T ]
|Ut(ĉt)|µ(dt)

]
< ∞
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and a positive square-integrable martingale (Ẑt)t∈[0,T ] such that7

U ′t(ĉt) =
Ẑt
Bt
, t ∈ [0, T ], (3.1)

then ĉ is optimal in Ak(Y ).

Proof. Let c ∈ Ak(Y ) be a competing consumption stream with E
[∫

[0,T ]
U−t (ct)µ(dt)

]
< ∞.

Define the measure Q̂ ≈ P on FT by dQ̂ = ẐT
Ẑ0

dP . Then concavity of U , the first-order condition
(3.1), Corollary A.2(a), the budget constraint (2.2) for c and ĉ (which is binding for ĉ) give

E

[∫
[0,T ]

(Ut(ct)− Ut(ĉt))µ(dt)

]
≤ E

[∫
[0,T ]

U ′t(ĉt)(ct − ĉt)µ(dt)

]

= E

[∫
[0,T ]

Ẑt

(
ct
Bt
− ĉt
Bt

)
µ(dt)

]

= Ẑ0E
Q̂

[∫
[0,T ]

(
ct
Bt
− ĉt
Bt

)
µ(dt)

]
≤ Ẑ0E

Q̂ [YT − YT ] = 0,

as claimed.

Standing assumption Henceforth, we assume that there exist a consumption stream ĉ ∈ A∗2(Y )

and a positive square-integrable martingale Ẑ satisfying the conditions of Lemma 3.1. We denote
by Q̂ ≈ P on FT the marginal pricing measure given by dQ̂ = ẐT

Ẑ0
dP (cf. [6, 17]).

In general, the first-order condition is only guaranteed to hold for a dual variable from a larger
class of supermartingale densities, compare [18, 19, 31]. However, it is often satisfied in concrete
examples, cf., e.g., [5, 11]. In particular, it holds if all primitives of the model are deterministic. In
this case, which serves as the expansion point for the perturbation analysis of small endowments,8

the optimal consumption stream ĉ and the martingale Ẑ in Lemma 3.1 are deterministic and can
be computed explicitly up to the solution of a scalar equation:

Lemma 3.2. Suppose the total endowmentx YT > xu is constant, the interest rate (rt)t∈[0,T ] is
deterministic and bounded, and U is a standard deterministic utility field (cf. Example 2.1). Then
the process

ĉt = (u′)−1

(
ẑ exp

(∫ t

0

βu − ru du

))
(3.2)

is optimal in Ak(Y ) for all k ≥ 2. Here, ẑ > 0 is the unique solution of∫ T

0

(u′)−1

(
ẑ exp

(∫ t

0

(βu − ru) du

))
exp

(
−
∫ t

0

ru du

)
µ(dt) = YT ; (3.3)

the martingale Ẑ from Lemma 3.1 is given by Ẑ ≡ ẑ.

Proof. By the Inada conditions (2.4), the function (u′)−1 is defined on (0,∞), is continuous,
strictly decreasing, and satisfies limy↘0(u′)−1(y) = +∞ and limy→∞(u′)−1(y) = xu. (Recall that

7Since consumptions streams are typically not nonnegative here, we need to assume that Ẑ is square-integrable
in order to apply Bayes’ theorem in the form of Corollary A.2(a).

8Note, however, that our results allow to expand around arbitrary, not necessarily deterministic, endowments.
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xu is either −∞ or 0.) Hence, as r and β are deterministic and bounded and µ is a finite measure
on [0, T ], the function

f(z) :=

∫ T

0

(u′)−1

(
ẑ exp

(∫ t

0

(βu − ru) du

))
exp

(
−
∫ t

0

ru du

)
µ(dt)

is well defined on (0,∞), continuous, strictly decreasing, and satisfies limz↘0 f(z) = +∞ as well
as limz→∞ f(z) = xu. Thus, by the intermediate value theorem, there exists a unique ẑ > 0

satisfying (3.3). If we define ĉ by (3.2) and set Ẑ ≡ ẑ, then t 7→ ĉt is continuous, deterministic
and bounded, and belongs to A∗k(Y ) for any k ≥ 2. The claim now follows from Lemma 3.1.

For exponential, power, or logarithmic utilities, the constant ẑ and the corresponding con-
sumption stream ĉ from Lemma 3.2 can be readily calculated explicitly.

4 First-order optimality

We now turn to the sensitivity analysis of the optimal consumption problem. Suppose that the
investor receives the perturbed cumulative endowment stream

Y εt = Yt + ε∆Yt, t ∈ [0, T ],

for ε > 0 and an adapted process (∆Yt)t∈[0,T ], null at 0. The leading-order effect of the perturba-
tion ε∆Y can in turn be described as follows:

Theorem 4.1. Suppose that EQ̂ [|∆YT |] < ∞ and U satisfies DARA. Moreover, assume there
exist ∆c ∈ A∗2(∆Y ) and ε0 > 0 such that ĉ− ε0|∆c| > xU P -a.s. and

E

[∫
[0,T ]

−U ′′t (ĉt − ε0|∆ct|)(∆ct)2 µ(dt)

]
<∞. (4.1)

Then the process (ĉε)t∈[0,T ], defined by

ĉε = ĉ+ ε∆c, ε ∈ [0, ε0),

belongs to A2(Y ε) and is optimal in A2(Y ε) at the leading order O(ε), i.e.:

E

[∫
[0,T ]

Ut(ĉ
ε
t )µ(dt)

]
≥ sup
cε∈A2(Y ε)

E

[∫
[0,T ]

Ut(c
ε
t )µ(dt)

]
− o(ε).

The corresponding leading-order maximal utility is given by

E

[∫
[0,T ]

Ut(ĉ
ε
t )µ(dt)

]
= E

[∫
[0,T ]

Ut(ĉt)µ(dt)

]
+ εẐ0E

Q̂ [∆YT ]−O(ε2). (4.2)

Theorem 4.1 states that – modulo integrability conditions9 – any consumption correction ε∆c
9The second-order moments are needed are needed to control the second-order remainder terms appearing in

the Taylor expansion that we use to approximate general utilities by quadratic ones in the proof of Theorem 4.1.
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is optimal at the leading order O(ε) as long as the budget constraint
∫

[0,T ]
ε∆ct
Bt

µ(dt) = ε∆YT

is binding, i.e., all extra endowment is consumed eventually. Whence, the timing of the extra
consumption only has a second-order effect. The corresponding leading-order welfare correction
εẐ0E

Q̂ [∆YT ] is simply the marginal-utility based price of the perturbation [6, 17].
A sufficient set of conditions for Theorem 4.1 is that the endowment correction ∆YT is uniformly

bounded and µ has an atom at T . (The unperturbed endowment YT can be general.) In this
case, the consumption correction ∆c can be chosen uniformly bounded (regardless whether the
unperturbed optimizer ĉ is also bounded or not) and (4.1) is then easily seen to be satisfied for
standard utility functions – assuming also that the unperturbed optimizer ĉ is uniformly bounded
away from 0 for utilities on the positive real line.

Remark 4.2. Theorem 4.1 can be generalized as follows: Assume that Y ε = Y + ε∆Y ε,
where ∆Y ε converges to ∆Y in L1(Q̂). If ∆cε ∈ A∗2(∆Y ε) with ĉ − ε|∆cε| > xU P -a.s. and
lim supε↓0E

[∫
[0,T ]
−U ′′t (ĉt − ε|∆cεt |)(∆cεt )2 µ(dt)

]
< ∞, then an inspection of the proof of Theo-

rem 4.1 shows that it remains valid (with ĉε = ĉ+ ε∆cε) if O(ε2) is replaced by o(ε) in (4.2).

Proof of Theorem 4.1. We first establish a primal lower bound for the candidate ĉε, then derive a
dual upper bound for any competitor cε ∈ A2(Y ε), and finally compare the two.

Primal lower bound. For ε ∈ [0, ε0) and for fixed t and ω, a Taylor expansion of order one with
Lagrange remainder term gives

Ut(ĉ
ε
t ) = Ut(ĉt) + U ′t(ĉt)(ĉ

ε
t − ĉt) +

1

2
U ′′t (c̃(t, ω))(ĉεt − ĉt)2,

where c̃(t, ω) takes values in the interval with endpoints ĉt(ω) and ĉεt (ω). By definition of ĉε, the
fact that U ′′ is increasing by DARA, and since ε < ε0, we obtain the pointwise inequality

Ut(ĉ
ε
t ) ≥ Ut(ĉt) + εU ′t(ĉt)∆ct +

1

2
ε2U ′′t (ĉt − ε0|∆ct|)∆c2t , t ∈ [0, T ]. (4.3)

Take the expectation of the integral of the first-order term on the right-hand side of (4.3) and use
the first-order condition (3.1), Corollary A.2(a), and ∆c ∈ A∗2(∆Y ) to obtain

εE

[∫
[0,T ]

U ′t(ĉt)∆ct µ(dt)

]
= εE

[∫
[0,T ]

BtU
′
t(ĉt)

∆ct
Bt

µ(dt)

]
= εE

[∫
[0,T ]

Ẑt
∆ct
Bt

µ(dt)

]

= εẐ0E
Q̂

[∫
[0,T ]

∆ct
Bt

µ(dt)

]
= εẐ0E

Q̂ [∆YT ] .

Now taking the expectations of the integral on both sides of (4.3) and using (4.1) yields (4.2).

Dual upper bound. We proceed to show that

sup
cε∈A2(Y ε)

E

[∫
[0,T ]

Ut(ct)µ(dt)

]
≤ E

[∫
[0,T ]

Ut(ĉt)µ(dt)

]
+ εẐ0E

Q̂ [∆YT ] . (4.4)

To this end, let cε ∈ A2(Y ε) be any consumption stream with E
[∫

[0,T ]
U−t (cεt )µ(dt)

]
< ∞. The
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definition of the conjugate Ũ (cf. 2.5) and the first-order condition (3.1) give the pointwise estimate

Ut(c
ε
t ) ≤ Ũt

(
Ẑt
Bt

)
+
Ẑt
Bt
cεt = Ut(ĉt)−

Ẑt
Bt
ĉt +

Ẑt
Bt
cεt = Ut(ĉt) +

Ẑt
Bt

(cεt − ĉt). (4.5)

Now the same argument as in the proof of Lemma 3.1 gives

E

[∫
[0,T ]

(Ut(c
ε
t )− Ut(ĉt))µ(dt)

]
≤ Ẑ0E

Q̂ [Y εT − YT ] ≤ εẐ0E
Q̂ [∆YT ] .

Comparison of lower and upper bound. Comparing (4.2) to (4.4) shows that ĉε is indeed optimal
for A2(Y ε) at the leading order O(ε).

Remark 4.3. The dual considerations in the proof of Theorem 4.1 also show that Ẑ is first-order
optimal for the minimization problem dual to 2.3 (cf. [18, 19, 31, 14] for more details.)

5 Second-order optimality

Theorem 4.1 shows that, at the leading order O(ε), any consumption correction ∆cε := cε − ĉ
for the perturbed endowment Y ε = Y + ε∆Y is optimal as long as the corresponding budget
constraint is satisfied with equality. To understand the sensitivity of optimal consumption streams
with respect to a perturbations of the endowment, it is therefore necessary to perform a second-
order expansion including terms of order O(ε2). This is done in the present section. To provide
some intuition, we start with a heuristic derivation. Afterwards, we state and prove our main
results in precise mathematical terms.

5.1 Heuristics

A key ingredient for our perturbation analysis is the direct risk tolerance process (ρt)t∈[0,T ] with
respect to current consumption:10

ρt = − U
′
t(ĉt)

U ′′t (ĉt)
. (5.1)

In view of Theorem 4.1, cε is first-order optimal for the perturbed endowment Y ε = Y + ε∆Y

if cε = ĉ + ε∆c and ∆c ∈ A∗2(∆Y ). For each such ∆c, a formal second-order Taylor expansion
gives

Ut(c
ε
t ) = Ut(ĉt) + εU ′t(ĉt)∆ct +

1

2
ε2U ′′t (ĉt)(∆ct)

2 + o(ε2).

As U ′′ < 0, we therefore have to solve the following quadratic minimisation problem to determine
a second-order optimal policy:

∆ĉ = argmin
∆c∈A∗2(∆Y )

E

[∫
[0,T ]

−U ′′t (ĉt)(∆ct)
2 µ(dt)

]
.

10Likewise, without intermediate consumption, the terminal risk-tolerance ρT is the crucial object in the analysis
of utility-based prices and hedging strategies [23]. The direct risk-tolerance process also plays a pivotal role in
models with small trading costs [15].
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Set ∆c = ρ∆Z for some process (∆Zt)t∈[0,T ] to be determined. Together with the first-order
condition (3.1) for ĉ and the definition of ρ, this leads to the following minimisation problem for
∆Z:

Minimise EQ̂
[∫

[0,T ]

ρt
Bt

(∆Zt)
2 µ(dt)

]
, subject to

∫
[0,T ]

ρt
Bt

∆Zt µ(dt) = ∆YT . (5.2)

If ∆Ẑ is a Q̂-martingale satisfying the constraint
∫

[0,T ]
ρt
Bt

∆Ẑt µ(dt) = ∆YT , then ∆Ẑ is optimal
for (5.2).11 Indeed, let ∆Z be any competitor satisfying

∫
[0,T ]

ρt
Bt

∆Zt µ(dt) = ∆YT . We have to
show that

EQ̂

[∫
[0,T ]

ρt
Bt

((∆Zt)
2 − (∆Ẑt)

2)µ(dt)

]
≥ 0.

In view of the pointwise inequality (∆Zt)
2 − (∆Ẑt)

2 ≥ 2(∆Zt −∆Ẑt)∆Ẑt, it suffices to establish

EQ̂

[∫
[0,T ]

∆Ẑt
ρt
Bt

(∆Zt −∆Ẑt)µ(dt)

]
= 0.

To ease notation, define Kt =
∫

[0,t]
ρu
Bu

(∆Zu−∆Ẑu)µ(du). Integration by parts, KT = 0, and the
Q̂-martingale property of ∆Ẑ yield

EQ̂

[∫
[0,T ]

∆Ẑt
ρt
Bt

(∆Zt −∆Ẑt)µ(dt)

]
= EQ̂

[
∆Ẑ0K0 +

∫
(0,T ]

∆Ẑt dKt

]

= EQ̂

[
∆ẐTKT −

∫
(0,T ]

Kt− d∆Ẑt

]
= 0.

In summary, second-order optimality boils down to finding a Q̂-martingale ∆Ẑ such that∫
[0,T ]

ρt
Bt

∆Ẑt µ(dt) = ∆YT . (5.3)

To solve (5.3), first consider the case where the discounted risk tolerance ( ρtBt )t∈[0,T ] is deter-
ministic. Define the remaining (discounted) risk tolerance

Rt =

∫
[t,T ]

ρu
Bu

µ(du), t ∈ [0, T ],

which measures the investor’s sensitivity with respect to changes in future consumption. Integra-
11To motivate this, denote by Ẑε the dual martingale corresponding to ĉε. Then, a Taylor expansion of the first-

order condition Ẑεt
Bt

= U ′t(ĉ
ε
t ) for ĉε yields Ẑεt

Bt
+ O(ε2) = U ′t(ĉt) + εU ′′t (ĉt)∆ĉt = U ′t(ĉt)(1− ε

∆ĉt
ρt

). The first-order

condition (3.1) for ĉ in turn gives Ẑεt = Ẑt(1− ε∆ĉt
ρt

) +O(ε2), which suggests that ∆ĉ
ρ

should be a Q̂-martingale.
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tion by parts yields

∆YT =

∫
[0,T ]

∆Ẑt
ρt
Bt
µ(dt) = ∆Ẑ0

ρ0

B0
µ({0})−

∫
(0,T ]

∆Ẑt dRt+

= ∆Ẑ0
ρ0

B0
µ({0}) + ∆Ẑ0R0+ −∆ẐTRT+ +

∫
(0,T ]

Rt d∆Ẑt

= ∆Ẑ0R0 +

∫
(0,T ]

Rt d∆Ẑt. (5.4)

Denote by M∆Y
t = EQ̂ [∆YT | Ft] the Q̂-martingale generated by the total endowment, i.e.,

the agent’s best prognosis of ∆YT under the marginal pricing measure. Taking conditional Q̂-
expectations in (5.4) and using that ∆Ẑ needs to be a Q̂-martingale gives

M∆Y
t = ∆Ẑ0R0 +

∫
(0,t]

Ru d∆Ẑu,

and in turn

∆Ẑt =
M∆Y

0

R0
+

∫
(0,t]

1

Ru
dM∆Y

u . (5.5)

In summary, for deterministic discounted direct risk tolerances ρ/B, the optimal consumption
correction ∆ĉ is the product of the direct risk-tolerance ρ and a Q̂-martingale ∆Ẑ. The latter is
given explicitly by Formula (5.5) as the agent’s best prognosis of the future endowment ∆YT at
time t, appropriately weighted by her remaining risk-tolerance R.

Let us now pass to the general case with possibly stochastic interest rates and risk tolerances.
Here, the idea is to reduce to the case studied above by a suitable change of measure. The latter
is determined by the solution for the problem with a unit perturbation. Indeed, suppose that we
can find a positive Q̂-martingale (Zρt )t∈[0,T ] satisfying∫

[0,T ]

ρt
Bt
Zρt µ(dt) = 1, (5.6)

so that (Zρt )t∈[0,T ] is the optimal consumption correction for ∆YT = 1.12 This in turn allows to
reduce the case of random risk-tolerances to the deterministic one by passing from the marginal
pricing measure Q̂ to the “prognosis measure” Qρ ≈ Q̂ ≈ P defined by dQρ =

ZρT
Zρ0

dP .13 Note that
if the the total discounted risk-tolerance ( ρtBt )t∈[0,T ] is deterministic, then no change of measure is
necessary because Zρ is given by the constant Zρ ≡ (

∫
[0,T ]

ρt
Bt
µ(dt))−1 in this case.

To carry out this program, write the Q̂-martingale ∆Ẑ as ZρZ∆Y , where (Z∆Y
t )t∈[0,T ] is a Qρ-

martingale to be determined and denote by (Rt)t∈[0,T ] the Qρ-expected remaining (discounted)
risk tolerance:

Rt = EQ
ρ

[∫
[t,T ]

ρu
Bu

µ(du)

∣∣∣∣∣Ft
]
, t ∈ [0, T ]. (5.7)

12The process (Zρt )t∈[0,T ] depends on the interest rate, the direct risk-tolerance, and the marginal pricing measure,
but not on the particular endowment perturbation at hand. In Markovian baseline settings, it can be readily
determined from the benchmark policy.

13This parallels the situation for mean-variance hedging [9, 4] and asymptotic utility-based pricing and hedging
[28, 1, 16, 22, 23], where one first solves a “pure investment problem” independent of the particular random endow-
ment, and in turn simplifies the original problem by a suitable change of measure (and, sometimes, numeraire).
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This is investor’s best estimate of her discounted future risk tolerances, computed under the
prognosis measure Qρ. By Bayes’ theorem and the definition of Zρ in (5.6),

Zρt Rt = EQ̂

[∫
[t,T ]

Zρu
ρu
Bu

µ(du)

∣∣∣∣∣Ft
]

= 1−
∫

[0,t)

Zρu
ρu
Bu

µ(du). (5.8)

In particular, Zρ0R0 = 1 and an integration by parts yields

∆YT =

∫
[0,T ]

Z∆Y
t Zρt

ρt
Bt

µ(dt) = Z∆Y
0 Zρ0

ρ0

B0
µ({0})−

∫
(0,T ]

Z∆Y
t d(Zρt Rt+)

= Z∆Y
0 Zρ0

ρ0

B0
µ({0}) + Z∆Y

0 Zρ0R0+ − Z∆Y
T ZρTRT+ +

∫
(0,T ]

Zρt Rt dZ∆Y
t

= Z∆Y
0 Zρ0R0 +

∫
(0,T ]

Zρt Rt dZ∆Y
t

= Z∆Y
0 +

∫
(0,T ]

Zρt Rt dZ∆Y
t . (5.9)

As the final ingredient, define the investor’s best estimate of her random endowment, also computed
under the prognosis measure:

M∆Y
t = EQ

ρ

[∆YT | Ft] , t ∈ [0, T ].

Taking conditional Qρ-expectations in (5.9) and using that Z∆Y needs to be a Qρ-martingale gives

M∆Y
t = Z∆Y

0 +

∫
(0,t]

ZρuRu dZ∆Y
u ,

or, equivalently:

Z∆Y
t = M∆Y

0 +

∫
(0,t]

1

ZρuRu
dM∆Y

u . (5.10)

For general ρ and B, the optimal (normalised) consumption correction ∆ĉ therefore is the product
of three terms. Like for deterministic ρ/B, the first one is the direct risk-tolerance ρ. The new
ingredient is the martingale Zρ, which governs the change of measure to the prognosis measure.
The last factor, Z∆Y , is given by Formula (5.10) as the investor’s best prognosis of her random
endowment, weighted by her expected risk tolerances. The only difference to the case of deter-
ministic ρ/B is that these estimates are now computed under the prognosis measure Qρ instead
of the marginal pricing measure Q̂.

Remark 5.1. Suppose the underlying filtration is continuous and µ(dt) = 1(0,T )(t) dt + δT (dt).
Then, the above heuristic arguments suggest a characterization of the processes R and Zρ by
means of a quadratic BSDE. Indeed, (5.8) and the product formula yield

Zρt dRt +RtdZ
ρ
t + d〈Zρ, R〉t = −Zρt ρt dt, ZρTRT = ZρT ρT ,

12



or, equivalently:

dRt = −Rt
Zρt

dZρt −
1

Zρt
d〈Zρ, R〉t − ρt dt, RT = ρT . (5.11)

Now, define the martingale

dMρ
t = −Rt

Zρt
dZρt , Mρ

0 = Zρ0 . (5.12)

Plugging this into (5.11) in turn leads to a quadratic BSDE for the process R:

dRt = dMρ
t +

1

Rt
d〈Mρ〉t − ρt dt, RT = ρT . (5.13)

Given a solution (R,M) of (5.13), the process Zρ is in turn determined by (5.12) via the linear
SDE dZρt = −Z

ρ
t

Rt
dMρ

t with initial condition Zρ0 = Mρ
0 . Together with the informal arguments

in [15, Appendix B.1], this suggests that the Qρ-expected remaining risk tolerance R should in
fact coincide with the risk tolerance of the indirect utility process in the investor’s unperturbed
problem. The latter is readily obtained for Markovian benchmark problems by differentiating the
corresponding value function.

We note in passing that to prove existence and uniqueness of a solution to (5.13) (for “sufficiently
nice” ρ and B; cf. also Remark 5.7), it is simpler14 to consider the process R−1, which solves the
BSDE

dR−1
t = dM̃ρ

t + ρt(R
−1
t )2 dt, R−1

T = ρ−1
T . (5.14)

Here, M̃ρ
t solves the SDE dM̃ρ

t = (R−1
t )2 dMρ

t = 1
RtZ

ρ
t

dZρt with initial condition M̃ρ
0 = Mρ

0 = Zρ0 .

5.2 Uniqueness, existence, and structure of ∆Ẑ

In this section we study the uniquess, the existence, and the structure of a Q̂-martingale ∆Ẑ

satisfying ∫
[0,T ]

ρt
Bt

∆Ẑt µ(dt) = ∆YT ,

as required for (5.3). First, we establish uniqueness of ∆Ẑ under quite general conditions:

Lemma 5.2. Suppose that EQ̂
[
(
∫

[0,T ]
ρt
Bt
µ(dt))3

]
< ∞. Then there exists at most one Q̂-

martingale (∆Ẑt)t∈[0,T ] with EQ̂
[
|∆ẐT |3

]
<∞ such that

∫
[0,T ]

ρt
Bt

∆Ẑt µ(dt) = ∆YT . (5.15)

Proof. First, note that if ∆Z is any Q̂-martingale satisfying EQ̂
[
|∆Z|3

]
< ∞, then Hölder’s

14This has been kindly pointed out to us by Hao Xing.
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inequality and Doob’s maximal inequality (with the universal constant C3 > 0) give

EQ̂

[
|∆ZT |

∫
[0,T ]

ρt
Bt
|∆Zt|µ(dt)

]
≤ EQ̂

[(
sup
t∈[0,T ]

|∆Zt|
)2
∫

[0,T ]

ρt
Bt

µ(dt)

]

≤ EQ̂
[(

sup
t∈[0,T ]

|∆Zt|
)3
] 2

3

EQ̂

[(∫
[0,T ]

ρt
Bt

µ(dt)
)3
] 1

3

≤ C
2
3
3 E

Q̂
[
|∆ZT |3

] 2
3 EQ̂

[(∫
[0,T ]

ρt
Bt

µ(dt)
)3
] 1

3

<∞.

Next, assume that there are two Q̂-martingales ∆Z(1) and ∆Z(2) with EQ̂
[
|∆Z(i)

T |3
]
<∞ satis-

fying (5.15) with ∆Ẑ replaced by ∆Z(i), i ∈ {1, 2}. Set Z̃ := ∆Z(1) −∆Z(2). Then Z̃ is also a
Q̂-martingale with EQ̂

[
|Z̃T |3

]
<∞ and satisfies

∫
[0,T ]

ρt
Bt
Z̃t µ(dt) = 0. (5.16)

Now, multiply both sides of (5.16) by Z̃T , take Q̂-expectations, and use Fubini’s theorem, the
tower property of conditional expectations and the Q̂-martingale property of Z̃. This gives

0 = EQ̂

[
Z̃T

∫
[0,T ]

ρt
Bt
Z̃t µ(dt)

]
=

∫
[0,T ]

EQ̂
[
Z̃T

ρt
Bt
Z̃t

]
µ(dt)

=

∫
[0,T ]

EQ̂
[
ρt
Bt
Z̃tE

Q̂
[
Z̃T

∣∣∣Ft]]µ(dt) =

∫
[0,T ]

EQ̂
[
ρt
Bt
Z̃2
t

]
µ(dt).

As a consequence, E
[
ρt
Bt
Z̃2
t

]
= 0 for µ-a.e. t ∈ [0, T ]. Since ρt

Bt
Z̃2
t ≥ 0 P -a.s. for each t ∈ [0, T ],

it follows that ρt
Bt
Z̃2
t = 0 P -a.s. for µ-a.e. t ∈ [0, T ]. As ρt

Bt
> 0 P -a.s. for each t ∈ [0, T ], this

yields Z̃t = 0 P -a.s. for µ-a.e. t ∈ [0, T ]. The Q̂-martingale property of Z̃ then gives Z̃ ≡ 0 P -a.s.
on [0, t] for µ-a.e. t ∈ [0, T ]. Finally, Condition (2.1) implies that Z̃ ≡ 0 P -a.s. on [0, T ); by the
martingale convergence theorem, we may therefore conclude that Z̃ ≡ 0 P -a.s. on [0, T ]. Thus,
∆Z(1) = ∆Z(2) P -a.s., establishing the claimed uniqueness.

Next, we establish existence of ∆Ẑ under the key additional assumption that µ has an atom
at T . Otherwise, we cannot expect existence to hold, see Example 5.4.

Theorem 5.3. Suppose that µ({T}) > 0. Moreover, assume that EQ̂
[
(supt∈[0,T ]

ρt
Bt

)3
]
< ∞,

EQ̂
[
( ρTBT )−3

]
< ∞, and ∆YT is bounded.Then, there exists a (unique) Q̂-martingale ∆Ẑ with

EQ̂
[
|∆ẐT |3

]
<∞ satisfying

∫
[0,T ]

ρt
Bt

∆Ẑt µ(dt) = ∆YT P -a.s. (5.17)

Moreover:

(a) If ∆YT = 1, then ∆Ẑ is nonnegative.
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(b) If ρT
BT

is uniformly bounded from below, then ∆Ẑ is bounded.

The proof of Theorem 5.3 is rather lengthy and technical, and therefore delegated to Ap-
pendix B. Here we just sketch the main ideas. In a first step, we construct a solution to (5.17)
in finite discrete time, i.e., on a finite time grid 0 = t0, . . . , tN = T . This is done exactly as
outlined in Section 5.1. To wit, we first construct a positive Q̂-martingale Zρ,N satisfying the
discretized analogue of (5.6). Next, we construct the “prognosis measure” Qρ,N ≈ Q̂ ≈ P by
dQρ,N =

Zρ,NT
Zρ,N0

dP and define Z∆Y,N as the discretized analogue of the SDE (5.10). Finally, we

set ∆ZN := Zρ,NZ∆Y,N . In a second step, we make the grid finer and finer and check that the
resulting limit ∆Z (in the “Komlós sense”) satisfies (5.6).

The following example shows that if the consumption clock µ does not have an atom at T , we
cannot expect ∆Z to exist in general, even if the discounted risk-tolerances ρt/Bt are deterministic.
Indeed, if the quadratic variation of the prognosis Mρ = EQ̂ [∆YT |F] of the endowment does not
vanish quickly enough as the horizon T nears, it may not be possible to satisfy the budget constraint
(5.15) with equality. This is because there might be an unexpected move of the endowment close
to the time horizon which cannot be “consumed away”.15

Example 5.4. Assume that T = 1, B ≡ 1, ρ ≡ 1, µ(dt) = 1(0,T )(t) dt, so that Q̂ = P

(cf. Lemma 3.2 with r ≡ 0 and U(t, x) = exp(−x)). Let ∆Y1 = exp(−W 2
1 ), where (Wt)t∈[0,1]

is Brownian motion. Then there does not exist a P -martingale (∆Ẑt)t∈[0,1] with E
[
|∆ẐT |3

]
<∞

satisfying (5.17). Indeed, we trivially have E
[
(
∫

[0,T ]
ρt
Bt
µ(dt))3

]
< ∞. Thus, in the notation of

Corollary 5.6 below, Rt = (1− t) and M∆Y
t = E

[
exp(−W 2

1 )
∣∣Ft] = 1√

3−2t
exp

(
− W 2

t

3−2t

)
. If there

were a P -martingale ∆Ẑ with E
[
|∆ẐT |3

]
<∞ satisfying (5.17), then by Corollary 5.6 below, it

would satisfy the SDE

d∆Zt =
1

1− t
dM∆Y

t = − 2

(1− t)(3− 2t)
3
2

exp

(
− W 2

t

3− 2t

)
dWt, ∆Z0 =

M∆Y
0

R0
=

1√
3
. (5.18)

It is an easy exercise to verify that (5.18) does not have a solution on [0, 1].16

Finally, suppose that the process Zρ from Equation (5.6) exists (e.g., under the conditions of
Theorem 5.3) and is positive. Then, if the process ∆Ẑ exists as well (e.g., under the conditions of
Theorem 5.3) it is of the form as derived in the heuristics:

Lemma 5.5. Suppose that EQ̂
[
(
∫

[0,T ]
ρt
Bt
µ(dt))3

]
< ∞ and that there exists a positive Q̂ mar-

tingale Zρ satisfying ∫
[0,T ]

ρt
Bt
Zρt µ(dt) = 1. (5.19)

Define the measure Qρ ≈ Q̂ ≈ P on FT by dQρ =
ZρT
Zρ0

dQ̂. If the Q̂-martingale ∆Ẑ from Lemma
5.2 exists, it is of the form

∆Ẑ = ZρZ∆Y , (5.20)
15A related phenomenon is the “facelift” observed in [26]. For absolutely continuous endowments, however, these

issues typically do not arise, cf. [5].
16Of course, (5.18) does have a unique (strong) solution on [0, 1), but this is not enough for our purposes.
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where Z∆Y is the Qρ-martingale with dynamics

dZ∆Y
t =

1

Zρt Rt
dM∆Y

t , Z∆Y
0 = M∆Y

0 . (5.21)

Here, M∆Y
t = EQ

ρ

[∆YT | Ft] is the (càdlàg version) of the Qρ-martingale generated by the total
endowment, and the (làdlàg) process Rt = EQ

ρ
[∫

[t,T ]
ρu
Bu

µ(du)
∣∣∣Ft] measures the Qρ-expected

remaining (discounted) risk tolerance.

The following corollary covers the important special case of deterministic discounted risk tol-
erances ρt/Bt.17 It follows immediately from Lemma 5.5 using that Zρ ≡ (

∫
[0,T ]

ρt
Bt
µ(dt))−1 and

R0 = 1
Zρ0

in this case.

Corollary 5.6. Suppose that ρ/B is deterministic and
∫

[0,T ]
ρt
Bt
µ(dt) < ∞. If the Q̂-martingale

∆Ẑ from Lemma 5.2 exists, it satisfies the SDE

d∆Ẑt =
1

Rt
dM∆Y

t , ∆Z0 =
M∆Y

0

R0
. (5.22)

Here, M∆Y
t = EQ̂ [∆YT | Ft] is the (càdlàg version) of the Q̂-martingale generated by the total

endowment, and the (càglàd) function Rt =
∫

[t,T ]
ρu
Bu

µ(du) measures the remaining (discounted)
risk tolerance.

Proof of Lemma 5.5. Set Z∆Y
t = ∆Ẑ

Zρ . Then Z∆Y is a Qρ-martingale by Bayes’ theorem. Define
the process (Rt)t∈[0,T ] by

Rt =
1

Zρt

(
1−

∫
[0,t)

Zρu
ρu
Bu

µ(du)

)
.

Then R is positive on [0, T ) by Assumption (2.1) on µ. (It is positive on [0, T ] if and only if
µ({T}) > 0.) Note that R has làdlàg paths and ZR is nonincreasing and left-continuous; in
particular, it is predictable. By (a conditional extension of) Corollary A.2(b),

Rt = EQ
ρ

[∫
[t,T ]

ρu
Bu

µ(du)

∣∣∣∣∣Ft
]
.

Arguing as in (5.9), it follows that

∆YT = Z∆Y0 +

∫
(0,T ]

Zρt RT dZ∆Y
t . (5.23)

As ZρR is nonincreasing from 1 to ZρTRT ≥ 0 and EQ
ρ [|Z∆Y

T |
]
< ∞ because Z∆Y is a Qρ-

martingale, it follows from Lemma A.1 that
∫
ZρR dZ∆Y is a (true) Qρ-martingale. So in par-

ticular the right-hand side of (5.23) is Qρ-integrable. Then so is the left-hand side ∆YT , which
shows that the Qρ-martingale (M∆Y

t )t∈[0,T ] given byM∆Y
t = EQ

ρ

[∆YT | Ft] is well defined. Now,
taking conditional Qρ-expectations in (5.23) shows that M∆Y satisfies

dM∆Y
t = Zρt RT dZ∆Y

t , M∆Y
0 = Z∆Y

0 . (5.24)
17In essence, this is the case of exponential utility and deterministic interest rates.
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Note that (5.24) implies in particular that M∆Y
T −M∆Y

T− = 0 if RT = 0. Using again that ZρR is
nonincreasing and strictly positive on [0, T ), we may deduce that Z∆Y satisfies (5.21).

Remark 5.7. Even if Zρ exists, it need not be positive (but only nonnegative) in general, in
which case the decomposition (5.20) fails. However, if ρ and B are “sufficiently nice”, Zρ is indeed
positive. For example, suppose the filtration is continuous and ρ/B is uniformly bounded from
above and away from zero. Then, as has been kindly pointed out to us by Hao Xing, standard
BSDE arguments show that the BSDE (5.14) has a unique solution (R−1, M̃ρ), where R−1 is
uniformly bounded from above and away from zero, and M̃ρ is a BMO Q̂-martingale. R := 1/R−1

is in turn well defined and uniformly bounded, whence
∫
R dM̃ρ is also a BMO Q̂-martingale and

Zρ := E
(∫

R dM̃ρ
)
is a positive (true) Q̂-martingale (cf. [20]). It is now easy to check that Zρ

solves (5.19).

5.3 The main result

After the preparations of the previous section, we can now formulate our main result about the
second-order sensitivities of the consumption-savings problem:

Theorem 5.8. Suppose that ĉ ∈ A∗3(Y ), E
[
|Ẑ3
T |
]
< ∞, EQ̂

[∫
[0,T ]

( ρtBt )
3µ(dt)

]
< ∞, as well

as EQ̂
[
∆Y 2

T

]
< ∞. Assume that U satisfies DARA and DAP, and suppose that there exists a

Q̂-martingale ∆Ẑ with EQ̂
[
|∆ZT |3

]
<∞ satisfying∫

[0,T ]

ρt
Bt

∆Ẑt µ(dt) = ∆YT P -a.s. (5.25)

Moreover, assume that ∆Ẑ is locally bounded, there is ε0 > 0 such that ĉ−ε0ρt|∆Ẑt| > xU P -a.s.,
and we have the estimates

E

(∫
[0,T ]

ρt
Bt
|∆Ẑt|µ(dt)

)3
 <∞, (5.26)

E

[∫
[0,T ]

U ′′′t (ĉt − ε0ρt|∆Ẑt|)ρ3
t |∆Ẑt|3 µ(dt)

]
<∞, (5.27)

as well as

E

( sup
t∈[0,T ]

|∆Ẑt|

)3 ∫
[0,T ]

−Ũ ′′′t

(
Ẑt

2Bt

)
Ẑ3
t

B3
t

µ(dt)

 <∞. (5.28)

Then, the process
ĉε = ĉ+ ερ∆Ẑ, ε ∈ [0, ε0)
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is second-order optimal for A3(Y ε). It satisfies

E

[∫
[0,T ]

Ut(ĉ
ε
t )µ(dt)

]
= E

[∫
[0,T ]

Ut(ĉt)µ(dt)

]
+ εẐ0E

Q̂ [∆YT ]

− 1

2
ε2Ẑ0E

Q̂
[
∆ẐT∆YT

]
+ o(ε2). (5.29)

Moreover, if there exists a positive Q̂-martingale Zρ with
∫

[0,T ]
ρt
Bt
Zρt µ(dt) = 1, then

ĉε = ĉ+ ερZρZ∆Y , ε ∈ [0, ε0),

where Z∆Y is as in Lemma 5.5, and the welfare expansion can be written as

εẐ0E
Q̂ [∆YT ]− 1

2
ε2Ẑ0E

Q̂

[
(M∆Y

0 )2

R0
+

∫
(0,T ]

1

Rt
d
[
M∆Y

]
t

]
+ o(ε2),

with (M∆Y
t )t∈[0,T ] and (Rt)t∈[0,T ] as in Lemma 5.5.

Theorem 5.8 states that – under the stated integrability assumptions18 – the (normalized)
second-order consumption correction ∆ĉ = (ĉε − ĉ)/ε is the product of the direct risk-tolerance
ρ, the martingale Zρ, and the prognosis martingale Z∆Y . The first-order welfare correction
εZ0E

Q̂ [∆YT ], is the marginal-utility-based price of the terminal perturbation ε∆YT . The second-
order welfare correction − 1

2ε
2Ẑ0E

Q̂
[

(M∆Y
0 )2

R0
+
∫

(0,T ]
1
Rt

d
[
M∆Y

]
t

]
is the expected fluctuation of

the terminal perturbation ε∆YT weighted by the indirect risk-tolerance R. In the special case that
∆YT is deterministic, it simplifies to − 1

2ε
2Ẑ0

1
R0

(∆YT )2.
A sufficient set of conditions for the first part of Theorem 5.8 is that µ has an atom at T , the

endowment correction ∆Y is bounded (the unperturbed endowment YT may be general), and ρ
and B are uniformly bounded from above and from zero.19 Then ∆Z exists and is bounded by
Theorem 5.3, and for standard utility functions (5.26) – (5.28) are easily seen to be satisfied.

Proof of Theorem 5.8. It follows from (5.26) that ρ∆Ẑ ∈ A∗3(∆Y ) and ĉε ∈ A∗3(Y ε).
The basic idea for the remaining proof is similar to the one of Theorem 4.1: a lower bound

is established by considering our concrete strategy; a universal upper bound is in turn obtained
from a duality argument.

Primal lower bound. For ε ∈ [0, ε0) and fixed t and ω, a Taylor expansion of order two with
Lagrange remainder term gives

Ut(ĉ
ε
t ) = Ut(ĉt) + U ′t(ĉt)(ĉ

ε
t − ĉt) +

1

2
U ′′t (ĉt)(ĉ

ε
t − ĉt)2 +

1

6
U ′′′t (c̃(t, ω))(ĉεt − ĉt)3,

where c̃(t, ω) takes values in the interval with endpoints ĉt(ω) and ĉεt (ω). By the definition of ĉε,
18The third-order moments are needed to control the third-order remainder terms appearing in the Taylor ex-

pansion that we use to approximate general utilities by quadratic ones in the proof of Theorem 5.8.
19For utilities on the positive real line, we also have to assume that the benchmark optimizer ĉ is uniformly

bounded away from 0.

18



the fact that U ′′′ is positive and nonincreasing by DARA and DAP, and since ε < ε0, we have

Ut(ĉ
ε
t ) ≥ Ut(ĉt) + εU ′t(ĉt)ρt∆Ẑt +

1

2
ε2U ′′t (ĉt)ρ̂

2
t∆Ẑ

2
t −

1

6
ε3U ′′′t (ĉt − ε0ρt|∆Ẑt|)ρ3

t |∆Ẑt|3. (5.30)

Now, take the expectation of the integral of the first-order term on the right-hand side of (5.30).
Then, it follows as in the proof of Theorem 4.1 that

εE

[∫
[0,T ]

U ′t(ĉt)ρt∆Ẑt µ(dt)

]
= εẐ0E

Q̂ [∆YT ] . (5.31)

Next, take the expectation of the integral of the second-order term on the right hand side of (5.30).
Using the definition of ρ in (5.1), the first-order condition (3.1), Corollary A.2(b), Lemma A.1 and
the budget constraint (5.25), we obtain

1

2
ε2E

[∫
[0,T ]

U ′′t (ĉt)ρ
2
t∆Ẑ

2
t µ(dt)

]
= −1

2
ε2E

[∫
[0,T ]

Ẑt∆Ẑt
ρt
Bt

∆Ẑt µ(dt)

]

= −1

2
ε2Ẑ0E

Q̂

[∫
[0,T ]

∆Ẑt
ρ

Bt
∆Ẑt µ(dt)

]

= −1

2
ε2Ẑ0E

Q̂
[
∆ẐT∆YT

]
. (5.32)

Finally, taking the expectation of the integral on both sides of (5.30) and using (5.31), (5.32), and
(5.27) yields (5.29).

Dual upper bound. We proceed to show that

sup
cε∈A3(Y ε)

E

[∫
[0,T ]

Ut(c
ε
t )µ(dt)

]
≤ E

[∫
[0,T ]

Ut(ĉt)µ(dt)

]
+ εẐ0E

Q̂ [∆YT ]

− 1

2
ε2Ẑ0E

Q̂
[
∆ẐT∆YT

]
+ o(ε2). (5.33)

As ∆Ẑ is locally bounded by assumption, there exists a nondecreasing sequence of F-stopping
times (τn)n∈N with values in [0, T ] such that limn→∞ P [τn = T ] = 1 and, for each n ∈ N, the
stopped martingale ∆Ẑτn is bounded. Set τ0 := 0. For ε ∈ (0, 1/(2∆Ẑ0)), let

n(ε) = max

{
n ∈ {0, . . . , b1/εc} : sup

t∈[0,T ]

|∆Ẑτnt | ≤
1

2ε
P -a.s.

}
.

Define ∆Ẑε := ∆Ẑτn(ε) . Then ˆsupt∈[0,T ]|∆Ẑεt | ≤ 1
2ε P -a.s. for each ε ∈ (0, 1/(2|∆Ẑ0|)) and

limε↘0 ∆Ẑε = ∆Ẑ P -a.s. as limε↘0 n(ε) = +∞. Set Ẑε := Ẑ(1− ε∆Ẑε) and note that Ẑε ≥ 1
2 Ẑ

P -a.s.
Fix ε ∈ (0, 1/(2∆Ẑ0)) and let cε ∈ A3(Y ε) with E

[∫
[0,T ]

U−t (cεt )µ(dt)
]
< ∞. By definition

of the conjugate Ũ , we have Ut(cεt ) ≤ Ũt

(
Ẑεt
Bt

)
+

Ẑεt
Bt
cεt for each fixed t and ω. Whence, a Taylor
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expansion of order two with Lagrange remainder term gives

Ũt

(
Ẑεt
Bt

)
= Ũt

(
Ẑt
Bt

)
− εŨ ′t

(
Ẑt
Bt

)
Ẑt
Bt

∆Ẑεt +
1

2
ε2Ũ ′′t

(
Ẑt
Bt

)
Ẑ2
t

B2
t

(∆Ẑεt )2

− 1

6
ε3Ũ ′′′t (ζ(t, ω))

Ẑ3
t

B3
t

(∆Ẑεt )3,

where ζ(t, ω) lies in the interval with endpoints Ẑt(ω)
Bt(ω) and Ẑεt (ω)

Bt(ω) . Now, use that Ũ ′t
(
Ẑt
Bt

)
= −ĉt

(which follows from (3.1) and (2.6)), Ũ ′′t
(
Ẑt
Bt

)
= − 1

U ′′t (ĉt)
= ρt

Bt
Ẑt

(which follows from (3.1) and

(2.7)), the fact that Ũ ′′′ is negative and nondecreasing by DARA and DAP, and Ẑεt ≥ Ẑt
2 . This

yields the following estimate:

Ũt

(
Ẑεt
Bt

)
≤ Ũt

(
Ẑt
Bt

)
+ εẐt∆Ẑ

ε
t

ĉt
Bt

+
1

2
ε2Ẑt

ρt
Bt

(∆Ẑεt )2 − 1

6
ε3Ũ ′′′t

(
Ẑt

2Bt

)
Ẑ3
t

B3
t

|∆Ẑεt |3.

Combining this with the identity Ũt( ẐtBt ) = Ut(ĉt)− Ẑt
Bt
ĉt (which follows from (3.1)) and (4.5):

Ut(c
ε
t ) ≤ Ut(ĉt) +

Ẑεt
Bt

(cεt − ĉt) +
1

2
ε2Ẑt

ρt
Bt

(∆Ẑεt )2 − 1

6
ε3Ũ ′′′t

(
Ẑt

2Bt

)
Ẑ3
t

B3
t

|∆Ẑεt |3. (5.34)

Now, consider separately each of the last three terms on the right-hand side of (5.34). First,
calculate the expectation of the integral of the second one. Corollary A.2(a), positivity of Ẑε, the
budget constraints for cε and ĉ, the definition of Ẑε, Bayes’ theorem and dominated convergence
give

E

[∫
[0,T ]

Ẑεt
cεt − ĉt
Bt

µ(dt)

]
= E

[
ẐεT

∫
[0,T ]

cεt − ĉt
Bt

µ(dt)

]
≤ E

[
ẐεT ε∆YT

]
= εẐ0E

Q̂
[
(1− ε∆Ẑε)∆YT

]
= εẐ0E

Q̂ [∆YT ]− ε2Ẑ0E
Q̂
[
∆ẐεT∆YT

]
= εẐ0E

Q̂ [∆YT ]− ε2Ẑ0E
Q̂
[
∆ẐT∆YT

]
+ o(ε2).

Next, calculate the expectation of the integral of the third term on the right-hand side of (5.34).
Corollary A.2(b), dominated convergence, (5.25), and Lemma A.1 give

1

2
ε2E

[∫
[0,T ]

Ẑt
ρt
Bt

(∆Ẑεt )2 µ(dt)

]
=

1

2
ε2Ẑ0E

Q̂

[∫
[0,T ]

ρt
Bt

(∆Ẑεt )2 µ(dt)

]

=
1

2
ε2Ẑ0E

Q̂

[∫
[0,T ]

ρt
Bt

∆Ẑ2
t µ(dt)

]
+ o(ε2)

=
1

2
ε2EQ̂

[∫
[0,T ]

∆Ẑt
ρt
Bt

∆Ẑt µ(dt)

]
+ o(ε2)

=
1

2
ε2EQ̂

[
∆ẐT∆YT

]
+ o(ε2).

Finally, compute the expectation of the integral of the last term on the right-hand side of (5.34).
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By (5.28), we have

1

6
ε3E

[∫
[0,T ]

−Ũ ′′′t

(
Ẑt
2

)
Ẑ3
t

B3
t

|∆Ẑεt |3 µ(dt)

]

≤ 1

6
ε3E

( sup
t∈[0,T ]

|∆Ẑεt |

)3 ∫
[0,T ]

−Ũ ′′′t

(
Ẑt
2

)
Ẑ3
t

B3
t

µ(dt)


≤ 1

6
ε3E

( sup
t∈[0,T ]

|∆Ẑt|

)3 ∫
[0,T ]

−Ũ ′′′t

(
Ẑt
2

)
Ẑ3
t

B3
t

µ(dt)

 = O(ε3) = o(ε2).

Now taking the expectation of the integral on both sides of (5.34) and then the supremum over
all cε ∈ A3(Y ε) with E

[∫
[0,T ]

U−t (cεt )µ(dt)
]
<∞ gives (5.33).

Comparison of lower and upper bound. (5.29) and (5.33) show that ĉε is indeed second-order
optimal for A3(Y ε).

Additional Claim. Finally suppose that the martingale Zρ from Lemma 5.2 exists and is positive.
Define Qρ ≈ Q̂, (Z∆Y

t )t∈[0,T ], (M∆Y
t )t∈[0,T ], and (Rt)t∈[0,T ] as in Lemma 5.5. Then it suffices to

show that

EQ̂
[
∆ẐT∆YT

]
= EQ̂

[∫
[0,T ]

1

Rt
d
[
M∆Y

]
t

]
.

Bayes’ theorem, the dynamics of Z∆Y (cf. (5.21)), the product formula, and Lemma A.1 yield

EQ̂
[
∆ẐT∆YT

]
= Zρ0E

Qρ
[
Z∆Y
T M∆Yt

]
= Zρ0E

Qρ

[∫
[0,T ]

1

RtZ
ρ
t

d
[
M∆Y

]
t

]

= EQ̂

[
ZρT

∫
[0,T ]

1

RtZ
ρ
t

d
[
M∆Y

]
t

]
= EQ̂

[∫
[0,T ]

Zρt
RtZ

ρ
t

d
[
M∆Y

]
t

]

= EQ̂

[∫
[0,T ]

1

Rt
d
[
M∆Y

]
t

]
.

This establishes the last assertion and thereby completes the proof of the theorem.

Remark 5.9. The dual considerations in the proof of Theorem 4.1 also show that the martingale
Zε is second-order optimal for the minimization problem dual to (2.3).

A On Bayes’ theorem

In this appendix, we recall a simple – but apparently not so well-known – sufficient condition for
the stochastic integral of a finite variation integrand with respect to a martingale integrator to be
a true martingale. Moreover, we deduce two versions of Bayes’ theorem which are used in several
of the proofs.

We denote by ‖A‖ the total variation of a finite variation process A, and use the convention
that A0− := 0.
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Lemma A.1. Consider an adapted càdlàg process of finite variation (At)t∈[0,T ] and a martingale
(Mt)t∈[0,T ] such that

E [‖A‖T |MT |] <∞.

Then, the stochastic integral
∫
A− dM is a martingale and, for any stopping time τ taking values

in [0, T ], we have

E

[∫
[0,τ ]

Mt dAt

]
= E [MτAτ ] . (A.1)

Proof. Let τ be an arbitrary stopping time with values in [0, T ]. Then, by the submartingale
property of |M | and the tower property of conditional expectations:

E [‖A‖τ |Mτ |] ≤ E [‖A‖τE [|MT | | Fτ ]] = E [‖A‖τ |MT |] ≤ E [‖A‖T |MT |] <∞.

Hence, by (the optional version of) [7, Theorem VI.57 and Remark VI.58d)] and using that the
optional projection of Mτ is the stopped martingale Mτ , we obtain

E [MτAτ ] = E

[∫
[0,τ ]

Mτ dAt

]
= E

[∫
[0,τ ]

Mτ
t dAt

]
= E

[
M0A0 +

∫
(0,τ ]

Mt dAt

]
. (A.2)

This gives (A.1). Moreover, an integration by parts yields

E

[
M0A0 +

∫
(0,τ ]

Mt dAt

]
= E

[
MτAτ −

∫
(0,τ ]

At− dMt

]
. (A.3)

Together, (A.2) and (A.3) show

E

[∫
(0,τ ]

At− dMt

]
= 0.

As τ was arbitrary, it follows that the process
∫
A− dM has constant expectation 0 over stopping

times and therefore is a martingale.

Corollary A.2. Let (Zt)t∈[0,T ] be a positive martingale and Q ≈ P defined by dQ = ZT
Z0

dP be the
corresponding equivalent measure. Let (At)t∈[0,T ] be an adapted càdlàg process of finite variation,
and assume that at least one of the following conditions is satisfied:

(a) ‖A‖T and ZT are square-integrable under P .

(b) E
[∫

[0,T ]
Zt d‖A‖t

]
<∞.

Then the process (
∫

[0,t]
Zs dAs)t∈[0,T ] is P -integrable, and

E

[∫
[0,T ]

Zs dAs

]
= E [ZTAT ] = Z0E

Q [AT ] .

Proof. By Lemma A.1, it suffices to show that E [‖A‖TZT ] < ∞. For (a), this follows from the
Cauchy–Schwarz inequality. For (b), this is a consequence of (the optional version of) [7, Theorem
VI.57].
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B Proof of Theorem 5.3

This appendix contains the proof of Theorem 5.3, which is broken up into several auxiliary results
for better readability. Throughout, notation is eased by replacing Q̂ and ρ/B in Theorem 5.3
with P and ρ, respectively.

The first step is to establish existence of the martingale Zρ in finite discrete time, by means
of an explicit backward construction inspired by the heuristics from Section 5.1:

Lemma B.1. Let (Ω,F ,F = (Fk)k∈{0,...,N}, P ) be a filtered probability space, and assume that
F0 is P -trivial. Let (ρk)k∈{0,...,N} be an nonnegative adapted process such that E

[
ρ3
k

]
< ∞ for

k ∈ {0, . . . , N}, ρN > 0 P -a.s., and E
[
ρ−3
N

]
< ∞. Then, there exists a unique martingale

(Zρk)k∈{0,...,N} with E
[
|ZρN |3

]
<∞ such that

N∑
k=0

ρkZ
ρ
k = 1 P -a.s. (B.1)

Moreover, Zρ is positive and satisfies

ZρN ≤ ρ
−1
N P -a.s. (B.2)

Proof. Uniqueness of Zρ follows by the same argument as in Lemma 5.2.
To establish existence, define the process (Rk)k∈{0,...,N} recursively20 by RN := ρN and

Rk−1 := ρk−1 + E
[
R−1
k

∣∣Fk−1

]−1
, k ∈ {1, . . . , N}. (B.3)

This process is well defined and satisfies Rk > 0 P -a.s. as well as E
[
R−1
k

]
<∞ for k ∈ {1, . . . , N}.

Indeed, for k = N , this follows from the assumptions that ρN > 0 P -a.s. and E
[
ρ−1
N

]
< ∞. By

backward induction, if we know that Rk > 0 and E
[
R−1
k

]
< ∞ for some k ∈ {1, . . . , N}, then

Rk−1 is finite and satisfies Rk−1 ≥ E
[
R−1
k

∣∣Fk−1

]−1
> 0. Rearranging, taking expectations and

using the tower property in turn yields

E
[
R−1
k−1

]
≤ E

[
E
[
R−1
k

∣∣Fk−1

]]
= E

[
R−1
k

]
<∞.

Now, define the positive martingale (Zρk)k∈{1,...,N} recursively21 by Zρ0 := (R0)−1 and

Zρk+1 := Zρk
R−1
k+1

E
[
R−1
k+1

∣∣Fk] , k ∈ {0, . . . N − 1}. (B.4)

This process is well defined by the properties of R. We proceed to show by backward induction
20This definition is motivated by the BSDE (5.14) for R−1. If we discretize the latter – in a slightly nonstandard

way – as ∆R−1
k = ρk−1E

[
R−1
k−1R

−1
k

∣∣∣Fk−1

]
+∆M̃ρ

k , take conditional Fk−1-expectations yielding E
[
R−1
k

∣∣∣Fk−1

]
−

R−1
k−1 = ρk−1R

−1
k−1E

[
R−1
k

∣∣∣Fk−1

]
, and solve for Rk−1, we get (B.3).

21This is again motivated by the BSDE (5.14) for R−1 and the SDE dM̃ρ
t = R−1

Z
ρ
t

dZ̃ρt . Discretizing the latter

as ∆M̃ρ
k+1 =

E
[
R−1
k+1

∣∣∣Fk]
Z
ρ
k

∆Zρk+1, using ∆M̃ρ
k+1 = R−1

k+1 − E
[
R−1
k+1

∣∣∣Fk], and solving for Zρk , we get (B.4).
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that

ZρnRn =

N∑
k=n

Zρkρk, n ∈ {0, . . . , N}. (B.5)

The induction basis n = N is trivial. So assume that (B.5) holds for all k ∈ {n, . . . , N} for some
n ∈ {1, . . . , N}. Then by the induction hypothesis, (B.4), and (B.3):

N∑
k=n−1

Zρkρk = Zρn−1ρn−1 + ZρnRn = Zρn−1ρn−1 + Zρn−1E
[
R−1
n

∣∣Fn−1

]−1
= Zρn−1Rn−1.

Now (B.5) for n = 0 yields
N∑
k=0

ρkZ
ρ
k = R0Z

ρ
0 = 1. (B.6)

in accordance with (B.1). The estimate (B.2) follows immediately from the fact that 0 < ZρNρN <

1 P -a.s. by nonnegativity of ρ, positivity of Zρ and ρN , and (B.1). As E
[
ρ−3
N

]
< ∞, (B.2)

immediately implies that Zρ has finite third moments.

Next, we establish existence of ∆Ẑ in finite discrete time, again by working with the discrete
analogues of the relations in Section 5.1.

Lemma B.2. Let (Ω,F ,F = (Fk)k∈{0,...,N}, P ) be a filtered probability space, where F0 is P -
trivial. Let ∆YN be a bounded FN -measurable random variable and let (ρk)k∈{0,...,N} be a non-
negative adapted process. Assume that E

[
ρ3
k

]
< ∞ for k ∈ {0, . . . , N}, ρN > 0 P -a.s., and

E
[
ρ−3
N

]
< ∞. Then, there exists a unique martingale (∆Ẑk)k∈{0,...,N} with E

[
|∆ẐN |3

]
< ∞

such that
N∑
k=0

ρk∆Ẑk = ∆YN P -a.s. (B.7)

Moreover, we have
|∆ẐN | ≤ 2ρ−1

N ‖∆YN‖∞ P -a.s. (B.8)

Proof. Uniqueness of ∆Ẑ follows by the same argument as in Lemma 5.2.
To establish existence, let (Zρk)k∈{0,...,N} and (Rk)k∈{1,...,N} be as in the proof of Lemma B.1.

It follows from (B.5) and (B.1) that

ZρnRn = 1−
n−1∑
k=0

Zρkρk, n ∈ {0, . . . , N},

in accordance with (5.7). In particular, ZρR is predictable. By nonnegativity of ρ, positivity of
Zρ and ρN , and the definition of R, we may also deduce that 1

ZρR is well defined, nondecreasing
and satisfies

1

ZρnRn
≤ 1

ZρNRN
=

1

ZρNρN
, n ∈ {1, . . . , N}. (B.9)

As motivated by the discussion in Section 5.1, define Qρ ≈ P on FN by dQρ =
ZρN
Zρ0

dP and the
Qρ-martingale (M∆Y

k )k∈{0,...N} by

M∆Y
k = EQ

ρ

[∆YN | Fk] .
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Clearly, M∆Y
N = ∆YN . In analogy to the continuous-time SDE (5.10), now define the process

(Z∆Y
k )k∈{0,...,N} by

Z∆Y
k = M∆Y

0 +

k∑
j=1

1

ZjRj
(M∆Y

j −M∆Y
j−1) =

M∆Y
0

Zρ0R0
+

k∑
j=1

1

ZρjRj
(M∆Y

j −M∆Y
j−1),

where the second equality follows from the fact that Zρ0R0 = 1 by (B.6). Then Z∆Y is a martingale
transform of the Qρ-martingale M∆Y . As

EQ
ρ

[
|M∆Y

N | 1

ρNZ
ρ
N

]
= Zρ0E

[
|∆YN |
ρN

]
≤ ‖∆YN‖∞E

[
ρ−1
N

]
<∞,

it follows from Lemma A.1 that M∆Y is a Qρ-martingale. Moreover, integration by parts yields

Z∆Y
N =

M∆Y
T

ZρNRN
−

N∑
j=1

M∆Y
j−1

(
1

ZρjRj
− 1

Zρj−1Rj−1

)
.

Thus, by a telescopic sum and (B.9),

|Z∆Y
N | ≤ ‖∆YN‖∞

 1

ZρNRN
+

N∑
j=1

(
1

ZjRj
− 1

Zρj−1Rj−1

) ≤ 2‖∆YN‖∞
1

ZρNρN
. (B.10)

Finally, define the process (∆Ẑk)k∈{0,...,N} by

∆Ẑk = ZρkZ
∆Y
k .

Then ∆Ẑ is a P -martingale by Bayes theorem and satisfies (B.8) because of (B.10). Note that as
E
[
ρ−3
N

]
< ∞, (B.8) implies in particular that ∆Ẑ has finite third moments. It remains to show

that ∆Ẑ satisfies (B.7). By the definitions of ∆Ẑ, Z∆Y , and R, (B.5) and an integration by parts,
we have

N∑
k=0

ρk∆Ẑk =

N∑
k=0

Z∆Y
k ρkZ

ρ
k = Z∆Y

N ρNZ
ρ
N −

N∑
k=1

Z∆Y
k−1(RkZ

ρ
k −Rk−1Z

ρ
k−1)

= Z∆Y
0 R0Z

ρ
0 +

N∑
k=1

RkZ
ρ
k(Z∆Y

k − Z∆Y
k−1)

= M∆Y
0 +

N∑
k=1

(M∆Y
k −M∆Y

k−1) = M∆Y
N = ∆YN .

This completes the proof.

The next step is to extend the two results above to continuous time by passing to the limit
in an appropriate manner. This requires a rather technical lemma on the existence of special
partitions of [0, T ], whose mesh sizes do not only go to 0 with respect to the Lebesgue-measure
but also relative to the consumption clock µ.

Lemma B.3. Let µ be a finite measure on ([0, T ],B[0,T ]). Then:
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(a) For each N ∈ N, there exists a partition 0 = tN0 < · · · < tNN = T of [0, T ] such that

max
k=1,...,N

(tNk − tNk−1) ≤ 2T

N
and max

k=1,...,N
µ((tNk−1, t

N
k )) ≤ 2µ((0, T ))

N
. (B.11)

(b) Let {tN0 , . . . , tNN}N∈N be any sequence of partitions of [0, T ] satisfying (B.11) for each N .
Then for each càdlàg function f : [0, T ]→ R, we have

lim
N→∞

N∑
k=1

∫
(tNk−1,t

N
k )

|f(t)− f(tk−1)|µ(dt) = 0.

Proof. We may assume without loss of generality that µ((0, T )) > 0; otherwise simply take tNk :=
k
N T , k ∈ {0, . . . , N} for (a), and (b) is trivial.

(a) Fix N ∈ N. Set sN0 := 0 and define recursively, for k ∈ {0, . . . , N − 1},

sNk+1 =

inf
{
t > sNk : µ((sNk , t]) >

2µ((0,T ))
N

}
, if µ((sNk , T ]) > 2µ((0,T ))

N ,

T, if µ((sNk , T ]) ≤ 2µ((0,T ))
N .

Then µ((sNk+1, s
N
k )) ≤ 2µ((0,T ))

N ≤ µ((sNk+1, s
N
k ]) for all k ∈ {0, . . . , N − 1} with sNk < T and hence

µ((0, T )) ≥ µ((sN0 , s
N
k ]) =

k∑
j=1

µ((sNj−1, s
N
j ]) ≥ k 2µ((0, T ))

N
, (B.12)

for all k ∈ {0, . . . , N − 1} with sNk < T . Set kN = min{k ∈ {1, . . . , N} : sNk = T}. Then
kN ≤ N

2 + 1 by (B.12). Now for t ∈ (0, T ), set jN (t) := min{k ∈ {1, . . . , kN} : sNk > t} and define
tN0 , . . . , t

N
N recursively by tN0 = sN0 = 0 and, for k ∈ 0, . . . , N − 1:

tNk+1 =



tNk + 2N
T , if jN (tNk )− tNk > 2N

T ,

sN
jN (tNk )

, if jN (tNk )− tNk ≤ 2N
T and jN (tNk ) < kN ,

tNk +
T−tNk

2 , if jN (tNk )− tNk ≤ 2N
T and jN (tNk ) = kN and k < N − 1,

T, if jN (tNk )− tNk ≤ 2N
T and jN (tNk ) = kN and k = N − 1.

In this recursion, we have jN (tNk )− tNk > 2N
T for at most N−1

2 many k ∈ {0, . . . , N−1}. Moreover,
for at most kN − 1 ≤ N

2 many k ∈ {0, . . . , N − 1} we have jN (tNk )− tNk ≤ 2N
T and jN (tNk ) < kN .

Thus, jN (tNN−1) − tNN−1 ≤ 2N
T and jN (tNN−1) = kN . This shows that tNN = T and the partition

0 = tN0 < · · · < tNN = T satisfies (B.11).
(b) Let {tN0 , . . . , tNN}N∈N be any sequence of partitions of [0, T ] satisfying (B.11) for each N .

Fix a càdlàg function f : [0, T ]→ R, and let ε > 0 be given. By [2, Lemma 1 in Chapter 3], there
exists a partition 0 = u0 < · · · < uM = T of [0, T ] such that

max
k∈{1,...,M}

sup
u∈[uk−1,uk)

|f(u)− f(uk−1)| < ε

2µ((0, T ))
.
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Choose N large enough that 8Mµ((0,T ))
N ‖f‖∞ < ε

2 and define

K := {` ∈ {1, . . . , N} : there is k ∈ {1, . . . ,M} with uk ∈ (tN`−1, t
N
` )}.

Clearly |K| ≤M . Then:

N∑
k=1

∫
(tk−1,tk)

|f(t)− f(tk−1)|µ(dt) =
∑
k∈K

∫
(tk−1,tk)

|f(t)− f(tk−1)|µ(dt)

+
∑

k∈{1,...,N}\K

∫
(tk−1,tk)

|f(t)− f(tk−1)|µ(dt)

< |K| × 2‖f‖∞
2µ((0, T ))

N
+

ε

2µ((0, T ))
µ((0, T ))

=
ε

2
+
ε

2
= ε.

This completes the proof.

With Lemma B.3 at hand, we proceed to extend Lemma B.2 to continuous time by means of
Komlós’ Lemma:

Lemma B.4. Let (Ω,F ,F = (Ft)t∈[0,T ], P ) be a filtered probability space, where F0 is P -trivial.
Let µ be a finite measure on ([0, T ],B[0,T ]) with µ({T}) > 0. Let ∆YT be a bounded FT -measurable
random variable and (ρt)t∈[0,t] a nonnegative, adapted, càdlàg process. Assume that ρT > 0 P -a.s.,

E
[
ρ−3
T

]
<∞, and E

[(
supt∈[0,T ] ρt

)3
]
<∞. Then there exists a unique martingale (∆Ẑt)t∈[0,T ]

with E
[
|∆ẐT |3

]
<∞ such that

∫
[0,T ]

ρt∆Ẑt µ(dt) = ∆YT P -a.s.,

and we have
|∆ẐT | ≤ 2ρ−1

T µ({T})−1‖∆YT ‖∞ P -a.s.

Moreover:

(a) If ∆YT = 1, then ∆Ẑ is nonnegative.

(b) If ρT
BT

is uniformly bounded from below, then ∆Ẑ is bounded.

Proof. Uniquess follows from Lemma 5.2.
To establish existence, we use an approximation argument. For N ∈ N, let (tNi )i∈{0,...,N} be a

partition of [0, T ] as in Lemma B.3 and let (ρNk )k∈{0,...,N} be defined by

ρNk =

ρtNk µ([tNk , t
N
k+1)) if k ∈ {0, . . . , N − 1},

ρTµ({T}) if k = N.

By Lemma B.2, for each N ∈ N, there exists a martingale (∆ẐNt )t∈[0,T ] with finite third moments
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such that
N∑
k=0

ρNk ∆ẐtNk = ∆YT P -a.s. (B.13)

Moreover, if ∆ = 1, it follows from Lemma B.1 that each ∆ẐN is positive. Define the martingale
(Nρ)t∈[0,T ] by

Nρ
t = E

[
1

ρTµ({T})

∣∣∣∣Ft] .
Then, by (B.7):

|∆ẐNt | ≤ E
[
|∆ẐNT |

∣∣∣Ft] ≤ 2‖∆YN‖∞Nρ
t P -a.s. (B.14)

We proceed to show that
∫

[0,T ]
ρt∆Ẑ

N
t µ(dt) converges to ∆YT in L1. By (B.13) and (B.14),

∣∣∣∣∣
∫

[0,T ]

ρNu ∆ẐNu µ(du)−∆YT

∣∣∣∣∣ =

∣∣∣∣∣
∫

[0,T ]

ρu∆ẐNu µ(du)−
N∑
k=0

ρNk ∆ẐtNk

∣∣∣∣∣
=

∣∣∣∣∣
N∑
k=1

∫
(tNk−1,t

N
k )

(
ρu∆ẐNu − ρtNk−1

∆ẐtNk−1

)
µ(du)

∣∣∣∣∣
≤

N∑
k=1

∫
(tNk−1,t

N
k )

ρu

∣∣∣∆ẐNu −∆ẐtNk−1

∣∣∣µ(du)

+

N∑
k=1

∫
(tNk−1,t

N
k )

|∆ẐNtNk−1
|
∣∣∣ρu − ρtNk−1

∣∣∣µ(du)

≤

(
sup
t∈[0,T ]

ρt

)
N∑
k=1

∫
(tNk−1,t

N
k )

∣∣∣∆ẐNu −∆ẐNtNk−1

∣∣∣µ(du)

+ 2‖∆YN‖∞

(
sup
t∈[0,T ]

|Nρ
t |

)
N∑
k=1

∫
(tNk−1,t

N
k )

∣∣∣ρu − ρtNk−1

∣∣∣µ(du). (B.15)

Both summands on the right-hand side of (B.15) converge P -a.s. to 0 by Lemma B.3. Moreover,
the right hand side of (B.15) is P -a.s. bounded from above by

(2 + 4‖∆YN‖∞)

(
sup
t∈[0,T ]

ρt

)(
sup
t∈[0,T ]

|Nρ
t |

)
µ((0, T )).

Hölder’s inequality and Doob’s maximal inequality yield

E

(( sup
t∈[0,T ]

ρt

)(
sup
t∈[0,T ]

|∆ẐNt |

))3/2
 ≤ cE

( sup
t∈[0,T ]

ρt

)3
 1

2

E
[
(Nρ

T )3
] 1

2 <∞,

for some constant c > 0. Thus, the right-hand side of (B.15) is uniformly integrable. As a result:

lim
N→∞

E

[∣∣∣∣∣
∫

[0,T ]

ρu∆ẐNu µ(du)−∆YT

∣∣∣∣∣
]

= 0. (B.16)

Finally, we construct ∆Ẑ as the “Komlós limit” of the ∆ẐN . Since the sequence (∆ẐNT )N∈N is
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bounded in L3 (and a fortiori in L1) by (B.14), Komlós’ Lemma [12, Theorem 5.2.1] shows that
there exist a sequence (∆Z̃NT )N∈N with ∆Z̃NT ∈ conv(∆ẐNT ,∆Ẑ

N+1
T ,∆ẐN+2

T , . . .) and a random
variable ∆ẐT ∈ L1(FT ) such that ∆Z̃NT converges P -a.s. to ∆ẐT . Note that if ∆YT = 1, then
each ∆Z̃NT is positive, and so ∆ẐT is nonnegative. As each ∆Z̃NT satisfies the estimate (B.14),
the sequence (∆Z̃NT )N∈N is bounded in L3 and therefore converges to ∆ẐT also in L2 by the de la
Vallée-Poussin’s criterion for uniform integrability (cf., e.g., the remark before [13, Lemma 4.10]).
Denote by ∆Ẑ = (∆Ẑt)t∈[0,T ] the càdlàg version of the martingale generated by ∆ẐT . Clearly,
∆Ẑ has finite third moments. We claim that∫

[0,T ]

ρu∆Ẑu µ(du) = ∆Y P -a.s.

Since
∫

[0,T ]
ρu∆Z̃Nu µ(du) converges to ∆YT in L1 by (B.16) and linearity of the integral, it suffices

to show that
∫

[0,T ]
ρu∆Z̃Nu µ(du) converges to

∫
[0,T ]

ρu∆Ẑu µ(du) in L1. By Hölder’s inequality
and Doob’s maximal inequality, we have

E

[∣∣∣∣∣
∫

[0,T ]

ρu(∆Z̃Nu −∆Ẑu)µ(du)

∣∣∣∣∣
]
≤ µ([0, T ])E

[(
sup
t∈[0,T ]

ρt

)(
sup
t∈[0,T ]

|∆Z̃Nu −∆Ẑu|

)]

≤ 2µ([0, T ]))E

( sup
t∈[0,T ]

ρt

)2
1/2

E
[
(∆Z̃NT −∆ẐT )2

]1/2
.

The claim now follows from the fact that ∆Z̃NT converges to ∆ẐT in L2 as N →∞.
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