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Translating lucid Data Flow into Message Passing Actors
P. Th Pugram

Department of Computer Science<br>University of Warwick<br>Coventry CV4 7Al.<br>England

## ABSTRACT

This thesis is the first translation of full lucid into code for von Neumann machines ("imperative code") It demonstrates that it is possible lo produce cfficient code even in the presence of advanced features such as "currenting", recursive functions or operators whose semantics favour concurrency Earlier compiled implementations stopped well short of this.
lucid is a famuly of non-procedural programming languages, invented by Wadge and Ashcroft Lucid is netther tied to any particular data algebra, nor to a particular implementation technique. However, Data flow (with its varlants) lends itself particularly well to the implementation of Lucid

Message Passing Actors is an imperative programming technique which leaves scope for cooperating concurrency. This benefits hardware (multi-computers, transputers") and software technology alike $\ln$ this thesis, LUX a PASCAL-like language with Message Passing Actors, has been chosen as the target language

It is shown that there is a subset of Lucid (a "nucleus") which has the same expressive capacity as full Lucid The nucleus is easier to mplement than full lucid As a prerequisite for the transtation, a LUX actor equivalent is formulated for each operator of the nucleus, once and for all. The design of these operator-actors is strongly guided by the execution strategy of demand driven Data Flow "lazy evaluation") Their data storage is based on FIFO queues ("pipelines"). The actors operate concurrently, but they harmonise their actions by exchanging messages which follow an agreed protocol

The translation is carried out in successive stages. First the Lucid program is transformed to make it lie entirely within the nucleus The program is then mapped into LLX, where each operator is represented by an operator-actor and the references to the variables are manfested in the environment setup of these actors Finally, the LUX code is made more efficient by the application of a variety of analysis and optimisation methods

Lucid programs can be analysed for various properties, and the resulting information can assist the code optimisation (while also revealing program errors). Particularly important among these program analyses is a queue length determination based on Wadge's Cycle Sum Test

[^0]
## CHAPTER I: Introduction

### 1.1 Aime and Objectives

This thesis is the first translation of full Lucid [AsW80, AsW83] into code for von Neumann machines ("imperative code", $\uparrow 3.1$ ). It demonstrates that it is possible to produce efficient code even in the presence of advanced features such as "currenting", recursive functions or operators whose semantics favours concurrency Earlier compiled implementations stopped well short of this L'p to now. Lucid had all the benefits inherent in non-procedural languages, but its implementations were lacking in efficiency and in means for concurrency

Let me explain the title of the thesis, its method of investigation, and then make some general remarks. Up-arrows * will quote the sections where full detail can be found

### 1.1.1 The Tisle

Lucld is a tamily of non-procedural programming languages, invented by $w$ Wadge and EA. Ashcroft. Such languages make a significant contribution to the advancement of software technology This thesis treats Lucid rather ds a "given". so there is little need to point out its specific attractions ( $\uparrow 3.5$ ) Every Lucid program consists only of assertions; each assertion defines a variable or a function Fivery Lucid variable symbolises an infinte sequence of data objects, called a "history"

Lucid is neither lied to any particular data algebra, nor to a particular implementation techmque However, Data Flow (with its variants) lends itself particularly well to the implementation of Lucid. Throughoul this thesis, the term Data Flow ("DF". 个 25) comprises the data driven as well as the demand driven ("laxy -valuation" [HeM76, FrW76]) variant. The method presented in this thesis extends to Data Flow languages in general

The syntax of Lucid has been revised a few times over the years, but the concepts behind Lucid have remained untouched. This thesis refers ( $\uparrow \mathbf{2} .1$ ) essentially to the version described in the book on Lucid [AsW83, also FMYB3]: this version is much more usable than earlier ones Substantial programs have been written in this version of Lucid (eg a screen editor), and Lucid can thus no longer be called an academic plaything.

Message Passing Actors ( $\uparrow$ 3.2) is an imperative programming technique which leaves scope for cooperating concurrency. In this thesis, the target language is LUX, a PASCAL-like language with Message Passing Actors LUX ( -3.4 ) has been designed so as to facilitate the translation into any given concurrent language. LUX contains, among others. a special message passing technique ("exceptions", - 342) which supports control of concurrent computations without burdening program execution and without disturbing the program's overall design

### 1.1.2 The Method

It is shown that there is a subset of lucid ia nucleus") which has the same expressive capacity as full Lucid The nucleus is easier to implement than full Lucid As a prerequisite for the translation, a LLX actor equivalent is formulated for each operator of the nucleus, once and for all ( 451 ). The design of these operator-actors is strongly gunded by the execution strategy of demand driven DF Their dala storage is based on FIFO queues ("plpellnes", ^1.6.:) The actors operate concurrently, but they harmonise their actions by exchanging messages which follow an agreed protocol (4.2.2)

The translation is carried out in successive stages First the Lucid program is transformed to make it lie entirely within the nucleus Next, it is transliterated into Graph Lucid In Graph lucid, each operator is represcnted by a node, and directed arcs express the references to the variabies The graph is then mapped (4 4 3) into

LUX, where each node corresponds to an operator-actor and the arcs are manifested in the environment setup of these actors. Finally ( $\uparrow 6.0 \mathrm{ff}$ ), the LUX code is made more efficient by the application of a variety of analysis and optimisation methods

Wadge and Ashcroft outline in their article [Asw77a] three approaches for implementing Lucid
(1) translation into a conventional language.
(2) use of data driven Data Flow.
(3) use of a demand driven interpreter.
and, according to [AsW77a] only approach (3) is able to correctly compute the least fixed point of arbitrary lucid programs The first stage of the implementation proper is easy: the Graph Lucid program is re-interpreted as the "block diagram" of a multi-computer system, every lucid node being bijected to a processing unit $\{=$ an actor). Next, we have to decide how the actors operate (i.e their internal behaviour) and cooperate (i.e how information is passed between them) Uur lon-term perspective is to execute Lucid programs efficiently on avalable hardware As a first step towards this aim, we furnish the aetors with characteristics for wheh 300 d code for conventional computers can be formulated The emerging multi-actor code is subsequently tuned for the target machine

The method described in this thesis avolds the rigid commitment to any single approach, and is thus able to enjoy the advantages of all of them. In spite of belonging to group (1). It does not hide its demand driven origins (3), but it can even employ data driven techniques (2) where indicated this flexibility can be achieved by picking the most suitable act in each case Program analysis can lead to further advice which specialised act to choose ( $\uparrow 64,66$ )

The data storage in UF' can be arranged in, matnly, either of two ways pipelines (= FiFO queues) or tagged store. In the tagged method, the data are stored and
retrieved in any order; all the data are held in an associative store. with tags indicating the identity of each data item. The tagged method is clearly very un-restrictive, but it requires quite a sophisticated control mechanism. The behaviour of the tagged store differs widely from the one inherent in conventional computers; it would therefore be hard to establish a correspondence between the two On the other hand, almost every pipeline can be handled by a lew simple machine instructions In pipeline DF, histories can only be evaluated in a restricted sequence. There are, unfortunately, Lucid programs which are computable in tagged DF but not in pipeline DF. Occasionally, pipeline DF can even cause wasteful computations However, we choose pipeline DF as the main method, because of its greater machine affinity, and treat tagged $D F$ only as an emergency cholce. Anyway, a totally general tagged DF implementation requires the program to be held in a special internal representation (data dependency graph) for which corresponding conventional code can be found only in some lucky cases

Conventional computers offer no abundance of processing power, and mere small-scale concurrency is provided only at high cost Data driven DF implies very high concurrency, but it has little concern for efficiency it produces masses of computation results in the hope that some of them will eventually be of use in our context, this would be suitable only in select cases. On the other hand, demand driven DF is efficient, and requres little or no concurrency. this is therefore our prime choice

The translation generates by delault code with high concurrency (one actor per node) Even before their translation. Lucid programs can be analysed for various properties, and the resulting information can assist the code optimisation. while also revealing program errors (* 60 ff ). Particularly important among these program analyses is a queue length determination based on Wadge's cycle sum Test ( Wad79).
4 61). The optimasation can be dirocted to minimise or to maximise concurrency as
far as reasonable.

### 1.1.3 Concurrency

In sequential implementations, operators evaluate their operand usually from left to right if the left operand of an operator like happens to get into an endess computation, the will never yield its result, even if its right operand is is not in accord with the generally accepted mathematical meaning of $\overline{0}$. One would expect the following equations to hold


Afurther argument in favour of concurrency comes frosn the hardware arena In the pursuit of ever increasing computing power, hardware designers have turned their attention to concurrent machines (multi-computers, "transputers"), sharing the computing lond among many arithmetic units the traditional programming languages were deliberately designed around mono-processors, and it is very hard to extract chances for concurrent evaluation from such programs. Lucid is not committed to any particular degree of concurrency, be it high or low. and it leaves therefore more scope to progress in the computer fleld thin many of the old Pavouriles

Concurrency combines curse with benefit On most present-day enmputers, concurrency can be achieved (simulated) only at considerable cost; it must therefore be minimised and reserved for those cases where there is no way around it. I'rogrammers have developed a sense for avoiding concurrency, even for managing without it altogether. There are, however, significant programming tasks which are most naturally solved in a concurrent misner (eg breadth-first evaluations)

## far as reasonable

### 1.1.3 Concurrency

In sequential implementations, operators evaluate their operand usually from left to right If the left operand of an operator like $\overline{O R}$ happens to get into an endless computation, the [QR] will never yield its result, even if its right operand is TRUE. This is not in accord with the generally accepted mathematical meaning of $\overline{0}$. One would expect the following equations to hold


Afurther argument in favour of concurrency comes from the hardware arena. In the pursuit of ever increasing computing power, hardware designers have turned their attention to concurrent machines (multi-computers, "transputers"), sharing the computing load among many arithmetic units the traditional programming languages were deliberately designed around mono-processors, and it is very hard to extract chances for concurrent evaluation from such programs lucid is not committed to any particular degree of concurrency, be it high or low, and it leaves therefore more scope to progress in the computer field than many of the old favourites

Concurrency combines curse with beneflt On most present-day computers, concurrency can be achieved (simulated) only al considerable cost: it must therefore be minimised and reserved for those cases where there is no way around it. Programmers have developed a sense for avoiding concurrency, even for managing without it altogether There are, however, significant programming tasks which are most naturally solved in a concurront manner (en breadth-first evaluations).

Software technology would therefore benefit if concurrency no longer had to be circumvented at all cost. (A reasonable compromise would be to annotate each instance where an operator can be, but does not need to be, executed concurrently. Operator variants $\overline{A N D A L S O}$ and OREISE can indicate those cases where concurrency is dispensable.)

This thesis uses concurrency load to mean the number of actors which are at a particular moment ready to execute (i.e. actors which are not "hung" waiting for inputs). An excessive number of hung actors indicates often a design deficiency Thus number can be reduced by combining particular actors into one In a well tuned computer system the concurrency load is usually roughly equal to its number of cPLs.

Concurrent programs are executed non-deterministically. given the total state of a concurrent machine, one can generally not predict its next state with certainty. (In the absence of a system-wide universal time it would even be impossible to determine the total state [Lam78]) However, Lucid is a functional proyramming language; all its operators are such that the computation result of any Lucid program depends only on the program inputs, without any effect from the order of evaluation, i.e it is deterministic

### 1.1.4 Efficiency

The most heard objection against functional programming languages is their alleged inherent inefficiency This thesis (like others before it) provides ample cvidence that Lucid can be lifted to any level of efficiency it all depends on the amount of optimisation. The conventional programming languages, on the other hand, are tailored for von Neumann monoprocessors, and a great effort is required to make them run efficiently on a machine with high concurrency, denotational programming languages (like lucid) are superior in this respect.

### 1.2 Survey of Previous Work by Others

Quite a number of people have put a lot of effort into implementing lucid Some of these implementations were never completed, many were of unsatisfactory efficiency or covered only a subset of Lucid In its early versions, Lucid was neither very powerful nor practical in actual use, and this hindered its wider acceptance. The syntax of Lucid has changed considerably over the years, and Lucid has now become quite a respectable language. Exotic constructs were abolished (eg. function freezing) and useful ones were added All this depreciated the older implementations, since they refer now to defunct languages. This problem (and the whole problem of language implementation) has been greatly alleviated with the invention of compiler-compilers, where a syntax change is so easily put into effect

The following four versions of Lucid mark its main development stages

- Basic lucid ("BL", no connection to the language [3ASIC) is the oldest published version [AsW77a, AsW76]. It has assertions merely for variables, nested iteration is achieved by means of the intrinsic function "latest", but there are no user defined functions
- We use the name Clause Lucid ("CL.') [AsW77b| for a revised and extended version of BL; it has a block structure (clauses) in four variants which provides a non-procedural counterpart for procedures and Punclions, with and without iteration.
- Structured Lucid ("SL") [AsW80], based on USWIV [AsW79al, replaces CL's unwieldy clause variants by classing global variables as pither elementary or non-tementary, its uniform vao end phrases providn improved block structuring
- Lucid 83 [FMYB3. AsWB3] puts where clauscs (ISWIM [Lan66]) in place of SLis veiv? phrases, and a new technique called "currenting" removes the need for elementary varlables
CL. SL and Lucid 83 are of comparable expressive power In terms of these versions of Lucid, and in terms of the implementation methods (1), (2) and (3) ( $\uparrow$ 1.1.2), here are some stages in the development of Lucid implementations
(a) M.D. May's BL interpreter, with arrays, tagged DF, written in BCPL (Warwick. around 1974), incomplete,
(b) Cargill's [Car76] BL interpreter, tagged DF.
(c) Wadge's BL interpreter, written in FORTRAN (around i978), incomplete,
(d) Farah [Far77], formally compiling restricted CL into ALGOL.
(e) Hoffmann [Hof 78$]$, compiling restricted BL into ALGOL 60, written starling 1974,
(f) Gardin's [Gar78] CL interpreter, written in recursive FORTRAN/ALGOL, difficulties with portabiltty,
(g) Bush [Bus 79], data driven execution of CL on a DF machine,
(h) Wendelborn [Wen80 (Wen81)], compiling Lucid-W (restricted Cl) into Wirth's PL/O,
(i) Wendelbern's [WenBO, Wen82] data driven Data Flow interpreter for Lucid-W
(J) Ostrum 's ! Ost Bi] "Luthid" interpreter (SL, written ir C).
(k) Finch [Fin8!], study of translating SL into Vessage Passing [KocBO
(m) Sargeant [Sar82], demand driven execution of SL on a DF machine.
(n) Faustini's refinement of Ostrum's system (Lucid 0.3, "pl.ucid" [fMY甘3]).
(p) Denbaum [DenBi3], compiling ANPL (=Cl.) into the coroutine language ACL. tagged DF',
(q) This thesis. compling Lucid 83 into the Message Passing language LL'X, pipeline $D F$.
(r) Yaghi [Yag83]. study of translating Lucid 63 into modal logic

Each of these implementations is, in its way, a valuable contribution to functional programming and Lucid, but space considerations keep us from discussing each of them in the deserved length. The achievement of many of them lies in an area undisputed by this thesis anyway. For example, the formal studies underpinned that Lucid is indeed a formal system for proving program correctness: (d), (k). [AsW76]. [Fau82]. (r) On the other hand, the early proper implementations gave people a means to gather "hands on" experience with the language, if nothing else New implementations profited from their predecessors' achievements and mistakes.

All Lucid implementations comprise inevitably a front end which translates given Lucid programs into an internal representation where extraneous detail has been eliminated, this front end may be a UNIX ${ }^{\circ}$ filter This filter consists of a lexical and a syntax analyser, two well known techniques of little new scientific challenge The differences between CL. SL and Lucid 83 are largely neutralised in the output of this filter. so that, from this point on, we need no longer distinguish between the Lucid versions. The filter output is essentially a directed graph equivalent to the original Lucid program every operator is mapped into a node, and arcs express the way in which node inports "feed" from node outports The direction of the arcs is the direction in which the computation results flow, and the arcs are labelled by identifiers of Lucid variables The filter output can appropriately be called Graph Lucid (4 2 2) The machine internal representation of the araph is usually tailcred for the subsequent stages (either forward or back pointers).

The remaining stages reflect the chosen implementation technique, and are therefore very dissimilar Data driven Data Flow is almost impossible to implement without purpose made hardware, whereas demand driven Data f'low is the method commonly used in Lucid interpreters. The lucid graph serves. in both cases, to direct the intiation of computing action

Data driven DF (2): whenever data become available, the graph indicates which further computations could benefit from these data Still, the strategy for injecting data into the computation decides which Lucid programs are computable. It was mainly the need for special hardware which kept (i) from progressing beyond the paper study. A Lucid compiler (1) can occasionally employ techniques akin to data driven DF Genuine data driven hardware was employed by (g) and (m). they found that Lucid execution on such a machine requires not only abundant computing power but also abundant store.

Demand driven DF (3) whenever data are requested, the graph indicates which other data are prerequired before the request can be fulfilled Its prudent avoidance of waste and its easy sequential execution made demand driven DF the method used in all known Lucid interpreters ((a). (b). (c). (f) (j). (n)) Such interpreters are ideally suited to using a tagged store, whereby they may even correctly execute arbitrary Lucid programs.

The compuing implementations, the type (1), are here of greatest interest, since this thesis ( $\mathbf{q}$ ) is most closely related to them These implementations use the graph less directly They analyze it for various properties ( $6.2,6.6$ ), and use this information to generate code for the given machune Viany properties can be found only by such a global analysts. - Nost code generators modet the action of an interpreter, like(j) They produce a linear sequence of instructions by "tree walking" the Lucid graph whenever a new node is encountered they generate equivalent code Compared (1) an interpreter, the complation can anticipate some of the administration. once and for all.

Nost of the older compiling implementations (vz (d). (e) and (h)) manage onty to compile a severely restricted Lucid into imperative code. The problems in complling full Lucid arise, since it is impossible to tell in general which parts of a history must be retained for succeeding computations Wendelborn, for example,
resolves this by permitting only single application of the NEX] operator [Wen80], or by requiring assisting information [WenB2] (the programmer has to state the maximurn buffer length). The former restricts the expressive power of Lucid quite severely, and the latter is rather against the spirit of Lucid

We must analyze Denbaum's thesis (p) a bit more deeply, since its atms and achievements are harder to distinguish from those of this thesis, after all, (p) as well as (q) produce code in a "concurrent language". Denbaum claims even to implement totally unrestricted Lucid. However. (p) provides no control mechanism for concurrent operators (eg. concurrent ( O ) , and the target language ACL treats coroutines merely as a programming technique; its concurrency load is always 1. from which a multi-computer would hardly benefit By contrast, both are clearly provided in (q), its execution control mechanism, concurrent or not, is even rather central (Efficiency is also largely neglected in (p) No hints are provided how to evolve the method of ( $\mathbf{p}$ ) into a sertous system)

Already Farah $[$ FarBO] and Finch ( $k$ ) point out the relevance of eoncurrency to Lucid implementations, and they see that concurrency is not casy to tackle But (q) is the first to describe a technique for handling concurrent operators, and to achieve a concurrency load greater than:

### 1.3 The Notation Used

This thesis follows a rather informal style, it contains no high powered mathematics or elaborate proofs An attempt has been made to Hustrate every explanation with at least one example All diagrams are placed in the text right where they are used, which makes the reading easier figures have a box drawn around them if they represent programs or excerpts from programs (In whatever langunge)

## Further conventions throughout this thesis:

- Objects are printed in bold in their definition. In all these cases there is therefore no point in searchung further up for a better definition. Bold printing is also used in introductions for highlighting very central terms One-letter identifiers are usually emboldened in explanations to make them stand out.
- Objects are printed in a if they refer to objects from a program. Where appropriate, boxing is combined with bolding Single-letter identifiers are usually not boxed but printed in bold. Boxing had to be ormitted in drawings (due to problems in the printer software)
- Italics are used to give words a slight stress within the text, and also for quoting mathematical expressions (ef variables)
- The up-arrow ( ${ }^{\top} .$. ) hints at chapters or figures where further detail can be found

Various brackets are used in their habitual meaning

```
i l bibliography references,
( ) function arguments. subscription or just comments. sets. sets. genuine quotations. or "weird" ways of putting things
```

Simple conventions apply to identifiers in programs
variables are written in lowercase,
keywords are wrilten in upper case fexcept in PASCAL progranis, where ihis violates the standard).
procedure names are written in lower case but with the initial in capitals

Page numbers are printed in the top corner of every page, whereas the current section number is quoted in the bottom corner

## CHAPTER II: Lucld and Data Flow

### 2.1 The Lucid Syntax

This section describes the version of Lucid used in this thesis. This version is essentially the same as the subject of [FMYB3, AsWB3], only embellishments (e.g lists and strings) have been omitted for the sake of clarity

The programming language Lucid has little substance in common with languages like BASIC or PASCAL. The syntax of many programming languages resembles mathematical notation but Lucid programs go much further: every Lucid program makes mathematical sense, it is the definition of the computation result written in mathematical notation. Just the same, Lucid is not difficult to grasp. knowledge of heavy maths is not required for understanding Lucid, instead, most of Lucid is clear once a few facts are understood

Lucid is best understood as the combination of two things:

- the Lucid syntax (the notation for lucid programs) and
- the Lucid algebra (the objects symbolised by Lucid variables, and also the operators on them)

We will first introduce the Lucid syntax rather informally, then the Lucid algebra ( $\uparrow 2$ 3), and show eventually how the two are brought together in the lormulation of relevant computations. The Lucid syntax is described more formally in appendix $A$. The ultimate and authoritative description of Lucid is found in [AsW83] and [PMY83]

### 2.1.1 Definitions (Assertions)

The syntax of Lucid comprises only fow constructs, which makes it very easy to learn. A typical Lucid program, the computation of the running average of $x$. looks as follows

```
sum / n WHERE
    n = 1 FGY n+1;
    aum = I + (0 FBY sum)
END
```

Between the keywords WHERE and [END you see two lines of text, the one going $n=$.. the other san =... Both are simple definitions, and exemplify as such the most central construct of Lucid

Every definition states that the object on the left hand side of " $=$ " is forever identical to the object on the right hand side, the definiens

Defintions (also called assertions) can be either simple defintions or function definitions (-2.9.4). The left hand side of a simple definition is just an identifier, the name of a Lucid variable being defined; the right hand side is an expression telling what is symbolised by the variable. The defintion causes the lhs and the rhs to be totally equivalent so that, in expressions, the reference to a variable may be replaced by its definiens, without any effect on the computation result

Adjacent definitions may be swapped. ie it is irrelevant in which sequence definitions are written There must never be more than one definition for the same variable

These rules highlight that definitions are quite unlike the assignments in imperative languages Every defintion states the nature of an object, and it is valid once and for all, just as in mathematics

### 2.1.2 Exprossions

The rhs of every delinition is an expresslon, for example 1 百 $n+1$ Indeed, every Lucid program has the form of an expression. The Lucid rules for expressions are quite like those rules in most higher programming languages An expression consists In the simplest case of a constant or of a variable A constant is either an integer, or one of the special keywords [RUF, TA:SE or ERROR A varlable can be denoted by any

Identifier (a letter followed by any number of letters or digits), for example c3po or [n]. Certain sequences of letters are reserved as keywords, and are therefore not eligible as identifiers; they are:
and asa Current else end eq error false fby fi first ge git IF IS LE LT MOD NE NEXT NOT OR THEN TRUE UPON WHERE WVR
(EQ] NE] [E] [ET] [GE [GT] are the relational operators for comparing data, AND [OR INOT are the Boolean operators. MOD is the division remainder. ASA FBY [FIRST $\overline{N E X T}$ UPON (FVR) are special functions of the Lucid algebra ( -2.3 ), while TFTENESSE FT WHERE END and IS CURRENT] have other uses)

Complicated expressions can be built out of simpler ones: a prefix operator ( $\square$ NOT (FRST NEXTI can be put in front of an expression, or an infix operator can be placed between two expressions, the outcome is a bigger expression in either case Ambiguities can be resolved by enclosing an expression in brackets before bulding such a bigger expression. In most cases, however, brackets are unnecessary since a precedence is defined among the operators.

```
    (strongest binding)
    1 0 ~ F I R S T ~ N E X T ~
        * MOD
        + -
        EQ NE LT LE GT GE < <= > >=
        NOT
        AND
        OR
        F'BY
        FBY ISA IPON WVR
    WHERE
(weakest binding)
```

The precedence is the "relative binding force" of the operators. What is meant is this: any operator with a high precedence (strong binding force) can "grab hold of its operands" before an operator with a lower precedence (weaker binding force) can try. In the expression $\sqrt{1 \mathrm{FB}} \mathrm{B}+1$ the variable $n$ has an infix operator on either side. and we can read from the precedence table that + binds more strongly than (FBY) The + operator will therefore win over $r$ in claiming $n$ as operand, thus making the
whole expression equivalent to $1 \overline{F G Y(n+1)}$. The binding is left associative among operators of equal precedence, except for $\overline{F B Y}$ where it is right associative, so that:

## $a-b-c-d=((a-b)-c)-d$

whereas
a FBY brGYcFBYd a aBy (oFBY(c FBYd)
Certain operators (viz. the comparison operators) do not associate at all. i.e separating two such operators only by an operand makes no sense in Lucid:

$$
\begin{array}{ll}
0<n \text { AND } n<1000 & 11 \text { is a legal expression. } \\
0<n<1000 & / 1 \\
\text { is incorrect. }
\end{array}
$$

TFcTHENLELSE eFT is an If-expression with $\mathbf{C}$, and ebeing expressions; the condition operand $\mathbf{c}$ selects whether the result of the 国 is taken from $t$ or from $0\left(\begin{array}{l}2.3 \\ \hline\end{array}\right.$

Expressions can also contain function references, such as f(x) or $\overline{f g t(\cdot+3, x+j)}$ Every function reference starts with the function identifier, followed by the actual parameters in brackets Each actual parameter is an expression A definition of the function (i.e. with the same identifier, $\uparrow$ 2.1.4) must be provided in a suitable position (scope rules: $\uparrow 2.15$ )

WHER clauses are a further construct permitted in expressions, a construct so crucial to deserve its own section

### 2.1.3 WHERE clauses

In our Lucid example program, a WHERE clause constituted the top level structure. This is perfectly legal, since Wide clauses constitute expressions, and only expressions constitute Lucid programs. The BNF ( $\uparrow$ appendix A) of a WHERE clause is

```
<esprasefon>
    WHERE
        <curreni(ng> /f any number of these
        <dufinition> // any number of these
    END
```

Everything between the WHERE and its corresponding END is called the WHERE body. while the WHERE expression is the expression on the left of WHERE. Right after the keyword WHERE is the only place where currentings are permitted. A currenting ( $\uparrow$ appendix $B$ ) has the BNF:

〈uariable> [S CURRENT <asproestion>;
and it defines the <variable> to be, in a special way, equal to the <expression>: incidentally, this expression is evaluated outside the W4ERE clause. Currenting is quite an involved matter, so that appendix $B$ should be read only after completion of this entire chapter.

We are now able to present a program which contains all the syntactic features of Lucid:


Each definition or currenting in the WTERE body attaches a meaning to an identifier. be it a variable or a function. The WEEEE expression (here: $3+1 \mathrm{ASA} E Q \in$ ), and the expressions within the WHERE definitions, will usually refer to identifiers (of variables and functions) In order to determine the identity of the variable or function, the compiler performs a search. first among the definitions in the weरी body and then outward through the syntactic structures which enclose the WHFRE; clause. (There is none of the latter in our example) it no match is found, variables are assumed to be input variables, $x$ and $z$ in our example, whereas for functions an error must be reported

### 2.1.4 Function Depinitions and UDFs

Lucid programmers can also define functions of their own design; such functions are called UDFs, User Defined Functions. (Mathematically speaking, all Lucid operators are "functions".) The latter example program contains a definition of the function chop, and there are two references to that function. A function definition looks rather the same as a simple definition. except that on the left of the "=" sign we have the function name, followed by the formal parameters, in brackets. For example

$$
\operatorname{chop}(a, b)=a \operatorname{MOD}(b+c) ;
$$

This defines a UDF chop, of two parameters, to be forever identical to the expression on the right hand side (the definiens). The definition declares also the formal parameters a and b: formal parameters must never share the same identifier Each formal parameter is bound to its corresponding actual parameter in the function reference. Global variables (ie. variables which arc not iormal parameters) are permitted in the definiens, like $c$ in the example. We illustrate the use of UDFs by studying the function reference in:
$=\mathrm{E} \overline{\mathrm{BY} \operatorname{chop}(\mathrm{a}, \mathrm{t})}$
The definiens of chop has free varlables ( $\mathbf{a}, \mathbf{b}$ and $\mathbf{c}$ ), and the function reference makes sense only after all the free variables have been bound properly. For this purpose an outward search is conducted, throush all the structures which syntactically enclose the definiens. The first enclostog structure is the function definition, and the variables a and bare defined there as formal parameters. Formal parameter a is in this case bound to actual parameters, and $b$ is bound tot. It is in this case possible simply to rename the formal parameters, there being no clash of identifiers, and to substitute (macro expand) the function reference, givng:

## $\square=\mathrm{PFBY}(\mathrm{NOD}$ (tte):

Variable $c$ is still free; it is bound only in the next enclosing structure, the WHERE clause, where we find its definition $c=1 ;$

### 2.1.6 Environments and Scope Rules

All function defintions appear in WHERE bodies, and WEER clauses can appear in the definens of a function. Both constructs can thus be arbitrarily nested, and either construct declares variables (or functions or formal parameters) to which reference can be made from inside the construct. The rule for identifier look-up has just been described once for WHERE clauses and separately again for function definitions. The compiler, however, uses in reality one and the same mechanism for both look-ups. Each function definition and every WHERE clause constitutes an environment. and each environment gives a meaning to some particular identifiers. Environments form a hierarchy (a tree). The input variables are contributed by the outermost environment. If an environment gives a new meaning to an identifier, this has the effect of locally superseding (making inaccessible) any meaning which that identifier may have had outside that environment

We can draw the environments as dotted lines into our example program That program contains three environments: the environment around the function definition, defining and b, one around WHERE clause (with the currenting half sticking out), defining $x, y, c$, chop and $t$. and the outermost environment, defining $x$ and 2 . The superseding applies here only to $x$


### 2.1.6 Program Transformations

Those readers who aim primarily to learn the language Lucid are advised to continue at section 2.3. The Lucid syntax comprises constructs which are "luxury" since they express, concisely, something that could also be expressed through the basic outfit. though at extra length. This luxury is perfectly justified in the programming language, since it helps to keep programs legible However, when it comes to translating Lucid into some other code, a language is desirable with only a minmal spectrum of constructs, since obviously every construct requires its specific translation rule The elimination of currenting is described in appendix $B$. This section presents methods for eliminating four things: identifier clashes, mult-operand expressions, global variables in functions, and multiple references to variables. All these eliminations can be done in separate compilation passes (eg UNIX filters), in the sequence just mentioned. It does no harm if this pre-translation reduces the aegthetics of the program, since no human eye will read the program in this intermedıate form anyway.

## Unigue Identifiers

Different environments may attach different meanings to the same identifier, by means of currentings, definitions or formal parameters However, the later translation stages would benefit if all identifiers had a unique meaning This state of
affairs can be established by substituting identifiers by unique ones; this task is not hard since every program contains only finitely many identifiers. One might choose [⿴囗 $(i=0,1,2, \ldots)$ as the substituting identifiers, though omitting the initial segment [0] … if the original program contains as identifier.

## Monomeric Programs

Every definition has on the right of " $=$ " an expression, and Lucid permits all expressions to contain many operators, by way of sub-expressions. The later stages or our translation, however, become particularly easy if only a single operator is permitted in any expression, and if every WHERE expression and every actual function parameter is required to be just a variable, it not a constant. In this way. the result of every operator can be associated with a variable ("Operator" is here meant in this most general sense which includes not only the prefix and infix operators, but also and all LDFs) We call programs monomeric if they have been transformed in this way Nade monomeric, our example program looks as follows:

```
\O WHERS
    x IS CURRENT x-1 ,
    y IS Cu_RRENT z-1.
    c = 1 ;
    chop(a,b) = h5 WHERE
                        h6 = b + c
                    hs = a M05 h6
                    END
    a = x FBY h4; h4 = chop (s,t)
    t = y FBY h3 ; h3 = chop (t, m)
    h0 = hi ASA h2; hl =a+1, h2 = sEQ t
    END
```

The example demonstrates how easily the aim can be achieved: a definition for an auxiliary variable is inserted, where required, with the sub-expression serving as definiens. The auxiliary variables are named [h] ( $i=0,1,2$, ), though omitting it values which would clash with pre-existing identifiers;

If the definiens for a function needs to be broken into smaller expressions, a WHEEE clause must first be put around the definiens. We apply the rule that every <espression> can be blown up into:

## h WHERE $h=$ <espraspion >. END

## Clobal Variables in Functions

Global variables in functions are sometimes convenient for the programmer, but subsequent translation stages would come to grief with them. Global variables are easy to eliminate: they are simply added as extra actual and formal parameters both to the function definition and to each function reference (identifiers assumed to be unique). The respective lines in our example would change into

```
* = F FAY chop (s,t,c)
chop(a,b,c)=a MOD (b+c)
: = y FBY chop (t,s,c)
```


## COPY defintions

We know that expressions can contain references to variables; this is the one and only way in which variables interconnect and eventually combine into the program. Avariable may have more than one expression referring to it. No substantial program can do without such multiple references

Since any operator may occur in a definition, every operator must be able to cope with multiple references In a naive approach, one might implement each operator so that it can handle multiple references Instead, we pretend that Lucid has an extra construct, namely the COPY operator and the COPF definition

is a unary multi-valued function; in the example, $x, y$ and $z$ refer to exactly the same variable a. Any number of <var>'s is permitted on the left hand side

The entire problem of multiple references is now concentrated in the COPY operator, all other operators will now have single references. (Note: The Lucid programmer is not allowed to use COFY definitions.)

Lucid programs before and after all these transformations are shown in sections 4.3.3.1.

### 2.2 Graph Lucid

Before we turn to the Lucid algebra, let us use the occasion for introducing an entirely different program transformation, namely the one into Graph Lucld Graph Lucid is not another programming language but only a different representation for Lucid programs, it serves mainly as a particularly suggestive illustration aid in our later explanations. The subject of section 2.: might. in conlrast. be called equational Lucid

Given a Lucid program which has been conditioned according to appendix $B$ and section 2 18, the translation into Graph Lucid is quite easy. In Graph Lucid, each operator is represented by a node, and directed arcs express the references to the variables Let us study this in greater detail

Every operator is mapped into a node. In our diagrams, nodes are drawn as boxes with the node type written inside. Every monomeric expression defines a result: correspondingly, every node has a point, called its outport, from where an arc springs. Generally, every operator has operands, correspondingly, every node has points, its inports, whore arcs end. By convention, the outport is placed on the bottom line of the box, and inports are placed at the top or at ether side. The sequence of the operands is reflected in the left-to-right sequence of the node inports; for example:
may map into:


Matters are hardly different with COPY nodes; they differ only in so far as they have more than one outport. To limit the clutter in our diagrams, COPY nodes are symbolised by a plain letter $C$, and the node box is omitted.

Lucid programs express input and output implicitly, namely by means of the outermost environment (input) and by the overall result of the program (output). Graph Lucid requires one explicit READ: node for each input variable, one WRTEE node for the program result. and one CONSTANT node for each constant

Expressions can contain references to varlables and constants Each reference is mapped, in Graph Lucid, into a directed arc Every arc leads from an outport to an inport. i.e this is the direction of the arrow on the arc Every arc can be unambiguously labelled with (the identifier of) a variable, often an auxiliary variable We will occasionally speak of the downstream direction when we mean the arrowed direction of the arcs; upstream is the opposite. of course.

The transtation of UDFs into Graph Lucid is described in section 4.3.2.2, untal then, it is sufficient to know that every UDF is an operator, and the LDF parameters are its operands.

The beginning of section 43.3 .1 shows how the example program sieve would look when transformed into Graph Lucid. Labels $m \boldsymbol{m}$ and si are used for auxiliary variables; the numbering is incidental, for the time being - In the diagram, one COPY node (s2) is split up into three separate COPY nodes. Strictly speaking, this not perfectly legal; it has been used merely to keep the graph legible - The letter $M$
in the graph marks the point which corresponds to the variable $N$ in the program. The graph on the left contains a cycle: we can run down the arcs from the PLUS node to FEY. then to COFY (C), and arrive again at PLUS. In Lucid programs, every cyclical definition needs to involve at least one variable; in the graph, the cycle can be broken at the point corresponding to this variable. This point is therefore called a cutpalnt, and it is marked in the graph. It coincides in our example with the variable $\mathbf{N}$.

Any of our graphs is called a net if it has no open inports and outports (e.g. the left part of the Sieve graph), while a subnet is a graph with an open inport or outport (e.g. the right part). UDFs map into subnets, and the main program maps into a net.

### 2.3 The Lueld Algobra

### 2.3.1 Analogy

Lucid graphs are excellent for illustrating the Lucid concept. One can imagine the arcs were pipes, and there were plastic balls rushing down the pipes. Each ball contains an item of information, say, written on note paper Instead of balls we speak of datons, and the information contained inside is called the daton value Each pipe transports datons from a node outport to a node inport.

The nodes are machines, connected by the pipes in accordance with the program. The outports and inports resemble sockets with pipes altached. A node can check each of its inports whether it is fuled, i e whether a daton is ready to be consumed When given a daton at an inport, the node can take the daton, inspect its daton value, and take the appropriate action. The node produces datons with suitable value, and feeds them into the outport pipe

Let us take for example the noD node. It has two inports and one outport. Whenever each inport is filled, the node removes both datons, computes the sum of
their values, and feeds a daton with the sum value into the outport.
On the other hand, the COFY node has one inport and at least one outport. Whenever the inport is filled, the node removes the daton, and feeds a copy of this daton into each of its outports.

Any network of nodes and pipes can be built up out of these components, and the computations take the form of daton processing and of pushing datons through the pipework Looking at any point in the network of pipes and nodes, we see a stream of datons passing by (as long as the computation does not come to a halt) One can record the values of all the datons passing through a pipe, and one can say "this arc has this sequence of data associated".

If the program runs forever, it should compute an infinite sequence of data. Of course, only finitely many datons can be computed in finite time

The analogy of the plastic balls has its limitations. it is merely meant as a rough guide. (It modelled the data driven version of prpetine Data Flow, - 25 . We use the LNIX ${ }^{-}$term "pipaline" for FIFO queues in general.) Datons are in reality mere conceptual objects, and they can be produced and consumed without regard to any conservation law, as the description of the $\overline{A D D}$ and $\overline{C O P Y}$ nodes showed

### 2.3.2 Datons and Historles

Datons are conceptual data particles. whereas in conventional programming languages a data item is a mere contents of a storage cell. We confine the daton values to integers. FTEE or FALSE, or ERROR Lucid allows, in principle, a much wider range of data. but the full generality would distract from the important points of this thesis.

We know that every variable of the Lucid program maps into an are in the graph, and that every arc has a sequence (finite or infinite) of data associated. We call a finite or infinute sequence of data a history Taken logether, every Lucid variable has
c history associated. Here are a lew examples of histories:

squares $=\langle 0,1,4,9,16,25,36,48,64,81,100, \ldots\rangle$
primes $=\langle 2,3,5,7,11,13,17,19,23,29,31, \ldots\rangle$
chance $=\langle 46,-6,0,1537,400,-34,-34,1,147, \ldots\rangle$
(Warning: the sequence notation is only an aid for our discussion, it is not Lucid syntax.) The variable hdex is indeed predefined with the history shown above, because of its great practical use (i.e. It is known to Lucid even if the user does not define it)

The datons are by convention numbered from 0 up. This "serial number" is called the index of the daton. The daton with the index 0 is the initial daton ("first" could be misleading) We denote an individual daton of a history by writing its index as a subscript after the name of the history. The Lucid variable is special in that for each daton the value is exactly its index $(\omega=\{0,:, 2, \ldots\})$

```
indexi=i \forall i & \omega
```


### 2.3.3 The Operators

The algebra is the specification both of the data objects and of the sperations on them Indeed, histories are the only lucid data objects; every variable has a history associated. The daton values have their own algebra: this algebra is employed to generate a good part of the Lucid algebra. Here are the two algebras

- The algebra of the daton values: its data objects are the integers, ZRLE, FALSE and ERROR, its operators are the conventional operators (viz: + - / M $\bar{M}$ [ $[$ ] (AND [OR NOT [TT [EE (GT GE [EQ (NE).
- The lucid algebra: its data objects are infinite sequences of datons, its operators are the spectal Lucid operators ( NEXT [GYY FIRST (TPON WVR ASAI) as well as the pointwise extensions of the conventional operators.

We explain now the operators: first the extension ("lucidisation") of the conventional operators, then the special Lucid operators, starting with the very important $\overline{\text { FBY }}$


### 2.3.3.1 The Pointwle Operaters

All conventional operators can be extended pointwise (=indes-wise); such extended operators are polntwise operators. This operator extension is defined as follows: given a conventional operator $\psi$ and given two histories and $b$, the history ( $a^{\omega} \psi b$ ) is obtained by applying $\psi$ individually to the operand datons:

$$
\left(a^{w} \psi b\right)_{i}=a_{i} \psi b_{i} \quad \forall i \in \omega .
$$

For example, a Lucid program may contain the simple definition:

```
sum = a + b; \(/ 1 /\) "+" is here "
```

This corresponds to the following equalities for individual datons

$$
\operatorname{sum}_{i}=a_{i}+b_{i} \quad \forall i \in \omega
$$

This is indeed the Lucid $\overline{A D}$ ) operator described in the analogy, above Lucid operators yield an ERRORi daton whenever a proper result is barred by an error in the computation (e.g a division by 0 is attempted). This is the most elegant and safe way of drawing attention to meaningless computation results.

Here is another simple delinition:

$$
\text { pleasure }=1 F \text { cond TiEN malc EiSE plan:a F! }
$$

The operand cond is Boolean, l.e each of its datons is elther RLE or FALSE. Index by Index, each daton of history pleanure is the corresponding mume daton of the corresponding cond daton is RUE otherwise it is the planis daton

```
plant: = <Rose, Tulip, Lily, Fern, Poppy, Grase, Fis, Triffid, ...>>
muic = Bach, Elvis, Ella, Duke, Kolst, Haydn, Weill, Clif:, ...>
cond = <RRUE, FALSE, TRUE, TRUE, FALSE, FALSE, TRUE, FALSE, ... >
pleasure = <Bach, Tulip. Ella, Duke, Poppy, Grase, Weill, Tri:ifid, ...>
Two points about 圆 must be highlighted:
```

- The result of the 国 is obtained by inspecting the datons of its three operands at exactly the same index positions as the result, nothing needs to be known about datons at earlier or later index positions. Such operators are called pointwise (The operators introduced in the remainder of this section 2.3 .3 are not pointwise.)
- Dependent on the daton in the cond operand either the daton of the THEN or the EESE operand is chosen for the result hustory This means also that the value of the other daton is ignored; the effort for its evaluation, if any, has been in vain.


### 2.3.3.2 The FBY Operator

Suppose, we have to write a Lucid program which generates the following history (the sequence notation is not permitted in Lucid).

$$
h=\left\langle\begin{array}{rrrrrrrrr}
1, & 2, & 3, & 4, & 5, & 6, & 7, & 8, & 9, \\
11, & 12, & 13, & 14, & 5, & 16, & 17, & 18, & 19,
\end{array}\right.
$$

A proper definition of $h$ can be based on its two characteristics

- the history starts with a 1 and
- the history proceeds in incremental steps of +1 .

The variable $h$ can be defined by a recursive simple defintion using the FV operator ([FGY stands for "followed Dy"):


The result of $\left[\begin{array}{ll}{[B Y]} \\ \text { is the history produced by taking the intial daton from the left }\end{array}\right.$ operand (earl) and by inserting it ahead of the history of the right operand

## ( rucceseror)

Any expression can be put at fitart, not merely our constant history of infinitely many 1-datons. Only the Initial daton of Ftan matters, it constitutes the initial daton of the result.

Any expression can be put at successior, and it constitutes the result from the daton $h_{1}$ on. One effect is that, comparing daton by daton the $\overline{F B Y}$ result with its nuccensor operand, the latter is always ahead by a single daton. Note the reference to $h$ in reccespor: the definition is recursive. The following diagram illustrates how $h$ is generated


The exact definition of $\overline{F Y}$ is

$$
\begin{aligned}
& (a \text { FBY b) })_{0}=a_{0} \\
& (a \text { FBY b })_{i+1}=b_{i} \quad \forall i \in \downarrow
\end{aligned}
$$

The following LDF. Coini: demonstrates the combined use of and F3Y. It yields a running count of TRCE datons (CuA2: is a filter)

```
Count (k) \(=\)
    WHERE
    END = 0 F3Y IT K EHEN \(9+1\) ELSE \(=F!\)
    END :
```


### 2.3.3.3 The ARST Operator

[FBY provides also a simple way to extract the initial daton from a history, deliberately discarding the rest of the history. This is achieved by:

```
| = fancy FBY = ;
```

All datons of variable are equal to the initial daton of ancy. It is also common to write:

which means exactly the same, but is more convenient to write - The exact definition of the FIRST operator is:
$\left(\text { FIRST }^{2}\right)_{i}=a_{0} \quad \forall i \in \omega$
FFiRST is semantically equivalent to the UDF


### 2.3.3.4 The MEXTT Operator

The NEXT operator is in a sense the inverse of $\overline{F 3 Y}$. The exact definition of NEXT is:

$$
(\text { NEXTa })_{i}=a_{4+1} \quad \forall i \in \omega
$$

Here is an example where NEX is applied to a variable $h$

$$
n=N E X: h
$$

According to this definition, $n$ is the history obtained by removing the initial daton from $h$. If $h$ is defined as in the example above, we oblain:

$$
\mathbf{n}=\begin{array}{rrrrrrrrrr}
2, & 3, & 4, & 5, & 6, & 7 & 8, & 9 & 10 & 11 \\
12 & 13 & 14 & 15 & 16 & 17 & 18 & 19 & & 7
\end{array}
$$

Comparing, daton by daton, the rexc result with its operand, the former is always ahead by a single daton. - XEX is not the exact complement of FaY. The application of NEXT re-creates the nuccemion operand of FEY. In other words:

```
c = NEXT ( a FBY b ) :
```

gives e the history of $b$; is irrecoverably ignored. e gets also the history of $b$ in the following:


Let us study a simple example involving FIRST and MEXT

$$
\text { deviation }=\text { NEXT }(\mathbf{r}-\text { FiRST } \mathbf{r}) ;
$$

We choose a random history for $r$ and play the example through:
r $\quad=\langle 400,970,586,946,284,640,638,117,386,743,256, \ldots\rangle$ FIRST $r=\langle 400,400,400,400,400,400,400,400,400,400,400, \ldots\rangle$ $r-$ FIRST $r=\langle 0,670,186,546,-136,240,238,-288,4,343,-144, \ldots\rangle$ NEXT ( " ) $=\quad\langle 870,186,546,-136,240,238,-288,-4,343,-144, \ldots\rangle$
The following UDF. [nderT, is a more elaborate application of NEXT; it searches its Boolean operand $k$ for a TRUE daton and returns its index position. Its integer operand $I(i \in \omega)$ specifies which occurrence of $T \mathcal{L E}$ is wanted: $I=0$ requests the earliest occurrence.

```
indexT (k, i) = IF NOT k NHEN IndexT (NEXT k, i) + l
    THEN IndexT (NEXI
        THEN IndexT (NEX: k, (-1) + 1
            else o
    FI FI :
```


### 2.3.3.6 The UPOM Operator

The operators described in the remainder of this section 2.3 .3 may look somewhat "artificial", but they are almost indispensable in any substantial Lucid program

The $U P O N$ operator is of great use when we try to build a node which consumes datons (at an inport) at a slower pace than it produces thern (at the outport). - Using the UDF Count from above, the exact definition of पुON is

$$
(a \operatorname{UPON} k)_{i}=a\left(\operatorname{CountT}(k)_{i}\right) \quad \forall i \in \omega
$$

The initial result daton of $a$ UPONk is an. Subsequently, if the operand $k$ yields a FALSE daton, the current daton of a is repeated once more; otherwise, the next daton of a is chosen for the result. - The UPON operator is semantically equivalent to the following UDF:


As a typical use of GPON, here is the UDF Mymerge which merges two histories $x$ and $y$, under control of a Boolean cond, without losing any daton of $x$ or $y$ :

### 2.3.3.6 The WVAl Operator

The WVA operator ("whenever") helps when we try to build a node which consumes datons at a faster pace than it produces them. - Using the LDF Findexi= from above. the exact definition of $\overline{\operatorname{Fiz}}$ is:

```
(a WVR k)_ = argdex=(k,i) \foralli\in\omega
```

TV. consumes both its operands synchronously. It scans its rhs operand $k$ until a [TRUE daton is found, and it piciks then the daton of a with the same index. The latter daton forms the result daton of [TV] To obtain the next result daton, the scanning of the operands continues from the index where the previous evaluation left off

The WR operator is semantically equivalent to the following UDF:

```
Wur (a,k) = lf FizsT k THEN p ELSE q FI
    END:
```

As a typical use of [踓] , here is the UDF Clean which filters out any immediate repetitions of datons:

Clean (a) = a WVR (TRUE F3Y (a NE NEXT a)):

### 2.3.3.7 The ABA Operator

The ABX operator ("es soon as") is semantically equivalent to the following UDF:

$$
\text { Asa (a,k) }=\text { F[RST (a WVR } k) ;
$$

ASA consumes both its operands synchronously. It scans its rhs. operand $k$ for the earliest TKUE daton, and it picks then the daton of with the same index. The result of $\overline{\text { ASA }}$ is a constant history generated from the latter daton.

The exact definition of $\overline{\text { ASA }}$ is obtained by applying RES to

$$
(\text { a ASA k) })_{i}=a_{[r \operatorname{dexT}(k, 0)} \quad \forall i \in \omega
$$

### 2.4 The Semantics

So far. this chapter has taught us how to write meaningful Lucid programs Thanks to the analogy of the plastic balls, we can even imagine how our programs might be executed. We must be careful not to overrate this analogy; it is by no means the authoritative definition of the Lucid semantics The analogy extends to a further point, still: any of our plastic balls can be empty. in which case it provides no information. (The reason why the information is missing is another matter) Such "no information" datons are called bottom, the symbol is $\&$ Correspondingly, a history can have $\perp$ components. A bottom daton carries less information than a proper daton; we say it is lese defined Based on this less defined ordering, a partial order is defined among histories (the history consisting only of bottoms takes obviously the lowest place).


#### Abstract

Lucid can be understood as a single-assignment language: one history is assigned to each variable, once and for ever. The Lucid semantics is defined as follows:


The result of a Lucid program is the least fired point history satisfying all the definitions in the program [AsW79a. AsW80]. (Least flxed point means here: the minimum history with regard to the partial order.)

It is common to define variables recursively:
$\mathrm{q}=$ Fure ( q ): :
There may be a history q , so that Func (q) is more defined than q (with regard to the partial order). This history $\mathbf{q}$ is unique it such a history does not exist. $\mathbf{q}$ is $\downarrow$ throughout. - For example:
$\qquad$
$h_{0}$ is evident:'y defined; whenever $h$ is defined up to an index $i$, it is also defined up to the index $i+l \not \forall_{i \in \omega}$ By induction, $\boldsymbol{h}$ is therefore defined everywhere

This variable $h$ is actually an example for a special case where a particularly convenient translation (viz. pipeline) is possible no daton value of $h$ is defined in terms of its own successor datons

### 2.6 Program Exacution

The term Data Flow designates the description of computations through datons moving through a net; we abbreviate Data Flow into DF. Histories are infinite objects, though no computer is able to operate directly on infinite objects. We have to re-organise the computations so that we need to operate only on individual datons. one after another. Let us now study the two strategics in which a DF program can be executed.

## Data Driven DF

The strategy described in our analogy is called data driven DF (most researchers mean specifically dets drtven DF when they say "Data Flow'). The image of datons streaming down the arcs is particularly appropriate for data driven DF. CONSTANT, and READ nodes are the original sources of datons, and they are eagerly feeding datons into the net. As soon as the required operand datons are available for a node, It is Iree to compute and produce its result. Such data driven nodes can, in general, not influence the arrival rate of their operand datons. The WR:TE node has no dominance over other nodes, but simply writes out the datons wheh happen to arrive. A node may discard operand values (4 end of 2.3.3.1), their evaluation was pointless, in retrospect. Data driven DF is inherently wasteful in this sense.

## Demand Driven DF and Lazy Evaluation

Demand driven DF is a refinement of data driven DF, designed to be less wasteful than the latter Further to the datons, demand driven DF has particles calied sitons ( $\zeta \eta \tau \omega=1$ request). Sitons travel upstream along the arcs, and each of them expresses the request for one daton The wiTE node is the ultimate origin of all sitons; WREE alternately issues a siton and receives a result daton. A CONSTN: or READ, node produces a daton only upon receipt of a siton. All other node retain their daton handling capacity; however. they can now receive sitons ai their outports and ernit sitons from their inports, if appropriate. Sitons contain information about the nature of the request ("give me a daton with/without value"). and the nodes react accordingly. Unnecessary daton evaluation can be avoided in ncarly all cases ( 4 5 6).

Once an evaluation has been instigated, by a siton, it may turn out that the daton value is not needed after all. In this case, a tethon is sent upstrearn to counteract the siton Lethons (Lat. lethum $=$ death) are close relatives of sitons; a lethon can be issued right after a siton, but before recelpt of the response daton

The nodes propagate lethons like sitons.
Demand driven nodes have considerable control over the producers of their operand datons; the nRTE node has absolute dominance over all other nodes

At present. most computers are von Neumann machines. Data Flow computations of either type can only be emulated on such a machine. A demand driven evaluator can be matched very closely to von Neumann machines, and it is possible to formulate this evaluator in quite acceptable von Neumann code. This is indeed what this thesis aims to achieve. - A form of demand driven evaluation has been used on von Neumann machines for a long time. It is widely known as lazy evaluation [HeM76], and it was first employed in LISP systems.

Even Data Flow machines do not contain moving streams of particles. They use In reality also an emulation, implemented in tailor made hardware instead of software. It is not very difficult to emulate demand drive on a data driven Data Flow machine [Sar82]

### 2.6 Deadlock

Every Lucid program produces an endless stream of datons, and nothing but a lack of input datons should be able to halt it. However, Lucid programs can contain faults which make them stop yielding results, permanently Deadlock and livelock are such errors

Deadlock is a type of programming error which re-emerges in almost all forms of programming State $\sigma$ is a deadiock state if:

- state $\sigma$ can be left only if condition $T$ is TRLE, and
- condition $T$ is FALSE during state $\sigma$.


## Section 2.4 stated which recursive definitions are constructive. Here is a

 pathological program, and its graph:

One could say, the program defines $x$ to be "whatever it happens to be". Consequently $\mathbf{x}$ is bottom throughout, due to the fixed point semantics. When this program is executed, an attempt is made to obtain the value of a daton $x_{i}$. Because of the cycle, a daton $x_{i}$ can be evaluated only if $x_{i}$ is known beforehand; this is a deadlock (see also Cycle Sum Test, +6.1).

Another programming error is the livelock; livalocks are those computations which never deliver a result. In the following pathological example, add contains only odd numbers, and the UDF Even is a filter for even numbers Even applied to odd can never yield a result. Consequently, the result is bottom throughout:


Even ( x ) $=\mathrm{x}$ WVR $((x$ MOD 2$)=0$ )
E.N ${ }^{\text {od }}$

## CHAPTER M: Imperative Programs and Message Passing

### 3.0 Intreduction

Whenever a program is executed on a digital computer. this is done in the form of numerous elementary operations (= computation steps. actions). The executing computer is characterised by the method in which the operations are set in motion, and each of these methods represents a computer architecture.

## Histerical Review (sketched)

John von Neumann developed the original stored program computer architecture (Moore school, EDVAC, 1945). But people tried immediately to make their machine even more productive, for example by allowing I/O transfers while the machine was busy computing the next result. This was achieved through ingenious lechnical fixes, which in turn provided a base for the invention of (pseudo-) concurrent computation. A computer system computes concurrently when it is simultaneously handling more than one computation later, after the dramatic growth in the number of computers, techniques were developed to tink computers together. In this thesis we will give only little thought to the difference between real and pseudo concurrency.

Changes in hardware motivated the development of software, i.e hardware took an active role. software a passive role. Multiprocessing operating systems were a reaction to the introduction of concurrent computation. Even today, designers of computer systems rarely pass the benefits of concurrent computation on to the applications programmer. The area has the reputation of being for experts only. This is in essence not justified, in fact the reputation stems largely from the use of unwieldy programming languages.

Nevertheless. programming techniques and languages for cooperating concurrent computations have been developed, mostly by academics. Every language reflects the priorities its inventor gave to the various aspects of concurrency. The various concurrent programming methods are best compared by discriminating between (A) how they set up concurrency and (B) how their concurrent units communicate. Early on, people were satisfied to have any provision for concurrency at all. Leaving genuine concurrency aside, we would place the UNIX ${ }^{-1 \text { forid }}$ primitive under ( $A$ ) in this era in history. Similarly under (B), one would place in this era shared use of global variables. There are methods which are more refined. Message passing is the natural choice of communication method for concurrent systems with separate memories

In message passing. the computing agents communicate solely by sending and receiving messages, each message being a sequence of data. (We call each computing agent an "actor", an actor is almost the same as a von Neumann machine Full detail in 3.2.1.) The inherent modularity of message passing makes it attractive for quite general application

Other concurrent programming concepts cater for aspects which are relevant in special situations. Making the data machine independent, for example, is of great importance in inhomogeneous computer networks (Data Abstraction, CLU [Lis74]). Other researchers have at the same time tried to design languages which are much more amenable to analytic methods, and thus make program proofing a realistic Idea Most of these languages are built on very concise sets of fundamental constructs. Hoare's CSP [Hoa78]. Brinch Hansen's EDISON and, in a difforent sense, Lucid belong to this category.

## Criteria fer the Implementation Language

On present-day computers, which language would be a sutable vehicle for implementing Lucid? Here are a few simple guidelines to aid us in our search for an appropriate language:

- Is the language comprehensive enough for the task in hand?
- Are the resulting programs easy to read? This thesis is meant to convince the reader that the translation is meaningful and correct. and a well readable language would support this aim. The "production" implementation language, on the other hand, may be arbitrarily cryptic
- Is the language available on many computer systems? If not, would it be easy to implement, possibly by modification of an existing system? Programs written in a good popular language are easiest to understand and translate.
- Last, and least: are the language leatures a reasonable reflection of the way in which present-day computers work? Optimisation becomes unnecessarily difficult if this aspect is ignored

Clearly, many candidates pass these simple gudelines equally well We will see that Message Passing Actors (MPA, $\uparrow 32.1$ ) support modular program design The author had advance experience with MPA, and there was therefore a certain sympathy for MPA languages. There is little doubt that valid arguments can be brought in favour of other programming styles with cooperative concurrency Varlous programming languages have been looked at and a decision for MPA has finally been taken.

We chose to design directly the language most convenient for our purpose This language is called LUX. LUX has been developed to suit the translation algorithm Various versions of LUX, each with its matching translation algorithm, have been tried out. We present here only the design which eventually seemed best

## Strueture of thls Chaptor

In this chapter we look first at the von Neumann machine, the archetypal imperative computer. After that we introduce the crucial elements of any MPA language, namely actor creation and the primitives SEND and RECENE. We look at variations of, and alternatives to, message passing actors. We look then at CSP as an instance of a MPA language, and we discuss its properties. (A variant of CSP has, for a while, been the candidate as target language. We show why it was found unsuitable.) We present finally the language LUX in full.

### 3.1 The von Meumann Machine

Most computers these days (1983) have essentially a von Neumann architecture. Von Meumenn machines are sequential computers. There, only one operation can usually be active at any single moment. Although every pure von Neumann machine is sequential (non-concurrent) by nature, a certain degree of cooperating concurrency can be achieved, simulated or genuine. but only at rather high cost We discuss von Neumann machines here only as far as relevant for implementing Lucid.

### 3.1.1 Flow of Control in von Neumann Architecture

The program (code) for a von Neumann machine is a directed graph. with instructions as nodes. Programs for von Neumann machunes are called sequential or imperative programs. A classic von Neumann machine executes non-imperative programs either inefficiently or indirectly, through compilation Lucld is a non-imperative programming language

The flow of oontrol formalism models the execution of a sequential program The formalism assumes that per actor there is one token of computing activity. (An ector is something rather like a sequential program. - 32.1) The token is usually
called the PC, for "program control". The PC moves along the arcs in the arrowed direction, with a defined starting point. Every instruction type is the encoding of an operator; the respective operation is performed when the PC reaches the instruction (= node). In other words: sequential programs state explicitly the sequence in which the operations are carried out

The classic von Neumann machine has only one PC, and it can therefore only perform a single succession of operations. This can be expanded into concurrant computations by putting von Neumann machines side-by-side. The same effect can be approximated by switching one von Neumann machine between a number of actors; this is pseudo-concurrency Finally, cooperating concurrent computations are obtained by adding a means of communication to concurrent computations

### 3.1.2 Handiling of Datons in von Neumann Architecture

In von Neumann machines all the memory takes effectively the form of storage cells (traditionally and misleadingly said to be variables) The contents of some storage cells change in the course of instruction execution

The concept of histories is not all that alien to von Neumann machines The values, successively held in a storage cell, can indeed be viewed as components of a history. One could, for example, associate a "write" counter to each storage cell, and increment it whenever a new value is written into the cell; the counter would obviously tell the "daton index" of the currently stored value. This comparison presupposes that all Lucid nodes evaluate their histories in the order of increasing Index ("morotonically"). Such nodes are, indeed, particularly easy to implement. viz. using pipelines Some nodes, however, can leave the order of daton evaluation unspecified, namely when each of their evaluations is independent from all previous evaluations The order of daton evaluation needs carefil supervision only in nodes with memory, nodes which are not primitive

### 3.2 Message Passing Actors

### 3.2.0 Intr oduc tion

As stated before, message passing is the natural choice of communication method among separate computers. Hewitt et al [HBS77] proposed its use in a much more comprehensive context. Message passing enforces a high degree of modularity. and this is one of its strongest attractions. The term "actor" is due to Hewitt; actors will be explained in 3.2.1. There is great divergence of terminology in this field. Common terms in place of actor are virtual processor, process, task. and job. MPA is short for Message Passing Actors.
C.A.R. Hoare presented his Communicating Sequential Processes (CsP) in his report [Hoa78]. Combining pre-existing lechniques in a new and rather elegant style is the main achievement of CSP. CSP is a semi-formal language, and message passing is one of its central primitives ( $\uparrow$ 3.3).

The Experimental Programming Language EPL [MaT79] was devised and implemented by the Warwick Distributed Computing Project Group EPL was developed at roughly the same time as CSP, and it owes CSP more than Hewitt's actors EPL is a bare bones language in the spirit of BCPL. It has been implemented on two different machines, and it was meant for experimenting with message passing. A typical EPL program would contain substantial lengths of code where only conventional computations are carried out without messages being passed

The language OCCAM [Inm82] might be a candidate as the true implementation language: OCCAM is a descendant of CSP and EPL The inventors of OCCAM see it as a new breed of assembler language, particularly suited for multiprocessor systems. The OCCAM actor creation and message passing are both static, which makes them too inflexible for what our translation requires. Lucid programs without recursive UDFs could be translated into OCCAM without too much difficulty Appendix D shows
an example of what would come out if our translation algorithm generated OCCAM code (unoptimised).

In this thesis we will extensively use a purpose buit language named LUX. The MPA side of LUX has been strongly inspired by EPL. LUX will even be used as the yardstick in all our explanations and comparisons. This is intended only to avoid a flood of insubstantial definitions, and it must not be understood as a denigration of other languages. LUX itself is hardly free from imperfections, but it is very suitable for the task in hand. In the following all MPA examples will present the LUX case, unless otherwise stated.

Why do we invent yet another language instead of using an existing one? The language LUX has been designed for the sole purpose of legibly formulating the Lucid node acts. There are many other languages in which this could have been done. However, the truly popular languages contain generally no primitives for the kind of concurrency we need (LUX "exceptions" resemble the interrupts of assembler languages, and "doors" are the LLX device for exception handling Ordinary languages comprise no obvious elegant equvalent for LLX doors)

The very popular language PASCAL [Wir71] forms the syntactic backbone of LUX LUX has been obtained simply by enriching PASCAL with a number of extra features. There are two simple extensions right at the start:

- the underline character "-" is allowed in identifiers (it can make identifiers more readable).
- the special symbol $\overline{A C T}$ occurs in some places where in ordinary PASCAL one would write PROCEJURE.

Here is a simple but complete LLXX program. The program emulates the children's game with a triangular inequality: a stone ( 0 ) defeats scissors, it makes them blunt, paper (1) defeats the stone, It wraps it up, and scissors (2) defeat paper, they cut it.

```
ACT Act_Root_;
    VAR a,b : ACTOR ; ra, rb, win : INTEGER ;
    BEGIN
        e:= CREATE (Aot_Plager_);
        b := CREATE (Act_Pleyer -) ;
        REPEAT
            (, ra) : = RECEIVE FROM (a)
            (, rb) := RSCE[VE FROM (b)
            win := (3 + ra-rb) MOD 3
            IF Win>0
            THEN writeln ('Point for plager', win);
        UNTIL FALSE
    END :
ACT Act_Player_:
    BEGIN REPEAT
                SEND Choice012 TO (Creator)
            UNTIL FALSE ;
    END
```

(Both players' choices are taken and compared. Each player is free to base his choice on a long term analysis of the other player's behaviour. In the program. this decision taking is hidden in the parameterless function Choice 012 , which returns 0 , i or 2.)

### 3.2.1 Acts, and Actor Creation

Acts, actors, and the creation and initialisation of actors will be introduced in this section.

## Analogy (Food for Thought)

Every act in somewhat like a cooking recipe. Actor creation and initialisation corresponds to the preparations for cooking a meal (buying the ingredients). program execution is the cooking itself, and the program output is the meal. The actor the combination of the ingredients, in their current state of processing, and of a bookmark pointing to the line in the recipe to which the cooking has progressed. Many meals can be cooked from the same recipe, even simultaneously. These meals will be of separate identity but of equivalent nature

## Acts ve Acters

Every program with Message Passing Actors is written as a collection of acte. every act being a piece of sequential code. Every act definition has exactly the syntax of a PASCAL procedure declaration, only with the keyword PROCEDURE replaced by $\overline{A C T I}$. Acts are the largest building blocks of such a program. Here is a typical act definition:

```
ACT Aot =IEI ;
    BEG[N
    END ;
    (* The body of the act. •)
```

An actor is the sole framework in which computing action can take place, where computing action is meant to cover all CPU action in general Actors are activations (= instanciations) of acts. Let me repeat that acts are mere descriptions of computing action. Many people have great difficulty in distingushing between acts and actors, though they are in essence different kinds of objects Fxecuting an act would be as pointless as boiling a recipe. in our analogy. If you are hungry, it is not enough to buy a cookery book (set of acts), you need the ingredients as well Only the synthesis of the two (the actor) can eventually give you a meal (computation result)

Every act is a global constant in LUX The identifier of an act must only occur in CREATE instructions, but never in assignments or messages. Actor names, on the other hand, are not constants but are data values of type ACTOR; there are no extra restrictions to their use. Our translation requires no nested act definitions.

## Actor Creation

A LUX program, a set of acts, is like the definition of a set of mathematical functions. A definition on its own can not yield a result A mathematical Punction yields its result only when applied to a sequence of operands. The ector creation is
the corresponding operation which sets computing action in motion. Every actor is generated by applying the CREATE operation to an act. Each actor has its individual actor name, which is something rather like an address. If Actigz is an act, and if par_actor is a storage cell which can hold the name of an actor, then

## pqractor := CREATE (Act-xyz, ho, hi) ;

creates a new actor from Act-xyz, and stores the name of this new actor in the storage cell par_actor. Actually, an actor can carry out its computations even if its name is not known to any actor. However, the name of an actor is needed when it communicates with other actors (+3.2.2). Numerous actors can stem from (can be created from) the same act

The act specifies the operations which are carried out by the actor. with execution starting at the beginning of the act. Every actor starts acting (i.e. computing) at the moment of its creation. An actor terminates forever once execution reaches the end of the act (where PASCAL procedures would instead do a "call return").

In the CREATE instruction, further actual operands may be appended after the act specification (ho and hin our example above) These extra operands are passed to the actor like procedure parameters. They re-emerge, completely untouched, as values for the formal operands (example: 3.4.4). In our translation, these extra operands are always constants. Names of communication partners (operand actors) are never passed in this way, but only via the actor initialisation (4.4.1).

Actors have no particular representation within the LLX syntax, since they are not syntactic objects; they can only be characterised by the operations applicable to them. The only possible operations on an actor are: its own creation, sending a message to it , receiving a massage from it, and assigning its name to a storage cell.

Each actor is characterised by the pair <act, memory>. An actor can share its act with other actors, but every actor has its dedicated memory (i.e. actors can be "brothers").

## Actor Head

All actors run under a runtime system which takes care of actor creation, scheduling. message passing and further administration. In the course of actor craation, the supervisor allocates a record (i.e. some storage space) called the actor heed. The actor head holds information about the particular actor. The contents of the actor head changes during execution.

We are only interested in very few items within the actor head, and it is sufficient to assume that actor heads are pre-declared as follows

```
TMPS
    mEOTYPE = (DATON, READY, COMPUTE, MLLU:EY, AJVANCE):
    ACtOR = - ACTOR HEAD : (* a poearoc. de:'n o: ACTOR •)
    ACTOR_HEAD = record
            oreator : ACTOR
            xrequest : MSGTYPE : (0 pres:ored with READY 0)
            xindex : INTEGER;
            (P Tiere are various further pleces of information
            (- which are uad for administration
            (* (but which are inacceamible to the use:)
            (* (but which are inacceamible to the user) (achal priority, ")
            (* program counter, otack polnte: (for pruceds:e btading) ©)
    END :
```

Some spectal functions are provided through which each actor can obtain useful Information about itself. These functions are all parameterless, and their result is actor specticic. For example, the function My Miff yields the actor name of this actor itself, Craterf yields the name of the actor which created this actor, and heveal is a multivalued function ytelding the entire message of the last exception, i.e. erequaft, andex. If used as a single valued function. (kevea.i yields just the contents of Eregnent. Through these functions. the actor canget access to the information in the
actor head. Actors are neither capable to explicitly change any actor head nor to inspect heads of other actors

Throughout this thesis, the leftmost component of every message ( +3.2 .2 ) is of type ISGTYPE and indicates the nature of the message. The message is a request if that component is COMPUTE, NULLIFY or ADVANCE; it is an exception request if that component is NULEFY or ADVANCE. Daton values are passed around by messages whose first component is DATON. The message type could be indicated in other ways than via the first component, but this method has the advantage that every message is easy to identify ( ${ }^{(5.3 .2 \text { ). }}$

READY does not occur in messages, but the cell Erequeat in the actor head can be set to READY, thus indicating a particular actor status (xrequest is initially set to READY).

As we said above, the act may have formal operands, and they are prestored with the extra operands from the CREATE instruction

## Root Actor

We are now in a chicken-and-egg situation CREAE is an operator, and operators occur only in acts. However, the execution of any operator (such as CREATE: must be preceded by the creation of the actor in whose act it occurs. This problem is easily solved, the LUX program execution is set running by the implicit execution of:
reot-actor = CREATE (Act _Root_) ,
The LUX program must therefore contain a definition of the Act_Root. The roomactor creates further actors, all computing action has its ultimate origin in this actor. Incldentally, the storage cell rootetor is not accessible trom anywhere, there was simply no need to make it accessible. Unlike PASCAL programs, there is no main progrem section in LLX programs; Act, Swota takes this role instead.

## Miscellany Concerning Actor Creation

So far we have described dymence actor creation, i.e. actor creation through a run time operation. The alternative is statle actor creation, where actors are pre-created before computing action has started anywhere in the program. Static actor creation can be simulated by dynamic actor creation, whereas the inverse is not possible. In this thesis we need dynamic actor creation for the implementation of recursive Lucid UDFs.

Actor Initialisation is usually the first thing to follow right after an actor has been created. In the initialisation, the new actor is provided (through messages, mostly from its creator) with various information which it needs to go about its job. Among this information will normally be the names of the communication partners. Some actors $\left\{\begin{array}{l}\text { e.g. root_actor) } \\ \text { ) contain nothing which needs to be initialised }\end{array}\right.$

## 3.2 .2 SEND and RECENE

The LUXX inter-actor communication method is unbuffered message passing between pairs of actors. A message is any sequence of data items. Unbuffered means that the message is passed if one actor wants to $\overline{S N D}$ and if at the same time the other actor wants to RECEVE. Furthermore, if the SEND or [EDCETV instruction names a particular message sender or receiver, the actors involved must match what is asked for. If an actor comes to a SEND or RECEVE instruction, it waits until all the preconditions for communication (just mentioned) are satisfied Once the message has then been transferred, the sender and the receiver can both resume execution.

The instructions $S$ SND and RFCEVE are the message passing primitives. They "dictate" to the system that a message shall be sent or received. At any single moment an actor can either be computing, walting to SEND. or waiting to 'irECE[VE]. The primitives have in general the following form

- the SEMD instruction states what the message is, and to which actor(s) the message shall be sent.
- the RECENE: instruction states which actors are eligible as message senders, and where the message shall be stored.

For example, LLX has three message passing instructions:

SEND © $0 . e_{1}, \ldots e_{\text {n }}$ TO (receivero, receiveri, receiver: ) ;
This instruction specifies a transfer of the message ([En], [E], ... [EA], where each [. a $_{\text {is }}$ an expression) to a set of receiving actors: brackets may enclose the message. Any number (minimum is one) of receivers is permitted; in our example there are 3 of them. The receivers must exist while the $\overline{S T N D}$ is in execution. The execution of the SEND instruction is complete when the message has been accepted by each of the quoted recelving actors. The quoted receiving actors must all be different.

```
(sender, co. ci, ca, ... ca) := RECEIVE () :
```

This is the instruction for an undirected RECEE It is best understood as a multiple assignment, like from a multivalued function. (The storage cells on the left of : $=$ must have been declared elsewhere) It means: as soon as a message
 by word, progressing from to tow many values are stored is determined by the left hand side). If the receing instruction asks for fewer message components than provided in the SEND instruction, the remaining components of the message will be lost. If the receiving instruction asks for more message components than provided in the SEND instruction, the remaining storage cells on the receiving side will be filled with unpredictable materlal. - The sending actor's name is stored in the leftmost storage cell (here: sender), ie it is "stuck in front" of the message. If more than one sender is simultaneously ready to
aend, one sender is chosen at random, and all other senders continue waiting untll successful at some later time. Any message component can be ignored by leaving its field empty in the assignment (but not omitting the comma), as in:
(., component3) = RECEIVE () :

```
(sender, co. ci, ... cm) := RECEIVE FROM ( sendero. senderi) ;
```

This is the directed RECENE instruction. The message can come only from any Eender actor specified after the $F R O M$. There can be any number (minimum: one) of sending actors. These senders must exist while the RECEVE is in execution. Everything else is exactly as in the undirected RECEVE instruction.

In LLX, messages can consist of values of arbitrary type, and even actor names are allowed. Pointers, arrays, or names of procedures, function, or acts are not allowed as messages components. LUX requests are particular messages, they are of importance in translated Lucid (explanation: $\uparrow 4.2$ ). Section $3 ; 2$ describes the LUX mechanism for passing "exception" messages

Every act is a global constant in LUX Every act is therefore permanently known to every actor, whereas it is not permitted to make an act known to another actor by transferring it in a message. In LUX, the use of globial objects other than constants is generally frowned upon, actor names are clearly not constants.

The situation can arise where a number of actors try simultaneously to SEND to the same RECEVE., l.e. all these senders tulfill equally the preconditions for a message transfer. It has been stated above that in such a situation one of the senders is chosen at random, and the remaining senders keep waiting for further (REEVE]. LUX does not specify any order (eg. "first come first serve") because that would in general not be enforceable [1am7B]

### 3.2.3 Contenticus Polnts with Message Passing

Message passing can give problems in typed languages, because the words in the different possible messages can be of non-uniform type; this problem did not exist In EPL since it is type-less. In LUX, we glance over this problem by assuming that the types of the message and of the left-hand side of the GECEVE instruction do match. This can be ensured by run time checks.

Our translation process generates code in which type clash errors cannot occur. If one wished to change LUX into a general-purpose programming language, one could define: every RECEVE instruction assigns an entire stracture, where the structure can be of union type

Deadlock ( $\uparrow$ 2.6) is another problem area for message passing. and for concurrent programs in general. (Our translation algorithm generates deadlock-free code, as long as the Lucid program is flawless.)

### 3.2.4 Variations of Message Passing

Message passing, as presented so far, can obviously be varied in a number of ways We study only substantial variations

The addressing of senders and receivers is a rich field for variation Broadcasting is of particular interest. i.e. the simultaneous sending to all receivers (The SEND instruction of LUX allows sending to a set of actors) If broadcasting is done in unbuffered message passing, its effect must be defined on receivers which are currently not waiting (will the sender wait for them all?). - There are also uses for a "lottery SEND" which sends to a set of receivers, but eventually gives the message to only one of them.

Mon-deserminecy can go further than merely leaving it open from which actor to roceive a message. It has been said in 322 at any single moment an actor can elther be purely computing waiting to SEND. or walting to [RECENE. There are

## relevant applications which would benefit if more than one of these were

 simultaneously possible. A priority rule might be provided for the case where SEND and RECEVE become simultaneously enabled. Obviously, pure computing must get the lowest priority since it is permanently enabled.We could redefine the measures taken if one actor wants to send a message without the target actor being ready to receive it. Instead of letting the sender wart, the receiving actor could buffer the message, and let the sender proceed tmmediately. To be general, the buffer should be unbounded. - Obviously, this ouffered message passing is much more complex to implement than the unbuffered variety, and its fundamental operations are less directly related to the "inborn" operations of conventional computers. The extra luxury in the buffering must usually be weighed against some extra cost. Often enough this luxury is not even wanted As an example for the latter, here is a piece of LLX code with a useful effect which would be much harder to achieve if message passing was buffered:

Examplo (Act_Guardian]): unbuffered mossage passing

```
ACT Act&uardian_:
    VAR senderl, sender2 : ACTOR ;
    BEG:N
        RE?EAT
            senderi := RECEIVE ()
            (* No other mesange aender can now get in. ©)
            senderz : RECEIVE F:ROM (senderi)
        UN::= FALSE ;
    END .
VAR guardan_Actor : ACTOR: (* mast adpear in the deciaraliona ")
    guardian_ctor = CREATE (Ac:Cuardinn_)
```

This enard.ai_ector toggles between its two states every lime it has received a message. Initially, it waits for a message from anywhere; the message could be produced by:

## SEND 0 TO (Inuardian_actor)

Once the initial message has been recelved, a second message is expected from the same sender (viz. from senderi]). If other actors try to send to the puardian-actor while it is in this state, they are forced to wait at least until it has returned to the initial state. The Euardian_actor returns to the initial state once the second message has been received. The message itself is ignored throughout, only the event of the message matters.

## Semaphores

Actors created from Act_Guardian can ensure that a certain access right is given to only one actor at any single moment. For example, they can be used to prevent multiple simultaneous afteration of shared memory (disastrous!) If a number of actors want to eat biscuits from a common box of biscuits, this would be safe if each of them followed the pattern:

```
SEND O TO (guardian_actor)
IF any biscai:s left?
THEN eat one bimcalt ;
SEND O TO (gua-dian_actor)
```

The nuardian_ector is an MPA style implementation of semaphores ( $\uparrow$ 3.2.5)

### 3.2.6 Concurroncy Methods other than Message Passing Actors

Concurrent computations can communicate through means other than message passing. We ignore here concurrent computing on specialist computers (CRAY. vector processors) altogether.

We mentioned before that the most straight-forward and simple-minded communication method is the use of shared memory segments. This method can be hazardous when used carelessly, for example when two actors change shared memory in a time overlap. This can be brought under control by the use of

## SEND 0 TO (eunardian_actor)

Once the initial message has been received, a second message is expected trom the sarne sender (viz. from mendari). If other actors try to send to the ruardiaractor while it is in this state, they are forced to wait at least until it has returned to the initial state. The guardian-actor returns to the initial state once the second message has been received. The message itself is ignored throughout. only the event of the message matters

## Somaphores

Actors created from Actuardian can ensure that a certain access right is given to only one actor at any single moment. For example, they can be used to prevent multiple simultaneous alteration of shared memory (disastrous!). If a number of actors want to eat biscuits from a common box of biscuits, this would be safe if each of them followed the pattern:

```
SEND O TO (guardian_actor) ;
fF any biscalts left?
THEN eat one biscait
SEND O TO (guardiam_actor) ;
```

The nuardian_actor is an MPA style implementation of semaphores ( 3.25 )

### 3.2.6 Cencurrency Mothods other than Message Passing Actors

Concurrent computations can communcate through means other than message passing. We ignore here concurrent computing on specialist computers (CRAY. vector processors) altogether.

We mentioned before that the most straight-forward and simple-minded communication method is the use of shared memory segments. This method can be hazardous when used carelessly, for example when two actors change shared memory in a time overlap. This can be brought under control by the use of
semaphores or capabilliles ([Fab68, Wil72]); there, any actor must hold (like a token) the exctusive access right to the shared memory while changing it (protected regions, MODULA [Wir75]). - Programs using shared memory may be very efficient (fast), but the method is not applicable in all distributed computer systems. Anyway. shared memory must never be used in other than a very disciplined manner [WuS73] Some languages enforce such discipline through special constructs, such as the modules [Hoa?4] in MODLLA and the clusters in CLU [Lis74].

Coroutines are in effect a subset of message passing actors, though, historically speaking, coroutines are of independent origin. Terms like "coroutine technique/method/style" are often used in the rather general sense of "multi-actor technique/method/style".

A computer with one architecture can acquire the outer appearance of a computer with totally different architecture either through some form of translation or through an interpreter (program). - There is reason to assume that user-specific microcodes will be commonplace in the next computer generation. It will then be possible to choose the most suitable archutecture for each computation, and to emulate that architecture through a tallor-made micro-coded interpreter. Once the Lucid machine, say, has been implemented well, one will no longer have to worry about optimal translation into imperative code Through the microcode, the interpreters will also be able to make full use of advanced computer hardware, for example, of escoclative memory

It can be shown that all communicating concurrent programming methods are essentially of equal power, $1 . e$ each method can be simulated within each other method

### 3.3 Hoare's CSP

With his Communicating Sequential Processes (CSP. [Hoa78]). C.AR. Hoare introduced a concise notation which made message passing more amenable to scientific study. The merit of CSP lies in the achievement of great computational power from a small set of primitives. (CSP has similarities with Hewitt's PLANNER-73.) Hoare's paper [Hoa78] deserves praise for openly antlcipating practically all points of criticism of CSP. Hoare disclaims expressly that CSP is meant to be a "production" programming language

CSP programs are based on fixed sets of actors. There is no recursion, nor are actor names allowed as data values Each [SEND or BECETE operation must explicitly quote exactly one communication partner (actor). The CSP message passing is unbuffered.

The difference between acts and actors is not very prominent in CSP. CSP has means to make sequences of instructions (i.e. acts) into actors or even arrays of actors. CSP uses a very concise notation, all operators are denoted by short symbols. Here are the most essential primitives (merely an approximation: CSP message passing refers in reality to channels, not to actors)

X7e
This is the recetive instruction. $\mathbf{X}$ specifies the sender (actor). c is the storage cell in which the message will be placed the receive instruction provides simultaneously a test (the input guard) whether input is currently available. An undirected receive instruction is not provided Ym

This is the send instruction, $Y$ specifies the receiver (actor), $m$ is the message (an expression).

## 0

This expresses endless repatition of instruction 8 .

## [a) 10

This expresses the creation and concurrent execution of two actors, where in and en are the respective acts (more precisely: $a_{1}$ and $a_{2}$ are the actual pleces of code).

This is the alternative command, the $\boldsymbol{\square}$ separates the alternatives, $\boldsymbol{g}_{1}$ and $\boldsymbol{g}_{\mathbf{2}}$ are guards, $s_{1}$ and $s_{2}$ are sequences of instructions. Each guard $\boldsymbol{o}_{\boldsymbol{n}}$ is essentially a boolean expression [ $\mathrm{D}_{\mathrm{ij} 75}$ ]. All the guards $\mathrm{g}_{1}$ in the alternative command are evaluated, and the $s_{1}$ of all those alternatives are shortlisted whose guards evaluate to $\operatorname{RRD}$. One of the shortlisted alternatives is then chosen non-deterministically, and it is executed.

Some instructions yield a truth value telling whether the instruction has been executed successfully or not For this reason, it is possible and meaningful to place such an instruction as a guard

The lack of certain facilities in CSP makes it virtually useless for the implementation of full Lucid. CSP has no dynamic actor creation, and this rules out the translation of recursive Lucid UDFs Even the mere creation of numerous actors from the same act can only be done within a very rigid pattern. This would be an unjustified burden for our translation process.

Neither multiple SEND, nor undirected RECEIVE or multiple directed RECEVG exist in CSP. They can, however, be laboriously constructed out of the given primitives. The lack of these lacilities can thus be overcome, at a price

Taken together, CSP is rather unsuitable as the target language for the translation of Lucid, since important facilities are nol provided. Moreover, certain
very common operations can be expressed only indirectly, by means of extra actors. The use of CSP might lead to illegible code.

### 3.4 The Language LUX

All the imperative code in this thesis is formulated in the language LUX. LUX is solely meant as the vehicle for expressing the result of our translation. Clearly, LUX must not be seen as a proposed new programming language, in competition with SIMULA 67 [DMNB8]. Concurrent PASCAL [BrH75], MODULA [Wir75], ADA etc. We allow therefore aesthetic imperfections in the language, as long as they bring advantages In other respects.

The provisions for non-determinacy in existing languages force the programmer into formulations which are often remote from the way in which computers work. For example, there is usually no proper counterpart for interrupts or exceptions (exceptiona are CPL'-internal interrupts, eg."division by zero attempted") This will be put right in LLX.

The syntax of LUX is exactly that of PASCAL [Wir7:]. albeit with a few extensions. PASCAL has been chosen because of its current wide spread popularity. The reader's familiarity with PASCAL is taken for granted The extensions aim to provide the type of concurrency which can be very easily transferred into reasonably efficient code on any present computer. The extensions have furthermore been designed to have the least damaging effect on program size and legibitity it is rather obvious that the translation algorithm of this thesis will in most instances be implemented in languages other than LUX.

### 3.4.1 The Extensions of PASCAL

A few superficial extensions have been mentioned in 3.2.0. they are:

- the underline character "-" is allowed in identifiers,
- the special symbol $\overline{X C T}$ occurs in some places where in ordinary PASCAL one would write PROCEDURE (see also $\uparrow 3.4 .3$ ),
- Act-Roos replaces the role of the PASCAL main program section,
- METUNM stands for a GOTO to the end of the act.

The substantial extensions can be grouped into the following topic areas:
concurrency: CREATE, acts, actors, initialisations,
cooperation: SEND, RECEIVE,
exceptions: EXCEPTiON, doors, Revea, RESET
The first two have already been dealt with exhaustively it remains only to explain the last point. exceptions.

### 3.4.2 The Exception Feature

## What is Mullification?


#### Abstract

In multi-process operating systems like UNIX - the user can concurrently execute a number of programs, for example: edit one program while another program is being compiled. The user can also instruct the operating system to discontinue one of its current activities (the user might suddenly have found a reason why the whole compilation is pointless). Such a termination entails usually some form of clean-up phase, in which all perfunctory resources are released, for example: files are closed, memory is de-allocated.


As a variation of termination, one could think of a request which tells an actor to mullify an ongoing computation, ie to go back to a particular previous state. Some clean-up may be necessary for undoing modifications which have meanwhile been carried out, due to computing action. Imreversible state changes are carried out only right after the result acknowledgement; then, nullification is immaterial

Situations similar to nullification appear in the LUX code for Lucid programs. For example, each instance of the $\bar{R}$ operator requires the concurrent evaluation of the $O \mathbb{R}$ operands. As soon as the evaluation of either operand yields $\mathcal{T E}$, the other operand is no longer needed, and its evaluation will be nullified igain, the nullification can entail a clean-up phase, since inferior actors may have to be nullified, and memory must be put into a coherent state. In LLX, nullification ( 4 4.2) Is the most important instance of an exception. Nullification is clearly different from actor termination: nullification merely puts the actor into a particular state (which Is defined in the act) but does not eradicate the actor. (A further point regarding NULLIFY] will be discussed in section 4.7.)

## Technicalites

Escaptions make sense only with actors which stand for Lucid nodes (we will call such actors node ectora). Every actor has in its actor head a cell mequest, in which its exception state is recorded. The actor creation stores NEADY in this cell. "The actor ir in exception mode' is synonymous with:

```
Erequest <> READY
```

In the act. however, the actor head can be inspected only via the Reveal function (+3.2.1), and the same test would thus be written as:

$$
\text { IE Reveal }<>\text { READY THEN ... }
$$

In the following, the syntax and meaning of LUX exceptions will be explained. applications of exceptions will be mainly presented in the next chapter. Exceptions may be an important feature of LUX but, after all, actors run most of the time without getting exceptions. It is therefore even more important that the ordinary (not-nullified) program execution in LLX does not suffer from an over-emphasis on exceptions. Aspecial notation and execution mechanism has therefore been developed which keeps both the program legible and allows perfectly efficiont program execution, both in the nullified and in the non-nullified case

## Doore

A trapdoor in a fairy tale castle can be blocked or active If it is blockod, its presence is hardly noticeable when one walks over it, but if it is active the effect may be dramatic. There are quite similar doors in LUX, and they are used for the handling of exceptions. Here is an instruction with a door:


The [0] in this example is the door Remember that in LUX (as in PASCAL) all labels have the form of unsigned integers, and the number on the door (we call it the door terget) refers to such a label. Every door operates like a conditional coroj
instruction. If xrequest is RENDY, the door is to be ignored: it has no effect. If Irequest is not READY while the PC passes over the door, the door has the effect of a GOTO (i.e. GOTO5 in our example).

Matters are slightly different if the door is immediately followed (dynamically) by a slow instruction. A slow instruction is any instruction whose execution may take a long time. like RSCEVE , SEND, CREATE or a procedure call ( $\uparrow$ 3.4.3) An actor can spend a long time working on a slow instruction, and during this time arrequest can cease being READY, due to an exception. The actor will therefore check concurrently whether Xrequest is no longer READY or whether the slow instruction has been completed, whichever occurs first. $A$ comon is carried out if the exception occurs first, and the slow instruction is of such design that its effects are nullified. There is no affect if the slow instruction succeeds first.

Every door is thus a shorthand for:

```
REPEAT
    IF Reveal <> RIADY
    THEN COTO door_target : (' dour_target sa 5 in uar exampie *)
UNT:L the subsequent instruction has been executed corpletely ;
```

(In a proper implementation one would not use busy wait for such a wait-door.) A fart instructions (assign, add, multiply etc.) are permanently ready anyway, and the loop would in those cases be unnecessary.

It is sometimes required that a group of instructions be executed as an unbreakable entity. This can be achieved simply by not placing doors inside the group

## The Implicit RECEIVE

We still have to define clearly how [xrequent changes value. Abovo ( 3.2 : "Actor Head") we have defined actor heads, and MSGiरri:

```
TYPE
    MSGTYPE = (DATON, READY, COMPUTE, NULLIFY, ADVANCE) ;
    ACTOR_HEAD = record
        ereator : ACTOR
        Erequest : MSGTYPE : (* prestored with READY \bullet)
        Indez : INTEGER
        (- tceic *)
    END ;
```

Only messages whose first component is NULTFY or $\overline{A D V A N C E}$ are exceptions, which is why we call them excoption requests. Exception requests are issued by the instruction:

$$
\text { EXCEPTION eo. } e_{1}, \ldots e_{n} \text { TO (receivero, receiver }{ }_{1} \text { ) ; }
$$

which differs from the ordinary SEND instruction ( +3.2 ) only in the new keyword EXCEPTIOS. The messages from EXCEPTION instructions are not received by ordinary RECE[VE instructions in the receiving actor, but use a portion of the actor head as a one-message buffer. They can be retrieved from there via the Revea? function. In detail

An actor can receive an exception only while its neques: is $\overline{\mathrm{RS}} \overline{\mathrm{DY}}$. This rule ensures that no exception is accidentally lost. Every actor is readily equipped with special code for accepting and handling of exception messages (this code forms part of the LIX system "behind the scenes", not part of the act) For an actor Y this code goes as follows:

```
[f ( Irequat = READY) AND
    (actor \(x\) wanti to issue an EXCEPIION :o actor \(V\) )
    (- The actor \(Y\) "ets an exception"
        -)
THEN (, mrequest, IIndex) : = EXCEPTIONRECEIVE ()
    (* EXCEPTIONLECEIVE hat the obvious Treaning. *)
ELSE ( put the exception eender \(x\) on waliting quese,
    try again after actor \(Y\) hag executad a RESET )
```

We have defined that the actor is in exception mode exactly iff:

[^1]Since [Ea, the first component of the exception message, is either NULLFFY or ADVANCE, receipt of an exception will necessarily place the actor in exception mode The actor is permitted to set its own Xrequefi to READY (i.e. it declares itself ready to accept a new exception request) only by executing the instruction:

```
RESET ;
```


### 3.4.3 Procedures

PASCAL-like procedures (function procedures as well as ordinary procedures) are allowed in LUX, too; they are not superseded by acts and actors. In the MPA framework, function procedures resemble actors which exist merely during the handling of every single request. Procedures have no memory. However, the calling actor can take care of the memory, and "import" it into the procedure with each call.

LUX deals with procedures as if they were to be macro-expanded in terms of message passing. the procedure underlies the control of the actor which called the procedure. The name of that actor is used for all message passing during procedure execution, and there is only one common exception mechansm per actor When we say "the procedure gets an exception" we mean that its actor gets an exception during procedure execution. The procedure can access items of the actor head (Creaior, xrequest and ixindex) as usual via the special functions creator and Revea. (+3.2.1)
[目. a spectal kind of a door. is provtded for procedures. When such a door is encountered while xrequett, is not TEADY, a return is made from the procedure, and execution proceeds in the calling program as ozecution had got hung up in the procedure call. Fixecution continues in this case at (the target of) the door which dtrectly precedes the procedure call. Excoption handling is inhibited during any procedure call which is not directly preceded by a door During the execution of
such door-less calls, the system pretends Xrequest was READY. Procedures must be designed so that they nullify all their effects before using a $\mathbb{R}$ door.

Example for a function procedure with $[\bar{R}$ doors:

```
FUNCTION GetDeten (inder : INTEGER ; operand : ACTOR) : ANYTYPE :
    LABEL 1:
    BEGIN
    (* PogEibly hang up in SEND (unlike:y though): \bullet) :n
    SEND (COMPUTS, inder) TO (operand)
    (- Possibiy hang up in RECEIVE:
    (. , GetDaton) := RECEIVE FROM (operand)
    RETURN ; (' nommal RETURN even lf exception occurred.
    •)
1: EXCEPTION (NULLIFY, index) TO (oporand) :
    :m
    END
```

This very useful procedure sends a particular message to the operand actor, and awaits then the arrival of a reply. If an exception occurs before the reply has been received, the exception request will be propagated to the operand actor, followed by an exception return from the procedure. There is no special procedure action if the exception occurs after the reply has been received (we might wish to preserve the daton value) This function procedure will play an important role later on

### 3.4.4 Example Aet

Here is a typical example of an act:

```
ACT Act_Scale_ (acaling-factor : REAL)
    (* This node actor multiplies each operand
    (* daton With the constant scaling factor.
        \bullet)
    LABEL 1:
    VAR
\begin{tabular}{ll} 
operand, superior & \(:\) ACTOR \\
requeat & : WSGTYPE \\
indez & : INTEGER \\
daton_value, reault & \(:\) REAL
\end{tabular}
    BEGIN
        (, , operand) := RECEIVE FROM (Creator) ;
                (- End of initialisation, beginaing of action. *)
    REPEAT
        WH:LE TRUE
        DO BEC:V
            BEG:N (*We say the actor is "dorman:" while it *) (
            (auperior, request, index) := RECEiVE ()
                    (* Possibly hang ip in "GerDa:on": 0) , 1
                daton_value := Ge:Da:on (index, ope-and)
                reault := daton_value scaling-acio:,
                    (* Possit!y hang up in SEND
                            *).1
                    SEND (DAĨON, resule) 'O (superior) ;
                ENJ :
                    (' Code for the exception hand:ing. ©)
1: (request, indem) := Reveal ;
            iF request = ADVANCE
            THEN EXCEPTION (request, Index) TO (operand) :
            RESE:
        UNTIL FALSE
    END .
```

Assume furthermore, that


Let un first study the ecalenctor in the absence of exceptions. In the initialisation, the Eacenctor Is provided with the name of another actor to which it will send messages later on. The sender of the initialisation and the first message
component (DATON) are known anyway, and can therefore be ignored.
After the initialisation, the gale-nctor gets hung up in an undirected RECEVE where it awaits a request, i.e. a message telling it what to do. When the gealonetor receives a COMPUTE request (i.e. a message whose first component is COMPUTE), it will first call GetDaton. This will in effect propagate the message unchanged to the operand actor (anothe:-actor), and will then await the delivery of the operand daton value. Once the operand daton value has been delivered, the ecale_actor computes the result daton value by multiplying the operand daton value with the scaling factor. and this result is then sent back to the actor which issued the COMPUTE request in the first place. Once that has been completed, the acaiceactor resumes awaiting another request.

Whenever an exception occurs, the acaie_actor abandons what it is doing at that moment. This particular example contains nothing which needs to be cleared up. Instead the actor can directly proceed to propagating the unchanged exception request to the operand actor There is never a reply 10 an exception message, which is why no RECEVE instruction follows after EXCET:ON. Since nothing else needs doing, the exception state is ended with a RESEI and the locale_Actor loops back to await the next request. The achie_actor can accept an exception even in the dormant state, l.e. the exception may occur even while the actor is not "busy" with work. We can state in general: for efficiency, exceptions should always be propagated at the earliest possible moment.

Note that a door is placed before each SEND or RECENE (actually, it is at the end of the preceding line). Some groups of instructions have to be executed as an unbreakable entity, and a door is placed only after the last instruction of the group. Clearly every instruction has been furnished. where advisable, with an "escape route" (viz. a door) for the event of an exception

$$
111 \text { - } 31
$$

Note that a door is placed before each SEND or RECEVE (actually, it is at the end of the preceding line). Some groups of instructions have to be executed as an unbreakable entity, and a door is placed only after the last instruction of the group. Clearly every instruction has been furnished, where advisable, with an "escape route" (viz. a door) for the event of an exception.

### 3.6 Summary of Chaptor III

The popular cooperative concurrent programming methods are mere extensions of sequential programming The extension has been achieved by "bolting on extra features". Hardware aspects of inter-actor communication dominate these languages, and the programmer is forced to bear these aspects constantly in mind

The worst defictency of programs in these languages is their inherent ilegibility. Good programs are generally written as sets of modules, where each module is dedicated to a sub-problem, most problems can be brcken into sub-problems. Actors are the modules in the above languages it is rarely possible to confine each sub-problem to exactly one actor. One is forced to disect sub-problems into more or less mysterious code tragments which are then strategically placed in numerous acts. Given a non-trival program written in one of these languages, only an expert can recognise what the program computes, and it is extremely hard to locate intricate programming errors.

The edvantages of imperative programming languages can be noticed when trying to implement such a language on a conventional computer. All their advantages stem from their greater affinity to the von Neumann architecture

- the languages are easy to implement, and
- efficient oxecution te easily achieved.

It has already been said in the introduction that the choice of implementation language for Lucid is not very critical. Message Passing Actors have been chosen as the target of our translation because they are stylfitically not worse than the other concurrent programming methods, they are modular in a beneficial way. it is easy to implement them well. and they have already been tried exhaustively in substantial programming tasks.

## CHAPTEN $\mathrm{N}_{\mathbf{2}}$ The Translation

## 4.O Intreduction

This chapter deals with the translation of a Graph Lucid program into an equivalent structure in MPA style, which is the central issue of the thesis. "Equivalent" means that both structures represent the same input/output function Our translation is carried out in two stages:

Stage one consist in designing for each individual node type an equivalent act. a node act. The example of a LUX act ( $\uparrow$. 3.4 .4 ) was indeed such an act, and the reader is advised to use that example, for the time being, as the model of a node act Ready made acts will be presented for most of the fundamental operators of Lucid ( $\uparrow 4.5 .4 \mathrm{fl}$ ), and a comprehensive description will be given how to construct the act for the other operators (4 4.5.2. 4.5.3. but also 4.3). The full description of the node acts is very technical; this is why we shelve it for a while and present it rather late, in sections 4.5 f .

In stage two, the trenslation proper, an arbitrary Graph lucid program is re-formulated entirely in terms of the acts from stage one. Stage two is very straight forward. We explain this stage of the translation before stage one ( 4.4 .3 ).

Graphs contain nodes, but nodes can themselves be graphs. These amazing nodes are the VOF nodea, of course; they break out of our two-stage classification The construction rule for UDF acts can be obtained from the translation rule for programs, with only a little adaptation This is why section 4.3 contributes to both atages one and two.

Mode ectors, requeata, and the protocol are central in our further deliberations Acts are just one way of, statically, encoding the computing action, which is a dynamic object. Acts rarely provide a good pleture of the dyramics. l.e. of the underlying execution strategy. The protocol is such a strategy with regard to the
inter-actor communication. The functioning of actor nets is widely determined by the protocol. The chapter starts therefore with a conceptual description of node actors and requests (section 4.1), and this is followed (in section 4.2) by the protocol specification

### 4.1 Node Actors, Protocols and Requests

## Mode Actors

When we speak of node actors, we mean actors which emulate Lucid nodes. Every node actor behaves like a demand driven computing station Usually, node actors form part of a net of cooperating node actors.

## Protocole

Let us assume that such a net of node actors is given iconstruction algorithm: +4.3). Each of the node actors can be viewed as an autonomous computing station We are left with the lask of making these autonomous units cooperate, with the ultimate aim of producing a result. This can be achieved with the aid of a protocol A protocol is a pattern of message exchanges between actors, i.e a governing macroscopic pattern. The protocol serves to control the flow of information and also the execution of computations. Section 4.2 specifies the protocol to be used throughout this thesis. The design of this protocol will be aimed at demand driven evaluation (- 2.5); this will be generally assumed without further mention. The use of a universal protocol, among all node actors, is an essential precondition for the modularity of our translation algorithm. Every node actor adheres to this protocol; therefore, node actors need to know nothing specific about their communication partners.

## Requests and Requesting

A requeet is just a particular message, and requests can be of various requeat types. The request type is, by convention, indicated by the first message component (4 3.2.1. "Actor Head"). Requests serve in general for dictating to a node actor which action it shall carry out. A reply (a message in the reverse direction) is given only to some request.

As stated in 25, demand driven means that the driving force for computing action emanates from the program output, in our case from the WRTE, actor. The WRITE actor sends a particular request to another node actor e, hereby stimulating e Into some particular action; the action varies with the requests. In order to satisfy the request. - in turn may need to request from further node actors

This pattern of one node actor requesting from another can reappear down to any depth. While a computation is in progress, some actors are dormant while others are busy with computing action. Consequently, a momentary hierarchy exists among the busy actors; this hierarchy is constantly changing in the course of daton evaluation. The hierarchy is throughout built up of pairs of actors, namely superiors which issue requests, and inferiors which accept requests and "do their best" that the requests be ultimately fulfilled. An inferior can simultaneously be in the role of superior in a subordinate request. Obviously, the ThTE actor takes the top rank in the herarchy (we assume throughout that there is only one WRE node) Constint. READ and COPY outports rank lowest. Multi-inport superiors can have more than one inferior, any COFY node actors can have more than one superior.

## General Pattorn of Mode Acts

Most node acts have the following overall layout (this is a simplification):

```
ACT Act Ememple :
    VAR
        lngort : ARRAY[0..9] OF ACTOR ; 
    BEGIN (* Initiallastion of thim actor (4 4.3.1): ©)
        (., inport[0]. inport[1]. ...):= RECEIVE FROM (Creator)
            (* Due to ita low intrinaic priority (9 4.7) the node ©)
            (- actor wlll wait here until the firgt request arrives. \bullet)
```



```
            (* The X-pari must be inmerted here. ©)
            (* It im erecuted only once. at the beginning. ©)
```



```
        REPEAT
            whILE TRUE dO
            BEGIN
```



```
                    (- The node actor is dormant exactly whlle ")
                    (* it i| hung in the following RECE!VE: \bullet)
```



```
            (auperior, request, Index) = = RECEIVE ()
```



```
                (P The Y-part masi be inserted here. 生
                    (. It in executed once per requeat. 生
```



```
                            \bullet)
                    (- IF request = compute
                    \bullet)
                    * THEN SEND (DA [ON, result) TO (superior); *)
```



```
            END
1.
                    (0.0.0.0.0.0.0.0.0.0.0...................*)
                (0 The exception part lg placed here. ©)
```



```
            RESET
        UNTIL FALSE ;
    END :
```

(Due to the nature of Lucid, this layout is almost identical to the one independently diecovered by Finch [Fin81].) The eternal WITLE] loop In this layout reflects the fact
that all node actors operate like endessly running computing stations. Certain preparing actions may have to be carrled out before the loop is entered. Such instructions are placed in the $X$-part of the node act. The $X$-part contains the loop initialisation, but it can even contain, for example, request RECENE instructions. The WHILE loop starts with the acceptance of an order for new work (by receiving a request). This work is then carried out; the pertaining instructions are contained in the $Y$-pert. The $Y$-part may include the eventual giving back of the result to the superior (the reply). Some actors need to retain information from preceding loop passes, others do not. In the latter case it is common to say that the actor has no memory (intended meaning: it has no long term memory).

In the event of an exception, a jump is made to the exception part. After some appropriate measures have been taken, the exception state is cleared by RESE: and the eternal REPEAT loop takes us back to the dormant state

Theoretically, there is little need for actor termination in an endessly running program. Actors need to terminate only for efficiency reasons termination sets storage free for reuse in other actors. Section 63 deals with actor termination ( CLLD request).

### 4.2 Protocol Specification

## Motivation

Before we study the protocol, let us identify what shall be achieved by our protocol. In a rather primitive implementation of Lucid there would be merely one request
"Start evaluating one daton, and deliver the daton value to me." This request will ultimately be followed by that value being sent in the reverse direction. The next request will automatically relate to the next daton.

However, apart from being hopelessly inefficient, there are perfectly meaningful programs which would not be executable under this rudimentary protocol (e.g. any program with a concurrent 0 in it, $\uparrow 1.1 .3$ and 4.5 .3 ). We will not contemplate such a primitive implementation any further but aim for a protocol which is more refined in two respects. On top of the above request, we want to be able to do either of the following (Warning: don take this as a defintive list of request types)

- Skip one daton. This is the same as asking for a daton without being interested in the actual daton value. Such a request is essential for any serious implementation of the Lucid [F] in pipeline DF.
- Once the computation of a daton value has been requested, one may suddenly want to mullify (annul, undo) that request for some good reason. Such a NULIFY request is essential for the implementation of non-deterministic Lucid operators.

Furthermore, the protocol must take into account that any request can cause arbitrary subordinate requests Higher-ranking evaluations can progress even while subordinate evaluations are under way. Higher-ranking ner requests must be able to take proper effect on subordinate daton evaluations

## The Protecel as a Diagram

Let us now set out to answer the question: "in which sequence is the protocol executed, and where are variations possible?" Our range of requests is COMPUTE. M:CLIFY and ADVANCE, and the following flowchart helps answering the question by showing the various possible ways in which the protocol can unfold

(The paths marked (*) are never actually employed) The symbol "s $\rightarrow i$ " in this diagram indicates that a message is passed from the Superior to the Inferior. Execution starts at START, and the inferior is at this point assumed to be dormant It is furthermore assumed that both superior and inferior know constantly the index of the next daton to be computed. Both keep track of the current daton index, by a dedicated storage cell or similar means.

The flowchart makes no mention of the action itself. Each request has some action as consequence, eg. evaluation of the daton value. This action starts with the reception of the request. START can be reached again once the action is complete.

## The Protocol Requeste

In detail, the requests are (all sent from a superior to an inferior):

## AOVANCE

This request asks the inferior to advance the index counter by one (usually). namely to the successor daton. The previous daton will never again be asked for, it can be abandoned. - There is no reply to $\overline{A D V A N C}$ requests.

## COMPUTE

This request asks the inferior to evaluate the current daton (i.e. determine the value of the daton which is currently "due to come off the production line"). The inferior will take the measures necessary to obtain the daton value, at the end of which it offers to send this daton value to the superior Under normal circumstances, the Coxp:F is followed by the value delivery, and that is followed by an ADVANCE request There are. however. situations where the superior tgnores the offer of the daton value and issues another overrining request (viz. NLiLiFY; However, even after the daton value has been delivered there may be a renewed request for exactly the same daton. (Thus is why no automatic ADVANCE request is incorporated in the COMPUTE request $\rangle$

## WULLIFY

This request asks the inferior to cancel any daton evaluation which may be currently golng on in tt (due to a COMPV药 request). The state must be restored which existed before the evaluation of the current daton was requested. In our particle jargon. NULLIFY fires off a "kill token' ('lethon') which counteracts the preceding "siton" ( +2.5 ) - The NULiFY request is issued if the superior comes to a point where the daton value is no longer needed. Example: as soon as one operand of an $\bar{O} \bar{R}$ operation yields TRUE, evaluation of the other operand can be nullifed. - There is no reply to NL:LIFY requests. We could even define NUCiFY
to have no effect on a dormant node actor, but instead we construct the acts Euch that NULLIFY requests are never sent to a dormant actor.
suery request quotes, as its second message component, the index of the current daton. The initial index is 0 , and the index must be changed only through ADVANCE requests. It has been said, the index grows by ore with every ADVANCE exception. There is, however. the special index value finalingox which indicates that no further daton will ever be requested from the inferior. finaindex is a special constant, the infinitely large index $\infty$

The index is at every moment equal to the number of preceding ADVANCE requests, it would therefore be dispensable in the requests. Nevertheless, incorporating the index in each request offers a number of advantages:

- It can indtcate the end of demand for a history. via Enaindex.
- nodes like can derive their state from the index. which relieves them from having memory.
- interlacing to tagged DF ( $\uparrow$ B 6 ) becomes much easier,
- the index supports runtime checking and system error tracing

If the inferior gets a NULLFY request while it is busy with COMPI要 action (i.e. evaluation of a daton value) that action will be aborted As specified in section 3.4.2. $\overline{A D V A N C E ~ a n d ~} \overline{M C L I F Y}$ requests are exceptions (unlike COMPUFE), and all evaluations are inhibited while any exception remains unresolved. From the superior's point of view, the action for ADVANCE or MTSEC is indivisibly tied to the request, ie. it would be pointless to delay the exception handling

In a computation where successive daton values are needed, the normal cycle of operations is: CONPLE request, daton value dehvery, AJVANCE, request. However, if a daton shall be consumed without its value being of relevance, the AJVANCE request is issued directly without the preceding 'COMPUE: We call such a request a bere

## ADVANCE request; all others are proper ADVANCE requests.

A NULIFT request will usually stop and make null and void any daton evaluation which may have taken place after the last ADVANCE (or after inittalisation, if there has been no ADVANCE yet). If a COMPUTE request follows directly after the NULEIFY (i.e. without an AJVANCE in between) the inferior will set out to compute the value of the same daton as for the previous COMDUTE request. A single-outport COPY node may be inserted in the arc wherever the re-computation of intermediary results shall be avoided

An actively computing inferior may in turn have issued a subordinate COMPUTE request (i.e. it is a subordinate superior) If such a sub-superior gets a NULLIFY; request, it will halt its current computation, do the necessary clear-up (like. propagating the NULDFY request to the sub-inferiors) and it will then await the next request

Most inferiors have inports. If such an inferior gets an ADVANCE request, it will first do the same as in a NE:CFY request. It will then propagate the ASVANCE request to the inports, and it will increment its own Index counter by one It will finally await the next request, ic. It will enter the dormant state

## Request Prepagation

Two diametrically opposed strategies govern the propagation of requests, though both aim towards effictency. (These request propagation strategies are also reflected in the priority scheduling. © 4.7.)

COMPUTE requests cause daton evaluations, and daton evaluations tend to be espenstue. COVPUEE requests are therefore issued as sparingly as possible, and they are withdrawn (by $N U_{i}[F Y$ ) as soon as it becomes certain that the evaluation result is not needed.

Exceptions, on the other hand, are propagated at the earliest possible moment. We do so because, in general, exceptions are capable of releasing computing resources further upstream. Exceptions usually trigger some administration, but even that is considered to be "well spent". Exceptions must never cause infinite looping or COMPUTE requests. Care must be taken in the act design to ensure that this rule is not violated. This is not always trivial; for example, computations can be accidentally caused if a bare $\overline{A D V A N C E}$ is issued to a poorly designed Wiaj actor.

## Closing Remarks

Various other protocols were tried out, and the above design proved best for implementation. Among the worst of the alternatives was the one which combined COMPUTE and ADVANCE into a single request (i beginning of 4.2). In order to permit MULLIFY requests in that design. even the simplest actor had to be provided with memory in which computed values could be saved

Node actor initialisation is part of the protocol. in the wider sense. We chose, however, to describe actor initialisation in connection with actor creation in section 4.3.1 (B)

### 4.3 The Translation Proper

This section presents the method for translating any Lucid graph into its LUX equivalent, namely a net of initialised node actors This side of the translation algorithm is independent from the particular design of the node acts. © Our quiet assumption of demand driven evaluation, though, has a certain bearing on this section.) We pretend for the remainder of this section that a suitable act has already been defined for each node type. There is no danger that this assumption leads us into a vicious circle.

Esceptions. on the other hand, are propagated at the arliest possiole moment. We do so because, in general, exceptions are capable of releasing computing resources further upstream. Exceptions usually trigger some administration, but even that is considered to be "well spent". Exceptions must never cause infinite looping or COMPUTE reguests. Care must be taken in the act design to ensure that this rule is not violated. This is not always trivial; for example, computations can be accidentally caused if a bare ADVANCE is issued to a poorly designed FIZ actor.

## Closing Remarke

Various other protocols were tried out, and the above design proved best for Implementation. Among the worst of the alternatives was the one which combined COMPUTE and ADVANCE into a single request (ibeginning of 4.2) In order to permit NULLIFY requests in that design, even the simplest actor had to be provided with memory in which computed values could be saved

Node actor initialisation is part of the protocol, in the wider sense We chose, however, to describe actor initialisation in connection with actor creation in section 4.3.1 (B)

### 4.3 The Translation Proper

This section presents the method for translating any Lucid griaph into its LUX equivalent, namely a net of initiallsed node actors. This side of the translation algorithm is independent from the particular design of the node acts. (Our quiet assumption of demend driven evaluation, though, has a certain bearing on this section.) We pretend for the remainder of this section that a suitable act has already been defined for each node type. There is no danger that thas assumption leads us into a vicious circle.

Every Graph Lucid program consists of nodes and arcs, and its translation can correspondingly be described in two parts:
(A) the translation of the nodes and
(B) the translation of the arcs.

First (section 4.3.1) we are going to present the translation algorithm for programs without recursive UDFs. Before progressing to an algorithm for programs with recursive UDFs (section 4.3.3) we will study UDFs and related topics (section 4.3.2).

### 4.3.1 Programs without Recursive UDFs

Let us first deal with the translation of particularly simple Lucid programs, namely those without recursive UDFs. More precisely, this section describes only the translation of programs without UDFs altogether However, section 4.3 .2 will show how to remove non-recursive UDFs (viz. UDF expansion), a process which can be easily carried out before applying the algorithm of this section.

Under this restriction the nodes in the Lucid graph can be labslled with natural numbers, with a known finite bound (see also Fibonacci example. two pages below) The root act establishes the LLX counterpart for the graph by (A) first creating exactly one actor for each individual node in the graph. The choice of act is determined by the node type, of course. While the root actor creates the actors (in the sequence of the labelling number) it enters the name of each now actor into a table. COPY node actors (4.6) are special in having a separate actor name for each outport (1,9 and 10 in the Fibonacel example), in addition to the name of the COFY node actor itself (inport, labelled in ine example). Immediately after creating a [COPY; node actor, the creator gets back from that actor a few messages, each telling the name of one COPY outport actor.

Every Graph Lucid program consists of nodes and arcs, and its translation can correspondingly be described in two parts:
(A) the translation of the nodes and
(B) the translation of the arcs

First (section 4.3.1) we are going to present the translation algorithm for programs without recursive UDFs. Before progressing to an algorithm for programs with recursive UDFs (section 4.3.3) we will study UDFs and related topics (section 4.3.2).

### 4.3.1 Programs without Hecurslve UDFs

Let us first deal with the translation of particularly simple Lucid programs, namely those without recursive UDFs. More precisely, this section describes only the translation of programs without UDFs altogether However, section 4.32 will show how to remove non-recursive UDFs (viz. UDF expansion), a process which can be easily carried out before applying the algorithm of this section

Under this restriction the nodes in the Lucid graph can be labelled with natural numbers, with a known finite bound (see also Fibonacci example, two pages below) The root act establishes the LUX counterpart for the graph by (A) first creating exactly one actor for each individual node in the graph. The choice of act is determined by the node type, of course. While the root actor creates the actors (in the sequence of the labelling number) it enters the name of each new actor into a
 outport ( 1.9 and iO in the Fibonacci example). In addition to the name of the COPY node actor itself (inport. labelled 1 in the example). Immediately after creating a [COPY] node actor, the creator gets back from that actor a few messages, each telling the name of one COPY outport actor.

In the graph, arcs connect the nodes. Correspondingly, there must be connections between the node actors. After the creation of all the actors, the root actor establishes these connections in (B) the initialisation of all the actors. It informs each actor of the names of the actors at ifs inports fi.e the node actors which produce the operand daton values). Since we deal with a demand driven implementation, each actor takes a dominent role over the actors at its inports and it takes a seruile role with regard to the actor at its outport. Operand actors are therefore called inferiors, and the requesting actor is called the superior. At the program start, each actor needs to know only the names of its inferiors.

In the translation stage (B), an initialisation message with the names of the inferiors is sent to each node actor The initialisation message is the sequence:
<DATON. nome 0 , noma $1_{1, ~ n a m e ~}^{2}$. .. >
Each name ${ }^{\text {appears }}$ at the index position corresponding to its inport subseript $i$. The component DATON is due to our message convention (- $32:$ ). We use the convention that actors for nodes with no inport (constant and EAD nodes) get no initialisation. The WRTE node must be the last to be initialised, the makes sure that requests are not sent to nodes which are still waiting to be initiaised The reason lies in WRiEE being top in the request hierarchy.

It has been said before that every node actor can be initalised only by its creator. In our spectal case (all UDFs fully expanded) the root actor the creator of all node actors

## Example (Fibonacci)

Let us apply these rules to a simple example program (^ chapter 1) which computes the Fibonacci scries:

## fib $\begin{gathered}\text { WHERE } \\ \text { Pib } \\ \text { END }\end{gathered}=1 \operatorname{PBY}(1 \operatorname{PBY}(($ NEXT $i f b)+i b)) ;$

Here is its corresponding graph, with the nodes labelled by numbers (- 2.2 and 4.3.1):


Every Lucid program is an expression which yields a result (here fib). and this result flows obviously into a of actors:

```
ACT Act_Root_ ; (' Root act for Fibonacci erample. ')
    Var
        node : ARray [0..10] OF ACTOR ;
    (* Furthermore, there muat be ACT declarationa for:
        \bullet)
    (\bullet Constant, NEXT, COPY, FBY, PLUS and WRITE
        \bullet)
    BEGIN (*Act_Root_has no initialigation. ©)
        node[0] := CREATE (Act_Mritem "console");
        node[2]:= CREATE (Aci_Copy_ . 3) :
        (. , node [1]) := RECE[VE FROM (node[2]);
        (, , node [0]) := RECEIVE FROM (node[2]);
        (, , node[10]) := RECE[VE FROM (node[2])
        node[3] := CREATE (Act-Fby_ ) :
        node[4]:= CREATE (Act_Const_ 1):
        node[5] := CREATE (Act-Fby- ; ;
        node[6] := CREATE (Act_Const - 1) ;
        node[7] := CREATE (Act-Plus_ ) :
        node[8] := CREATE (Act_Next- ) :
        Set_Priority (node[0], top->oriority):
        SEND (DATON, node[日])
        SEND (DATON node[8] node[10]) 
        SEND (DATON node[0] node [7]) }70\mathrm{ (node[5])
        SEND (DATON, node[4], node [5]) TO (node[3]):
        SEND (DATON, node[3]) TO (node[2])
        SEND (DATON, node[1]) TO (nodel0])
    END ;
```

Act_Root has no exception part, since it gets no exceptions. The root actor terminates itself. After the root actor is gone, all the "driving force" for computations will emanate from the WRTE actor, nodelol

## The Node Mumbering Rule

You may have guessed that the numbering of the nodes follows not just a whim but a rule, yet to be explained To begin with, the lowest label numbers are given to the nodes which generate the ultimate driving force for computation. We deal here with demand driven DF, and we attach label 0 to our WRTTE node, the ultimate demander. Many nodes lorce other nodes into action. In demand driven DF, nodes tend to propagate requests to the nodes at their inports, and thus the driving force flows upitream. We number the nodes in such a way that every node reguests only from nodes with higher label numbers. The node numbers increase therefore in the
upstrearn direction. Nodes are created and initialised in the order of cecrasing label number. - This numbering rule caters even for subnets with many outports, and can be adapted for input driven DF. The numbering rule ensures that each operand actor is itself readily initialised before its name is passed around to other actors (consequence: requests cannot be sent to yet uninitialised actors).

## Outlook

Scheduling and priorities will be discussed in section 4.7. They are indispensable for correct and efficient program execution.

It is advisable in the first reading pass to skip the remainder of this section 4.3, to continue this chapter from 4.4, and then to re-read the entire chapter without omissions. - Before we can go on to Lucid programs in general, a review of UDFs and subnets is in place.

### 4.3.2 Abstraction and Expansion (UDFs and Subnets)

### 4.3.2.1 AtE in Equational Lucid

Abstraction hes at the root of many programming techniques UDF's, subnets ( 9 2.2) in Graph Lucid, and subnets of actors are the kind of abstractions which interest us here. For any particular abstraction there is always one definition and an arbitrary number of references. References are just the means for making use of definitions. The definition of abstraction $X Y Z$ states "here is the shape of the object you may substitute for the reference if you want to obtain a result from $X Y Z^{\prime \prime}$. The Rewrite Rule characterises the meaning of abatractions more precisely: if we take any structure $S$, and substitute in $S$ each reference to $X Y Z$ by the object specified in the definition of $X Y Z$. the outcome $S^{\prime \prime}$ will behave the same as the original structure S. - In the abstraction, the formal uperands, if there are any, stand as symbols (place holders) for the ectud operands quoted in each reference. It is common to
call the ensemble of the actual operands the environment of the reference (remember we have eliminated all global variables).

The actual replacing of the reference by its true essence (as given in the definition) is called expaneion. In the expansion, each occurrence of a formal operand is substituted by its corresponding actual operand. We will see that, in some situations, a high degree of abstraction is favoured while in some other situations one should aim for expansion.

Here is an example of a UDF ([G]. 团 and [y] are Formal operands whereas [Ca]. [a] and [are Actual operands):

```
// definftion:
    Momeria (cf,zf.yf) = IFcf THEN yf UPON ci
                            ELSE GI UPON NOT \(G: F I\)
/f reference (asaume \(p\), and ta have been defined elsewhere)
    \(m=\) Mymerge \((0.5<p\), sa, ta) ;
```

Expansion of this UDF reference yields:

```
ca = 0.5< p;
m = IP ca THEN sa UPON ca
ELSE ta UPON NOT ca Fl;
```

Abstraction is promoted in Software Engineering since it makes programs easier to understand and maintain. Whenever we analyse any substantial Lucid program, we are almost bound to find particular substructures re-occurring in many places. the more so if we make provisions for minor variations. As we know from Software Engineering, this is almost unavoidable with any substantial program We are advised to formulate one abstraction for each substructure, and to replace each instance of the substructure by a reference to that abstraction. Software engineering teaches. furthermore. that it is a good idea to subdivide (to "structure") programs into purpose related units, and to abstract each unit

## Subexpressions and UDFs

Our translation algorithm presupposes that the Lucid program is in monomerte form ( + 2.1.6 and 4.3.3.1): there is at most one operator in each definition. Each UDF is an operator, and the monomeric form permits only variables and constants as actual operands, l.e. only ultra-simple expressions are allowed. We will come back to this point later on ( + 4.3.3.2. Naking Subespressions into UDFs)

### 4.3.2.2 Ate in Graph Luck

All this applies equally to Graph Lucid, since Graph Lucid is a bijection of equational Lucid. Like programs, any Lucid graph can be subdivided into segments. Each of these segments is a subnet (१ 2.2). Again, there will often be great similarity among the subnets. This suggests the definition of classes (=abstractions) of subnets. Subnet classes are the exact counterpart for UDFs We use in the following subnet often in the meaning of subnet class

Every UDF node represents two kinds of structure, and its great power results from its mediating between the two. Its outside structure is that of a single node (the UDF node), while its inside structure reveals a subnet composed of numerous nodes

Fach subnet has open arcs, i.e it has outport (and inport) ares which are not connected to any node, but instead are connected to an interface. Such an interface It a combined array of plugs (open inport arcs) and sockets (open outport arcs) which will eventually link up with complementary sockets and plugs. The inports and outports of every subnet reference must match the requirements of its abstraction, so that pluge and sockets can be paired

Here is the rymerge example from above, this time as a Lucid graph:

(Ignore the numbering of the subnet nodes, for the time being.) On the left is the UDF reference, and on the right we see an instance of the subnet for Mymerge, both connected by an interface. The picture is a snapshot of the state of affairs when expansion is half complete. Before the expansion, the subnet on the right is only conceptually present, symbolised by a Mymerge node At least in some implementations, expansion goes one step further than shown above: it replaces the interface by direct through connections ( $\uparrow$ 6.3. operand redirection).

Each UDF reference divides the Lucid graph into two subnets, the subnet for the abstracted side, and the subnet for the referencing side.

Abstraction and expansion have counterparts in subnets of actors, and with the ald of these counterparts even programs with recursive LDF's can be implemented in LUX

### 4.3.3 Application of Abstraction and Expansion in LUX

### 4.3.3.1 Pregrams with Recursive UDFs

Lucid programs with recursive UDFs are only slightly more complicated to translate than the simple programs considered in section 4.3.1.

## Exampla (Blova): Lucid program and graph

The prime numbers can be computed by an algorithm known as the "Sieve of Eratosthenes", and this algorithm can be elegantly described by a Lucid program with a recursive UDF (original program due to Gilles Kahn). We start here with the Lucid program, we will present all the translation steps, and we will present all the various acts required for it, including the translation prograrn. In chapter $V$, the dynamics of program execution will be illustrated, using the Sieve program as the example. Here is its Lucid program:

```
Sieve( N )
    WHERE
        \(\mathrm{N}=2\) FBY \(\mathrm{N}+1\)
        Sieve(i) \(=1\) FBY
            Sieve (i WVR ((i MOD FIRST i) NE O))
    End
```

Let us make the program monomeric:

$$
\text { IV }=21
$$

It is now quite easy to generate the corresponding Lucid graphs, with labelled nodes (the labels in the main program have been prefixed $m$, and those in the Sieva have been prefixed s):


## The Finite Program ve. the Unbounded Net

The graph of the main program on the lefl contains a reference to the UDF [Sievel. and the graph of Sieval Itself, right, contains a further reference to sieve. Any reference to a UDF is treated the same as the reference to any operator The only difference is that there must be a definition for each UDF, whereas all other operators are readily defined

The graph on the right reveals the true nature of the UDF Outwardly it is just a node, but inside it contains a whole subnet. This subnet comprises another reference
to Sieve, which symbolises a further subnet. The program specifies effectively an infinife nesting of UDFs (in Graph Lucid terms: an infinite net), rather like:

```
mainpros (
    ... gieve(
    ... wieve(
    ... Sieve (
        ... Sieve
                and so on ad lnfinitum
                    ) ...
                    ) ...
            ) ...
        ,
            )
```

Lucid programs can be analysed in a rather static ("denotational') manner. However, when we discuss their execution, we cannot avoid thaning in terms of execution time (operationally, dynamically). Programs are executed in a succession of fundamental operations, computation steps. In this thesis, we call $\overline{F T Y Y}, \sqrt{N E X}$, TF-THEN-ELSE and the usual pointwise operators (addition etc) primitive operators. more about them in section 4.4 In LLX, the fundamental operatars are cREA:E, SEND, RECEVE, EXCETTON, the system functions, the primitive operalors, but not UDFs. FTRST, TPPON and WVR are counted as LDFs.

## Delayed Net Expansion

Every abstraction reference needs to be expanded (into a set of actors) before it can truly take part in a computation However, if all expansion had to be carried out at the start of program execution. a disaster might occur, since every reference to a recursive UDF would generate infinitely many actors. The size of a net with recuraive UDFs can not be pre-determined in general, it may even be unbounded

This size problem can be resolved by delaying the UDF expansion. During program execution, there is for every instruction (and that includes any UDF reference) a moment where it is used for the first time. In demand driven evaluation, this moment is the one where the first request arrives. (For some
instructions this moment may never arrive.) A request, directed to the UDF, can be serviced only by the expanded UDF. but expansion can be delayed up to this moment. Up to that moment, the abstraction is kept in a preliminery state where the actor subnet has not actually been expanded. although all the information necessary for expansion is at hand (i.e actor initialisation complete). This method has the attraction that only finitely many actors exist at any moment

If expansion is delayed up to the last moment, we speak of a lazy expension. Its obvious opposite is eeger expansion, where the subnet is expanded a good while before its first use. The extreme of eager expansion is the expansion before the start of program execution ( $\uparrow$ 4.3.1); this is called static expansion. We will come back to eager and lazy expansion when we discuss act expansion ( -6 2)

UDF Acts
UDF acts are the LLX counterpart for UDFs Every single LDF actor (outside structure) stands for a subnet of actors (inside structure) LDF references (code for issuing requests) have the same form as any other node actor reference, since we agreed on a unlform protocol.

In the framework of node actors, the word abstraction means "yet unexpanded subnet of actors", and every UDF actor has therefore two states (similar to a finte state machine):

- the abstracted state (the preliminary state), and
- the expanded state (the state during execution)

Speaking in implementation terms, every UDF actor contains, right after its own initialisation, code which (A) creates all the actors in the subnet and then (B) Initialises them. Both (A) and (B) are carried out very much in the way described in eections 4.1 and 4.3.1. but with the difference that now the LDF actor is the creator and initialiser.

## Examplo (8iove): UDF act

Here is the Act_Sievei which would generate the appropriate actor subnet (node numbers same as in the graph):


Every UDF act uses the procedure Pas, Through . This procedure contains the $\mathbf{Y}$-part. and it passes all requests on to nodelon, the highest ranking actor within the subnet, and conversely, it passes all replies back to the superior of the UDF actor

```
PROCEDURE Pasa_Tmrough (node0 : ACTOR; akip ; [NTEGER);
    LABEL 1:
    VAR
        aperior : ACTOR : request : MSGTYPE :
        reply : ANY:YPE ; Indes : INTEGER ;
    BEGIN
        FOR inder := 1 TO mkip
        DO EXCEPT[ON (ADVANCE, index) TO (nodeO);
        REPEAT
            WHILE TRUE
            DO BEGIN
                (superior, request, index) := RECE!VE () ;
                    (* The Y-pari:
                    reply:= GetDaton (index, node0) :
                    SEND (DAION, reply) TO (superior);
                    END ;
            (* Emeapifan part:
            (reques:, inder)) := Reveal ;
            IF request = ADVANCE
            THEN EXCEPI:ON (request. indez) TO (nodeo).
            RESET
        UNTIL FAISE
    END :
```

Act-Sieve begins with the initialisation of the actor itself The formal operand Ifrom the Lucid program translates thus into a storage cell which the creator fills with the name of the actual operand actor. This is followed (X-part) by the expansion proper, the crention and initialisation of the subnet actors The act ends with a call of the procedure Pass ?hrounh, which contains its Y-parl

The $X$-part resembles clearly the $A c^{2}$ 200t from the Fibonacci program (4 4.3.1). While scheduling will be properly discussed in section 4.7 , we briefly
 scheduling priority. Execution of the X-part of any actor starts only upon arrival of the first request. In the case of UDF actors, this makes sure that the subnet is created not earlier than really necessary.

The call of the Paan_Throunh procedure is eternal, i.e the procedure is called once, and, because of its eternal loop. there is no return from it. The essential part of the procedure, the eternal loop, has been copied straight from the identity node (simply remove the scaling from the Actscale, $\uparrow$ 3.4.4). Since Pasithrough contains no computation it is a prime target for optimisation, and we shall indeed discuss expansion of a UDF reforence ( $\uparrow$ 6.2), optimisation of recursive UDFs by taid recursion ( $\uparrow 6.6$ ), and operand redirection ( $\uparrow$ 6.3), all of which are applicable here.

Doors need not be provided in the subnet expansion code (CREATE and initialise) since the superior will be hung in its first request (the one which caused the expansion) and can therefore not issue a further request during expansion. (One might consider this approach as crude and replace it by one which has a request RECE[VE; before the expansion code. Such a refined version would indeed need doors)

The node numbering rule (from the root, Actas. "end of 4.3.1) extends unchanged to UDF actors. Since that rule has certainly been adhered to during the intialisation of the UDF actor itself, all subnet inports (actors for actual operands) can be assumed to be ready for use

## Initial ADVANCE Requests

For safety, a piece of extra code must be inserted between initialisation and $X$-part:

```
WHILE Reveal = ADVANCE
DO BEGIN
    (request, Index) := Reveal
    IF index = fina!indez
    THEN EXCEPTION (request, index)
        TO (inport[0]....inport[n])
    ELSE ok!p : skip + l
    RESET :
    END ;
```

The cell akio adds up any bare ADVANCE requests intially sent to the UDF'. Only the first COMPITE request will cause the UDF expansion ADPANCE requests must never cause "expensive" actions, such as the LDF expansion (Without it would be

## impossible to implement a UDF like M V .)

If the first request ever to be sent to the UDF is an ADVANCE, finalindes, the request is propagated to the operand actors and the subnet creation is suppressed. Without this extra code, recursive UDFs would be liable to deadlock: If ADVANCE, finalindez was the first request issued to such a UDF, its actor would settle down to building and inactivating subnets forever. This matter will be understood more easily once the FBY act has been explained ( $\uparrow$ 4.5.6). A more radical approach to the whole finainder problem will be presented in 6.3 (the KIIL request).

## Example (Sioven): root act

Here is the Act-Root which would generate the main program for Sieve:

```
ACT Act_Ruot-: (* Root act for Sieve ezarple.*)
    VAR
        node : ARRAY [0..8] OF ACTOR
    (* Furthermore, there muat be ACT declarations :or. *)
    (* Conslant, COPY, FBY, PiUS and WR!TE. -)
    BEGIN (*Act_Root_has no initialisation. *)
        node [O] := CREATE (Act_Write_, "consu.e")
        node [1] := CREATE (Act Sieve ) ;
        node [3] := CREATE (Act_Copy_, 2); (* 2 outports *)
        (, node[2]) = RECE[VE FROM (node[3])
        ( , , node[8]) := RECE[VE FROM (node[3])
        mode [4]:= CREATE (Act_Fby- ) ;
        node [5] = CREATE (Ac:ENonst-2);
        node [0] := CREATE (ActPius_ ) :
        node [7] := CREATE (Act_Consi- 1) ;
        SetPriority (node[0], topmriority).
        SEND (DATON, node[7], node[8]) TO (node |8|)
        SEND (DATON, node[B], node[6]) TO (node [4|)
        SEND (DATON, node[4]) TO (node [3])
        SEND (DATON, nodel2]) TO (node |lj)
        SEND (DATON, node[1]) TO (node [0|)
    END :
```


## Inferlude

UDFs, subnets in Lucid graphs, and subnets of initialised actors correspond so closely to each other that most generalisations about either apply to all three. When looking at the figure in 4.3.3.1 one is tempted to believe that every instance of Sieve is just a "carbon copy" of the UDF Sievel. This view is quite in harmony with the functionality definition ("replacing the UDF reference by the UDF definiens does not change the computation result"). But the carbon copy approach cannot be generalised to cover operational objects, like actors. Many node actors have memory. An abstraction, on the other hand. can not contain memory but can at best contain information where to allocate storage space, and how much. In the operational interpretation of DF Lucid graphs, there is a silent understanding that each arc has initially an empty queue associated.

When implementing recursive UDFs, delayed expansion is the method to choose. However, implementation of recursive UDFs is merely one application of delayed expansion. Let us take a short look at the general application area

### 4.3.3.2 Further Applications of A+E in LUX

Above, in section 4.3.2, we outluned the reasons for abstraction from the Software Engineering point of view. Quite separately, abstraction offers also advantages to system implementors They are attracted by its particularly economical use of storage space: only one copy of the UDF definiens needs to be held in store, and no actor space is claimed until the first COMPUTE occurs. Abstraction has one inherent disadvantage: its use incurs some extra administration cost, and this penalty re-applies normally to each daton evaluation.

For the execution of some lucid program fragments (subnets) the prediction can be made that they will go through a protracted inttial period of inactivity Store is used very economically if during this period the subnet is kept in abstracted form

An optimising compiler might detect such subnets through program analysis. The above property applies particularly often to actual operand expressions of UDFs. In many implementations, efficiency is improved by abstracting all but the simplest (i.e. variables or constants) subnets with the above property.

The author admits freely not to know a universal rule for identifying all subnets which have such a "protracted initial period of inactivity". Only a few prominent instances will be presented in this thesis, namely recursive UDFs ( $\uparrow$ 4.3.3.1), inactive subnets, and with constant condition ( $\uparrow$ 6.6).

The optimising compiler may contain a device for expanding some of the program writer's abstractions, but it may also contain a device for introducing abstractions of its own making. For the remainder of this section we will, however, assume that we are not using such an optimising compiler. Suggestions for optimisation can be found in chapter VI

There is a certain limit, a minimal UDF complexity, from where on abstraction has only disadvantages, both in execution specd and storage UDF expansion is indicated if the UDF definiens contains no operator $(f(x)=x)$, and also if it has merely one operator and is non-recirsive $(f(x, y)=x+y)$. References to such ultra-simple LiDFs can be eliminated by the compiler.

## Making Subexpreselone into UDFs

Any expression is only as likely to be used as the structure that refers to it. If this structure is itself inactive for a protracted initial period, it may be advisable to make the expression into a UDF

For example, an actual operand expression of a UDF is certainly never used before the UDF Itself, and abstraction of the operand expression may be indicated - Similarly, program fragments like the following are not uncommon in lucid programs:

```
a = IF FlRS:c
    THEN ( }x+3\mathrm{ ) - z
    ELSE 1/(1-x) FI;
```

The [F] condition is evaluated once, and it is constant ( $\cdot 6.6$ ). This condition selects either the $H E N$ operand or the $E S E$ operand, and the other operand will never be used. The code for this operand will forever idly waste store. However. the example can be rewritten into:

```
ThenPanc (x) = (x+3) © x
ElseFinc (x)=1/(1-x);
a = IF FIRST c
    THEN ThenFunc (x)
    ELSE ElseFunc (x) F[ ;
```

This has given us two extra UDFs, ThanFunc and ElseFinc, the abstractions of the original expressions. Only the unexpanded UDF actors (i e not their subnets) are created together with the $[\underline{F}$, actor, and only either of them will ever be expanded.

### 4.3.4 Summary of Trensiation Proper

We present the algorithm once more, this time in imperative form The program is first put into a more convenient form through a few transformations:
(a) We make the Lucid program monomeric.
(b) Across-reforence is generated, covering all identifiers in the Lucid program (stmple as well as function definitions) The transitive closure of this cross-reference is generated. All definitions which are not in the transitive closure of the program result can be deleted Recursive function definitions can now be marked as such (Recursively defined variables constitute cycles. © 6. 1.)
(c) We replace all instances of FIRST, UPON, WVR and ASA by their UDF equivalents ( $\uparrow$ 4.5). Furthermore, we substitute all instances of currenting by suitable floo functiona ( $\uparrow$ appendix B).
(d) Through the cross-reference we can locate all occurrences of global variables, and we eliminate them by converting them into extra UDF operands. After this elimination, UDFs acquire all datons as UDF operands and deliver them as UDF results. As a result, the entire program consists of completely separate segments, namely one main program (the subnet which contains the WRITE node) and any number of UDFs
(e) Sizeable LDFs should not be expanded eagerty if they have more than one reference, including self-references of recursive UDFs. There is no law forbidding the textual expansion of UDFs with only one reference. We may now expand certain undesirable L'DFs. Conversely, some complicated reason may persuade us to introduce some new UDFs ( $\uparrow 4.3 .3 .1$ and 6 ?).
(f) All multiple references to a variable must be resolved by COPY nodes

## The Translation Strategy

We apply the translation program proper first to the Lucid "main program" and then in turn to each UDF. The translation program Incorporates the node numbering rele from section 4.3.1.

Every net or subnet contains one highest ranking node. For the "main program" this is the FRITE node, while for any UDF this is the node which computes the very UDF result. According to the Lucid syntax, every program or UDF is an expression. and there is therefore only one highest ranking node per UDF or per main program. In order to translate UDFs correctly we must remember that even each formal operand maps into a node actor which computes that operand. The translation becomes easier if we substitute each lormal operand by a subscripted dummy
variable nodel-i] (with i ranging over the inport numbers $1,2 \ldots n$ ).
In the following we analyse Lucid graphs recursively. We start by looking at the highest ranking node, but before looking at a node itself, we look first at the producers of its operands (these will be lower ranking node actors) In Lucid graphs, the arrows indicate the direction of flow of datons. Effectively, we make excursions upstream along the arcs, and we generate code on the "return travel" downstream. In the course of this process, a number will be attached to each node, and code for creation and initialisation of the corresponding actor will be generated. It is obvious that this translation process terminates (i.e no further recursion) when encountering the following operators:

- an operator with no operands (constants, $\overline{\operatorname{READ}}$ ).
- LDF inports or
- any COFY node which has already been translated.

Each COPY node delivers operands to many other nodes, and it will therefore be reached repeatedly in our translation a!gorthm But of course, code must be generated for each COPY node only once This can be achieved by attaching a Boolean flag to each [COFY node.

## Roprasentation for Graph Lucid

Below we will render the translation algorithm as a PASCAL program, which has been implemented and properly tested ( $\uparrow$ appendix $C$ ) The program presupposes that the Lucid graph is pregiven, the outcome of the transformations (a) ... (f) just described. The graph is built up from PASCAL records, and here is the defintion of their atructured type:

```
type
    oprané = 1.. 30
    TODEP *
    NODEP = & NODE
        ntype : (copy, copytrenglated, inport. other) ;
        nlebel : Integer :
        nnoofrefa : Integer : (* number of references (COPY)*)
        nnoolop: : 0..30 ; (" nurber of operands 0)
        nop : array [oprange] of NODEP
        ninitop : array[oprange] of integer ;
    nd
```

Explanation: among the fields of every NODE record, the following are readily preset in the course of the Lucid graph definition:
ntype set to Copl if the node is a COPY node (and it is further changed to copytranslaied in the course of translation), it is set to inport if the node stands for an inport, and it is otherwise set to other
ntext preset with a string fully specifying the node type,
nnoofrefs preset with the number of references ( 1,2, ).
nnoofops preset with the number of operands ( $0, i, 2$, .
nop preset with pointers to the operand nodes
Every LDF inport is expressed through a NODE record whose atype is inport, with the inport number ( $1.2, \ldots$ ) stored in the riabei field. The fields nabe. and nitop convey node numbers and are essential for the translation

## The Transiation Program

We will now describe the recursive function Tangate together with a few assisting routines, which performs the translation frazaie must be applied to one program segment (one subnet) after another At every translation step we have a particular Node Under Consideration, we call it the "MUC". At the beginning of the translation of any program segment we choose the highest ranking node as the NUC.

We attach a label number to each node, and we achieve this by a function Nextiabel which delivers successive integers. Our algorithm will ensure that the highest ranking node gets the " 0 " label: inferiors get label numbers higher than their superiors.

```
function Mextlabel (var nodenumber ; integer) ; Integer;
    begin Neztlabel := nodenumber ; (* pseudo furction 0)
        nodenurber : = nodenumber + 1;
    end:
```

The procedure ScanOperands inspects left to right all the operands of the NUC. It translates each operand appropriately, by recursion to Translate, and it encodes in the ginitop field of NUC how each operand will eventually be retrieved in the initialisation of NUC. Inport nodes do not map into actors; they get therefore separate treatment which does not involve frinalate

```
procedure seanoperanda (nuc ; NODEP; var nodenumber ; integer);
    var i tinteger :
        nucop . NODEP
    begin with nuce do
        for \(1:=1\) to anoo:ops
        do begin
            nucop : \(=\) nop [1]
            if nucopantype = otinport
            then ninitoplil = -nucopa.nlabel (* jpo:t*)
            elae ninitop[!]:=Tranalate(nucup, nodenurber)
    end end:
```

The procedure Nodelnitalimation translates the information from the the field of NUC into the actual instruction for the actor initialisation Use of the intiop field ts difficult to avoid. For any node actor, all operands must be created and Initialised before initialisation of the actor itself. A CoFy norle actor must deliver its own name and also the names of all its outport actors (the references to the COPY) before it can be initialised itself. In the translation of any particular node. ScanOperande is always called In the frest invocation of Transiaio, while Nodelntaiization is called in the test. This first and last invocation are the same for most node actors, only COPY node actors have more than one reference.

```
procedure Modelnitielleavion (nuc : NODEP) ;
    var i : integer ;
    begin with nuc- do begin
        write (' SEND (DATON, ') ;
        for 1 := 1 to nnoofop:
        do begin
            *rite ('node[', ninitop[i])
            if i < nnoofop= then write ('], ')
            end ;
        writeln (']) TO (node[', nlabel, ']) ;')
    end end
```

The function fransiate takes a NUC pointer, and generates the whole creation and initialisation code for the corresponding actor It generates that code also for all node operands. The result of function tranimie is the label (subscript in nodefif) of the actor which takes the place of the NUC. Note the split actor labelling in the case of COPY nodes COFY nodes constitute probably the most challenging part of the translation, and the algorithm contains some extra treatment for the benefit of $\overline{C O S Y}$ nodes. The stages of the translation are always:
a) allocate a label for the new actor
b) (COFY: allocate one more label for the inport actor.)
c) generate a C.E.ATE for the actor.
d) translate the operands.
e) (coशy: generate an "obtain name of outport actor".)
f) If this has been the last reference, generate the initialisation,
g) return with label of the NUC.

Stages b) to d) are omitted the NUC is a COFY which has been touched before Pranalet is a pseudo function since it changes its operands. liere now is the all-important function Tranelate (the program in its entirety is listed in appendix C):

```
function Transiate (nuc : NODEP; var nodenumber : integer ) : integer
    ver
    tranel : Integer : (* new node wil! be node[(trangl)] *)
    begin
    with nuca do besin
        tranal := NeztLabel(nodenumber) ;
        tranalete : = transl ; (* the functlon result
        if ntype <> copytranmlated
        then begin
            if ntype = copy
            then begin ntyp
                                    nlabel ;= NextLabel(nodenurier) ,
            end
            else nlabel:= transl;
            writeln (' nodel', nlabel
                    '] := CREATE(Act-', ntext, ') ;') .
            ScanOperands (nuc, nodenumber) ;
            end
        if ntype = copytranslated
        then writeln (' (. , node[', trans:
                        |) := RECE[VE FROM (nodel . Iiabe!. '|) ;') .
        nnoofrefs := nnoofre:s - l ;
        If (nnoofrefs = 0) and (0< nnoofops)
        then Nodelnitialisation (nue):
    end end,
```


### 4.3.5 Concluding Remarks about the Lucid Graph Transiation

In the presentation of the universal node act ( $: 4.1$ ) wa have subdivided the LLX code into two parts:

Y-part which is executed each time a request is sent to the operator actor in question, and
$X$-part which is executed once before the first execution of $(Y)$
A second glance at Actrond and either of the UDF acts might tempt us to generatise that the $Y$-part is of considerable size and varies greatly from one program to another, while the $X$-part is at best small and of little variation However, such a generalisation is true only for code from the translation algorithm described so far

Various code refinement techniques will be presented in chapter VI, and that observation will no longer be valid.

The LUX code from the above translation (hon Root and UDF acts) has its strong and its weak sides. Its merits lie in its ease of production, and in its accessibility to various analyses. We will carry out such analyses in chapter VI. The code is comprehensible but leaves wishes for elegance unfulfilled. This could be overcome by a table-driven universal subnet creation procedure.

Although the code allows a bearably efficient implementation of concurrency, its efficiency leaves wishes open. Since we are using a demand driven evaluation strategy, most of the actors will be dormant for most of the time. In most implementations, the cost per actor is relatively high. Actors should be reserved for situations where concurrency is of true benefit, and they should not be kept around in dormant state. In chapter VI, we will look at ways of improving the efficiency of certain parts of the code much further, and in particular how to restrict concurrency to productive roles

### 4.4 Memery in Node Actors

We know that, in demand driven DF, datons are evaluated only upon an explicit request. This means, whenever a daton appears somewhere, there must have been a preceding request for its evaluation. We can even state precisely where the daton queues build up:

Theorem: In demand driven DF, daton queues need to be permitted only at the outports of COPY nodes

This is a strong claim, but it is easy to prove A long-term daton queue will certainly not build up at an inport of a node, since once a node (superior) issues a daton request to another node (inferior), the superior will consume the daton as soon as the inferior can deliver, For the same reason, a long-lerm daton queue will not buld
up at the outport of a node with only one outport. The node (with the one outport) will have produced the daton only in response to a request, and the superior will consume that daton as soon as it becomes available. Matters are rather different at the outport of a COFY node. Every COPY node links a number of outports to one inport, and a request on a single outport is enough to cause a request at the COFY inport. Therefore, if a daton arrives at the COPY inport. the COPY node will pass it on to the requesting outport(s), but it will have to queue it at all other outports.

In this thesis, FBY]. [NXX: 因 and the usual pointwise operators are called primitive operators ( $\uparrow 4.33 .1$ ). Their acts can be designed so that none of them has long-term memory. Each of their actors is in exactly the same state whenever it is dormant; their storage cells hold only short-term information (except for operand names, which are quasi-constants anyway), nor does the PC hold state information. Previous requests have no lasting effect on primitive node actors. Optimisation can take advantage of this property (act expansion, $\uparrow 8.2$ ) - On the other hand, $\qquad$ [JON: and WZ; certainly have memory, and UDFs are clearly entitled to having
 through UDFs.

### 4.6 Node Acte

The design of the node acts is presented only as late ds now since this order of presentation appears to be the most natural one: the underlying concept has been explained at length, so that the focus can now be shifted to technical points. Some readers may by now have an Inkling what the acts must look like

The complexity varies considerably among the node acts The more inports and outports a node has, the more protocol states its act must keep in harmony. We intend to explot the request protocol to the full, and this makes the node acts rather complex. Some of the simpler acta have already been explained earlier on.
the more difficult ones will be dealt with in the following. Simplest-to-hardest they are:

- any node which has only an inport or only an outport (e.g. constant, READ, and WRITE, $\uparrow$ 4.5.4 and 4.5.9 )
- any node with one outport and one inport (9 3.4.4).
- any node with one outport and more than one inport. with sequential acquisition of its operands ( $\uparrow$ 4.5.2).
- any node with one outport and more than one inport, with concurrent acquisition of its operands ( $\uparrow$ 4.5.3).

- COTY nodes ( 4 4.8).

Each node act must be able to handle the full request protocol (i.e comper, (ACiLIFY AJVANCE ). There would be no gain in clarity if we studied nodes which can handle only a simplified protocol. Appendix D gives some examples of OCCAM equivalents

This section will not present acts for FTSS, MON. MT or ASA. Our translation does not treat these operators as fundamental operators but as LDFs ( $\uparrow 5.6$ and 6.6). Their function definitions are:

```
Wvr (a,k) = [F Firgi (k) TiNEN p ELSE q F!
    WHERE p = a FBY q
    q=Wvr (NEXT M, NEXT k);
    END :
Upon (a, k) = FBY Upon (p, NEXT k)
    WHERE p = IF Firat (k)
    THEN (NEXT (k
    RLSE a Fl:
    END :
FirOt (a) P WHERE P = FBGY P END:
Ase (a,k) = Firgt (Wvr (a,k));
```

A simple-minded UDF implementation of these functions would be extremely wasteful, in particular in the case of [VR]. but these UDFs can be optimised into perfectly efficient code ( $\uparrow$ 6.6).

### 4.6.1 Function GetDaton

The explanation of one other thing seems in place before we delve into node acts. The LUX function GeiDaton has been presented in section 3.4 .3 as illustration for some aspect of LUX syntax. But that function is of more than mere syntactic interest; it is actually used in almost every node act. It deserves therefore more than mere passing mention. We will now explain it formally, but its full importance will become evident when we study its applications in the subsequent sections. Here is the function again:

```
FUNCTION GetDaton (inder : [NTEGER ; operand : ACTOR) : ANYTYPE
    lagel 1,
    BEGIN
        .R
        SEND (COMPUTE, index) TO (operand)
        (., GetDaton) := RECEIVE FROM (operand)
        RETURN : (* normal RETURN even i: exception occured. -)
1: EXCEPTION (NULLIFY, index) TO (operand) ; :R
    END
```

GetDaton sends a COMPUTE request to the operand actor, and awaits then the arrival of a the requested daton value. That daton value is eventually returned as the function result. A typical application would be


This LUX instruction requests from opmodeactor that the daton at thisindex be evaluated, and once that has been achieved the daton value is stored in onedation. If an exception occurs, the outcome depends on how far we got in the function execution

- If the exception occurs defore the operand daton has been requested (SEND COMPUTE ...). a special return is made right away, namely through the door ([7]) immediately bafore the function call. (Program execution continues at label [7. not shown in the example).
- No special action is taken if the exception occurs after the operand daton has been received. Instead, normal execution continues and an ordinary return is made (i.e. no door is used). This gives us a chance to preserve the daton value. This course of action is appropriate: the purpose of NUSITFY exceptions was the abortion of over-long computations, but after the receipt of the result daton this purpose has lost its urgency.
- If, however, the exception occurs after the COMPV完 request but before the arrival of the daton, a NELLFY exception is sent to op-hode_Actor, followed by a special return using the door ( 7 ) before the function call. The NULEFY exception nullifies the daton evaluation in the inferior

The node acts and the request protocol have been designed under the gudeline that. once a node actor has received an exception, it must not carry out any further computation, except for some concluding administration. In general, it is hard to tell which intermediary result is so valuable as to deserve preservation fthere is scope for an optimiser).

### 4.6.2 Acts which Request their Operands Sequentially

When implementing the operators of a programming language, one is tempted to contemplate two kinds of variants of each operator:
(a) variants which make belter use of the computer resources (faster execution or lower store requirements).

## IV-42

(b) variants which maximise the output history of the program (some operators cause subnets to produce shorter output histories than one might expect) This thesis is not much concerned with category (a) of variants ("Local optimisation"). For example, once it has been specified that a von Neumann monoprocessor is the computer to be used, there is hardly any scope left for improvements in category (a). Section 4.5 .3 will show that some progress can be made in category (b). For example, once either operand of 0 쿄 yields TRCE: the other operand's daton value is no longer required. This can be exploited by concurrent operand evaluation. (Pseudo-) Concurrency is rather costly on von Neumann monoprocessors, and should be reserved for special cases.

For most operators, such refinement is impossible anyway Nost operators cannot dispense with any of their operand datons; sequential operand evaluation (i e. one operation after another) is therefore the appropriate method when dealing with von Neumann monoprocessors

## Example (ACTPMus_)

The following act implements an operator which acquires its operands in sequential order. The example describes the binary " $\uparrow$ " operator, but all those pointwise operators which unconditionally need all their operands (eg relationals) have very similar acts.

```
ACT Aet_Plua_; (* Suquentcet PLJS 0)
    LABEL 1;
    VAR
        dvalo, dval1, reeult : REAL; (* or whatever the daton type *)
        uperior, po, pl
            ACTOR
            requent : NSGTYPE
            inder : INTEGER
    BEGIN
                                (* po and pl are the operand actors. \bullet)
            (. . po. pi) := RECEIVE FROM (Creator)
```



```
    REPEAT
        WHILE TRUE DO
        BEGIN
            (superior, request, index) := RECEIVE () ;
```



```
                            (* Possibly hang up in GetDaton. *) :1
                dralo := GetDaton (index, pO); (* Get lst operand

```

            dvall:= GetDaton (inder. pl); ('Get 2nd operand. *)
    ```

```

            result := dvalo + dvali i (" node depandene)
                    (* Poasibly hang up in SEND.
                                    *)
    SEND (DATON, resuit) TO (superior)
    END : (* End of inner eterna! loop.
        *)
    1: (request, index) := Reveal ; (* Exception part. - )
IF request = ADVANCE
THEN EXCEPTION (reques:. index) %O(po, pi).
RESET
(* End of outer eternal loop.
END ; (* End of ActPlus_
*)

```

In the initialisation, the node actor learns who its operand actors are. After that, the node actor enters an eternal loop in which it successively processes requests. The act is easier to understand if we pretend first that there are no exceptions: we can ignore all doors and the exception part. Upon arrival of a COMPiTE request, the operand datons are acquired one after the other, the result value is computed, and the result then sent back to the superior. Niter that, the node actor is ready to accept the next request.

However, a MLLLIFY or an \(\overline{\text { ADVANCE }}\) exception can occur anywhere within that loop. If this happens while an operand daton is under way (requested but not yet obtained), the inferior computation is aborted by giving a NULEIFY exception to the operand actor (4 explanation in 4.5.1). As soon as we reach a door we break out of the usual order of instruction execution and proceed with the exception part. If the exception was an ADVANCE, the ADVANCE is propagated to all the operand actors. The exception handling ends with executing RESET. After that, the node actor is ready to accept the next request.

Acts for deterministic (i.e avoidably concurrent) pointwise operators with other than two operands can be built up from the building blocks of Acting. In particular block 2. acquisition of an operand, can be reduplicated for the acquisition of any number of operands. The beginnings and endings of the act propers are practically Identical. (Exercise for the reader: write the act for a constant, solution in 4 5.9.)

Clearly every instruction has, where possible been furnshed with an "escape route" (viz. a door) for the event of an exception The computation proper result \(=\) =n has, in our example, been very simple and inexpensive, its escape route was therefore dispensable

\subsection*{4.6.3 Acte which Request their Operands Concurrently}

We sketched above (also \(\uparrow 1.1 .3\) ) the benefits of certain concurrent computalions. In-computers where concurrency is cheap (e.g transputers) it would even be advisable to implement most operators with as much concurrency as possible. We study in this section how to design node acts which acquire their operand datons concurrently

In mathematics, the sequencing of the operands has no bearing on the result of a commutative operator. by defintion Implementations of many programming languages, however, treat operators like and and as non-commutative. One of
the aims of Lucid is to bring mathematics and programming closer together. Concurrency can help us in this pursuit ( +1.1 .3 ).

\section*{Example (Act_or.])}

The following act implements a binary operator using concurrent acquisition of the operand datons. The example represents the operator, but every other binary pointwise operator whose result may be determined by the daton arriving first (e.g. AND, multiply with zero test) would have a very similar act.
```

ACT Aci_Or_; (* Concurrent OR *)
LABEL 1 ;
VAR
superior, po, pl, other, sender : ACTOR ;
request : MSGTYPE ;
index : INTEGER
dvalue : BOOLEAN ;
BEGIN (* po and pl are the operand actora. *)
(, , po, p1) = RECE!VE FROM (Creato:).
REPEAT
WHIIE TRUE DO
BEGIN
(auperlor, request, index) = RECE!VE (),
SEND (COMPUTE, 1 ndex) TO (po, pl)
(aender, , dvalue):= RECE:VE SROM (pO, pi);
IF sender = po THEN o:her := pl ELSE other := po: : : :
IF dvalise (* Inspec: what has been obtained so far. *).I
(* manman node dependen:
THEN EXCEPTION (NULLIFY, INdEz) TO (other)
8END (DATON, dvalue) 'TO (superlo:) ;
END :
1: (request, index):= Reveal ; (Vxceptlon part. ©)
EXCEPTION (request, index) TO (po, pl)
RESET :
UNT[L FACSE .
END :
(* End of Acior-
*)

```

For the \(\mathbb{N} D\) and super-multiply act. practically all lines involving dreiue must be reformulated, of course, but the overall structure will remain unchanged

There are considerable commonalities between the Act-Or] and the Act Pluan; the differences lie in the code which deals with the operand acquisition. The GetDaton function cannot be used here since it has been tailored for acquiring datons sequentially.

The initialisation (unchanged) is still followed by an eternal loop in which the node actor successively processes all requests. First, let us again pretend that there are no exceptions. Upon arrival of a COMPUTE request, that request is propagated to both operand actors at the same time. After that, a reply is awaited from ofther operand actor. (A random pick is taken if both replies become available at the same moment.) Once the first reply has been received, the remaining operand actor is due to be dealt with: a quick test works out its actor name oither \(=\ldots\). The value of the first reply decides over the next action. The other operand is sent a NCLLIFY iff its daton value is now irrelevant (that NUSMY is the same no matter whether that daton's evaluation is complete, or whether it is still under way). Otherwise, the completion of the other operand evaluation is awaited Either way, once both operand actors are dormant again, the overall result value is worked out and is sent back to the superior. After that, the node actor is ready to accept the next request.

A NULIITY or an AJVANCE exception can occur anywhere within that loop if this happens while any operand daton is still under way (requested but not yet obtained). any inferior computation must be aborted by sending NJLCIFY exceptions to the operand actors. Whenever an exception occurs, it is propagated unchanged to both operand actors. The exception handling ends with executing RESET After that, the node actor is ready to accept the next request.

Actore uses a somewhat crude method of exception propagation NULUM requests are propagated unconditionally), but this degrades the efficiency of program execution only very little Luckily, sending a NUCLIFY to a dormant node actor causes only negligible extra work. It is easy to extend the code of \(\overline{A c}\) = O ].
making it propagate MULLFY only to those operand actors which are busy with work.

\section*{Conerating a MULLFFY}

This section has introduced one new concept, namely nullifying a computation after it has been set in motion. It must be born in mind that this mechanism can be used simultaneously on numerous levels. Take, for example, a lucid expression with
 it. Such nestings can be constructed to any depth. During the evaluation of such an expression, any \([\underline{O R}\) node actor may decide to nullify the evaluation of its operands. This will nullify all inferior evaluations.

\subsection*{4.8.4 The WRTE Act}

As far as act construction is concerned, we have learnt how to build LDF acts and how to build the acts for the simpler operators In both cases the end product could be built by applying a few simple rules to a few standard building blocks. We will now have a look at individual acts, and in particular at acts which do not fit readily into the general pattern WRET and \(\overline{R E A D}\), the Lucid specific operators \(\overline{F B Y}\) and NEXX, and last not least COPY are among them

Aprogram without any wate node would be pointless. In demand driven evaluation. the driving force for all computations stems ultimately from a w?:TE node. Here is the WRTE act:
```

ACT Met_mite_(filename ; ALFA)
VAR
indez : INTEGER
PO : ACTOR
BEGIN
(:, pO) := RECEIVE FROM (Creator) ;
inder : = 0 ;
OPEN (\&ilenamm, WRITEmode) :
(* WRITEmode is a aystem constant. *)
REPEAT
WR:IE (filenarre, GetDaton (index, po)):
ndez := index + 1
EXCEPTION (ADVANCE, indez) TO (pO
NTTI FALSE . *
END

```

The Actirrites does not receive any requests, and needs therefore no exception handling - During program execution masses of requests (including exceptions) pulsate through the net of node actors; it is interesting to note that the origin of most COMPETE and ADVANCE requests can be traced back to Act Write_. - The special role of WRiEE actors has repercussions on their scheduling priority ( \(\uparrow 4.7\) ).
4.6.6 The Daton Sink Act
```

ACT Mct,Daton_sink_:
VAR
pO: ACTOR:
BEGIN
(, , pO) := RECEIVE FROM (Creator)
EXCEPTION (ADVANCE, linalindex) TO (pO)
(* Thie act needs no eternal loop. *)
END

```

The act of the daton sink node is presented here for dramatic relief. This node is the poor relative of the WRIE node, all comments about exceptions and scheduling apply correspondingly. Its effect is like writing to a null device, and its only foreseeable application is with multi-valued UDFs, although such UDFs can not be expressed in present Lucid.

The Ach Daton Sind generates only one request ever, namely the special request ADVANCE, fine inder (fralnden is a special constant, not a natural number). This request states that there will be no requests for further datons ever. Considering that we are dealing with a demand driven evaluation scheme, this is the ultimate non-demand. More on this in section 4.5.6.

\subsection*{4.5.6 The Fivy Act}

PLUS and 0 are both pointwise nodes (consequence: whenever, say, Acturn propagates a request to one of its operand actors, this request goes with its index unchanged from the original request; the request index is described in 4 4.2) Neither \(\overline{E B Y}\) nor \(\overline{N E X T}\) is pointwise; their acts propagate a modifisd request index This makes their acts only slightly more complicated. At certain index values some special action is required, most of it in the exception handing Here is the act for the [BY node:
```

ACT Aetsfy_ ;
Label 1 ;
var
superior, po, pl : ACTOR
requeat : MSGTYPE ; index : INTEGER ; reault : ANYTYPE ;
BEGIN
( . . po, pi) := RECEIVE FROM (Creator) ;
repeat
while true do
BEGIN
(euperior, requeat, index) := RECEIVE () ;
IF index $=0$
THEN
result : = CetDaton (Index. po)
ELSE
result : = GetDaton (index-1. pl) ;
SEND (DATON, result) TO (superior) ;
END : (* End of inner eternal loop. *)
1: (request, index) := Reveal
IF request $=$ ADVANCE
THEN BEGIN
IF $\quad$ Index $=1$
THEN EXCEPIION (request, finalindex) TO (po)
ELSE IF index = tinalindex
THEN EXCEPTION (request. index ) TO (fo. pi)
ELSE EXCEPTiON (request. index-1 ) TO (p1)
END ;
RESET :
UNTIL FALSE : (• End of outer eieraal loop. •)
END ; (. End of Act-rby_

```

The [FBY node has one peculiarity, and this is reflected in the FBY act. At best. just one daton (viz the initial daton) is acquired from operand actor After that, the operand actor for [ 20 ] is notified that no further daton will ever be requested This is expressed by the request ADVANCF, hnaindex. Without the latter request, immense queues might buld up inside any \(\overline{C O P Y}\) node involved in the evaluation of operand 号 The reason is easy to see. Assume the AJVANCE, Mna!idex request did not exist, and consider a COFY node which has not received any request on outport \(\boldsymbol{X}\) for a long time, while at the same time outport \(Y\) has delivered many datons. The \(\overline{C O P O Y}\) would not be able to decide whether outport \(X\) has actually died. it will never request again Instead the COPY would have to stay ready (and retain all the daton values) for an

\section*{eventual COTPUTEE request on outport \(X\).}

The apecial \(\triangle\) ADVANCE request solves this problem by providing extra information. As a penalty, the exception handling becomes more difficult. Instead of the ADVANCE request with a special index value we could have added a new request type [LAST] with the same effect, although that would have increased the code of all node acts. More on this topic in the discussion of the reqil request ( \(\uparrow\) 6.3).

\subsection*{4.6.7 The WEXT Act}
```

ACT Mct_Mert_.
LABEL 1 ,
VAR
pO, auperior : ACTOR : request : MSGTYPE
indez : INTEGER ; resu!t : ANYTYPE
BEG:N
(. . pO) := RECEIVE FROM (Creator) ;
EXCEPTION (ADVANCE, 1) TO (pO) ;
REPEAT
WHILE TKLE 20
BEGIN
(superior, request, index) := RECEiVE () .
result := GetDaton (:ndex+1, po)
SEND (JATON, result) TO (auperlor)
END : (* End of inner eternal loop.
*)
1: (request, {nder) := Reveal
iF request m AJVANCE
THEN BEG:N
IF inder = finalindex
THEN EXCEPTION (request, Index) TO (pO)
ELSE EXCEPTION (request, t + Index) TO (pO)
END .
RESET :
UNTIL FALSE ; (* End of outer eqernal loop. %)
END ; (VEnd of Ac\&-Next-. ()

```

The NXTi node actor issues one bare AJVANCE request before propagating its initial request. (Any bare ADVANCE originates from NDXT or from [國) Morcover, the index is increased by one in all propagated requests. In all other respects, \(N \bar{N} \overline{\text {. }}\) resembles closely a pass-through node.
eventual COMPUTE request on outport \(X\).
The special \(A D V A N C E\) request solves this problem by providing extra information. As a penalty, the exception handling becomes more difficult. Instead of the ADVANCE request with a special index value we could have added a new request type [IST] with the same effect, although that would have increased the code of all node acts. More on this topic in the discussion of the [KILT request ( \(\uparrow\) 6.3).

\subsection*{4.6.7 The NEXT Act}
```

ACT ACt_Noxt_ ;
LABEL 1.
var
po, superior : ACTOR : request : MSGTYPE
inder : [NTEGER : result : ANYTYPE
BEGIN
(., pO) := RECEIVE FROM (Creator);
EXCEPTION (ADVANCE, 1) TO (pO) ;
REpeat
while tRUE mo
BEGIN
(superior, request, Index) := RECEIVE ()
result : = GetDaton (andex+1, po)
SEND (JATON, reault) TO (auperlor)
END ; (* End of inner eternal loop. *)
1: (requeat. Index) := Reveal ;
IF request = AJVANCE
THEN BEG:N
IF index m finalindex
THEN EXCEPTION (requegt,
ELSE EXCEPTION (request, 1 + (ndex) 'TO (po)
END
RESET
UNTIL FALSE ; (* End of outer eternal loop. -)
END , (* End of Act-Next- . %)

```

The \(\overline{N E X T}\) node actor issues one bare ADVANCE request before propagating its intial request. (Any bare ADVANCE originates from NEXI or from [f.) Morcover, the index is increased by one in all propagated requests. In all other respects, NEX resembles closely a pass-through node.

We know that the fundamental acts other than COPY have no memory. This is little surprise in the case of pointwise operators like 沓. However, one would expect that \(\overline{\text { FGY }}\) and NEXT differentiate at least between an initial state and a continuation state. However, Actinezt progresses right after initialisation to its continuation state, whereas Actrigy deduces the state from the index in the request.

The daton index changes only in the course of ADVANCE requests, and each ADVANCE comes normally with its index one greater than the previous index. ADVANCE, finalindez is the only exception to this rule Only WRTE READ and COFY node actors need to remember which daton is next in line

\subsection*{4.5.8 The [国 Act}
```

ACT ACt_lte_: (•JF-THEN-ELSE `)     LABEL 1 ;     VAR         superior, po, pl, pZ : ACTOR ; reques: MSGGYPE         inder : INTEGER ; cond: : BOOLEAN ; resa:: : ANYTYPE     GEGIN         ( , . PO, p1, p2) := RECEIVE FROM (Crea:o:)     repeat         WHILE TRUE DO         BEGIN             (uuper!or, request, index) := RSCE!vE (): :1             condi := Ge:Daton (index, pO)             IF cond!             THEN (` EXCEPTION (AJVANCE, index+1) =0 (pz) 0) .
result :=Ge:Deton ( index. pl)
ELSE (• EXCEPTION (ADVANCE, index+1) ©0 (p1) *) ;
reault : GetDaton ( index. pz).
SEND (DATON, result) TO (muperlor) ;
END : (* End of inger eterna: :oop. *)
1: (requeat, index) := Reveal
fF request = ADVANCE
THEN EXCEPTION (request, index) TO (po, pl, pa)
RESET ;
UNTIL FALSE : End of outer eterna: loop
END : (* End of Act_lio_

```

In the eternal loop. the [IF] node actor interrogates first the operand [0], the [F] condition. Dependent on the value of that daton, either the THEN] operand [R] or the [ESE operand 굥 is selected to constitute the overall result. - This Actie, contains nothing which exceeds the general construction pattern from section 4.5.2; chapter VI will give hints how to refine (constant condition and concurrent ( refinement has been sketched: the ADVANCE exception can be tssued to the rejected operand at a very early time. However, to implement this properly requires some adjustments: either successive ADVANCE requests with the same index must be permitted, or the condi, value must be retained in memory.

\subsection*{4.6.8 The Constant Act}

Every program must get data from somewhere, be it data read from afle, or constants. REA and the constants are the two fundamental nodes which have only an outport. Obviously. the act of neither needs initialisation. Here is the act for a constant delivering node:
```

ACT Met_conat_(consta : ANYTYPE)
LABEL 1
YAR
guperior : ACTOR : request : MSGTYPE i index . (NTEGER
BEG!N
\bullet)
REPEAT
WHILE TZUE DO
BEGIN
(superlor, request, index) := RECEIVE () ; : :
SEND (DATON, conata) TO (ajperior)
END. (" End of Inaer eternal loop. *)
1: RESET ;
UNTIL FALSE : (• End of oater eterial loop. ©)
END :

```

Each Actecontant actor gets a kind of initialisation during its own creation: the value of the constant itself. There is nothing else to explain in this act. The IREND act is similar, except that everything is much more complicated

\subsection*{4.5.10 The READ Act}
```

ACT Aet_Read_ (filename : ALFA)
LABEL 1
VAR
superior : ACTOR : inder : INTEGER
requeat : MSGTYPE ; inder2 : INTEGER ; reault : ANYTYPE
BEGIN (" There is no initialisation mesage from the creator. *)
OPEN (filename, READmode) ; (" READmode is a system constant. *)
index2 := 0:
REPEAT
WHILE TRUE DO
BEGIN
(superior, request, index) := RECEIVE ();
(- IF Inder <> Index2 THEN ReportError ; *)
result := READ (%ilename, inder2) ;
SEND (DATON, reault) TO (superior);
1: (request, Index) := Revea!
(request, Index) := Revea!: (* this test can be umfited. *)
THEN GEGIN
IF inder = {inalindex
THEN CLOSE (fllename)
ELSe inder2 : = index2 +
(• IF index <> index2 THEN ReportError., ")
END
RESE:
(* End of outor eternal loop
END ; (* End of Act-Read_
\bullet)

```

The indexal in the instruction In the file. This makes it possible to deliver the same daton upon successive COMPU: requests of identical index, as required by the protocol In any implementation, Acinere is likely to have memory of some form (viz character buffers etc.), but this memory contains only quast-constants

Every requeat quotes a particular index. The index can only be advanced by AJVANCE requests, and every ordinary AJVANCE request brings an increment of one The [REMD] node (and similarly [COPY) needs the index information only to identify the epecial \(A D V A N C E\), inainden requests. The index information can, however, be used to supervise the correct functioning of the system, a running check like "parity". The
total reliance on local counting (index2) creates an opportunity for optimisation (implicit \(\sqrt{\operatorname{NEX}]}\) and \(\overline{\text { FBY }}, ~+6.2\) )

Virtually all operating systems are data driven, and data are usually accessed sequentially, i.e. in a pipeline fashion. WRITE and READ actors interface to the operating system, and its characteristics shape, obviously, the design of the WRTE and READ acts. A demand driven AcLRead for reading interactively from terminals is a realistic proposition, and is quite easy to write. The Acc.write would also look quite different in a "tagged" DF operating system.

\subsection*{4.5.11 Exceptions in Primitive Acts}

The description of the doors ( \(\uparrow\) 3.4.2) may have appeared disproportionally complicated, considering their unsophisticated application in all the acts so far. Apparently, there was simply a door after almost every instruction, and the target was always the same. However, this looked so simple merely because all the difficult work has been shifted from the proper computing node actors to the COPY' node actors. In particular, most primitive nodes are without long-term memory. The exception handling of a primitive node is trivial
1) it simply abandons its current :vork,
2) it propagates the exception to the operand actors (if appropriate).
3) It executes a RESET, and
4) It enters finally the dormant state

This simple pattern would be totally inadequate for \(\overline{C O S Y}\). as we shall see. Even the action of UDFs (which can contain COPY nodes) in the event of exceptions is much more complex; however, their exception action takes place within their internal node actors, and its complexity is therefore invisible.

\subsection*{4.6 The COPV Act}

\subsection*{4.6.0 Introduetion}

This section describes a COPY act which imposes very few restrictions on its use. The only restriction is due to pipeline DF : datons must be requested in the order of tncreasing index. The maximum overall queue length (buffer size) is limited only by the machine sise.

It is possible to implement each COPY node as a single actor. However, such an actor would have to distinguish between a very large number of states, due to the many states each of its ports can be in (cross product). We choose a rather different approach, where each outport is implemented by its dedicated actor, with one further common actor for the inport. The COFY inport actor is mainly concerned with the administration of the daton buffer. This design is modular; each outport has only very little concern with the other outports. "Gopy node actor" is used meaning "all the actors which together implement the COPY node".

The description of the \(\overline{C O P Y}\) node actor starts with general considerations, it explains then the outport act, and finally the inport act. The specific procedures are presented bafore each act.

\subsection*{4.6.1 Daton Buffers}

The buffers are implemented as chains (= Linked lists) with reference counts In a copy with many outports, each outport buffer is organised as one linear linked list, with each outport "hooked in" at the appropriate place. The list store makes use of a pregiven store managor routine with explicit return of disused store space (the same store manager might also allocate all the actor space). The torms "queue". "buffer" and "chain" reflect merely different views of the same thing

The following figure shows a daton chain of five buffer cells:


Every chain element can be referenced by any number of outports. The reference count states cumulatively the number of direct and indirect references. The uparrows in the bottom row symbolise those places where COPY outports are hooked into the chain. The arrow on the very right symbolises an outport referring to a future daton, while the buffer caters for past datons. That outport could be, for example, in the finalindex-state (i.e. referring to the "most distant" future daton) A COFY outport which, at a particular moment, refers to a queued daton can find the successor daton by following the link pointer. If the pointer is The next daton value needs to be evaluated beforehand and a new cell with that value appended to the chain. (The pointer value (ML means "pointing nowhere") If requred, the outport can eventually be ADVANCEd to the successor daten through "stepping forward" by means of the pointer, with the old reference count being decremented accordingly. The old cell can be released (given back to the store manager) once its reference count has dropped to zero.

We declare the buffer cells as follows:


The exdstence of a untversal daton type is an illusion, of course; a string can hardly be stored in the same way as a Boolean. But implementors can find ways around that. For simplicity, we pretend from now on that all our data objects are of the hypothetical type ANTVPE, and that they can all be held in storage cells of uniform size. We communicate with the store manager through two pregiven routines. Buffer cells are obtained by calling the parameterless function getcon. and they are released by calling the procedure FranCall. A simple minded program would go
```

VAR mycell : CEEL?:
BEGIN
mycell:= GetCell
...
FreeCell (rycell) ;
END ;

```

The chaining of the daton buffer cells brings considerable efficiency since with its aid the outports can share every buffer cell. This efficiency is sabotaged in a program with one COPY node feeding directly into another COPY node; such a construct should only be chosen in very select cases.

So far we have paid little attention to outports in off-chaln atate, i.e outports which refer to future datons. Outports are put into that state by the receipt of numerous bare ADVANCE requests ( 4.2 ) or by ADVANCE Malindex Off-chain outports are not handled by the daton buffer but by a mechanism which will be described in section 4.6 .4 (request propagation).

\subsection*{4.6.2 Protection by Semaphores}

Whenever we access a stored data object, we trust in its consistency. (The data object may comprise many interrelated pieces of information) For example, the number held in a reference counter is assumed to be equal. at any moment. to the factual number of references. Occasionally, however, data need to be changed, and inconsistent data may be unavoidable while the alteration is being carried out. The phase between the removal of a reference and the decrementing of the reference counter would be an example. The data should not be accessed "by the public" during such phases of inconsistency, and conversely, any interfering access must be locked out during phases of use. We need an "access token". where the holder of the token has the exclusive right of access to the data

We use a eemephore to manage such an exclusive access right. It has been demonstrated in section 3.2.4 that semaphores can be implemented through message passing (Act_Giadian_). We will use that method here even though it may not be ideal in efficiency terms. The use of semaphores is easy. One semaphore is needed for each data object which needs protection at any moment. We create one semaphore by:
```

VAR sernmphore : ACTOR ;
emaphore := CREATE (Actsuardian)
(" The serraphore le inltially set to "eccass ta public". ')

```
and, whenever necessary, we call
```

MakeExclusive (aemaphore);
MakePublic (semmphore) ;

```
where Makenaclumve and Makepiblic are procedures which chango the access status of the data object. While one actor upholds its clatm to the data object (l.e. in the Interval between MakeEncluaive and MaxePubic any other actor calling Maxeixclinve gets hung up until its turn has arrived. In our particular case both procedures are

\subsection*{4.6.2 Protection by Semaphores}

Whenever we access a stored data object, we trust in its consistency. (The data object may comprise many interrelated pieces of information) For example, the number held in a reference counter is assumed to be equal, at any moment, to the factual number of references. Occasionally, however. data need to be changed, and inconsistent data may be unavoidable while the alteration is being carried out. The phase between the removal of a reference and the decrementing of the reference counter would be an example. The data should not be accessed "by the public" during such phases of inconsistency, and conversely, any interfering access must be locked out during phases of use. We need an "access token". where the holder of the token has the exclustive right of access to the data

We use a samaphore to manage such an exclusive access right. It has been demonstrated in section 3.2.4 that semaphores can be implemented through message passing (Act-Gyadian- We will use that method here even though it may not be ideal in efficiency terms. The use of semaphores is easy. One semaphore is needed for each data object which needs protection at any moment. We create one semaphore by:
```

VAR aemmphore ; ACTOR :
emmphore : = CREATE (Act_Euardian_) ;
(" The emmphore la initially aet to "accaay ts pubitc". ')

```
and, whenever necessary, we call:
```

MakeEzclualve (aerraphore)
MakePublic (semmphora)

```
where MakeEclinge and Wakepubic are procedures which change the access status of the data object. While one actor upholds its claim to the data object (t.e in the Interval between MakeEncluaive and MaxePubici) any other actor calling MaxeExcinive gets hung up until its turn has arrived, in our particular case both procedures are
actually identical; they treat the semaphore like a toggle switch, and we have to be careful not to call either hakeficlusive or MakePubic, twice in succession (one would use safer procedures in the real implementation). The procedures are:
```

PROCEDURE MANEEx|usive (semaphore: ACTOR):
SEND DATON TO (semaphore); END ;

```
\begin{tabular}{l} 
PROCEDURE Mekepubile (semaphore: ACTOR): \\
BEGIN \\
SEND DATON TO (semaphore): END ; \\
\hline
\end{tabular}

\subsection*{4.6.3 Data Strucfures and Initialisation of COPY}

A sizeable bank of information is accessed by the inport and each outport of COPY, and by procedures within them. Most of the state information of the inport and each outport can be grouped into data records (PASCAL's device for constructing data structures), which we call descriptors. This makes in particular the parameter passing much simpler. Here is the type declaration for our descriptors


The current /nport index lindex] refers to the daton presently due to reach the inport. the current outport index aindex refers to the daton presently due to come out of the respective outport. (A real programming language would hardly permit a dynamic array as an element of a data record, such as outpool above However, every implementor knows alternative ways for achieving the same effect.) In procedure headings. we will repeatedly encounter formal parameters of the kind:

\section*{VAR outport : OUTPORTSTRUCTI}

When looking up the corresponding actual parameters it will always turn out that loutport is merely an alias for outpoinin. which in turn is an array element within [ INPORTSTRECT: is outport dependent.

The INPORTSTRUCT and all the various OITMPORTSTRUCT of the entire COPY node actor get initialised when the inport actor calls the procedure ritialiocopy
```

PROCEDURE Initisilsecopy (netcrector : ACTOR ;
VAR Inport : INPORTSTRUCT)
VAR i : \NTEGER
BEGIN WITH inport DO
BEGIN
profiting := noutports: custamera := 0;
active :* noutports ; ilnder i= 0 ;
tailcell := NIL
amaphore := CREATE (Act_fuardian);
FOR 1:=1 TO noutports
DO WIIH outpool[i] DO
BEGIN
oactor := CREATE (Act_CopyOutport-.
inport, outpool[i])
SEND (DATON, oactor) TO (netcreator)
buffer := NIL ; oindex := 0
waiting := FALSE ; novalues :=0
END ;
(., pO) := RECE[VE FROM (netcractor) ;
END END : (" InitialiseCopy \bullet)

```

\subsection*{4.6.4 Request Propagation, and Voting}

We mentioned in section 4.2 the two diametrically opposed strategies which govern the propagation of requests. \(\overline{C O P Y}\) issues a COMP:.⿹\zh26灬 request whenever any of its outports needs the daton value without the daton having been buffered yet. After the COMPUE, a counteracting NULDGY may be sent if the daton evaluation proves superfluous. COTY sends an AJFANC? as soon as it has accepted the daton value for the daton buffer.

On the other hand, an outport can get many bare ADVANCE requests in a row. Such requests may eventually put the outport into the off-chain state. We like to propagate ADVANCE requests, in general. at the carliest possible moment, since they are capable of releasing buffer space in COPY nodes "further upstream' in the Lucid graph. However, any ADVANCE can be propagated only if there will be definitely no subsequent demand for the current daton. COPY] can therefore propagate [ADVANCE] only when (the daton buffer is emply and) each outport has surrendered its claim for the current daton. Each time copy obtains a new daton (and lta cell has been
appended to the tail end of the chain) it checks whether the chain has now caught up with any of the off-chain outports. If appropriate, the outport is then hooked in at the chain tail.

Every ASVANCE, Maalindez puts the outport into findindex-state, and the finalindex-state implies off-chain state. Once an outport enters the finalindex-state it withdraws all further claims to datons. All the rules about ADVANCE have to be extended accordingly to this spectal ADVANCE. The effect of COPY receiving an AJVANCE, inalinden is usually tantamount to receiving infinitely many bare ADVANCE . Occasionally, it may lead to the propagation of many ADVANCE requests; this would be due to the WHILS loop in increment Vovalues

The ADVANCE propagation is implemented in COPY by what is essentially a vote counting where all decisions have to be unanimous. Each outport records in a cell (named novalues) by how many datons it has advanced beyond the current inport daton. The inport records in a cell profiting how many of its outports might benefit from knowing the value of the current daton, le how many of its outports have novaiues \(=0\). So, profting is decremented whenever an outport increases its novades from 0 to i, and vice versa. Once all novaiuen are greater than zero fie once Drofitin \(=0\) ) an ADVANCE can be propagated to the operand actor After every Increment of Hindex, like now, all positive nova'ues can be decremented Most of what Is described in this paragraph is carried out by the procedure ficrement Novalues ( 4.8 7) The procedure Decrement:Vovaiues performs obviously the inverse task

\subsection*{4.3.6 Despair and the "Trojan Herse"}

The COPY node actor propagates, by design, only the least expensive request for getting the job done. However, situations can arise where wasteful computations are hard to avoid in plpeline DF. let us consider ary node with 2 active outports narned \(X\) and \(Y\), and we are at the beginning of program execution Outport \(Y\)
receives a bare ADVANCE, but outport \(X\) receives no request yet. The novaluad of \(Y\) is now 1, the novaiueg of \(X\) remains 0 . Next, \(Y\) gets a COMPUTE request. We cannot simply skip the daton at index 0 and evaluate daton i. since we do not know whether \(X\) will eventually ask for the value of daton 0 , and pipeline DF allows only the daton evaluation in the order of increasing index. Out of "deapalr", we have to evaluate daton 0 and queue it in outport \(X\). The evaluation of daton 0 will have been in vain if \(X\) then chooses to start with a bare \(\triangle\) ADVANCE request. Such a situation would be handled much more efficiently in a tagged DF implementation

We can give this example a different twist. We can assume that the evaluation of daton 0 takes a day (or it may take foraver), and that \(X\) gets a bare ADVANCE after the first second into this evaluation. The operand actor must immediately be given a NULEIFY, since the evaluation is now clearly unwanted. This means that even if only ADVAMCE and COMPUEE requests are ever issued to the COPY node actor it must be permitted to generate NULL[FY requests of its own accord In other words, the implementation (pipeline DF) would be incomplete without \(N\)

This constellation of requests is about the evaluation of a daton whech no outport really wants, the daton is a "Trojan Horse". We will come back to it when studying the inport act

\subsection*{4.6.6 An Invariant}

U'sing gl to denote the queue lenglh (the number of buffer cells on the tail side of the buffer pointer), the following holds for every outport
```

as long as oindex<> ilnalindex then:
0 = ql - novalues + olndex - lindex (invarlant)
O = ql novalues
qI, novalues, olndex and lindex are all
non-negative integers

```

\subsection*{4.6.7 Precedures for COPV Outpert Act}

The concepts underlying the procedures DecrementNovalued and Lncrement Novaluan have been explained in the subsection request propagation above.
```

PROCEDURE DeerementMovaluea (VAR inport: INPORTSTRUCT
VAR outport : OUTPORTSTRUCT )
BEGIN WITH inport, outport DO BEGIN
novalues $:=$ novalues -1 ;
IF novalues $=0$
THEN profiting := profiting +1 ;
END END :

```
```

PROCEDURE InarmmentNovalues (VAR inport : [NPORTSTRUCT
VAR outport ; OUTPORTSTRCCT;
VAR i : INTEGER
BEG[N FITH inport, outport DO
BEGIN
IF novalues = 0
THEN profiting := profiting - 1;
novaljes := novaluea + !
WH:EE proflting = 0
DO BEGIN
EXCEPTION ADVANCE TO (lactor)
rOR i:=1 TO noutporta
20 [F outpool[i].oinder <> finallndex
THEN DecrementNovaluen (inport. outpool[i|)
END ;
END ENO;

```

The procedure AdvanceButferPoinier, below, advances (by one daton) the buffer pointer of an outport. The reforence count allows us to decide when a buffer cell can be freed. The cell can be freed only if it is certain that the daton value will never be needed again (old reference count \(=1\) ).
```

PROCEDURE AdvanoeSufferPeinter (VAR outport; OUTPORTSTRUCT) ,
VAR
oldce!l : CELLP ; h : [NTEGER ,
BEGIN
oldce:l := outport,buffer :
h :=oldcello.count
outport.buffer := oldcella.link ; (* Thla can be NlL. ©)
IF h=1
THEN FreeCell (oldoell)
EL8E oldoell*,count := h-1;
END

```

The procedure AdvanceO.tpor takes care of the entire ADVANCE handling of the COPY outport. It resolves every ordinary ADVANCE request by calling either tincrementiovaivea or AdvanceBufferPointer. However, the full ADVANCE handling requires more than that. An ADVANCE, finalinder request puts one outport into the finalindex-state (oindex = finalindex). We must in this case check first if there is an outport left which is not in finalindex-state. This check is done by a vote counting The inport records in a cell, named accive, how many of its outports are still ready to transport datons, i.e not in finalindex-state. Once all outports are finaindex (i.e. once active \(=0\) ), an ADVANCE, Finalindex can be propagated to the operand actor. However, if there are active outports left. GcrementiNovaiuel must be carried out even upon the arrival of an ADVANCE, findindex request at the outport.
```

PROCEDURE AdvanceOutport (VAR inport : INPORTSTRUCT
VAR outport : OUTPORTSTRUCT ; ;
VAR requeat : USGTYPE ; index : INTEGER :
BEGIN WITH inport, outport DO
BEGIN
MakeEzclusive (semmphore)
(request, Index) : = Reveal ;
indez = firalindex
THEN BEGIN
oinder := finalinder ;
WHILE buffer <> N[L
DO AdvanceBufferPointer (outport) ;
active:= active - 1 ;
[F active = 0
(* There is no need to bother the inport actor. *)
(* index := Pinalindex; not essential
ELSE IncrementNovalues (inport, outport)
END
ELSE BEGIN
oinder := o!nder + 1
(* IF oindex <> Index THEN Repor:Irror ; *)
IF buffer = N!i
THEN IncrerreniNovalues (inport, outpori)
ELSE Advance 9u:!erPointer (outpor:) ;
END :
MekePublic (eeraphore)
END END : (* End of AdvanceOutport.
*)

```

\subsection*{4.6.8 COPY Outport Act}

Here is the act of a single COPY outport:
```

ACT Aet_EepyOutport_ (VAR inport : INPORTSTRUCT
VAR outport : OUTPORTSTRUCT )
LABEL 1, 2, 3, 4, 6, 6;
VAR sender : ACTOR i (* Temporary variable.
dvalue : ANYTYPE ; (' Reply deton value.
ouperior : ACTOR : (- Request sender
request : USGTYPE ; (* Incoming request.
inder : INTEGER (` Inder in the incoming request. ©)     BEGIN WITH inport, outport DO     BEGiN     REPEAT         WHLE TRUE DO         BEGIN             (euperior, request, index) := RECEIVE () ;             (- IF Index <> oindex THEN ReportError ;             MakeExclusive (semaphore) ;             IF buffer <> NIL              THEN MakePublic (semaphore) (` i.e go right ahead. ©)
ELSE BEGIN
waiting := TRUE
IF customer: =0 THEN
SEND COMPUTE TO (iactor), (*Activate. .
custorners := customers + 1 .
MaxePublic (semaphore)
sender := RECEIVE FROM (iactor). ("Wait. .)
END
dvalue := buffern.value
SEND (DATON, dvalue) TO (superior),
END : (* End of the inner eternal loop
(* Exception part.
)
: MakeExclusive (semaphore) :
If waltiag
THEN BEGIN
cugtorvers := custorrers - 1
IF oustomerz =
THEN
EXCEPTION NULLIFY TO (Iactor) ;
walting : F FALSE ;
END;
Make?ublic (semaphore)
e: IF Reveal = ADVANCE
THEN AdvanceOutport (inport, outport) :
RESET
UNTIL FALSE : (P End of the exception handline loop
END END ;
(* End of Act copyOutpor:-
\bullet)

```
```

ACT AEt_cepyOutpert__(VAR inport : INPORTSTRUCT
VAR outport : OUTPORTSTRUCT ) :
LABEL 1, 2, 3, 4, 5, 6;
YAR mender : ACTOR ; (* Temporary variable.
dvelue : ANYTYPE ; (*Reply daton value.
euperior : ACTOR : (* Request gender.
euperior : ACTOR : (* Request sender.
0)
\bullet)
\bullet)
BEGIN WITH inport. outport DO
BEGIN
REPEAT
WHILE TRUE DO
BEGIN
(superlor, request. inder) := RECEIVE ();
(* IF index <> ojndex THEN ReportError ;
MakeSxclusive (aemaphore);
tF buffer <> NIL
THEN MakePublic (semaphore) (* i.e.go right ahead. ©)
ELSE BEGIN
waiting := TRUE
IF cuetomers = 0' THEN
SEND COMPUTE TO (iactor) , (*Activate. *)
customera : = customers + 1, %2
MaxePublic (semaphore) (
(Wait. *)
END
dvalue:= buffern,value :
dvalue : m buffera,value ;
END : (* End of the inner eternal loop
*)
(* Exception part
*)
MakeExclusive (semaphore)
IF waitine
THEN BEGIN
cumtamory custorrers - 1
IF customers = 0
THEN
EXCEPTION NULLIFY TO (lac:or)
walting := FALSE
END :
Make?ubllc (semsphore)
IF Reveal = ADVANCE
THEN AdvarceOutport (inport, outport) ;
RESET
UNTIL FALSE ; (* End of the exception handling loop
END END
(. End of ActcepyOutport-
0)
-)

```

The COPY outport actor enters an eternal loop right away. Each loop pass starts with the acceptance of a COMPUTE request. The validity of the daton index can be checked here, an error would be a system error. COMPUTE is trivial to handle if the wanted daton is ready waiting in the buffer; the daton is simply taken from the buffer and sent to the superior. If, however. the buffer is found empty, the daton evaluation must be instigated, its outcome must be waited for, and only then can the reply be given to the superior.

Further vote counting is used to control the inport. The cell curamers states how many outports are hung up waiting for the arrival of the next daton. Outports increment this cell when appropriate, and send an activating signal to the inport whenever incrementing customery from 0 to 1 . Further increments require no signalling to the inport since it is already busy with the evaluation. However, outports are free to withdraw their demands at any time, and they do this by decrementing custome. A NULITY is sent to the inport actor right after cugtorers has been decremented to 0 .

Before an outport gets hung up waiting for the daton, it sets furthermore its meiting flag. The inport is thus able to identify every demanding outport. When the daton arrives (via GetDation), the COMY inport sends a releasing signal to each waiting outport. (The execution of taulty Lucid programs can easily seize up in a Deadlock, +2.6 and 6.1. In such a case, the outport actor will hang up waiting foraver for the daton. This error can be detected automatically by the message passing mechanism.)

\subsection*{4.6.9 COPY Outpert Exception Handling}

The action in the event of a NULLIFY exception depends on the stage the daton evaluation has reached. If the NULITFY occurs after the arrival of the daton at the outport actor, the exception has no genuine effect. However, the shorter the
exception occurs before that moment, the more preparations for the daton delivery have been undertaken, each of them needing to be reversed. The code for handling NJLEIFY exceptions is therefore almost a mirror-image of the preceding code. Upon exception, execution jumps from one instruction to its counterpart and reverses each preparation in turn. The \(\overline{\mathbb{N L L L L F}]}\) request sent to the inport actor counteracts its preceding COMPiTE

ADVANCE can be described as an extension of this NLLLIFY. If an ADVANCE exception did occur during daton evaluation it would have to start with the action for a MULLIFY exception (In real life, ADVANCE exceptions do not occur while the outport is waiting for a daton) ADVANCE exceptions are handled by the procedure AdvanceOutpo:t ( \(\uparrow\) 4.6.7).

We turn our attention now from the \(\overline{C O F Y}\) outport to the \(\overline{C O \overline{P Y}}\) inport

\subsection*{4.6.10 Procedure for COPY Inport Act}

Before we deal with Act \(\overline{\text { Cozy }}\) (the \(\overline{C O T Y}\) inport act) we study its special procedure pdaieOu:portal. Whenever the inport receives a daton value (via Getjaion), it puts it into the daton buffer. This puts the outports into a totally new situation. even the invariant is corrupted, and corrective action is necessary for most outports The procedure topda:eOurpors contains all this action.

Let us assume, a daton had just arrived Outports in finalindex-state require no action nor do outports with datons queued. Outports with novaues \(>0\) have to decrement it by one (Decremeninovaluen takes care of this). All remaining outports must be linked to the tail of the daton chain Every waiting outport among them needs an update of cintomera and maiting, and a reactivating signal must also be sent to it.
```

PROCEDURE Upditcoutporte (VAR Inport . INPORTSTRUCT) .
VAR 1 : INTEGER :
BEGIN With inport DO
begin
FOR
WITH outpool[i] DO
IF (oindex $<>$ finalindex) AND (buffer $=N(L)$ THEN
BEGIN
1F 0 < novalues
THEN DecrementNovalues (inport, outpool[1])
ELSE AEGIN
buffer $\quad:=$ tallcell ;
buffern.count : $=$ buffer^.count + 1
IF walting
THEN BEGIN (' reactivate outport:
customers : e custorners - 1 .
walting $:=$ FALSE
SEND DATON TO (oactor) ; (' Release.
END
END END
END
END END
END END : ("End of UpdateOutport: . *)

```

\subsection*{4.6.11 [COPY Inport Act}

In our Sieve example (section 4.3.3.1. AciSieve), a COPY node actor with 4 outports is set up by the LUX instructions


We created only the inport actor of COFY (i.e. node[z]), and it created the outport actors of its own accord, though telling us their actor names. We sent the intialisation to the inport; the inport itself looked after its linkage with the outports, and their initialisation

So, here is the LUX code for the universal multi-outport \(\overline{C O F Y}\) node (using plpeline demand driven DF) or just the COPY inport act, depending on your point of view:
```

ACT AEt_Repy- (n : INTEGER)
labe
newcell : CELLP
sender : ACTOR
dvalue : ANYTYPE ;
inport : INPORTSTRUCT
BEGIN WITH inport DO
BEGIN
iactor ;= Mymelf ; noutporta := n ; \nitialiseCopy (Creator, inport);
REPEAT
WHIEE TRUE DO
BEG!N
IF custorrer: = 0 THEN
aender:= RECEIVE (): (* Wait for Activation. *)
dvelue := GetDaton (iinder, po) ;
newcell := GetCell ; (*GetCell can take lone. *)
newcell-.llnk : = N!L
newcella,value . = dvalue
MakeExclusive (aemaphore) ; (* Applied as late as possible. *)
|F Reveal = ADVANCE (* Test for "Trojan Horse". *)
THEN FreeCell (newcell)
ELSE BEGIN
ilndex := iindex + 1
EXCEPTION (ADVANCE, ilIdex) TO (pO)
IF iajlcell = N!L
THEN newce!l^,count := 0
ELSE BEGIN
newcell*.count := tailcell^.count ;
tailcell~.link := newcel!
END ;
qailcell:= newcell
UpdateOutporta (Inport)
END :
MakePublio (earnaphore)
END ,
(* End of the eternal loop
(* Exception handling: *)
1: If Reveel = ADVANCE
THEN BEGIN
ilndex : = ilndex+1 ; EXCEPTION (ADVANCE, ilndex) TO (pO)
END :
RESET:
UNTLL FALSE : (* End of the ezception handling loop. ©)
UNILL EAL
\bullet)
END END
(* End o! Act Copy-
-)

```

The COPY inport actor is not a node actor, i.e. it does not accept requests. Itexchanges merely stgnalling messages with each outport (however, the communication with its operand adheres entirely to the request protocol). Every signal from the inport to an outport is of message type DATON. just as an indication that this is neither a request nor an exception.

The inport actor owns (deciares) and initialises all the descriptors relating to this COFY. The inport descriptor contains all the outpor: descriptors. InitializeCopy contains almost all the initialising action. It passes the names of all the outport actors to the creator of the computing net, and it acquires finally the name of the operand actor.

After the initialisation, the inport actor enters an eternal loop. The loop starts with a RECEVE, which serves a similar purpose as the request \(\overline{\text { RECEIVE in node actors. }}\) As long as no outport is waiting for a daton. the inport actor becomes dormant until an outport spurs it into action by sending a signal. This signal means invariably "evaluate the current daton". The daton value is acquired from the operand actor (via Ge:Jaion ), an ADVANCE is issued to the operand actor right away, and the daton is appended to the daton chain. The full benefit of the new daton is then given to the outports through calling UpdateOutpor:s

\subsection*{4.6.12 Exceptione Bent by COPY Inport}

In their internal communication, the COPY inport and its outports do not view each other as node actors, and do therefore not follow the universal protocol. However, we employ most of the exception mechanism even then; the ninder field is not used. The exception part of the inport act is simple

Let us first concentrate on NULLIFY exceptions. Above, we have described the curtomera voting mechanism. The inport gets the NiLLIFY exception whenever curtomers drops from 1 to 0 . The GeiDation propagates MULiVF exceptions to the
operand actor if necessary. If the exception arrives after the daton has arrived in GetDaton. the inport will at first not react to the exception but will buffer the daton properly. Wasteful re-computation of the daton is avoided by this eager ouffering.

It has been mentioned that an acknowledging ADVANCE is automatically issued by the inport actor right after the acceptance of each daton value. Whenever the inport gets an ADVANCE exception, this can only be due to a bare ADVANCE or to ADVANCE, finalindez at one of the outports. The propagation of a bare ADVANCE is the aim in either case. However, a daton evaluation may be under way (in the operand actor) while the exception occurs, i.e. we find ourselves in the "Trojan Horse" situation. The evaluation must in this case be nullified. If the daton has already been accepted, there is no point in buffering it. Finally, an ADVANCE is propagated.

Usually, it is the inport actor of \(\overline{C O P Y}\) which issues the requests to the operand actor. However, ADVANCE, finalindez is different in being issued directly by a \(\overline{C O P Y}\) outport actor. This cannot lead to a collision with requests from the inport actor, since (as a precondition) all outports will be in finalindex-state anyway, and the inport will therefore be dormant. The semaphore keeps the outports from issuing colliding requests. The inport circumvention is therefore permissible in this case

\subsection*{4.8.13 Ceneurreney in copy}

One might ask what gives us the right to call this COPY act concurrent Restrictions of concurrency are hard to accept if no valid reasons can be given.

Concurrency means simultaneous action in vartous places. During the execution of a Lucid program we associate computing action with every node in the Lucid graph. In demand driven evaluation, this action is restricted to those nodes whose output is essential for the result presently due We chose a version of demand driven evaluation where, at any time, solely the current result daton is in evaluation (or contributing datons). The alternative, 'bulk demend" (og. "give me the next 100
operand actor if necessary. If the exception arrives after the daton has arrived in GeiDeton. the inport will at first not react to the exception but will buffer the daton properly. Wasteful re-computation of the daton is avoided by this eager buffering.

It has been mentioned that an acknowledging ADVANCE is automatically issued by the inport actor right after the acceptance of each daton value. Whenever the inport gets an ADVANCE exception, this can only be due to a bare ADVANCE, or to ADVANCE, finalindex at one of the outports. The propagation of a bare AJVANCE is the alm in either case. However, a daton evaluation may be under way (in the operand actor) while the exception occurs, i.e. we find ourselves in the "Trojan Horse" situation. The evaluation must in this case be nullified. If the daton has already been accepted, there is no point in buffering it. Finally, an ADVANCE is propagated.

Usually. it is the inport actor of COPY which issues the requests to the operand actor. However. ADVANCE, PInalindex is different in being issued directly by a COPY outport actor. This cannot lead to a collision with requests from the inport actor, since (as a precondition) all outports will be in finalindex-state anyway, and the inport will therefore be dormant. The semaphore keeps the out ports from issuing colliding requests. The inport circumvention is therefore permissible in this case.

\subsection*{4.6.13 Cencurrency in [Copy}

One might ask what gives us the right to call this COFY act concurrent Restrictions of concurrency are hard to accept if no valid reasons can be given.

Concurrency means simultaneous action in various places. During the execution of a Lucid program we associate computing action with every node in the Lucid graph In demand driven evaluation, this action is restricted to those nodes whose output is essential for the result presently due We chose a version of demand driven evaluation where, at any time, solely the current result daton is in evaluation (or contributing datons). The alternative, "bulk demend" (og. "give me the next 100
datons"). is at present too hard to solve in general. Once committed to the daton-by-daton approach. our sequential request protocol brings no new restriction.

Whenever a COMPUTE request is sent to a COPY outport, the daton delivery may be held up until the daton value has arrived at the COPY inport. This restriction comes from causality. it cannot be defeated. All other requests are accepted and handled without major delay. Occasionally, a COYY outport may be shortly hung waiting for the completion of action by other actors; GetCell is probably the worst source of delay. The semaphore, in particular, forces potentially conflucting actions into sequential order. Each COPY outport can handle any request which satisfies the protocol ( -55 ). Its freedom of choice is never dependent on states of other outports.

\subsection*{4.6.14 Summary of COPY Act}

What we have just described is the universal COPY act. It is so complicated because it caters for every possible situation (within demand driven pipeline DF). Whenever more is known about the way in which the \(\overline{C O P Y}\) node actor is to be used. this extra information can be put to good use. In such cases, it may be possible to use a much simpler COPY act. Is anything known about the order in which the requests arrive at the outports? is anything known about the maximum queue length? Do we really ever request concurrently? Chapter VI, "Efficiency", will present specialised versions of \(\overline{C O P Y}\). Before that, chapter \(V\) will show a method for checking the correctness of the COPY act. In doing this, chapter \(V\) will also give a second description of how COFY works: this may help to clear up remaining points of uncertainty.

\subsection*{4.7 Priority Scheduling}

\subsection*{4.7.0 Introduc tion}

So tar, we have learnt how to translate a Lucid program into message passing actors. Every Instance of an operator (including any UDF) maps into an actor. The resulting number of actors is extremely high. judging by the standards of current multi-process operating systems. Highly concurrent computation In many actors, however, is just the thing which the newest generation of computers (vast numbers of physical processors) is best suited for. This thesis will not even try to answer the specific questions coming with multi-processor implementations of lucid, such as:
- What is the best strategy for allocating and scheduling the multitude of actors on a smaller number of processors?
- For recursive (dynamically expanding) LDFs, how and where are the new actors allocated?

The answers to these questions depend much on properties of the given hardware the store structure (shared or dedicated), avallability of virtual store, availabilly of runtime load, etc.

On the other hand, readers who wish to do a serious implementation of Lucid on a conventional computer (von Neumann monoprocessor) will be relieved to hear that chapter VI will show how the number of actors can be reduced towards more acceptable bounds. There is no reason why it should be impossible to compile into a single actor any Lucid program without concurrent operators (parallel OR, etc) and without recursive UDFs, i.e.compile it into a conventional sequential program However. the general algorithm for that reduction is yet to be invented. At least up to that day, we need a rule for scheduling the actors (At any moment, only one actor can be in actual execution. The seheduling rule states which actor to execute, and for how long.)

\section*{IV•77}

We present in this section an actor acheduling rule based on prioritiss. The rule may be far from optimal, but it will be sufficient to achieve a reasonably well balanced program execution. (The rule is aimed at granting, to an evaluation, resources in proportion to the relevance of its result.) This topic will not be treated exhaustively in this thesis; merely a few guidelines will be presented.

\subsection*{4.7.1 Analogles}

We can draw a parallel between the execution of a program tuprog and the running of a (somewhat strange) firm for technical developments, "Luprox Ltd". Some company workers develop one entire product after another, while others carry out only partial production steps and have to cooperate with others. Occasionally, the manager chooses to let separate (groups of) workers develop competing products. Sometimes he uses everything that emerges from this concurrency. In some cases a production order is cancelled or a product is thrown away because it has become superfluous Each department is run as an autonomous unit. but the management policy is Identical on each level. The investment policy is somewhat simple minded: whenever concurrent developments are instigated, edch development gets an equal share of the departmental resources.

If any department requires two equal ranking concurrent sub-developments, the department dedicates half of its capacity to each of them. If either of the resulting sub-departments needs to break its work into 3 sub-sub-developments, the capacity of the sub-department is split into three equal parts, and each of the sub-sub-departmenta gets \(1 / 6\) of the original capacity. - On the other hand, if a department works for a number of other departments (as in the case of the hardware store, or catering) it has the sum of its user's allocations as funds.

It has been decided that a more refined management policy would require an Inappropriately expensive case analysis. Indeed, there is only one manager in the

\section*{IV•78}
company, and each department calls him in for administration. Worse even, the company is a one-man business where one man is playing all the roles in turn, be it manager or be it any worker. He is obviously not ready to spend much time on administration

The management policy (scheduling, resource allocation) must be applied with flexibility, since the assumptions on which it is based are so imprecise. It is mainly designed to make sure that all the work will eventually be done, and that not too much of the resources are wasted on work of low importance.

This management policy may be bearable for the one man business, but it is really too vague for a company with many workers. For example, for which job shall each worker be trained? Moreover, the manager insists on maintaining the correct sequence of product delivery purely by the sequence of the work pieces on the conveyer belts (pipeline DF). Workers must therefore never share jobs

We could even link this analogy with our earlier analogy in chapter III. The example above might describe the management policy of a restaurant "Ches Lucien" which is run by one man alone: waiter, cook and manager in one person. The scheduling rule tells him, for example, in which order to prepare the meals for his customers, even in which order to bother about courses and parts of each course

Now replace CPU for our busy Jack of all trades, runtime system or scheduler for manager, and actor for department or sub*-department. The company carries out computations to order; the products (developments) of the company are the datons of the program's result. The total production capacity of the company is determined by the power of the given CPU

\subsection*{4.7.2 Our Schedulling Rule}

Our scheduling rule deals only with one computing resource, namely CPU time. We aim to be reasonably fair in sharing out the available computing capacity, and we use the subetviding rule just described. If we define the total available computing capacity as " 1 ", we can use fractions to express how big a "capacity stice" each actor gets, 1.e. the prlority of each actor. An actor which has \(1 / 2\) of the capacity allocated obviously gets through its work more rapldly than an actor with \(1 / 9\).

Our scheduling rule distinguishes different kinds of priority. Every actor has its specific priorities (stored within the actor head, \(\uparrow 3.2 .1\) ), and the really decisive one among them is the acteal priority. The actual priority is calculated, among other things, from the intrinsic priority. The intrinsic priority is, generally speaking, an actor specific constant:

```

actualmprority :=
IF zrequeat <> READY
THEN ultra-priority
ELSE IF ( gome actorg are hung trying to send
to thit one. or to receive from lt)
THEN (sum of their ahered out actual priorities)
ELSE Intrinalcmpriority;

```

The scheduler has (at least) two queues for actors the uftre quewe of actors with ulte prlofity and the normel queue for all remaining actors with actual priority not zero. Actors in the normal queue are executed only it the ultra queue is empty. "First come first serve" and "round robin" apply inside each queue. Actors th the ultra queue are executed to exhaustion, i.e. control is taken from them only as late as possible. If not in ultra priority, an actor is treated as nopmed. The normal actors share the compuling resources (mainly: the time spent in execution) in proportion to
their actual priorities. An actor is suspended from execution while hung waiting for message passing, of course.

By "sharing out" we mean: If an actor is hung trying to SEND to, or to RECEVE from, a set of actors, it shares its own actual priority out in equal parts among the actors it wants to communicate with. However, ultre divided by any number is still ultre, and uitre plus anything is ultra

When determining the actual priority of node actor \(Z\) we may have to form the sum of some shared out priorities. In this sum, we must exclude any contribution which is due to \(Z\) tiself (indirectly). - Such a "priority sum" needs to be formed only If \(Z\) is a COPY node actor: without this exclusion rule, cycles could "hype up" their own priority. The scheduler should even issue a NULLEFY request to the COPY inport actor whenever the actual priority of the COPY falls to zero. The scheduler introduces thus a measure of global control, which would be impossible to achieve by the request protocol alone (we will touch a similar point at the end of 6.3)

Equivalent to the if-then-else rule above, an actor's actual priority can be calculated as the maximum of:
(1) its intrinsic priority,
(2) witre priority while its xrequest <> READY.
(3) the sum of the shered out actual priorities of all actors which are currently hung up wating for communication with the actor in question (SEND to it or RECEVE: from \((t)\).

The following can be deduced from the scheduling rule
- The actual priority of a Co:म्र inport actor is the sum of the actual priorities of its walting outports (though not forgetting the exclusion rule).
- An inferior will not be executed unless its superior gets hung up

\subsection*{4.7.3 Discuesion of Schaduling Rule}

The scheduling rule contains nothing to prevent an actor from livelocking (+2.6). A livelocking actor with uitra priority would be total disaster since it would never surrender its execution right. Our design of the individual acts, however, makes sure that only finite computations are ever undertaken in mike priority. The mitre priority has actually been invented exclusively for urgent administration and for nullification of unwanted evaluations.

Also by design, there are very few instances where an actor has more than one actor trying to communicate with it (semaphores, and arrival of concurrently evaluated datons are obvious instances). The FCFS strategy and, if necessary. random sequence are sufficient to ensure correct behaviour. (Easy evaluations will usually succeed before elaborate ones, this is important for concurrent [ scheduling rule executes concurrent operations in the "breadth first" strategy.)

The design of the UDF actors is particularly tuned for this priority mechanism. UDF actors have an intrinsic priority of zero, and this makes sure that execution of the UDF pauses before the subnet creation (= expansion) The expansion is carried out once the LDF gets its first request; this is lazy expansion. In effect, the subnet actors are created as late as possible Initial \(\triangle D V A N C E\) or ADVANCE ? nandex requests needed special treatment; this ensures that only short administration is ever undertaken in plera priority (but not proper computation, or even subnet creation).

Our scheduling rule is open to much criticism For example, we assumed that the subcomputations of one computation are equivalent, which can be easily disproved by counter examples. However, our rule is reasonable and cheap. Indeed. a better rule can not be provided if nothing is known about internals of the actors (e.e. If unknown how important a particular computation is). - We have already stated that the priority concept provides only an incomplete answer for multiprocessor implementations.

Chapter VI will show how to improve the efficiency of the acts, and most of these improvements will bank on insights obtained by program analysis. Such insights can also help to improve the scheduling rule. It would, for example, be wise to favour (give a higher priority to) any node actor whose activation leads to a decrecse in total store requirements (e.g. queue lengths).

\subsection*{4.2 Actual Implomentation}

The translation has now been completely described; the remaining chapters merely round the picture off with checking and optimising methods.

The next step would be the actual implementation of the whole matter on a computer. A Lucid system, based on an interpreter, is already available [OstB1, FMY83], and the first compiler passes of that system could be re-used directly for this task. The remaining task would be of the calibre of an M Sc. project. less than a year's work.

Couldn't we find a simplified version of this translation which would be then easier to implement? First, one would contemplate the omission of oare AJVANCE. However, such an implementation would be so hopelessly inefficient as to make the whole exercise pointless. Then, how about omitting Nidifiry requests? Their importance stems mainly from their vital role in concurrent operators and a simple implementation could do without the latter One of the maln achevements of this thesis has been precisely not to rule out concurrency. Omitting concurrency means talking about a much simpler task, disregarding the heart of this thesis. Our protocol is optimised towards concurrency, it looks somewhat clumsy in applications without concurrency. Actually, section 465 showed ("Trojan Horse") that a COPY node actor may have to produce NULLIFY requests even if only COMPUTE and ADVANCE requeste are ever sent to it. The protocol would be incomplete without NULLIFY.

Chapter VI will show how to improve the efficiency of the acts. and most of these improvements will bank on insights obtained by program analysis. Such insights can also help to improve the scheduling rule. It would, for example, be wise to favour (give a higher priority to) any node actor whose activation leads to a decrease in total store requirements (e.g. queue lengths).

\subsection*{4.8 Actual Implementation}

The translation has now been completely described; the remaining chapters merely round the picture off with checking and optimising methods.

The next step would be the actual implementation of the whole matter on a computer. A Lucid system. based on an interpreter, is already available [Ost81. FMY83], and the first compiler passes of that system could be re-used directly for this task. The remaining task would be of the calibre of an M. Sc. project. less than a year's work.

Couldn't we find a simplified version of this translation which would be then easier to implement? First, one would contemplate the omission of bare AJVANCE. However, such an implementation would be so hopelessly inefficient as to make the whole exercise pointless. Then, how about omitting NiJLiFY requests? Their importance stems mainly from their vital role in concurrent operators and a simple implementation could do without the latter One of the main achevements of this thesis has been precisely not to rule out concurrency. Omitting concurrency means talking about a much simpler task, disregarding the heart of this thesis. Our protocol is optimised towards concurrency. it looks somewhat clumsy in applications without concurrency. Actually, section 465 showed ("Trojan Horse") that a COPY node actor may have to produce NULLIFY requests even if only COMPUTE and ADVANCE requests are ever sent to \(1 t\). The protocol would be incomplete without NULIEY!

\subsection*{4.9 Closing Remarke}

Every language implementation assumes a particular machine as given. The interpreter based Lucid implementation [Ost81, FMY83] simulates a hypothetical Lucid machine, and the interpreter works hard to keep that illusion up. This thesis describes an MPA based Lucid implementation. MPA corresponds closely to the architecture of multi-processors; the main difficulties are in this case hardware specific: how to make the processors communicate, how to allocate actors, how to load the acts. However, it is not very difficult to make even a single physical processor appear like an array of processors, and this is probably the best way of implementing Lucid until multi-processors become more widely available.

\section*{CHAPTER V: Checking the Correctinese of the Acts}

\subsection*{6.0 Introduction}

Much care has been put into the design of the acts, and we have good reason to believe they are mostly correct. This should not keep us from scrutinizing them over and over again. A working implementation would certainly be the most impressive proof of success. But for the time being we rely on formal checking methods. The aim of this chapter is to fortify the reader's trust into our design.

If there was a serious flaw in our acts. it would most likely lie in the most complex part of our design, namely the synchronisation of the actors by the protocol. We will therefore design a framework (a testbed) in which we can examine the message passing behaviour of actors. We will determine all the message passing atates for every actor; its message passing behaviour is, at every moment. mostly determined by its current message passing state. The possible state transitions can be summed up in state transition tables, this will be illustrated by various examples The state transitions of a UDF, or any net of actors, can be elaborated from the transitions of its components. Execution loge are of great help in modelling the actions of an actor, or of net. This will finally be demonstrated by modelling the entire execution of the siever program.

As regards difficulty. a big difference must be made between the \(\operatorname{COPY}\) act and all other acts ( \(\uparrow\) beginning of 4.5). The COPY act is a great deal more complicated than all the other node acts, which makes checking the COFY act the most demanding part of this chapter. We will see that even a rather simple COPY (viz. the twin outported one) has an impressive number of states. This is why we have to continually look out for simplificetions which keep the number of states low: without them, matters are in danger of becoming unmanageable. The correctness of the other acts is by comparison quite obvious, and we discuss them briefly before the COPY act.

\subsection*{6.1 The Testbed}

In preparation for our discussion, let us introduce some terms which will play an important role throughout this chapter. We intend to check the correct behaviour of a node actor, and we achieve this by placing the actor in a testbed (environment) which will confront the actor with all the situations permitted within the protocol (such as all possible sequences of requests and replies, see also [Fau82])

Let be the node actor under examination. Each outport of is individually connected to a demander (labelled g. like "greedy"), and each inport of is connected to the pertaining suppller (labelled D. like "parameter"). This entire setup ( \(g\) and e and \(p\) ) is called a testbed for the actore. The following Lucid graph represents a testbed:


The actor is, of course, in a state at every moment, and we shall see that some kind of sub-state (a message passing state) can be ascribed to each inport and to each outport. In our implementation, there is no queuing on the ares (all the queuing takes place in the COPY node actors) and the ports at both ends of an arc have thus the same state. The state of a demander or supplier is exactly the state of its port The state of the actor and the state of the testbed are therefore one and the same.

When talking about the message passing at an arbitrary actor port, we will go on using the terminology of superiors and infertors. (The arrows in Lucid graphs point always from inferiors to superiors.) In the testbed, 9 can be superior and inferior, or can be superior and \(P\) inferior.


\subsection*{6.2 Program Analysis}

A proper mathematical proof of correctness (termination and partial correctness) would require us to analyse every act in depth. instruction by instruction. That task alone would double the size, and exceed the aims, of this thesis. Such a proof would certainly be meritable, but it has to be left to the future.

However, some techniques can be readily taken over from proofing, such as invariants and loop termination conditions. We can indicate only the general approach (i.e. detailed rules will not be given); matters vary greatly among the acts Most acts are utterly simple, which means there is very little to be analysed.

Most loops in our node acts are eternal, i.e. altogether without termination. Often, no memory is retained from one loop pass to the next, so there are no loop invariants to worry about. Almost every actor is a mediator between its demander \(\boldsymbol{g}\) and its supplier \(p\) : usually, any message from \(g\) is propagated in some form to \(p\), or vice versa. This message is either a request (message flow: \(\boldsymbol{g} \rightarrow \boldsymbol{\bullet} \rightarrow \boldsymbol{p}\) ) or a raply \((\rho \rightarrow \bullet \rightarrow g)\). One can analyse how e transforms the message; one should check, in particular, that invariants are not violated For example, when ereceives a request. the same daton index must be re-used in the propagated request (while some nodes introduce a fixed index offset); this is all very node sensitive

\subsection*{6.3 Message Passing Behaviour}

In another check, we treat the actor like a bleck box, and examine merely what goes on at its inports and outports, its measage pasaing behaviour if the black box behaves Incorrectly, though, one has to take the lid off and put matters right.

The message passing behaviour of an actor can be described by a state tranettion table, and such a table can reveal where the actor volates design criteria. Let us first look more closely at state transitions, and then recast the protocol into a form convenient for state transition tables.

\subsection*{8.3.1 Message Passlng State, and State Tranalions}

For an actor, each action can be viewed as a state transition, and all the permitted state transitions can be presented as a table (a relation maps the states to their permitted successor states). Such a table is very useful:
- It reveals the actions which the actor can perform,
- it permits a study of concurrent actions,
- it enables us to check whether inports and outports adhere to the request protocol,
- it can be used to exercise a given implementation of the actor. The implementation is correct if the actor can execute each of the listed transitions, and if it never steps outside the alternatives listed.

Such a table can be produced for any act: we will give examples for some node actors. We will see that the rule for the table generation corresponds closely to the act. both are similar pieces of code. Transition by transition, each table entry (the intended behaviour) can be compared with the true behaviour of the actor. This reveals unwanted state transitions in faulty acts it would even be possible to do some of these checks automatically

State transitions can be non-deterministic, i.e. an actor can sometimes choose between a number of next states. Furthermore, there is always the extra choice of carrying out only part of what is possible, or of even doing nothing (successor state being equal to the present state). Such transitions have obviously a delaying effect. The act design is such that the overall computation result (of the Lucid program) is deterministic even though the execution may be non-deterministic.

Since we are only trying to model the message passing behaviour, we can often ignore those parts of the actor state which have no direct effect on that behaviour We call the resulting state the measage paeaing state (which is a function of the total
state of the actor). As far as message passing is concerned, the choice of successor state is narrowed down by:
(1) the present message passing state of the actor 0 ,
(2) the action of the demander(s) g.
(3) the action of the supplier(s) p.

The message passing state of an actor is made up of the states of its outports, possibly an internal state, and the states of its inports. Different formats are used for the message passing state of the various node types; there is no universal pattern suitable for all actors. There is one general rule: in all message passing states, the state of each inport or outport is always expressed through a message labol ( \(\uparrow\) 5.3.2). An example message passing state is (explained in 5.5.1):

D1. 2. A

\subsection*{5.3.2 Protocel Execution and Message Labels}

In section 42 we have agreed on a unversal protocol Every node actor port is at every moment in a particular state of protocol execution (a port state), and the protocol permits only select successor states. The port state is determined by the last message which traversed the port. The message passing partners have no "knowledge" of the internal state of one another. It is therefore appropriate to denote their states in a format which gives the port states particular prominence If two porte are connected by an arc their states are unavoidably identical. We abridge each port state into a single character, called a measage lebel, according to:
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline \(N\) & NULLIFY & \multicolumn{4}{|r|}{\multirow[t]{2}{*}{(request. flowing upstream}} & g - - \({ }^{\text {( }}\) \\
\hline c & COMPUTE & & & & & \\
\hline A & ADVANCE & & , & " & & \\
\hline \(K\) & ADVANCE, & finalindex & " & " & " & \\
\hline 0 & DATON & & ply, & flowing & downstream & \(p \rightarrow \bullet\) - \\
\hline
\end{tabular}
state of the actor). As far as message passing is concerned, the choice of successor state is narrowed down by:
(1) the present message passing state of the actor 0 .
(2) the action of the demander(s) 0 .
(3) the action of the supplier(s) \(p\).

The message passing state of an actor is made up of the states of its outports, possibly an internal state, and the states of its inports. Different formats are used for the message passing state of the various node types; there is no universal pattern suitable for all actors. There is one general rule: in all message passing states, the state of each inport or outport is always expressed through a message label ( \(\uparrow\) 5.3.2). An example message passing state is (explained in 5.5.1):

D1. 2. A

\subsection*{6.3.2 Protocel Execution and Message Labels}

In section 4.2 we have agreed on a universal protocol Every node actor port is at every moment in a particular state of protocol execution (a port state), and the protocol permits only select successor states. The port atate is determined by the last message which traversed the port. The message passing partners have no "knowledge" of the internal state of one another it is therefore appropriate to denote their states in a format which gives the port states particular prominence If two ports are connected oy an arc their states are unavoidably identical. We abridge each port state into a single character, called a mesaage label, according to:


We have to keep the number of port states low since the state tables would otherwise become unmanageable. W doubles up as the universal indicator for "the inferior is dormant". and it is thus the initial state (whenever an actor is dormant we pretend that it has just received a NULLFY request M). C doubles up as indicator for "a COMPUTE request has just been sent". These two states ( \(C\) and \(M\) ) are special in that the inferior can leave them only with the cooperation and initiative of its superior. The protocol boils down to:
\begin{tabular}{|c|c|}
\hline message
label & next possible action: \\
\hline & (we will always print \(M\) as "."), \\
\hline 0 & the superior can change it to C, A or K, \\
\hline C & the superior can change it to Nor \\
\hline C & the inferior can change it to D (whichever is first) \\
\hline A & the inferior can change it to M . \\
\hline K & no change possible, \\
\hline D & the superior can change it to N \\
\hline
\end{tabular}

Explanation: if the protocol execution has reached the point where the inferior is dormant ( \(N\) ), it is the superior's turn to issue a C. A or \(K\) request; without this, nothing can happen. If the superior requests \(A\), the inferior accepts \(i t\), and becomes dormant The latter action is expressed in a state change to \(N\). The inferior takes also further approprlate measures of course, but they are invisible as we concentrate on the messages traversing the port The message passing reaches its terminal state once the superior issues a \(K\) request; no further message will ever go through that port.

On the other hand, after the superior has issued a \(\mathbf{C}\) request, the superior is free to nublify (N) that request again: alternatively, the superior can wait until the infertor is ready to deliver the daton value ( \(D\) ). There is even a third possibility: even while the inferior is ready to deliver the daton value, the superior is free to delay as long as it likes before it decides either for D or \(M\) (such delay tranalione will usually not be shown in our tables).

Tha last paragraph glanced over an important point by making a quiet assumplion. Whenever a superior nullifies a \(C\) request, it changes the port state to \(M\). and this means that the inferior is now in the dormant state. But the superior can hardly force its inferior straight from \(C\) into the dormant state. Instead, the inferior must first accept the NUL!NTY request \(N\), take appropriate action (which might include request propagation), and it goes dormant only then. We would have to extend our acts slightly if we wanted them to handle this revised protocol. On the other hand, this simplified protocol has its advantages: avoidable states are a real nuisance in our later discussion, and the simplified protocol is very efficiant in execution. We will not detail the changes which have to be made either to the code, or to our modelling of the message passing.

We will print the protocol state \(N\) in our tables always as full stop ("."); we use this character generally for states of the nature "nothing special to report'. Tables are easier to read this way: unusual states become much more conspicuous

\subsection*{6.3.3 Execution in Uitra Priority}

The scheduler ( \(\uparrow 4.7\) ) gives to actors in ultra priority pre-emption over the ones in normal priority. Each act lays down which actions take place in which priority. (The exception handing code is executed strictly in ultra priority, and the acls must be of such design that the expensive proper computations are not carried out in ultra priority.) The testoed is in normal priority as long as none of the participants is ready to do any exception action. For fundamental operators this reads: execution is in normal priority as long as
- the outport state is not A ork, and
- no inport state is \(A\), and
- the outport state is not "." while an inport state is C.

The formula is more complicated for COPY node actors (+ 5.5.2).
In the following description, we assume as given a global variable nermang which Is TRUE only during execution in normal priority. (In the state transition tables, below, states whose transitions take place in uttra priority are marked 4 .)

At the first reading, you may pretend execution were always in normal priority. The ultra mechanism is meant only to inhibit wasteful state transitions, and it had to be mentioned here because we will refer to it in the following

\subsection*{8.3.4 Actions of a Demander}

There is one demander ( \((\Omega)\) per outport of actor e A demander is only able to inspect and change the respective outport state of - It can issue \(C, A\) or \(K\) requests if that outport state is \(\boldsymbol{N}\). it can revoke \(\mathbf{C}\) requests (change that outport state from \(\mathbf{C}\) to \(\mathbf{N}\) ). or it can accept daton values (change from D to M )
```

begin
$0 S$ : $=$ the reapective outport state
ML : $=$ the message label in $O S$
if $\quad M_{i}=M \quad$ (i.e. this outport domant)
then begin
the mearage label in OS ray be changed to A or
the mesage label in OS may be changed to K , or
if nommalem then
the mesage label in OS ray be changed to $C$;
end ;
if $M L=C$ or (ML $=D$ and norralex)
then the mesage label in $O S$ may be chanced to $N$
end :

```

\subsection*{6.3.6 Actions of a Supplier}

There ta one supplier (p) per inport of actor © The supplier accepts any request: as response, it can merely inspect and change the respective inport state of e. - The supplier acknowledges \(A\) requests by changing the inport state to \(\boldsymbol{M}_{\text {, }}\)
whereas there is no acknowledging action for \(K\) nor for \(M\) requests. If the inport state is \(C\) (i.e. after a C request), the supplier can respond with sending a daton value (D) as reply.
```

begin
ML := the reapective inport etate ;
if rL=A
then the inport atate may be changed to N;
if (ML = C ) and normalEz
then the inport tiate may be changed to D ;
end:

```

\subsection*{6.4 Checking Node Actore other than COPY}

It is not difficult to check that the node acts (4 4.5) conform to the protocol. Most node actors propagate each request and reply via their own opposite ports, possibly with changes to the message content but rarely with a changed message type. Such actors will leave everything intact provided the original requests and replies are given correctly. - A mere glance shows that the actors for WR CE, BEAD and constant (which have only one communication partner) generate correct requests or replies, respectively.

After the actor has received a 즈N or ADVANCE request, it takes the appropriate measures and becomes eventually dormant; similar action is taken after each delivery of a daton value. All this is in sympathy with the protocol. Most of our actors become dormant even after ADVAICE ?AMindex. but in doing so they are only "overfulflling" their task, which has no bad consequence

Our simplification of the protocol permits issuing a new request right after a KULLIFY, even before the inferior has reacted upon the [JULIFY. Our acts would not handle this (but can be modified to handle it), but require the superior to be held up (delayed) until the inferior has taken the necessary steps.

Most acts use the procedure GetDetion for the acquisition of daton values. Get Deton implements the rule that \(C\) can only be followed by \(M\) (from the superior) or \(D\) (from the inferior), and it is not hard to see that GetDaton performs this task correctly.

Lttle new can be said about AcLRoote and the UDF acts. The Lucid graph and the net of actors are related through a bijection, and incorrectness could only be due to an error in the translation (but the translator program has been carefully tested. \(\uparrow\) appendix C). - The UDF subnet creation is transparent to requests (except for initial ADVANCE exceptions), and the UDF actor enters eventually the procedure Pams Through. That procedure was designed to be transparent to all messages (i.e all messages are passed on without change), and it is easily inspected for correctness. - Every UDF subnet is composed of fundamental operators and again of UDFs, and the correctness of the UDF depends on the correctness of these constituents, of course

\section*{Examplo (FZY] actor)}

The message passing state of a actor can be characterised by:
```

<q. p, P> where
\&.p.P = message label representing the outport state
= message label for the state ot the left inport
= amessage label " " " " " right inport
<.. ., .> is the initial state

```

We write the atates throughout in an order such that outports are on the left and inports on the right; requests flow therefore left-to-right, replies flow right-to-left. In our tables, the message passing states are written without the angle brackets and without the commas, and the identity transitions (ie. delay, no change) are not shown at all

The state transitions of \(\overline{\operatorname{FB}]}\) are then:
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|}
\hline no & state & no state & why & no & state & why & no & state & why \\
\hline 0 & & 3 C. . & \(g\) & 7 & A. . & \(g\) & 10 & K. & \(g\) \\
\hline 1 & .c. \(\mathbf{u}\) & 0 & e & 8 & AC. & g & 11 & KC . & \({ }^{6}\) \\
\hline " & & & & 7 & A. & ge & 10 & K. . & ge \\
\hline 2 & D. \(\mathbf{u}\) & 0 & e & 9 & AD . & \(g\) & 12 & KD. & \(g\) \\
\hline & & & & 7 & A. . & ge & 10 & K. . & ge \\
\hline 3 & C. . & 0 & g & 4 & CC. & e & 1 & C. & ge \\
\hline 4 & CC. & 1 . C. & \(g\) & 5 & CD. & p & 2 & D. & gp \\
\hline 5 & CD. & 6 D. . & e & 2 & & & & & \\
\hline 6 & D. . & 0 . & g & & & & & & \\
\hline 7 & A.. u & 13 . K. & e & & & & & & \\
\hline 8 & AC. up & 7 A. & e & & & & & & \\
\hline 9 & AD. \(u\}\) & 13 . K. & e & & & & & & \\
\hline 10 & K. . u & 29 KKK & e & & & & & & \\
\hline 11 & KC. u & 10 K. & e & & & & & & \\
\hline 12 & \(\mathrm{KD} . \mathrm{u}\), & 29 KKK & e & & & & & & \\
\hline 13 & K. & 17 CK. & g & 21 & AK. & g & 25 & KK. & g \\
\hline 14 & . KC u & 13 . K. & e & 22 & AKC & g & 26 & KKC & g \\
\hline & & & & 21 & AK. & ge & 25 & KK. & ge \\
\hline 15 & . KD uf & 13 . K. & e & 23 & AKD & g & 27 & KKD & \(g\) \\
\hline & & & & 21 & AK. & ge & 25 & KK. & ge \\
\hline , & & but not: & & 19 & CKD & g & 17 & CK. & ge \\
\hline 16 & . KA u & 13 . K. & P & 24 & AKA & \({ }_{\mathbf{g} \mathrm{p}}\) & 28
25 & KKA & \(\stackrel{\mathrm{g}}{\mathrm{g}}\) \\
\hline 17 & CK. & 13 . K. & g & 18 & CKC & \({ }_{\text {e }}^{\text {g }}\) & 14 & \(\xrightarrow{\text { KK. }}\) & \(\underset{\text { ge }}{\text { g }}\) \\
\hline 18 & CKC & 14 . KC & g & 19 & CKD & P & 15 & . KD & \({ }_{\mathbf{g} P}\) \\
\hline 19 & CKD & 20 DK. & e & 15 & . KD & \(g\) & & & \\
\hline 20 & DK. & 13 . K. & g & & & & & & \\
\hline 21 & AK. u\} & 16 KA & e & & & & & & \\
\hline 22 & AKC u & \(21 . \mathrm{AK}\). & e & & & & & & \\
\hline 23 & AKD \(u\) \} & 16 . KA & e & & & & & & \\
\hline 24 & AKA u & 21 AK. & P & & & & & & \\
\hline 25 & KK. \(u\) \} & 29 KKK & e & & & & & & \\
\hline 26 & KKC u & 25 KK . & e & & & & & & \\
\hline 27 & KKD u & 29 KKK & e & & & & & & \\
\hline 28 & KKA U & 25 KK . & P & & & & & & \\
\hline 29 & KKK & nothing & & & & & & & \\
\hline
\end{tabular}

The table lists all the states which can be reached from the initial state The states are numbered (no) from 0 to 29, with the initial state at number 0 , and with the terminal state at the end. The possible successor states are listed on the right of the Isign. If there is a \(u\) to the left of the \(\mid\) sign, it indicates execution being in ultra priority. No further state change is possible once all input states have become \(K\)
(l.e. identify is the only transition possible). For convenience, both the successor state and its number are given, and in the why column some letters ( \(8, \mathrm{e}, \mathrm{p}, \mathrm{P}\) ) indicate which actor was the cause for the transition ( \(0=\) demander, \(0=\sqrt{F B Y}\) actor, \(P=\) left supplier, \(P=\) right supplier). The upper half of the fry table are those states where the left \(\overline{F B Y}\) operand \(P\) is still under consideration; in the lower half all datons come from the right operand \(P\).

\section*{Exampla (constante, READ, Identity Operator)}

Here is another example, the state transitions of the constant or the READ actor:


This table has moreover a second use: if we take an empty testbed and connect the supplier directly to the demander (i.e. merely with an arc in between), the table would describe the behaviour of the resulting system (substitute p fore).

\section*{Example (WhTTE)}

The table is even simpler for WRTE:


\section*{Example (cencurrant binary pointwise operator)}

The third example are the state transitions of a concurrent binary pointwise commutative operator, such as concurrent PLUS. The behaviour of concurrent operators like [0지] is more difficult to model, since their choice of transition is data sensitive: they have a few more states, as indicated in the table

In this example, the states can be written in the same format as in the [FBY] example above. We can, however, take advantage of the commutativity, which means that the suppliers \(P\) and \(P\) are interchangeable. Many states of our actor come in pairs, where each state results from the other by swapping the inports; our table contains an entry only for either (it is immaterial by which rule we choose either state). Whenever a transition leads to the swapped counterpart of a state \(x\). we indicate this in our table by priming ( \(x^{\prime}\) ) the state number. There are even cases where both state \(x\) and state \(x\) are among the possible outcomes of transitions. In such cases the state number is printed with a double prime ( \(x^{\prime \prime}\) ), with the why field telling only either story.

Here is the table of state transitions:


\section*{37 atates (out of 125). e7 transitiona}

The state transition tables so far were all prepared by hand, and though the cratest care has been taken they may contain a slip or two. The examples were meant mainly to illustrate how to describe the behaviour of an actor by a table. The tate transition tables for the \(\overline{C O P Y}\) node actors ( \(\uparrow 55.4\) t) are generated by program, and high expectations for their correctness are justified.

\section*{-.6 Chocking tho [COPY Node Aetors}

Modelling the message passing behaviour of the \(C O P Y\) node actors, and thus showing the correctness of the COPY acts. is more difficult.

In our checking of CODY, we re-use the terminology of queues, \(q l\) and novaiues ( 44.6 .4 and 46.6 ). We continue having separate ectors for the \(C O P Y\) inport and outports, but we leave open how COPY manages the buffers. When modelling the behaviour of the \(\overline{C O P Y}\) node actor and its environment, we are dealing with the participants shown in the following lucid graph (here: twin outport COFY)


The COFY inport (1) is in communicalion with its supplier (plike 'parameter"), and each cosy outport (o) is in communication with its specific demander (e like "greedy"). In order to differentiate both outports, we label the left side with lower case letters and the right with upper case.

\section*{B.B. 1 Message Passing States of COPY Node Actore}

The universal COPY act has an arbitrary number of outports, specified only in the COFY node actor creation. The daton queue in each COFY outport can hold an erbitrary number of datons (of type ANYTYPEI). We shall now try to condense the state of the COFY node actor into a manageable form

For our modelling, it is suffictent to characterise the state of each COFY outport actor by a triplet:

4n. q. v> where
\(m\) i. is a message label (an outport state).


Such a COPY outport actor state is clearly not one of the outport states ( 4.3 .2 ); a COPY outport actor consists of more things than just an outport This clash of terms is regrettable, but one can live with it

The initial state of every \(\overline{C O D Y}\) outport actor is \(\langle N, b o t t o m, o\rangle\) The state of the COPY inport actor is just a message label, and it is initially \(N\). The state of a complete COSY node actor is the sequence of the states of its cutport actors and of its inport
```

<<n.q.v>, i> state of the single-outport COPY,
<<n,q,v>, <k,p,w\rangle, i\rangle state of the twin-outport COPY,
<oo, O_, ... on-1, i> in general ( }n=\mp@code{n

```

We intend to model only the message passing behavour, and we can therefore go one step further. We need to incorporate merely the queue lengths in the outport actor states, instead of the queues themselves. Nore precisely, this modified COPY state is then its mescage pasaing state (but we omit the words "message parsing" most of the time). In our tables. we will print the message passing states of copy in the order shown above, albeit agan without the commas and the angle brackets An example of a COIV message passing state is (twin outport COPY)

D1. .2. A
Here, the left COFY outport actor has one daton queued; it has just delivered the value of that daton, and its demander still has to confirm the acceptance. The right COPh outport actor has two datons queued, but it is otherwise inactive. The COPY inport has just issued an \(A\) request

An intermedtery state of the \(\overline{\mathrm{COPY}}\) node actor is any state in which this actor is enabled for further state changes without requiring a state change in any demander A theorem can be formulated: if \(k\) is the minimum of the novalues of all outports of a COTY node actor \(C\). then \(k\) can be non-zero only in intermediary states of \(C\).

\subsection*{6.6.2 The Actions of the Participante}

How many actors take part in our modelling of \(\overline{\operatorname{CO} \cdot \bar{Y}}\). and what is each of them allowed to do? We call an agent any actor which might change the COPY, state As stated before, we have four kinds of agents: the demanders, the outport actors, the inport actor, and the supplier if \(n\) is the number of COTY outports, there are altogether \(\boldsymbol{z} \cdot(n+1)\) agents in every state of \(C O F T\) least one agent is enabled for a state change, unless there is a deadlock. Indeed, any number of agents may be enabled for any number of state changes Each agent carries out at most one transition in a single go, but different agents are permitted to "fire" simultaneously

The rule for normatex (^ 4.7 and 5.3.1) must be slightly extended Our model for the COPY node actor is in normal priority if simultaneously
- none of the message labels (inport or outport) is A.
- the novaluen is flalindex at each cory oulport whose message label is K.
- the COPY inport state is \(C\) only if at least one COM outport is currently interested in the daton value to come.

Section 5.3 .4 f stated already the actions of the demanders and of the supplier. but it remains to sum up the actions of the COPY inport actor and of the COPY outport actors. These code fragments are closely related to the core of the COPD act, and they were used almost directly to produce the state tables.

\subsection*{6.6.2.1 Action by the COPY Inport}

The COFY inport actor (i) is capable of examining and changing any part of the CoFy state (though it would not alter any outport message label). The inport actor does all those tasks which concern more than one outport. and it communicates with the outports mainly through the hovalues and the queues. The actions of the inport are essentially:
```

begin
i := the Inport atate, belng a measage label;
mcond :x true if all the "novalueg" are non-zero;
ccond := true if for at least one outport:
the mesaage label is C and
no daton in queued for that outport ;
If (I=c)
and
(acond or not ccond)
then the inport atate may be changed to N ;
if the novalues in all outpori actor atates are finalindex
then begin
If (I a>C) and ( ( <> K) and acond
then the inport atate may be changed to K;
end
elme begin
il I = N
then begin
if acond
then the inport state rray be changed to A
but then also
muat each novalues te decremented by one
else :f coond nad normalEx
then the inport sta:e ray be changed to C
end :
1% I = D
then begin (one may do the following, all in one go.)
for each outpor:
do J! its novalues is greater zero
then reduce its novalises by one.
elae append the daton to lis daton queue ;
but then also
ett the inport state to A:
end
end end

```

\subsection*{6.6.2.2 Action by acopy] Outport}

There ts one COFP outport actor for each COTV outport. An outport actor (0) is capable of examining and changing any part of the COPY state (though the only message label it would alter is its own one). Each outport cooperates, of course,
closely with the inport. The actions of an outport are essentially:
```

begin
OS : $=$ the reapective outport actor atate
目 : $=$ the meange label in 08 ;
if $L=C$ and normalez
and a daton 1 queued at this outport
then the mearge label in $O S$ may be changed to $D$.
$11 \quad M=K$
then the novalues in OS may be changed to !lnalinder.
$1 \mathrm{~L} \quad \mathrm{ML}=\mathrm{A}$
then begin (onemay do the following, all in one go:)
if a deton it queued at this outport
then pop the oldest daton off that queue
cle increrrent by one the novalues in $O S$
but then also
change the masage label in OS to $N$.
end :
end ;

```

\subsection*{6.6.3 Simplifications}

The message passing state of the \(C O F=1\) node actor has been presented above. and it was obtained by pruning the total state of co:Ty. Refore we generate the state transition table of a coPY node actor, we apply the following stmplifications to bound and reduce the number of states.
1) We pretend that the COPY node actor memorises only the difference between inport index and outport index. It is easy to see that the actor handles the absolute inport index correctly
2) We ignore the detalled contents of the daton queues; after all, even the cony node actor does not analyse the daton values. We trust that the actor makes no mistake in appending every new daton at the tail of the queue, and popping datons off the head of the queue We memorise the length of the daton queue
closely with the inport. The actions of an outport are essentially:
```

begin
Os := the rempective outport actor atete ;
ML := the message label in OS ;
1% ML=C and normalem
and a daton is queued at this outport
then the mesage label in OS may be changed to 0,
if ME=K
then the novaluen in OS may be changed to flnalindez;
1f Mi=A
then begin (onemag do the lollowing, all in one go:)
if a daton is queued at this outport
then pop the oldeat daton o:f that queue
else increrrent by one the novaluee in OS ;
but then also
change the mesaage label in OS to N.
end
end

```

\subsection*{6.6.3 Simplificatione}

The message passing state of the COY node actor has been presented above, and it was obtained by pruning the total state of COFY. Before we generate the state transition table of a COPY node actor, we apply the following simplifications to bound and reduce the number of states
1) We pretend that the \(\overline{C O M}\) node actor memorises only the difference between Inport index and outport index. It is easy to sce that the actor handles the absolute inport index correctly.
2) We ignore the detalled contents of the daton queves; after all, even the co.jy node actor does not analyse the daton values. We trust that the actor makes no mistake in appending every new daton at the tall of the queue, and popping datons off the head of the queue. We memorise the length of the daton queue
3) Our COFY node actor is demand driven; only the arrival of a request (at an outport), or the arrival of a daton value (at the inport), can cause a state transition. We omit in our tables extra states which are due to delays inside COPY. We assume instead "if COFY can act, it will".
4) We shall study only the COFY node actor with one outport, and the COPY node actor with two outports. Any COSY with more outports can be built from the latter

In the outport actor state. quave length \(=0\) and novaluen \(=0\) are both printed as dot ".", and nova'zes \(=\) gnaindez prints like novaluea \(=1\).

\subsection*{6.6.4 Single outport COPY}

We study first the single-outport COYY node actor. Such a COFY node actor can at best have one daton queued (in pipeline ddDF without bulk requests), and its novases is non-zero only in intermediary states The state table is therefore reasonably small
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline no state & no & state why & no & state why & no & state why \\
\hline O 1 c. & 0 & \(\begin{array}{ccc}\text { C. . } & . & \mathbf{g} \\ \cdots & . & \text { g }\end{array}\) & 2
4 & \(\begin{array}{lll}\text { A. } & \dot{C} & \mathbf{g}_{\mathrm{i}}^{\mathrm{g}}\end{array}\) & \[
\begin{aligned}
& 3 \\
& 5
\end{aligned}
\] & \[
\underset{\mathbf{C} . .}{\mathbf{K} .} \underset{\mathbf{i}}{\mathbf{g}}
\] \\
\hline 2 A. . \({ }^{\text {a }}\) & 19 & \(\ldots 1.0\) & & & & \\
\hline \(3 \mathrm{~K} . . \mathrm{u}\), & 21 & K. 1 . o & 24 & K. 1 K oi & & \\
\hline \(4 \ldots \mathrm{Cu}\) & 0 & \(\cdots\). . \({ }^{\text {i }}\) & & & & \\
\hline 5 C. . C & 4 & \(\ldots \mathrm{C}\) & 6 & . . D gp & 7 & C. D p \\
\hline \(6 \ldots\) D & 16 & .1. A i & & & & \\
\hline 7 C. . D & 6 & \(\ldots \mathrm{D}\) g & 16 & 1. Agi & 17 & C1. A i \\
\hline " & 18 & D1. A oi & & & & \\
\hline B ... A ut & 0 & . \(\cdot \mathbf{p}\) & & & & \\
\hline 9 A. . A uf & 2 & A. . . p & 19 & . 1 . op & 22 & \(\ldots 1\) A 0 \\
\hline \(10 \mathrm{~K} . . \mathrm{A}^{\prime}\) & 3 & \(\mathbf{K}\). \(\mathbf{p}\) & 21 & K. 1 - op & 23 & K. 1 A O \\
\hline 11.1 & 24
12 & K. 1 K oit & 14 & & 15 & \\
\hline 12 C 1. & 11 & .1. . g & 13 & D1. . 0 & & \\
\hline 13 D1. . & 11 & .1. . g & & & & \\
\hline 14 A1. . ut & 0 & \(\cdots\) - & & & & \\
\hline \(15 \mathrm{~K} 1 . . \mathrm{u}\}\) & 21 & K. 1 . 0 & 24 & K. 1 K oi & & \\
\hline \(16.1 . A^{\text {u }}\) & 11 & 1. . p & & & & \\
\hline \(17 \mathrm{C} 1 . \mathrm{A}^{\text {u }}\) & 11 & 1. \(\mathrm{g} p\) & 12 & C1. . \(\mathbf{p}\) & 16 & 1. A g \\
\hline 18 D1. A us & 13 & D1. p & & & & \\
\hline \(19 \ldots 1 . \mathrm{u}\) & 8
20 &  & \[
\begin{array}{r}
9 \\
21
\end{array}
\] & \[
\begin{array}{lll}
\text { A. } & \mathbf{A} \\
\mathbf{K} \cdot \mathrm{g} \mathbf{i} \\
\mathbf{g}
\end{array}
\] & 10 & K. A gi \\
\hline 20 A. 1 . u & 9 & A. A \(i\) & & & & \\
\hline 21 K. 1 - u\} & 24 & K. 1 K i & & & & \\
\hline \(22 \ldots 1\) A u & 19 & \(\cdots 1\) p & & & & \\
\hline 23 K. 1 A u\} & 21 & K. 1 . \(\mathbf{p}\) & 24 & K. 1 K i & & \\
\hline 24 K.1 K \} & & thing & & & & \\
\hline
\end{tabular}

The table shows all the states which can be reached from the initial state The states are numbered (no) from 0 to 24; their order is due to a hash function (not to be explained here). For further detail refer to the explanations after the ray table ( \(\uparrow\) 5.4). In the why column some letters ( \(0,0,1, p\) ) indicate which actor caused the transition ( \(\mathbf{\rho}=\) demander, \(0=\) outport actor, \(I=\) inport actor, \(p=\) supplier) The message passing states are written in the format defined in section 5.5 . 9 :
```

components:) oulport mtate, queue lergih, novalues
lcomponents:)

```

The message label \(N\), as well as queue lengths or novaluen of \(O\), are all printed as dot (for example . . . . is the initial state NOO N). Let us study, as an example, one line of the table:

It shows state number 7. which has 4 successors to choose from; execution is in normal priority. At the outset, the queue length and novalues are both zero, the demander is waiting for a daton from \(\overline{C O P Y}\) (it has set the outport message label to \(C\) ), and the supplier has just delivered a daton to \(\overline{C O P Y}\) (setting the inport state to D). Incidentally, there is just one reference to state 7 , but other states have up to 5 references (e.g. state 24).

A transition is made to state 6 if the demander nullifies the \(C\). State 17 results if the COFY inport queues the daton, also issuing an \(A\) to the supplier (the two go always together). COPY gets into state : 6 if the demander and the inport happen to act (as described) at the same time. On the other hand, immediately after the inport has queued the daton, and has issued \(A\), the outport may send that daton to the demander, thus setting the outport message label to 0 This puts the COFY into state 18 . This action by the outport fchanging to \(D\) the message label in the outport actor state) would of course be irreconcilable with a nullification by the demander (as in states \(B\) or 16 , changing that label to \(M\) ). If these opposed intentions collide during program execution, the message passing mechanism will take a non-deterministic choice. Both choices give ultimately the same effect (due to the design of the acts, look at (ee: 3 aion \()\). it would have been wrong to resolve this situation by priorities.

\subsection*{6.6.6 Twin outport COPY}

The first thing one notices when comparing the twin-outport COPY node actor to the single-outported one is the far larger number of states. With every new outport the number of states grows by a factor of about 15 , since only few symmetries can be exploited to reduce the table size. The transition table for the twin-outported COPY node actor has 304 states with altogether 1619 transitions. Because of its size, the complete table has been put into appendix E. we give here only the necessary explanations, and discuss a few example transitions.

Two further simplifications have been empioyed in the state transition table for the twin-outport com:
5) Our state transition table comprises queues only up to a finite maximum length. and we choose this maximum to be two Our checking method resembles mathematical induction, and this requires one proof for a starting value and one proof for the induction step To be correct we would have to demonstrate both the increase and the reduction of the queue, and we would have to do this both for the minimum queue and for anarbitrary queue However, since queues have a linear law of growth and shrinkage, we outstretch nobody's trust when demonstrating the growing and shrinking of queues only up to a queue length of two
B) Similariy, the table comprises novaluen only up to a finite maximum value, and we choose this maximum to be two

The table lists only current states with queues of a longth limited to one, and with its novalues also limited to one. If one of the successor states has a queue length or a novaluen greater one, the successor state number is followed by a minus ("-").

It is irrelevant which way round the outports are numbered; if two states result from each other by permuting (swapping) the outports, we can avoid printing table entries for both (it is immaterial by which rule we chonse either state). Whenever a
transition leads to the swapped counterpart of a state \(x\). we indicate this in our table by priming ( \(x^{\prime}\) ) the state number. There are even cases where both state \(x\) and state \(x^{\prime}\) are among the possible outcomes of transitions. In such cases the state number is printed with a double prime ( \(x^{\prime \prime}\) ), with the why field telling only either story.

For example, here are the transitions for one state:
\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline no & state & no & state & why & no & state & why \\
\hline 1 & C. & 0 & & G & 4 & C. . C. . & \(g\) \\
\hline " & & 1 , & . . . & & 5 ' & A. . C. . & g \\
\hline " & & \(2 \cdot\) & . & gG & \(6{ }^{\prime}\) & K. . C. . & \\
\hline " & & \(3 \cdot\) & . . . & & 10 & . . . . & \\
\hline " & & 14 & . C. & gi & 11" & C. & \\
\hline " & & \(15^{\prime}\) & . C. . & gi & 12' & A. . & gGi \\
\hline " & & 16 ' & . C. & gi & 13' & K. & gGi \\
\hline
\end{tabular}

This example for state 1 shows 15 successor states (the double primed state counts double). Together with the identity transition. there are \(16(=4 * 4)\) successor states, since either outport can end up in the state \(\mathbf{N}, \mathbf{C}, \mathbf{A}\) or \(\mathbf{K}\)

\subsection*{5.6 Discussion of the State Transition Tables}

\section*{Feolish States}

The transition tables contain a fair number of "foolish" states, ie. states which appear somehow unreasonable. Look for example at state 70 (A.. C1 . C): the COPY inport requests a daton (from the operand actor \(p\) ) though the daton is not required by either COPY outport. It is the purpose of execution in ultra priority to get actors as quickly as possible out of such foolish states; it minimises also their chance of getting into such a state, in the first place

\section*{Execution Loge}

A particular sequence of requests has been discussed in section 4.6.5, where a COPD node actor is forced into requesting the evaluation of a daton even though
neither outport has expressed a wish for that daton (we called it despair). The situation was saved when, in the middle of the daton evaluation, an \(A\) request was received whereupon the evaluation could be nullified. We have in the meantime obtained the tools to express this whole scenario much more clearly: we simply write down the \(\overline{C O F Y}\) states in the sequence in which they are encountered. This is the simplest form of an exacution log, a graphic representation of how a computation progresses. The vertical axds is the time coordinate.

\section*{Example (Despar)}
```

    COPY state
    |  | (Initial state) |
| :---: | :---: |
| A | dernander g issues bare A |
| . 1 | COPY resolves $A$ |
| C. 1 | demander g issues C |
| C. 1 ... C | COPY issues $C$ out of despair |
| C. 1 A. C | demander G issues bare A |
| C. $1 \ldots 1$ | COPY nullifies the C request |
| C. . . . . A | COPY propagates A |
| C | supplier resolves $A$ |
| C . . . . C | COPY propagates the original C |
| C. . . . D | supplier delivers D |
| D1. .1. A | COPY accepts D, and generates A |
| D1 | supplier resolves A |
| A1. . 1 | demander g accepts $D$, and generates $A$ |
| 1 | COPY resolves A |
| A1. | demander G issues bare A |
|  | COPY resolves A |

Note that $\overline{C O F Y}$ issues a $\triangle \overline{N U L F Y}$ request ("." after C) to the supplier although neither of the COFS outports received a NTJPEY request This shows that this lucid Implementation (with concurrency) would be incomplete without NULiPY requests.

```

\section*{Example (Trojan Horse)}

The Trajan Horse situation ( +4.8 .5 ) can be expressed with similar ease
```

COPY state
...... (initial state)
A.. ... . demander g issues A
..1 ... . COPY resolves A
C.1 ... demanderg issues C
C.1 ... C COPY issues C out of despair
C.1 ... D supplier delivers D
C.. .1. A COPY accepts D. and generates A
C.. .1. supplier resolves A
C.. .1. C COPY propagates the original C
C.. .1. D supplier delivers D
D1. .2. A COPY accepts D. and generates A
D1. .2. . supplier resolves A
A1. .2. . demander g accepts D, and generates A
... .2. . COPY resolves A
... A2. . derrander G issues bare A
... .1. COPY resolves A (Trojan Horse is discarded)
... A1. . demander G issues bare A
... ... . COPY resolves A

```

\section*{states of UDFs}

The state transition table for a \(E D F\) can be obtained by first generating the cross product of the tables of the components, and by then eliminating incoherent states. A UDF state is Incoherent if the UDF contains anywhere an outport state whose message label differs in the inport it is connected to. Equivalent states (states which cannot be distinguished from outside) have to be eliminated, too. - This method is altogether rather laborious, and we will not deal with it further than this

Alternatively, we can place the UDF in a testbed, "play through" all the possible request sequences, and write down the emerging successor states of the UDF

\section*{Examplo (Fintit actor)}

The UDF FIREST is defined (in terms of fundamental operators):
\[
\text { FIRST (a) }=p \text { WHERE } p=a \text { FBY } p \quad \text { END ; }
\]

A FRRST act can thus be built from FEY and COFY. The state transition table of FIRST can be generated from those of \(\overline{[F B Y}\) and the twin-outport \(\overline{C O P Y}\). For this. we make a table with one row for the state of each actor. We label each arc (with letters a ... d), and since certain portions in each actor state correspond to that arc (viz the port states) we can write the appropriate letter also into the message passing state of the actor (we use " "?" as placeholders for miscellanies).


We transpose the table, above, and write successive states on successive lines, so that the vertical axis represents time. In this way we get again an execution log, now for a system of two actors. Let us play through an example where we send \(A\) and then \(\mathbf{C}\) to the FIRST actor:

\section*{Example ( FHST actor)}

The UDF FLRST is defined (in terms of fundamental operators):
\[
\text { FIRET (a) }=p \text { WHERE } p=a \text { FBY } p \quad \text { END: }
\]

A ETRST act can thus be bullt from FBY and ICOTY. The state transition table of FIRTM can be generated from those of \(\overline{F B Y}\) and the \(t\) win-outport \(C O P Y\). For this, we make a table with one row for the state of each actor. We label each arc (with letters a ... d). and since certain portions in each actor state correspond to that arc (viz. the port states) we can write the appropriate letter also into the message passing state of the actor (we use " 7 " as placeholders for miscellanies).


We transpose the table, above, and write successive states on successive lines, so that the vertical axis represents time. In this way we get again an execution log, now for a system of two actors. Let us play through an example where we send \(A\) and then C to the [FIRT] actor:


Every actor starts in its initial state, of course At the beginning, the demander of \(\qquad\) (being also the superior of the left COPY outport) is alone able to change state. Moving step by step from this point, we can work out all the other relevant states of Fis=. We end up with a table with a certain amount of redundancy
- non-deterministic state changes inside the L'DF are of no interest any longer. since we want to model only the message passing behaviour of the UDF as a whole,
- certain components within the actor states change always together. and we can condense this repeated information to the essential minimum. (The corresponding state numbers in the state transition table have been printed on the right of the execution log. We see that some successive steps in the log collapse into merely one step in the table, and some intermediary steps have no counterpart in the table at all.)

By playing through all the possible request sequences we get the following state transition table of FIRST (with reference to the identities, above, the state of FIRST is ab, where \(e\) is the outport state and 0 is the inport state):


\subsection*{6.7 Example (Slovel): the execution log}

Using the Sieve example as illustration, we shall now discuss how the messages pass through the net of actors, and how this yields the computation result. These actions will be presented in form of the execution logs introduced earlier in this chapter. There will be one log for the main program, and a second \(\log\) specifically for the sieve UDF

The logs represent the state of large composites (eg main program and UDF actor) through the states of their components. Earlier in thas chapter, the possible state transitions have been listed for most of the components which occur in the Sieve example (MOD), ME' PLSE may be instances of the concurrent binary operator). They have not been described for \(W\). \(W V 1\) is a good deal more complicated than

FIRST], its message passing behaviour depends on its earlier actions (the same is true for the Sieve ). We will, nevertheless, write the state of TVR as if it was a poinfuise binary operator (i.e. "oti"). and the reader is asked to take its transitions in the log as correct. TVI] and FiRST are both UDFs; whatever we learn about the ISieve UDF can benefit our comprehension of these other UDFs. To keep the discussion simple, we treat FinSi and MRI like predefined operators, non-UDFs

The Sieve state will be written "oxi", where \(x\) is either "." or " 1 ". Indicating unexpanded or expanded state. Here is the graph of the Sieve program again ( \(\uparrow\) 4.3.3.1):


To avold confusion, the actors in the main program have their numbers prefixed with an m. while the actors within the sieve, get an e

F[RST] its message passing behaviour depends on its earlier actions (the same is true for the \(\overline{\text { Sieve }) . ~ W e ~ w i l l, ~ n e v e r t h e l e s s, ~ w r i t e ~ t h e ~ s t a t e ~ o f ~ W V R ~ a s ~ i f ~ i t ~ w a s ~ a ~ p o i n t u r i e ~}\) binary operator (1.e. "ot'"), and the reader is asked to take its transitions in the log as correct. FV? and FiRST are both UDFs; whatever we learn about the Sieve UDF can benefit our comprehension of these other UDFs. To keep the discussion simple, we treat FRS: and TVR like predefined operators, non-UDFs

The sieve state will be written "oxi", where \(x\) is either "." or " 1 ", indicating unexpanded or expanded state. Here is the graph of the sieve program again ( \(\uparrow\) 4.3.3.1)


To avold confusion, the actors in the main program have their numbers prefixed with an \(m\), while the actors within the 'sieve' get an e

Only the actors m0...m8 exist at the very beginning of program execution. They have been created by the root actor (which itself has terminated), and each actor is in its initial state. The Sieve actor ml is a UDF actor, and it is yet unexpanded. The state is thus:
\begin{tabular}{|c|c|c|c|}
\hline acts & actors & identities & initial states \\
\hline WRI TE & mo & \(\boldsymbol{\alpha}\) & - \\
\hline Sieve & ml & 0? 0 & . . . \\
\hline COPY & mR , m8, m3 & 6?? 9?? c & . . . . . . \\
\hline FBY & m4 & cde & . . - \\
\hline 2 & 765 & d & \\
\hline \(+\) & m8 & - fg & . . . \\
\hline 1 & mr7 & \(f\) & \\
\hline
\end{tabular}

The state of the main program is the ensemble of the states of its components; an example is the entire entry below the heading "initial states"

Initially, all the actors have zero priority, except for the WR[T] actor; its priority is one. WRTE is therefore the one to take action: it issues a COMP(TED request (C) to the Sieve ml, and starts wating for the delivery of a daton value In doing so, WREE becomes suspended, and the actual priority of the Seve mi rises to one Working out the actual priorities for the remainder of the \(\log\) might be an interesting exercise

The Sieve UDF must be expanded (i.e the subnet of actors sO sil must be created, Initialised and bound to the environment) as soon as the attempt is made to send the tirst COMPU:S request to the Sieve mi. This whole process is invisible in the logs. This newly created subnot has things in common with the product of the root actor: all the subnet actors are in thetr initial states, the Sieva UDF s3 is yet unexpanded. - Everything that is sald about the Sieve \(m\) l applies correspondingly to [Bieve s3, and to the sieve inside s3, etc

\section*{Log of Slove Main Program}

The table, above, can also be transposed (and some superfluous detail can be omitted), and the resulting execution log for the Sieve main program goes as follows:

(0)

(2)
\begin{tabular}{|c|c|c|c|c|c|}
\hline C 1. & & . 1 & & K. & \\
\hline CIC & C & 1 & & K & \\
\hline \(\mathrm{Cl}^{1}\) & C & 1 & c & CK. & \\
\hline C: & c & . 1 & c & CKC & c \\
\hline C1C & c & C1. & c & ck' & CCC \\
\hline cic & c & D1 & c & CKC & CDD \\
\hline Cic & c. & 1 & c & Ckd & D. \\
\hline CIC & c. & 1. & D & DK. & \\
\hline CID & D1 & 2. & A & AK & \\
\hline C1D & D1 & 2. & & . K A & \\
\hline C1D & D1 & A2 & & \(K\) & AA \\
\hline C1D & D1 & 1 & & K & \\
\hline
\end{tabular}

WRITE requests \(C\)
Sieve propagates C
COPY propagates C
FBY propagates \(C\)
PLLS propagates C
constant and COFY deliver D
PLUS passes D back
FBY passes D back
COPY passes \(D\) back. generating \(A\)
FEY propagates A
if Sieve \(m\) if inds the daton to be prime, jump to (i). else
CiA Al. .1. . K. ... Sleve generates A (to get next daton)
C1. ...... K ... COPY resolves A
cic c. \(1 . \quad\) K. Sieve generates renewed \(C\)
jump to (3)
(intilal state)
WRITE requests \(C\)
Sieve s3 expands, and propagates \(C\)
COFY propagates C
FBY propagates C
constant delivers \(D\)
FBY passes D back
COPY passes D back, generating \(A\)
FBY propagates \(A\), constant "dies"
Sieve passes \(D\) back. generating \(A\)
COPY resolves A
WRITE accepts \(D\), and requests \(A\)
Sieve resolves \(A\), cycle finished
(3)


\section*{Log of siove}

Obviously, there is more to the state of the Sieve than described by "a?0". As with the main program, we can log the state transitions during execution of the Sieve (a and \(b\) are retained as its outport/inport labels)

V. 35
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\section*{Discussion}

These substantial logs demonstrate a number of things quite clearly:
We see how the requests ( \(C\) and \(A\) ) ripple upstream. They appear as lines falling from left to right, since the outports and hish ranking actors are on the left and the inports and low ranking actors are on the right. Similarly one can see how replies ( \(D\) ) flow downstream; they form lines falling from right to left

The \(\log\) gives numerous illustrations for the behaviour of cory node actors. Whenever a daton value ( \(D\) ) is accepted by a \(C O n=1\) node actor. \(C C_{i} Y\) queues it al all its outports, and sends an \(\overline{A D V A N C E}\) request ( \(A\) ) upstream Once a daton has been queued at COPY it can be obtained from there, any number of times. The main
program log shows furthermore how COFY can satisfy one outport while another COPY outport is hung waiting for a new daton. (Our main program contains a cycle, cycles are always "tapped" by a COPY, and every cycle-tapping COPY must handle such tnterleced requests.)

The \(\log\) quotes the length of every gueue at every moment. In our LUX implementation, we used a shared queue with reference counts. This shared queue is at every moment equal to the longest of all the individual queues.

We see how FBy, upon receiving its first proper A request, abandons ( \(K\) ) its left operand and switches over to its right operand. FRSTI goes even further: it abandons its operand upon arrival of the first daton.

The work of the WRite actor mo consists obviously in repeatedly
(1) issuing a \(C\) request to the S:eve m ?
(2) awaiting daton delivery.
(3) printing the daton value,
(4) issuing an \(A\) request.

Hypothetically, if Wane chose to skip (4) it would get exactly the previous daton again. WRTE can get at the next daton in the history (the next prime number) only after sending an ADVANCE request (A) to the Sieve \(m i\). Upon this \(A\) request, a clean-up is carried out. The log shows how \(A\) is propagated upstream, but shows also that COFY does not propagate the \(A\) further. CO:Y had anticipated this \(A\) already upon recelpt of the daton. The Sieve (having a COPY at its inport) behaves likewise.

Whenever a COFY node actor issues a \(C\) request, it does this in response to the arrival of a C request at an outport. (Not every C request at an outport is propagated by (COFY.) The outport is then called the driving outport. In the (Sieve main program. for example, the left COPY outport is always the driving one. However, the role of driving outport need not always fall to the same outport. In the siove UDF, for
example, this role is first taken by \(\overline{C O P Y}\) outport s1 and later by s8. While an outport is driving, its queue can only be empty or of length one.

Focussing more spectfically on the Sieve UDF, a few points deserve mention:
One can formulate an obvious theorem: "the computation of any daton must be carried out in a finte number of steps; otherwise the computation is in a livelock'. This implies that one daton must require only finitely many UDF expansions. The Sieve UDF satisfies this clearly: the newly expanded Sieve computes its first daton without expanding any further Sieve, and after that, exactly one new Sieve is created whenever a new prime (= result daton) has been found

The log reveals also that, before the sieve can deliver a daton, it must consume at least one daton from its supplier. One can trace daton deliveries simply by scanning down a log column until one comes to a point where it changes from \(\mathbf{C}\) to \(\mathbf{D}\) and then to \(A\). In the case of the Sieve UDF, the outport is labelled \(a\) and its inport \(b\); these are therefore the log columns of interest

The example demonstrates hardly any "tricky" situations there are only few bare \(\overline{A D V A N C} E\) requests, and no COMPETE request is nullifted. The example appears even to be deterministic, but this is not the case. The log shows the states as if every transition was made at the carliest possiole moment In reality, however, each actor is free to delay its action for any period. The log would be of enormous sice if all the possible alternatives had been included in it

\section*{CHAPTER VIz Waye of Improving Efficioncy}

\section*{0.O Introduction}

Any Lucid program can be built up node by node, starting at the WRITE node. During this construction, each intermediary structure can be examined for specific properties. This chapter will show that, under various conditions, structures can be replaced by simpler ones. Simplicity means often smaller overheads, less administration (though on cost of generality), and less administration means in most cases faster execution.

We shall look in this chapter at various code improvement techniques:
- Queuing analysis (Cycle Sum Test).
- Node condensing (act expansion).
- Enriching the protocol,
- Tailoring COFY acts,
- Tagged Data Flow, and
- "Box of tricks" for the compilation

Beginning with this chapter, matters will be treated less formally: the general method will be sketched while the detail will be left to later research.

\section*{C.1 Cuoulng Analysis}

It is characteristic of our (demand driven) implementation that all the daton buffering is done by COFY node actors. However, the COFY act ( \(\uparrow\) 4.6.7 (t) makes only too clear how much administration is entailed even in very simple operations. There are enough situations where a much simpler [COPY node actor would suffice:
- there may be an upper bound for the queue length.
- the offset between the outport indices may be nnuariant (and the driving outport may be always the same).
- the buffering may be unnecessary altogether.

Sections 6.4 and 6.5 outline COPY acts which can exploit such special conditions. The \(\log\) of the sievel program ( +5.7 ) illustrated the growing and shrinking of the queues quite vividly. One could now extend the Lucid compiler by a simulation phase which generates logs, and which detects the queuing behaviour in this way. Such a device would provide the optimiser with all imaginable facts, but it would be a very complex program (also very slow in execution). Anyway, there is a much simpler method which provides almost the same answers. The method is the index offset method (derived from Wadge's Cycle Sum Test [Wad79]) which will be described now.

\section*{Index Offset and Offset Matrix}

Focussing on a particular port of an actor, it is possible, at every moment of program execution. to state the index of the daton currently due to traverse that port (say, upon a COMPLTE request). Initially, every index is zero. As program execution progresses, the index increases by 1 with every ADVANCE request traversing the port. Input histories are gradually consumed and output histories are produced, and we see the indices at inports and outports grow, more or less synchronously. For example, in a potntwise node actor (eg ELUS or (IE) the index is the same on all ports (if we ignore intermediary states). However, at FGy actors the index at the right inport lags by 1 behind the outport:
\begin{tabular}{|c|c|c|c|c|c|c|c|c|}
\hline FBY ports & \multicolumn{4}{|l|}{Daton Index} & & & & \(t \mathrm{ima}\) \\
\hline outport & 0 & 1 & 2 & 3 & 4 & 5 & B & \\
\hline inport & 0 & \(\square\) & 1 & \(\cdots\) & a & \(\cdots\) & & \\
\hline Inport \({ }^{\text {a }}\) & 0 & 0 & 1 & 2 & 3 & 4 & 5 & \\
\hline
\end{tabular}

The left FBY inport "dies" at the first ADVANCE request, its index jumps to finalindez (we write " \(\infty\) "). With NEXTI it is the other way round, its inport is one ahead of the outport:


These tables for \(\overline{F B Y]}\) and NDXX suggest how to characterise the behaviour of the port indices. We use a matrif with as many rows as the node has outports, and as many columns as the node has inports. Each component of this matrix is called an Index offeet, and it is defined:
\[
\text { index offset }=\underset{\text { all MINIMLM }}{\text { Indices }} \text { (outport index }- \text { inport Index) }
\]

Included in this minimum are only the situations where datons actually traverse both the inport and the outport (the \(0-0\) of NEXC is thus omitled). At least for the fundamental operators, except COPY, such an offset matrix is easy to write. Each component of the matrix is either an integer or " \(-\infty\) ". A component of value " \(-\infty\) " marks those inports from which an out port is totally independent

Most nodes have only one outport, and the matrix has only one single row there The matrices for constant, READ and WRiTE nodes have no components. The matrices for pointwise nodes have only components of value \(O\). The matrices for \(\overline{F B Y}\) and NEXT are:

FBY:


NEXT :
There ts no corresponding easy rule for the indices at COFY Its inport index is usually the maximum of its outport indices, but thas rule does not apply strictly. (The strict rule goes as follows: we mark a COPY outport as bare whenever it gets a bare ADVANCE request or an ADVANCE, Analindez. Initially, and after a proper ADVANCE, this mark is cleared. The inport index is the maximum of the unmarked outport indices, \(f\) any: otherwise it is the maximum of all outport indices) However, there
are other ways of finding out the COFY inport indices. Every COPY node actor is connected to other node actors, and from the indices of these other actors one can derive the indices at the [COPY itself. We can provisionally assume that the outports of COPY never go bare, and apply a strict maximum rule for its inport index; consequently, all its index offsets will come out as non-negative. At every moment, one component of the COFY offset matrix is usually zero (viz. the one of the driving outport).

\section*{Intultive Meaning of Index Offsets}

The meaning of index offsets has not been made clear yet. There are, however, many analogies at hand for Illustrating it

Data Flow computations are organised a bit like the work on a production line (in a somewhat old-fashioned factory): the components are accepted from preceding production processes, operations are applied to these components, and the resulting ttem is passed on further down the line

Our old analogy of the small restaurant "Chez Lucien" can help; after all, restaurants produce meals. Pots and pans are needed for the cooking, but our cook has only few of them. The cooking of a meal can begin only after the pots and pans from an earlier meal have been washed up. For the first mealís), however, the pots and pans are taken straight from the shelves. One can say, the pots and pans are "infected into the production cycle" to start thungs up

In Data Flow, as well as in these analogies, work can go on only if all the prorequistes are available There can never be too many prerequisites, ie. It does not interfere if the prerequisites for later work queue up, as this creates merely som "alaok" in the achedule. If there are many kinds of prerequisites, the supply with the least slack determines whether production goes on or not. Slack matters most in cyclical production processes, ie. where the supply for a production process
is somehow conditional on earlier output of the same process (like re-using pots and pans). Indeed, work can go on only if there is a modicum of slack: each production step takes the prerequisites (removes one unit of slack). manipulates them, and outputs them (restores one unit of slack).

Every FFYy node creates slack, it injects one daton into the stream flowing from its raht inport to its outport (no extra slack on its left inport). Every NEXT node removes slack, it eliminates one daton from the stream. The offset matrices express the provision or removal of slack on the stream flowing from an inport to an outport. Negative index offsets indicate the provision of slack, and vice versa. (This definition is now standard, for mathematical reasons [AsW83]. Early publications [Wad79] used the opposite definition.)

At some moments, however, there may be more slack than busy nodes to use It up. This means the slack has to be accommodated somewhere else, namely in a COPY node. Its buffer queue takes up the remaining slack, and the queue length is therefore less or equal the (inverse of the) index offset \(C O F Y\) nodes provide no cure If there is insufficient slack.

Wadge's [Wad79] Cycle sum Test states (in essence) that every cycle is certainly free from deadlock if it has slack of at least one daton. A cycle with fewer NEXS than FFY) passes the Cycle Sum Test. The Cycle Sum Test gives merely a worst case analysis (the rule is sufficient, but not necessary), whereas logs give the whole answer (only: to produce the complete log may take very long, possibly forever). Further below we will see how particular constellations of nodes permit a relaxation of the rule. - The Cycle Sum Test determines the mintmum queue length, and requires it to be at least one. However, in order to optimise [CDFY ( +6 4), one needs to know the maermum queue length This can. still. be found by index offset methods


Any serious computation involves a large number of nodes, and one would wish to know how much slack there is in such a large composite. This can be achieved by matrix operations, to be described now.

\section*{Met Construction}

An arbitrary lucid graph (a net or a subnet) may be constructed using merely two tools: juztaposition and iteration (see also [Fau82], pages 140 ff ). At each construction step, we can determine the offset matrix of the object built up so far.


Juxt aposition


Iteration

Juxtepoention is the operation which takes two arbitrary nodes, and places them aide-by-side. Iteration is the operation which takes an arbitrary node, and connects a particular inport to a particular outport. Both operations re-index the inports and outports in the obvious way.

The number of inports of the juxtapositioned super-node is the sum of inports of its inner nodes, and the same is valid for the outports. The offset matrix of the super-node is obtained by placing the offset matrices along the main diagonal, and by padding the remainder with " \(-\infty\) ". For the example above (let \(a, b, c, d\) be offects):


The number of inports of the tterated super-node is one less than that of its inner node, and the same is valid for the outports. The offset matrix of the super-node is obtained by forming the masimum of the index offsets along the paths which connect the new outport to the new inport. The matrix component for the inport and outport to be connected must be \(<0\) (otherwise the net may deadlock). For the example above:


The condition " \(c<0\) " is due to the Cycle Sum Test: " \(s\) " expresses how much total slack there is on the node-internal paths

\section*{Example (Sieve main program): offsef matrix}

We are now able to apply this method, for example, to a subnet which occurred in the main program for the sieve


We want to work out the queue lengths in the \(\overline{C O P Y}\) node at the bottom. The offset matrix of the pLUS node consiste only of zeros, and the matrix of the plis node compounded with the " 1 " is just a zero. The malrix of the FBY compounded with the
" 2 " is just \(a-1\), and the entity consisting of " 2 ", [ \(\overline{E B Y}\). " 1 " and PLUSI gives therefore an offset matrix of just a -1 . Yet, we know nothing about the matrix of our COFY


We connect ( \(=\) iterate) the outport of the compound to the COPV inport, and get:

and connect the outport of the whole thing to the right CoITY outport. This leads to a matrix without any columns (since there are no inports). but there is also the condition " \(d-1<0\) ". This condition states that the COPY node must provide buffer space for (up to) ore daton on its right outport. The left COTY outport is the only subnet outport (it must be therefore the driving outport for the whole subnet), and its queue length is therefore zero.

But this is not all. The queue lengths were calculated under the assumption that we are not in an intermediary state. In other words, it describes the state where the daton delivery has been acknowledged by an ADVANCE request. During the evaluation of a daton the COPY queues can swell to a length which is one greater than calculated above. In our example, above, the left COPY outport rust thus provide a buffer for one daton, and the right COPY outport must provide space for two, and this is indeed in harmony with the log ( \(\uparrow 5.7\) )

\section*{Opfeet Matrices of UDFs}

The offset matrix of a non-recursive UDF can be determined just by applying Juxtaposition and Iteration, as described

Matters are more difficult for a recursive UDF, since its offset matrix is defined in terms of itself. It is nevertheless quite straight forward to compute. We apply our usual construction process (juxtaposition and iteration), though using a matrix of unknowns for the recursive UDF. Once the construction is done, we can equate the resulting offset matrix with the matrix used at the outset, and we are left with a system of tinear equations or inequalities. The solution of this system is the offset matrix.

\section*{Examplo (ARET)}

This process can be illustrated using a recursive definition of FIES2:


The offset matrix of Frast has only one component, namely \(f\). the subnet of FBY and FELSAII (framed in dots in the drawing) has the offset matrix <0, \(\boldsymbol{f}-1\rangle\). We terate this subnet with the COFY/ node, and have to form the maximum of the offset matrix above (the offet matrix of our CopY node is yet unknown). The end result is a FIRST node again, and we equate therefore that maximum with \(f\) itself:
```

f}=m=m{0,f-1

```

The solution is \(f=0\), which means the sole component of the offset matrix for the UDF FIRGT is zero. We conclude that our COPY has the offset matrix \(\langle 0,1\rangle^{T}\), as shown. It has therefore buffer space for one extra daton on the right outport and none on the left (actually one more each, to allow for Intermediary states)

The same process can be applied to the recursive UDF WVR, and we would find that both components of its offset matrix are e. The sole component of the offset matrix of the recursive UDF Sieve is also \(\infty\). This means that, in either UDF, the inport indices may be arbitrarily far ahead of the outport index, and its actor might therefore have unbounded buffering needs. We know from the log. however, that each invocation of the sieve retains one daton; there is one invocation per prime. If we made a \(\log\) of (VBI, we would find that the top invocation retains one daton whereas all earlier invocations have no memory. - By the way. the offset matrix of UPON is \(\langle 0,-1\rangle\) and, again, the top invocation retains one daton whereas all earlier Invocations have no memory

\subsection*{6.2 Act Expansion, and Mode Condensing}

The translation process described in chapter IV leaves us with a large number of actors (viz. one actor per node). This is exactly what is needed for a computer of the latest design, many cheap processors closely coupled together Intraditional computer systems, however, concurrency must be restricted to those cases where it is essential; some uses of the concurrent \(O R\) are such essential casey. (Real time requirements provide an unending supply of further exainples, but that topic goes beyond this thesis) We turn our attention in this section to an optimisation for a setting where concurrency must be minimal. The optimisation technique of this section is not applicable where the superior is a concurrent operator or where the Inferior has more than one reference ( \(=\) COPY). - We prepare the program for this optimisation by replacing concurrent operators by their non-concurrent
counterparts wherever possible (i.e. wherever that is not against the idea of the program).

An far as this section is concerned, three parts of every node act (4 end of 4.1) are particularly relevant: X-part, Y-part and exception part. The \(X\)-part is executed only once at the beginning (the actor initialisation is part of this), the \(Y\)-part is executed in every loop pass, and the eaception part is executed in the event of an exception.

When a node actor gets a COMPUTE or ADVANCE request, it resolves it within exactly one loop pass, ie. by executing the Y-part or the exception part. An undirected TRECEIVE is the first instruction in the \(Y\)-part, and this is exactly where the actor accepts all COMPUTE requests Some acts ("fimite state machines", such as \(\overline{[F B Y}\) or \(\overline{|N E X I|} \mid\) do not fit into this layout right away, but they can be brought into the universal shape with the help of CASE; statements

On the side of the superior, a mere two pieces of code produce the requests The daton value is acquired from the operand actor by calling Ge:Da:on (which issues also TNJLLFFY, if required), and an XXCETONADVANCE, does the rest (Concurrent acts use generally means other than Get Jaton, which is why our optirnisation mechanism cannot be applied there.)

The optimisation is easily carried out just append the inferior X-part to the \(X\)-part of the superior, substitute the call to \(\overline{G e} \cdot \mathrm{Saton}\) by the inferior \(Y\)-part, and substitute the EXCEPTIONADVANCE by the inferior exception part. - Clearly. this tranaformation is an expension (4 4.3.2). It has no effect on the computations, but it reduces the number of actors and the amount of message passing. The expansion is, of course, hardly possible if the inferior has more than one reforence (sole example: ICOPM inport actor). It goes without say that no law forbids the expansion of expanded code; expansion may indeed be re-applied up to any finite depth

The code of a UDF act ttself ( +4.3 .3 .1 ) can be put in place of the UDF reference (i.e. expanded), but the instructions inside the UDF act CCREATE etc.) must clearly not be expanded (lesy espansion must be maintained, 4 4.3.3.1). UDF actors are, like all node actors, usually accessed from more than one point fat least from CotDaton and from EXCEPTION ADVANCE...). The UDF expansion must be programmed with care so that one UDF subnet is not created more than once. - It a UDF is unlikely ever to get a COTPUTE request, it can be advantageous to leave it unexpanded, even if the UDF is non-recursive. It will use hardly any space until it gets its first compUTE request.

Act expansion has its drawbacks. Without it. the program would use mainly the standard acts ( \(\uparrow\) 4.5), and only (ne UDF acts would have to be defined and compiled individually. The shared use of (standard) acts keeps the memory requirements low. As soon as one standard acts is expanded and integrated into another standard act, we end up with one act more, which has its price. One has to weigh the number of actors against the number of acts. Generally, act expansion is indicated if it greatly reduces the number of actors it is of real benefit only if appiled to a depth much greater than one.

\section*{Examplo (Etevolmain program): act expansion}

The subnet from the Siove main program is well suited to demonstrate act expansion. Hore is the subnet once more:


We start our analysis at the subnet outport (as did the translation algorithm of section 4.3.4), namely the outport actor \([\overline{3}\) ] of [COFY. Its inferior annot be expanded (at least not straight forward) since it has two superiors; we leave [x] unchanged for the time being and move on to its inferior ' \(\bar{X}]\) ' Its inferior \(x 2\), the \([\overline{[g Y}\) actor, can be expanded. The relevant portions in actor \(\overline{x I}\) are
```

(* Declarations: Varaton D 0)
LABEL 1;
VAR request : NBGTYPE: index : :NTEGER
I2 : ACTOR . resuls: ANYTYPE
(* X-part and initialisation: *)
(., me) := RECEIVE FROM (Creator) ;
(* Y-part:
reeult ; e cetDaton (x2, Index);
(* Exception part
1: (requect, index) ; = Reves! IF request $=$ ADVANCE
THEN EXCEPTION (requeat, index) TO (x2);
RESET :

```

We expand the \([\) FBy actor [E] and obtain a rather clumsy plece of code (this is essentially Act [rbed
```

(* Declarationa: Vereien l ${ }^{\prime}$ )
LABEL 1 :
VAR request : MSGTYPE ; indez : [NTEGER
ES. E4 : ACTOR ; result : ANYTYPE
- X-part and initialisetion:
-)
(, . ns. N4) : = RECEIVE EROM (Creator) ;
(•Y-part:
IF indez = 0
THEN
reault i= GetDaton (lndez, x3)
ELSE
result $:=$ GetDeton (index-1, x4) :
( Exception part:
-)
1: (requeat, index) : $x$ Revea:
IF requent $=$ ADVANCE
THEN BEGIN
IF inder = 1
THEN EXCEPTION (request, finalindex) IO (xs)
ELSE IF indez = inalindez
THEN EXCEPT:ON (request, index
ELSE EXCEPT:ON (request, index - 1) TO
(x4)
END
RESET :

```

The left operand of the \(\sqrt{F Y Y}\) is a constant, and our code becomes a good deal simpler by expanding Act-Constant:


It is also easy to expand the right operand of \(\overline{F G Y}\), the PUS, node. The "index fiddle" of FBY carries through to the operands of PLUS. We expand the left operand X5, as we did before with [x], and we get


The next step would be to expand the \(C O P Y\) outport actor [20], but we hesitate here. Firstly, the code of [5] is too massive to benefit when expanded; secondly, we cannot apply expansion any further because of [n] having two superiors. Thirdly, if we did nevertheless expand [国] and integrate it in [8], the COPY inport would end up trying to request from itself. However, LUX actors cannot exchange messages with themselves. On the other hand, we found in section 5.7 that \([\mathrm{OO}\) is always the driving outport, and that the queue length on the right inport is one. This is why need never exchange messages with [21], and expanding [远] would therefore not cause any problem.

To bring the example to a conclusion, let me anticipate a tailor-made COPY act with just the right properties (with a "cyclic" buffer of size one) which will be presented in section 6.4. Special attention has been paid to making sure the act can handle bare ADVANCE requests properly. We expand the constituents of that COPY act, and get one node act for the entire subret:
```

ACT Act_x0 :
Varaion *
LABEL 1 :
VAR auperior : ACTOR ; (`) Declerationa requent : MSGTYPE :
now, indez : INTEGER ; result : ANYTYPE ;
BEGIN
naw := 1 : (' X-part
REpeat
WHILE TRUE DO
BEGIN
(superior, request, index) := RECEIVE () ;
(•Y-part:
WHILE now < Index
DO BEGIN
now := now + 1 ;
IF now = 0
THEN result := 2
ELSE result := resule + 1
END :
SEND (DATON, result) TO (superior) ;
END : (" End of Inner eiernal loop. *)
1:
RESET ;
(• Exception part. 吅
(' End o! outer eteraal loop. ')
UNT:: FAlse:
END ;

```

The cell retains the last index for which the remic has been computed, and the evaluation does some "catching up" (Wilif now <index") when required This claborate mechanism has been inherited from the tallor-made COPY act; it needed this mechanism for handling bare AJVANCE exceptions correctly.

An optimising compiler could go a step further. It has been mentioned that some acts must be conditioned to be suitable for expansion (* beginning of 6.2, "finite state machine") However, once expansion has been carried out to exhaustion, the reverse conditioning can be attempted If the \(Y\)-part handles the evaluation of its intitial daton differently from the rest, it may help to unwind this initial loop pass (make a copy of the loop body, speciallse it for one index value), and to place it before the loop (i.e. append it to the \(X\)-part). This process may be applied repeatedly

One loop pass (viz. setting of the starting value) can be unwound in our example. Very little computation is actually carried out from one index value to the next, and the computation could therefore be done in the exception part. Some reorganisation of the program results in:


Even better, the compiler might detect and exploit that the result is a linear function of the daton index:
```

ACT ActMO : Voraien 0
LABEL 1 : (* Declaretiona *)
VAR uperior : ACTOR ; requeat : MSGTYPE ;
Indez : INTEGER ; result : ANYTYPE
BEG:N
(* X-part ia errpty *)
REPEAT
WHLE TRUE DO
BEG IN
(euperior, request, index) := RECEIVE () ;
(* Y-part: *)
reault s= index + 2 ;
(* :x indez - increrment + start - )
SEND (DATON, resuli) TO (superior) ;
END ; (* End of inner eternal loop. *)
1: RESET: (*Exception part. (%)
UNTIL FALSE; ("End of outer eternal loop. ')
END ;

```

Actors created from this act have no memory, and the act is therefore as easy to expand as Aci-Sont.

\section*{C.3 Enriching the Protecel}

The universal protocol (4. 4.2) has proved just right for all the explanations so far; a more refined protocol might well have blurred the relevant issues. But we ohall now study some protocol extensions, most of them aimed at making better use of the [EOPY, node actors

All repthes ware so far of message type DATON. A reply of the alternative message type COWTANT could imply that all later replies will have the same value. [COFY, even [NEX] and FEYY, could take advantage of this extra information. It is unfortunately not easy to recognise all structures which deliver constants - Occaslonally, actora have lo switch into the "through" mode, where all subsequent requeste and replies are passed on unchanged. This situation could be optimised by
operand redirection, l.e. by extra information in the reply telling "substitute this operand from now on by actor \(x y z^{\prime \prime}\).

Here are some extended requests (all directed at actore):
AUGMENT?: (e = COPY outport) create a further COPY outport actor.
LENGFH?: (e = COFY outport) enquire for current queue length.
QUEUE d: ( \(e=\) COPY inport) append daton \(d\) to the queue.
RESTART: reset as if it had just been created and initialised,
[GID]: eradicate e and its dedicated inferiors.
Only the first two requests get replies. The requests are listed in the order of increasing relevance, and difficulty. The list is anything but complete ffurther suggestions: "bulk demand" - 4.8.13, and a special RARE exception in place of the oare ADVANCE). Let us study the extensions one by one.

\section*{AUCMENT}

If one COPY node actor feeds directly into another COPY node actor, some wasteful buffering of datons can occur (duplication, 44.6.1). Such a configuration can occur in perfectly meaningful programs. In the siove program (+ 5.7). for example, the \(\overline{\text { COTY }}\) in the main program feeds straight into the COPY of the UDF. This situation can be saved by the request AUGENT. Issued to a COPY outport e, AUCYEX. would cause to create a further COPY outport actor E, with E initially referring to the same daton as - (ie E starts from the present state of e). Upon the [AUCMEN: request, e gives the actor name of \(E\) as reply

\section*{CWCTH}

There are numerous applications for a raqueat [EENCTH which helps to find out the current gueue length of a COFY outport actor (or a [READ actor). It is almost Indispensable in the interface from a demand driven to a dete driven evaluation.

A mixed Lucid implementation with provisions for data driven evaluation has its attractions: it can use the idle time of the processor (o.g. waiting for inputs from the user) for some "compute ahead", especially if this does not increase total store requirementa.

\section*{CUEUE d}

The QUEUE d request is similarly important for the interface from a data driven to the demand driven evaluation. That request, when issued to a COPY inport actore. appends daton \(d\) to the buffer queue of e. (The TCOPY inport act of section 4.8.11 would need modification to accept requests.) - This enhancement permits a FBY optimisation every [FEY node inserts "slack" into the daton stream and, with the help of QUEVEd. one would be able to "push" this daton downstream before the program start. The corresponding optimisation or NEXT requires no special means. merely a bare ADVANCE must be passed upstream before the program start.

\section*{RESTART}

Some recursive UDFs cause an unending need for the creation of new actors. while at the same time shedding defunct actors (see KCD request, best example: Timloo function appendix B) It is often possible (Lucid tath recursion, - 6.8) to immediately assign a new role to a actore. instead of letting it die This is achieved with the heip of the RESTART request, which makes e pretend it had just been created and initialised. Actors propagate [RESTRTD requests to their inferiors

We have so far used ADVANCE finalindex to tell actor e that its services are no longer needed. Upon \(\operatorname{ABVANCE}\). \(\operatorname{ninalindeg,~actor~e~does~a~"last~clean-up"~and~goes~}\) then into eternal hbernation (ie. it does not terminate its existence; it may be followed by a TRESTART request). The KKLE exception exceed the effect of

ADVANCE, finatindez in that it does terminate the existence of (and a RESTARTI is then impossible). Actors propagate Fatit exceptions to their inferiors in the course of the clean-up. After the KiL , the entire subnet is eradicated. Once an actor has received a "messages must only be sent to existing actors" (个 3 2.2. [SEND). - KML improves efficiency, obviously, since it releases resources for re-use.

When tracing upstream through the subnet, we may come to a COPY node actor which is not entirely dedicated to the subnet. If is a COPY outport actor, a KTIL exception will certainly terminate \(e\), but it will terminate the pertaining COPY inport actor only if no other outport actors remain. This is controlled by the active voting mechanism ( \(\uparrow\) 4.6.7) in procedure Advance 0 .a:port.

The (revised) exception part in the \(\overline{F B Y}\) act is the ultimate source of most KIL exceptions (another source is [E] with computed constants, 46 ). The revised code would look roughly like this:
```

1: (request, index):= Revea: ;
CASE request OF
ADVANCE: IF Index =1
THEN EXCEPTION (KILL, :inalindex) [O (po)
ELSE EXCEPTION (ADVANCE, index-1) TO (p1);
KILL: IF Index = 1
THEN EXCEPTION (KILL, l:nallndex) TO (po, pi)
ELSE EXCEPTiON (KILL, Index-1) TO (pi) ;
NULLIFY:
END
RESET ; (* There ghould really be no RESET aiter KILL *)
... (* (actor mighi get auspended before itg death). *)

```

The acts would have to be modified to make them handle iRILL exceptions appropriately. For example, the eternal outer loop would change into:
REPEAT
UNOLIL Reveal = KILL :

Obviously, an actor with one outport must die as soon as a [KLL] request arrives.
Correspondingly, COPY node dies after each outport has got a GiLIT. But in certain
cycles, the entire COFD node actor should die even when only some outports have got a KIIL. Consider for example the simple cycle:


This TCOPY depends on itself. According to the simple rule, the right TCOPY outport will never get a KCLI request, and the [COPY will therefore never die. We must take a more global approach: we must view the subnet (consisting of COPY. \(\overline{F B Y}\), and left (FBY operand) as an enttty, with the left \(\overline{C O P Y}\) outport as the subnet outport. The rule would then be: "the subnet dies once each of its outports has got a KKLL request." - One might be tempted into using a "trick", using a modified CojY which dies upon a single EL: request on one outport But such a CoPy would be useless in a slightly more complicated subnet (a combined vote of all subnet outports is needed. \(\uparrow\) end of 4.7 2)


It must be clear by now why we printed \(K\) for ADVANCS inaindex in the state transition tables and logs. Indeed, ADVANCE, finaindex can be substituted by KTLL in our universal protocol, the difference lies outside the message passing behaviour.

\subsection*{6.4 Tallor made ICOPY acte}

The COPY act offers many chances for optimisation: most applications do not need the generality of our universal COPD act ( \(\uparrow 4.6\) ), and such restrictions can often be traded in for reductions in administration. Our COFY act is very liberal in two respects:
- It imposes no maximum queue length,
- the relative "timing" between the different outports is unrestricted (i.e. index offsets between outports, and which outport is driving).

Sections 5.6 and 6.1 presented program analysis techniques for either property. This section provides shortcuts mainly for those cases where a maximum queue length is known. Our list of techniques is far from complete. - For the remainder of this section we use \(n\) to denote the number of \(\overline{C O P Y}\) outports.

Cyclic buffers are generally used when a maximum queue length is known Such a buffer consists of an array of length \(\sqrt{L}\). a pointer \(\sqrt{\text { Pitt }}\) which remembers where it last wrote into the array, and pointers Eej \(\mathrm{K}_{\mathrm{N}}\) which remember where to read the array (recti] is dedicated to \(\widehat{C O}!\bar{Y}\) outport \(i, i=1 \ldots n\) ). The general idea is then:

(The division remainder TMOZ helps to achieve a wrap-around effect: once the buffering has reached the end of array \(v\) it "jumps" back to the beginning, This code can be simplified a good deal in specific cases:
 between 0 and 1 :
```

put := 1 ; get := 0 ;
(* Putting data into buffer: *)
put := 1-put ;
v[put] := ptemp ;
\#.
(* Retrieving data from buffer: ")
gtemp := v[get] ;
get i= l-get; (* adVance *)

```
- In a two-outport COPY, where the non-driving outport always lags two datons behind the driving one, we can even do without pointers altogether (swapping buffer):
```

VAR vo, v1 : ANYTYPE :
("Putting data into buffer: *)
v1 := vo
vo := pterrp
(* Retrievjng data from buffer *)
gterre := vi

```
- Only one buffer cell V is needed in a two-outport COPY it the non-driving outport lags only one daton behund the driving one (个 version 4 In 8.2 ):
```

VAR v : ANYTYPE
(* Puttine data into buffer: *)
v : Plemp ;
(P Retrievina da:a from bufler: ')
|temp :=
...

```
- On the other hand, if the maximum queue length is known and if the entire metery must be preserved (as in some versions of the [Siave UDF). an array is most appropriate an buffer (just take the cyclic buffer and remove its wrap-around). Arrays are appropriate even if the queue length is unbounded: it is best in that case to subdivide the available storage space into arrays according to the growth rate of the respective queues. The program collapses anyway once the buffer space is exhausted.
- Atwo-outport ICOPY can be implemented altogether without a queue, as long as elther outport disclaims the daton value early enough. Assume. the COPY outports 0 and 0 progress in such a way that 0 gets a bare ADVANCE always before 0 is requested COMPUTE for the same daton index. The role of the outports may be swapped after each episode. This situation can arise if a variable \(\mathbf{x}\) has two references of the kind:


\section*{6. 6 Tagged Data Flow}

Our \(\overline{C O P Y}\) act ( 9 4.6) is restrictive in one respect: it handles datons only in the sequence of increasing index (i.e monotonically, \(\uparrow\) end of \(3.1,2\) ). This restriction is commonly made in Data Flow. We noticed, however, that acts without memory permit requests for datons in any sequence ( \(\uparrow\) 4.5.7). A technique named 'Taged Oeta Flow" permits such random index compulations. It is moderately difficult to change our implementation into tagged Data Flow; a redesign is requred mainly for the actors with memory [COFY, READ, WRTCW and UDFs.

\begin{abstract}
In tagged DF, all COTY node actors share one "daton pool" (faintly resembling a data base). Whenever a daton arrives at a COPY inport, a "bueket" (a data record) is deposited in the pool, stating the value and the identity of the daton. The neme of the COPY inport actor can serve as identity tag. Whenever a COPY outport gets a COMPUTE request, it searches first the pool for the daton in question (using the daton index and COFY inport name as search keys). If the search fails, the COPY instructs its operand to determine the daton value. At suitable moments, the daton pool is cleared of defunct datons; reference counts or statistical methods (the "retirement echeme" [FaW83]) are used to identify defunctness. Tagged TREAD works quite like tagged COPY, except that its datons remain permanently in the daton pool.

However, the tagged implementation becomes much more complicated once we allow recursive UDFs. While a node actor is trying to evaluate one daton of a history, the system must be able to create another actor which evaluates another daton of the same history. Such a multi-level action is occasionally required for evaluating recursive Lucid definitions. All tagged DF implementations of Lucid use therefore a technique rather different from the one described in this thesis Each of their node actors computes only a single daton, and dies then. The resulting high rate of actor creation and termination can be partly compensated by tughly optimising the actor creation.

Generating good equivalent imperative code for lagged DF is very hard The WRITE act and our protocol can remain essentially unaltered. Only a UDF nesting control needs to be added; Ostrum/Wadge call this the "place tag". - Ostrum's Lucid interpreter [Ost81] is based on tagged Data flow; it stores even all intermediary results (te not only the \(C O P Y\) queues) due to a present lack of program analysis. Denbaum's thesis [Den83] demonstrates how to comple lagged DF for a subset of Lucid, but with rather unsatisfactory code as result
\end{abstract}

Why is the chapter on afficiency the place to discuss tagged Data Flow? The daton evaluation out of "despeir" ( \(\uparrow 4.6 .5\) and 5.6) can be completely avoided in tagged DF: its daton evaluation is free to skip index values since it can always come back to them. Tagged DF handles this situation clearly most efficiently. Pipeline DF excels in the simplicity of daton eccess, where tagged DF needs an associative memory search Moreover, the discarding of supposedly defunct datons occasionally forces tagged DF to re-evaluate datons.

\subsection*{6.6 Cede Optimisation}

There is a virtually unfathomable "box of tricks" for improving the efficiency of the generated code even further; quite important ones have already been presented earlier in this chapter. Here are three further tricks (in reverse order of difficulty):

\section*{Concurrent [iF}

It is easy to refine the IE operator so that it does not evaluate the conditron operand \(c\) if the \(\overline{H E N}\) operand \(x\) and the TESE operand \(y\) deliver equal values anyway. Instances of:

\section*{[FCTHEN \(x\) EISEYFI}
are simply substituted by:
IF - OR \((x=y)\) THEN \(x\) ETSEIT:
In general, this concurrent [0] performs very poorly on von Neumann mono-processors, and it performs best if \(c\) is much more difficult to evaluate than \(x\) and \(y\).
[] wh Cemputed Censtants
Recursive UDFs, in particular, tend to contain expressions like:
```

FIRAT empreasion THEN m ELSE y FI
Indez < t THEN m ELSE JFI // with constant t

```

The [IF] switches in both cases, from a certain index on, to elther choice; a re-evaluation of the condition will be unnecessary from then on. At that point can a net simplification (KILL requests, operand redirection) be applied to the unsuccessful operand. The "arms" of the \(\mathbb{F}\) do often contain a UDF recursion. Such a net simplification may prevent a UDF from inflating beyond all bounds.

\section*{Tall Recursion for Lueid UDFs}

Recursive UDFs correspond to infinite nets ( \(\uparrow\) 2.2), and the storage requirements of recursive UDFs increase whenever a new UDF is invoked. It is, however, occasionally possible to formulate acts for recursive UDFs so that they use tall recurston (or something resembling it). and they can lose their progressive storage requirements in this way.

Let \([\underline{X}]\) be an actor for a recursive UDF, and let \(\underline{Y_{0}} \ldots \bar{Y}_{a}\) be the operand actors of \(\mathbb{X}\). The optimisation is only possible if all the actual operands \(\bar{Y}\) in the recursion of \([\mathbb{X}\) ] are particularly simple, i.e. if they are either identical to certain formal operands of \([\mathbb{X}\), if they are \(\overline{C O P Y}\) nodes, or if they deliver invariants (constant or (FRSA…). They may even, and this is the most complicated case, deliver a formal operand \(p\) of \([\underline{X}]\) with a simple modification (namely: \(p\) multiplied with an invariant, \(p\) with an invariant edded, ORed or ANDed, or index of \(p\) with an invariant added). We exploit the fact that the effects of such operations can be accumulated in one storage cell.

This transformation generates a new UDF from the given UDF, so that the new UDF can do all the work of the given UDF, though without the growth in store. Further to the transformation of the actual operands and of the result, above, a subnet transformation may have to be carried out. The subnet transformation is
done as follows (before the translation): starting from the subnet outport we move upstream and mark every node of \(\mathbb{X}\) (including those in operand subnets) which contributes to the computation of the "current" daton with an index offset greater or equal zero. This marking requires that inner UDFs be expanded, in the worst case as often as there are NEXT nodes in the UDF. The marking stops when each node of \([\bar{X}\) ]. fonoring the invocation level, has been marked at least once (the transformation fails if a node needs to be marked more than once). The new UDF is then written so that it contains all the marked nodes, crossing invocation levels wherever needed. The full description of the transformation will be the subject of a future paper. A recursive UDF may be expanded ( \(\uparrow 62\) ) once it has been transformed in this way

\section*{Example (Act_Upon_)}

It depends on the right UPON operand value, how the operands iof the "current" activation) are transformed into the operands (of the 'inner" activation). The result of the inner activation is transformed into invariants the UDF:


The transformation yields a new LDF'.
```

$\operatorname{NEWPON}(\mathrm{a}, \mathrm{k})=\mathrm{VALOF} \underset{d}{ }=\mathrm{NEXT} k$
b $\quad$ - IF FIIRT d THEN NEXT a
ECSE a F[,
result $=b$ F月Y NEWPON ( $b, d$ )
END :
so ihat:
UPON $(x, y)=z$ FBY NEMPON $(x, 0$ FBY $y)$

```

NEWPON contains a tall recursion, and unly NEXT operations have to be accumulated The resulting (non-recursive) code for NFWPON can be merged with the UPON adaptation into a reasonably short piece of code (it would be hard to explain the

\section*{entire translation)}
```

ACT Act_Upon_ :
LABEL 1:
VAR
|uperior, po, p1 : ACTOR : request : USGTYPE
inder, count, now : INTEGER ; condi, empty ; BOOLEAN ;
result : ANYTYPE ;
BEGIN
(. . po. pi) := RECEIVE FROM (Creator)
coun: := 0 ; now := -1 ; condl = TRUE ; empiy := TRSE ;
REPEA:
WHILE TRCE DO begin
(muperior, request, index) = RECEIVE ().
WHiLE now < inder (" Catching up: *)
DO BEGIN
IF 0 <= now
THEN BEGIN
condi := GelDaton (now+1, pi)
EXCEPT:ON (ADVANCE, now+2) so (pl)
END
now := now + 1
IF condi
THEN GEGIN count : = coan: + 1
If emply
THEN EXCEPT:ON (ADVANCE, coumt) TO (%O
ELSE erply .= TRUE
END END;
tF empty (' Re\uc:an: evaluatlon
*)
THEN BEG!N
resule:= Ce:Daton (count. po).
EXCEPTION (AJVANCE. count+1) TO (pO) ;
empty := FALSE ;
ENO
SEND (DATON, result) TO (superlor)
END : (' End o! Inner etapnal loop. *)
1: (request. Inder) = Reveal ; (' Exceptlon part. ')
IF (request = AJVANCE ) ANS
(lndex = flnalindex)
THEN EXCEPTION (requeat, Index) TO (pO, pl)
HESET
until false ;
(- End of outer eternal loop
\bullet)
END
(* End of Actafpon_
*)

```

The example shows a further application of the "catching up" mechanism ( \(\uparrow\) 6.2. Version 4), it uses the FIRST NEXT optimisation of COPY (for the variable [d]), the Invariant [ [E], and UDF tail recursion with accumulation of NEXT]. The UPON actors do not build up internal queues. - Similar methods are applied to obtain the WVR act:

Example (Actwing)
```

ACT Act-Dry-
LABEL 1 ;
VAR
superior. pO, pi : ACTOR ; request
MSGTYPE
result : ANYTYPE : condi.
ompty : BOOLEAN
At, now : INTEGER
count :=0; lcount $:=0$; now $:=-1$; empty := TRUE
( . , po, pi) : = RECEIVE FROM (Creator) ;
repeat
WHILE TRUE DO BEGIN :1
(euperior, request, index) : = RECEIVE () ;
WHILE now < inder DO
begin repeat
fF lcount < count
THEN EXCEPTION (ADVANCE, count) TO (pO) ;
condi : = GetDaton ( count, pi)
count : = count + 1 :
EXCEPTION (ADVANCE, count) TO (pi) ;
UN"IL condi.
now $:=$ now +1 ;
END
lcount
:" conti - 1 ;
IF errpty (•Reluctant evalas:ion: -)
THEN BEGIN

```

```

                            EXCEPTION (ADVANCE, icount) TO (po)
                END
                            : 1
            SEND (DACON, reatit) TO (superior) :
        END : (•End of inner eternal loop. -)
    1: (requeat. index) : = Reveal ; (•Exception part. •)
IF requeat = adVance
TIEN
BEGIN IF requeat $=$ index $=$ idinalindex
THEN EXCEPTION (requeat, index) TO (po. pi)
ELSE IF empty THEN
OEGIN lcount : $=1$ count +1
EXCEPTION (requent, lcount) TO (pO) :
END :
errpig : = TRUE
END :
RESET:
until false
(- End of outer eternal loop.

### 6.7 Discussion

The purpose of this chapter was to destroy the myth that Lucid programs are inherently inefficient. It gave only an idea of possible optimisation techniques. The chapter has been somewhat vague concerning when and how to apply each optimisation, it has been merely a fairly unsystematic collection of "tricks'. A closed and comprehensive theory of optimisation would be desirable, and such work is under way in a number of places. - Most of the optimisations techniques in this chapter were aimed at a von Neumann mono-processor. If we applied them to our Sieve program we would end up with a single actor, created from the following act:

Examplo (Iअove)): final result

```
ACT Act Primem-;
    LABEL 1, 2 :
    VA:
        inder, result, t, i : [NTEGER
        prites: ARRAY[1..2000] OF INTEGER
    BEGIN
        ndex := 0 ; t := 0
        REPEAT
            result := index + 2 , (* 6.2, Version 6, ©)
2: FOR i := 1 TO t
            DO [F (result MOJ primea[i]) = 0 THEN GN'O l
            WR[TE lresuli) ; t:=t+1 ; p:imes[t] := :esu!t ,
            COTO 2 :
1: inder : = Index + 1
        UNTIL t 2000 ; (* End of eternal loup *)
    END :
```

But what is the Gotion doing there? The program would only gain if that instruction was omited - This is a very interesting point. The translation of the Lucid program really yields the program as shown, with the $\overline{60} 02$ in $t$. though the Lucid program Is eastly corrected. Is the Lucid program meant to specify the operations which shall be carried out, or is it just a mathematical definition of the result history? There is
no universally accepted answer to this question. One might give the Lucid compiler an option stating the approach favoured by the user. (The former view might be most suited during program development.)

## CHAPTER Vil Areas of Furthor Rosoarch

## 7.0 introduction

Quite a few aspects of implementing Lucid have been omitted in this thesis. This omission was sometimes deliberate, sometimes not. Some explanations would have distracted from the true issue of the thesis, they would have overioaded the thesis. For some topics, simply too little is presently known, so that answers could not be based on well founded knowledge. Some areas where further research is indicated have already been mentioned in the pertaining chapters:

- Obviously, the next action now due is the implementation. on real machines, of the essence of this thesis. A working system is always the most credible demonstration of success. Quite commonly, such a system sparks off a wealth of new ideas; the use of our plucid system [FMY83] has very much had this effect. Only the most essential parts of this thesis have so far been implemented, since it was felt that an emphasis should be put on careful planning and on scient:lic analysis.
- Scheduling strategies need to be developed (a) for a revised Lucid with more than one DRTE , and (b) for running Lucid on a multiprocessor network. Ideally, an operating system should be developed which takes into account the demand driven and potentially concurrent nature of Lucid.
- The efficiency of the Lucid system can be improved by protocol extensions, by the provision of further highly adapted acts. and by further program analysis methode. Provisions for actor termination fall also into this category. The long term aim is clearly the development of a aystematic and comprehentive theory of optimisation, superseding the present patchy approach.
- The apectife advantages of tacged DF and pipeline DF have been contranted (4 6.5). Lucid prograra with reverse dependencies are not plpeline computable
without major rewriting. Is there a general algorithm for making all Lucid programs monotonic, so they can run in plpeline DF?


### 7.1 Other Operattenal Modele

In our tranalation, the underlying execution strategy has been demand driven DF with pipelines as buffers. Chapter I gave the reasons for this particular choice. However, there are situations where one of the other strategies would be more appropriate.

Lucid implementations have been done for the Manchester Data Flow machine [Bus79, Sar82]; that machine is truely data driven and leans in a direction rather opposite to the one taken by this thesis. Our translation generates very efficiency conscious code: an evaluation is initiated only when its result is needed However. generosity can suit even a miser: some premature evaluations are cheaper than the administration for their delay. We should therefore investigate where data drive would improve our code

Especially our WRTE act ( +4.5 .4 ) reflects the data driven and plpeline oriented nature of the operating system. However, a demand driven system (like plucid) comes really into its own when put together with other demand driven systems, such as data base query syatems. A demand driven operating system exists already, as an academic exercise, but the relevance of thil topic has not been fully appreciated, yet.

### 7.2 Language Extenciona fer Lucld

Even though Lucid te already highly developed. various extentions would make it even more usable: arrays, types, higher order functions (functions operating on functions). and time dependent functions. Many axtensions are a mere quastion of swat, but time dependent functions ask for a major re-think of Lucid altogethar,
including ita implementation technique:
Pure Deta Fiow is a restriction of Data Flow under which only functional operators are permitted. An operator in functiond if ite result is antirely determined by the values of its operands. An operator whose result depends on the "wall clock" time of esecution is clearly non-functional. We have so far only bothered about Lucid as a functiand programming language ( + chapter II), i.e. the version of Luctd where all the operators are functional. Lucid has originally been designed to be a functional language, and an interface to the operational domain is bound to produce problems.

There are a few aituations which require non-functional means; for example, the operating system must be able to test whether the user has struck a key, or to ask for the time of the day. One might simply try to enrich Lucid by new functions Buffer_full and Time_Now. This approach is inappropriate in many situations It may, in tagged Data Flow in particular. lead to the queuing a vast numbers of irrelevant data. Wadge suggested another method by introducing hiatons (the Greek word hiatus means "pause"), special data items indicating "no daton avaidable". The use of hiatons makes a total redesign of the Lucid system necessary. even the language itself may need a few extensions. Hiatons can occur anywhere in a history, they don't occupy daton positions in the history, and it is therefore possible to futer all the hiatons out of the history (to "de-hiatonice the history"). Hiatons have implications on many ampects of Lucid, and further research is needed before concluaive anawere can be given.

## Summary

The thesis has described a complete implementation method for Lucid. based on Message Pasatng. The description has been presented step by step, starting with a "conditioning" stage, followed by the main translation, and ending with code optimisation. All the essential items of code are readily contained in the text. The thesis can thus be used directly as a guide for the implementation on any computer syatem with Message Passing. Due to its modularity. universal components can be easily replaced by optimised ones. The modularity makes it also easy to check the correctness of every stage. The correct execution has been illustrated by special diagrams, execution logs, which highlight particularly the sequence of events in the case of concurrent execution.
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## Appendix $A_{1}$ The BFF of Lueld

Here is the BNF of Lucid, the way it is used throughout this thesis. This is a subset of the language plucid [FMYB3]. The algebra of plucid comprises lists (as in POP-2 or LISP) and the pertaining operators. Lists are a completely separate topic area; they have been omitted in this thesis for the sake of clarity, but they can be added any time without necessitating a revision of the thesis. We go even further, we use a minimal algebra which comprises only TRUE, FALSE, ERROR and all the integers. Examples may occur in this thesis which exceed this minimal algebra (using real 3.14159 or a string like "Hello there"); the reader is asked to take the BNF as suitably extended

In the BNF formalism we use the following notation:

```
<> everymete term is enclosed in angle brackets,
:= reads as<mete term> is defined by<meta expression>
| reads as <mete expression> or <mete expression>,
{ { denotes possible repetition zero or more times of the enclosed <mete
        expression>.
// precedes comments.
```

The Lucid syntax is defined by the following BNF:

```
<programb ::= <expreseion>
<expreselon>
    ::= <primery\rangle
        <prefix operator> <primary>
        <primary> <infin operator> <prlmary>
        <where clause>
<primary>
::= <<conatant>
```



Note: $\quad$ Throughout plucid $\sim$ is used instead of - .

## <curranting> is described in appendix B.

Lucid programs can contain comments directed solely at the human reader: the compiler ignores double backslashes // and everything on their right hand side within the line.

The following identifiers are reserved as keywords:
AND ASA CURRPNT ELSE END EQ ERROR FALSE FBY FI FIRST GE GT IF IS LE LT MOD NE NEXT NOT OR THEN TRUE UPON WHERE WVR
(Throughout this thesis, keywords are written in capitals and variables in lower case.
However, that rule is not part of real Lucid but intended to improve legibility)
Here is a short description of the operators of our algebra

| prefix op. | meant as |
| :---: | :---: |
| - | Arithmatic inverse, ihe operand - (-1) |
| NOT | Boolean negation. |
| FIRST | Infinite extension of initial daton. |
| NEXT | Op history with initial daton removed |
| 1ntiz op | meanlus ( $T=$ TRAE, $F=$ FALSE) |
| $+$ | Sum of the two operands. |
| - | Reault of aubiracting the right op from the left one |
| - | Product of the two operardi. |
| 1 | Quotient frandividing the left op by the right one |
| MOD | Rerminder frandividigg the left op by the right one. |
| AND | T if both ope are T. F otherwise. |
| OR | $F$ if both ope are $F$. ${ }^{\text {F otherwise. }}$ |
| GT > | T if left op Greater Than right op, Fotherwies. |
| CE $>1$ | T if left op Greater or Equal rlght op, Fotherwise. |
| LT < | T if left op Lese Than right op, Fotherwise. |
| LE く | T if left op Lees or Equal right op, Fotherwlee. |
| 59 | T if leit op Ehual to right op, fotherwive. |
| NE | T if left op Not Equal :o right op. F otnerwise |
| FEY | Initial daton of deft hist prepended to right hist. |
| UPON | Repeate left daton while richt daton la FAlSE. |
| WVR | lenores left daton whenever right deton FALSE. |
| ASA | Pirst left daton whose right daton de TRUE. |

Impossible computations, like a division by zero, yield ERROR. This is a special value indicating "something went wrong in the computation of this daton". It is impossible to guarantee the indication of every error (halting problem!).


#### Abstract

The BNF defines expressions in terms of primaries, which are merely particularly "well mannered" expressions. All primaries are therefore expressions. Just a variable or a constant is a primary. Enclosing an expression in brackets promotes it to a primary. The construct [FcTHEN $x$ ELSE IFi is a primary, where $[\Omega]$ and 团 are expressions. Lastly, any function reference is also a primary. Any expression is either just a primary, or a primary with a prefix operator put in front. or two primaries with an inflx operator between them.

The precedence rules and the association rules permit the omission of brackets in many cases. These rules have been detailed in section 2.1.2.


## Appondix B: "Currenting", the Luclid Appreach to Embedded Reration

B.O Intrealuction

It is generally accopted for imperative programming languagen that teeretson if the construct which increases their expressive power moot deciaively. Iteration comes to full frultion if it is embedded in aome larger computation (ambeded tesation). Incidentally. it is well known that imperative iteration can be simulated by recuraion. In common computer jargon, iteration means repetition, and the term is commonly applied in two contexts: mathematical iteration (as in the Newton-Raphsen algorithm for [EFT] ) on the one hand, and multiple application on the other (like setting an array to zero). Both are bult computations in a sense. The term iteration is. strictly apeaking, not applicable to a non-imperative language like lucid, but one would expect Lucid to comprise a denotational counterpart to lieration. Confusion can result from the fact that already a single Lucid assertion can represent a bulk computation, since it expresses a whole atream of data objects (due to the lucid algebra).

In less operational terms, any substantial programming language must satisfy the following requirements:
(1) It should provide means for the definition (and application) of new operators. An operater is a generalleed (abstracted) Instruction, i.e. its actual operands are epecified only in the application atage. A set of fundemental operators is usually pro-given. The definition of any new operator it achieved by ebstractly thating the actions aymbolised by the operator. An operator is reouretwe if it references Iteelf (in ite definition), and this includes any theireet self-reforence. In a broad sense, evary subprogram ts among the operators, at is the body of any [D0] loop or WHaid clause. (According to our definition, the term "epereter" includes function subprograms. The term "function" he asecific mathomaticel meaning which might inferfore In this oontext.)
(2) Every programming language should provde a method for spectifying the application of any operator to a collection of operands. (In ALGOL this may be an array or may be the successive valuas held in a storage cell, in Lucid thil may be the datoss of a history.) Such a multiple applleation may well produce a combrned result (e.s. the computation of an average value within the collection).
(3) There should furthermore be a provision for taling the combined reault of auch a multiple application and for delivering it as a single value to the leoper computation (in which the multiple application in embedded).

Lucld satisfies requirament (1). the whole language is designed around operator definition. Every Lucid assertion is an operator definition. Ademand for the program's result in, operationally speaking, the cause for all computations. Requirement (2) is satisfied since every variable stands for a sequence of data objects. Future veratons of Lucid which have arraya (and operators on arrays) offer a further method of satisfying this requirement. But at the this point in the discussion we do not seem to have anything fitting requirement (3).

A combined result of multiple operator application, requirement (2), can be formed by use of $\overline{\operatorname{ArxTy}}$ and $[\overline{F B Y}$. Here is for example the running total of history $X$ :

```
Sun = X (0 PEY Sum);
```

Every daton value of sum is based on an entire Initial segment of $x$.

## -88 = Sum A8A indez = 00;

means therefore that many computations are involved in the production of one result. The ascertion for pye the drawback that it aseerte just one conotent value. There should be a way for executing numerous low renting computations which. talcon together, deliver a aingle fluch result daton (a bit like ray) to a Maher ranbiong casertion. The abould be followed by ranewed low ranidne computations which in turn produce the naxt remult daton.

Iteration without a mans for auch embedding (i.e. without sub-computations) is of limited use. We shall see that lucid achieves embedding in a rather natural way.

## 0. 1 struelured Lech

Early in the development of lucid [AsW76], certain mathematical concepta were identified, and were thon chosen as the foundations of the langunge. A sultable syntax was then worked out. The syntax hae indeed been subject to reftnement up to the prenent day. Valuable ingights into the underlying concept can be gained from looking at the earlier development stages of Lucid, though only few traces bear witness in the present form

Aabcroft and Wadge describe in their paper "Structured Lucid" [Asw80] how a technique called "currenting" equips Lucid with embedded iteration. They show how Lucid ts conceptually derived from the languages USWIM [Asw79a] (which itself is a derivative of Landin's ISWIM [Lan86]) and Basic Lucid [AsW77a]. The language ULU is obtalned when the USWIM structures ( WHERE clauses and functions) are built on top of the Basic Lucid objecte (infinite histories). On the other hand, putting Basic Lucid on top of USWM yields the language LUEWM. Both languages have exactly the same synfax. But they differ in semantica, in particular in the effect which atructurea ( |FHERE chusen) have on variables (histories). Lucid is an amalgamation of LUSWMM and ULU, and the divergence in semantics has been resolved by declaring each vartable elther en eurrented or uncurrerted. (In [AsWBO] a different terminology was uned, and the sypefece of each variable indicated its currenting status. However, this distinction by typefece proved rather impractical.)

It wea later decided to comider any variable by dofault as mourronted, and to state explicitly when the veriable was meant to be currented instead. Uncurrented variables are the analest to underatand, oince thoir entire bintories ere imported into


Indicates that the new variable $x$ is the currented version of the variable $y$. where $y$ refers to a variable y defined outside the WHERE clause. Currenting is occasionally also called "freesting", since the enclosing environment is held in an invariant state, as if it was frozen. While [AsW80] introduces currenting denotationally, we will use the operational point of view throughout our explanation, since this seems easier to understand.

It will be shown below that currenting can be expressed entirely in ULU terms. and consequently LUSWIM can be viewed as a special case of ULU. In other words, every Lucid program can be expressed in terms of ULU alone. (Not all Lucid programs can be expressed in terms of LUSWIM alone.) Incidentally. ULU is essentially the language presented in chapter $J$.

## B. 2 Present Lucid

Global variables ("imported" variables) have been defined in the description of Lucid ( $\uparrow$ chapter 1). Any global variable $y$ can be currented by placing at the beginning of the clause the declaration

$$
x \text { IS CLRRENT y }
$$

(The expression on the right (here: $y$ ) is evaluated in the environment which encloses the HERE clause, $x$ and $y$ can therefore even be identical identifiers) The following assertion might occur in a program:

```
reault = ((x, i) %isan arbitrary function,
    WHERE * ia the currenting of
        z is CURRENT y; the global variable y,
    END ; ( Is an uncurfented global
    fig. Bla an aseeriton with curfenting
```

The variable $x$ is the currented version of $y$. where $y$ is a global variable. To function $f$. $x$ will appear like a constant, all its components are equal. The history of $y$ is mapped into a sequence of histories $x$, where the $k-t h$ subtustory $x$ consists throughout of
componenta Identicel to $y_{k}$, where $y_{k}$ is variable $y$ at index $k$. The function is applied indivdually to each (constant) subhistory, and consequently there is a sequence of reault hirtories of function $P$. The reaul of the WHERE clause is the sequence of the $n-t h$ components of the application of $P$ to the $n-t h$ eubhintory $x$, with $n$ ranging trom 0 to infinity. (Note that, naturally, the computation restarts from index 0 for each single invocation of f.) The index progresses ingide the whern clause thus in the following trianguler pattern:


We have not yot mantioned the other operand of f. namely I. Each invocation of feta the enstre bistory of i . since $i$ is mot currented in any way. Because of functionality, it does not matter whether I is re-computed each time or whether I if computed once only with coplea being eiven to each invocation of P. (Repeated evaluation of a function yields the same result as long as all operande remain identical.) The aame would apply to any other uncurrented veriable occurring in the WHERE clause. Below we wll study another eremple program wht a WHPRE claue which contain both a currented and an unourrented globel variable.

If is perticularly interesting to atudy an unumal Wring clause which hen ourrented on well es unourrented flobel vertables, but where none of the currented variable to eotunty used. Is the result really inverinat to the addition of thene
superfluous variablen? Instead of computing the result in a straight tour through the Indices ( $0,1,2, \ldots$ ) the currented variables enforce the repetitive triangular pattern of figure B2. Because of this considerably changed execution pattern some effect on the result would not come as a surprise. But since all operatora are functions, and all operands are elther local or uncurrented global variables the result is indeed invariant. It can not be dietinguished whether any intermediary value han been computed anew, or whether a value from a provious computation har been re-uned.

Structured Lucid allowe even the currenting of (non-nullary) functions. Thin means effectively the currenting of all global variables which occur in the definition of that function. This currenting of functions has been abolished in the latest versions of Lucid, to keep matters simple. There is hardly any useful function where both versions (the currented and the uncurrented one) are equally needed. The currenting of the global variables can therefore be carried out inside the function definition itself, which is better style anyway (in the software engineering sense).

If we have another lonk at the figure above, it is evident that the "daton production rate" of the computation inside the WHERE clause is greater or equal the rate in the environment. In other words, we have some form of embedded iteration. No proof will be given here that currenting is a comprehensive technique for embedded iteration, or in other words, that point (3) is satisfied in every respect. One might even be led to believe that the triangular pattern ( + fig. B ) reatricte the range of application to those very few situatione where the number of computation inside the [ifier clause erowe exactly with incest + . However, thic restriction can be overridden by encloaing the MHEREI expression (preceding the keyword WHEREI, for example $f(s, 4)$, it. B1) th an [AK, with an appropriate terminating condition. like:

```
( \(\mathrm{f}(\mathrm{x}, \mathrm{l})\) ABA condicion(...) ) WhERE ... IA Curasnt ... END
```

Stoce this expresaion contalne the $X$ operator, it may appear strange, at first glance, that this mily exprastion doee nof necessarily yield a eonstent birtory. The

XSM lies inside a EHERE expression with currenting, which means that only a single result daton is picked out. For each pass of this WHERE clause, the ASN expression is computed cnev with tresh currented values, which may produce a totally different ABN result in every pars.

One last remark. It has been described in chapter I that assertions can be fraely moved into and out of $\overline{W H E E E}$ clauses as long as certain syntactic rules (identifier clashes) are not volated. Matters are different if a WERE clause has a alobal variable. and if that variable is currented in the (HERE clause. In such a case the assertion for the variable can not in general be moved acrose the WHERE . This is possible only if the operators in that assertion commute with currenting. A discussion of this is found in [AsW80].

## E. 3 Currenthg Expressed by Recuralon

Can currenting be expressed purely by the means described in chapter 1 ?
The triangle ( $\uparrow$ fig. B2) shows that the result history is constructed out of separate Invocations of the function $f$, one for each result daton. The result is composed of the initial daton of the initial function invocation, followed by the daton at index 1 of the next invocation, followed by the daton at index 2 of the function invocation after that. etc. Regarding function parameters, each tunction invocation has full access to any uncurrented parameter. For eurrented parameters, on the other hand, the Initial function invocation obtains a constant history which conaists purely of copies of the initial daton of the parameter. The next invocation obtains the constant history generated from the daton at Index 1, and so on.

Taken together, the same reault as in fle. Bi would be computed by:


## eto etc

This can be expreased by a recursive function. We call this function rhoo elince currenting has the effect of permitting bye computations in a fromer environment. Obviouly, nothing epecial neede to be done about the un-currented parameter $\mathrm{f}_{\text {; }}$ it is passed untouched to each new invocation of $P$. and its history restarta therefore alway right from the beginning. The currented parameter $x$ is not difficult to express elther. With each "round trip" of the recursion one more initial element is stripped off. the resulting history is made into a constant by the application of FIRST, and this is then passed to f as a parameter. The theo function must therefore have an appearance like:

$$
\begin{aligned}
& \text { Ifloo (.... nown) }=\text { funa (FlRst newn, i) } \\
& \text { FBY [gloo (.... NEXT newz) } \\
& \text { reault }=\text { Igloo (.... x) : }
\end{aligned}
$$

Here, find is related to $f$. but it is ielentical to $f$ only for the initial result daton. One further $\overline{\operatorname{NE} X T}$ must be applied to for each auccessive result daton, l.e one par recuraion of [rfeo]. One feels tempted to generate the new function, in each 'round trip" of the recursion, by composing ("0") a $\overline{\mathbb{N B X T}}$ with the old function; the starting "value" would be the plain function f . To do this. we would need a function parameter In fined, Hke:

```
Ifloe (functlon, ...) = ... FBY Ifloo(NEXT - function , ...):
result - Igleo (P, ...):
```

Sadly, function paramoters are presently not allowed in Lucid. The multiple application of ti: mumt therefore be almulated otherwise. But oven that problem. can be overcome. Remember that, for any conatant $n$.

```
ezpraselon WN(m m inder)
```

has the same effect as appiying INEXTI $n$ times to the expression. The complete frieo function (for the function P from fig. B1) has therefore the form:

```
Icloon( (t, neme) m (FIBST nems, i) WNR (t m inder)
FEY Ifloon (t+1, NEXT neme);
```

A few remarke need to be made:
(a) Because of the non-existence of function parameters, a separate lgloo function must presently be written for each occurrence of currenting.
(b) Currenting automatically applies to the WHERE expression a WVR of the kind: OZPr WR ( $t=$ indez) WHERE it CURRENT indez: END

Recall that for any constant expression e:
( 0 WVR ) $\equiv$ a If dever becomes TRUE.
The Wir can therefore be omitted in the function in any instance where the expression expr carriez an $\overline{\text { ASN }}$ on the outermost level.

As an example, take the function (from a famous lucid prime program):

$$
\begin{aligned}
& \text { cheokprime(n) } \quad=\left(n<p^{\circ} p \text { ASA condition ( } p, n\right) \quad \text { ) } \\
& \text { WHERE } \\
& \text { - IS CURRENT } n \text { : } \\
& \text { END ; }
\end{aligned}
$$

According to the described mathod, this translates into:

```
ohepri(k) = (k< < % p ASA condition( p,k) );
ehookprime(h) - chepri(F[RST h) FBY oheckprime(NEXT h)
    *this is the simplified leloo.
```

This can be atmplified into:


End of oxample.
(c) If a FHERE expression (here: f) has more than one currented variable, there is no need to nest fleo functions. Instead all these variables can be currented together. For example:

```
result \(=6(\mathrm{x}, \mathrm{y})\) WHERE m IS CURRENT z ;
y Is CURRENT y : END
```

can be replaced by:

$$
\begin{aligned}
& \text { Igloo2 (t, newz, newy) }=\boldsymbol{g} \text { (FIRST newz, FIRST newy) WVR (t = index) } \\
& \text { result }=\text { Igloo2 ( } 0, \mathrm{z}, \mathrm{~g} \text { ) ; }
\end{aligned}
$$

## Example (transiation of currenting into the [foco form)

The following example is presented on page 28 of [AsW80]:

```
mom
    WHERE
        Ave (o) = (a / (inder+1))
            WHRRE s = V + (0 FBY &) ; END :
    m = Ave (Ij;
    mom}=\mathrm{ Are ( (x-m) • ( }x-m\mathrm{ m))
        WHERE m IS CURRENT m ; END :
    END
```

The mom in this example is the running moment (around the running average) of a given history $x$ (there are more efficient ways of computing thie). Using the fioo function, the example can be re-formulated, so that it contains no more "IS CURRENT":

```
mpon
    WHERE
        Ava(v) = (e (indez+1))
        WHERS = % (0 FBY &) : END
    m
        Ave (e):
    Body (m) = Ave ( (5-m) \bullet (2-m) );
    mom =Igloo(0,m);
        fte euteide m is now currented
    Ifloc(t,k)=(Body (FIRST k) WVR (index m t),
        Ifleo(t+1, NEXT k)
    END
```

B.4 EPTle baney

Some people argue that the aimulation of iteration by recursion leads to very inefficient code (i.e. many unnecessary computation steps will be carried out). However, as has been said before, such a claim can be invalidated by a good optimising compller. The fico tunction is indeed easily optimised by applying some of the rulea from chapter $V$.

Because of the FBY , each new invocation of floo serves for the computation of one result daton. From a certain index on, all the results of the invocation will be determined by its mar re-invocation of filo with slightly changed parameters. Once the computation has progressed to the recurive re-Invocation of Ifloo (right operand of [1:n) , the whole left operand of [FEY] is auperseded (i.e. not needed any longer). The ectual parameters in the recursive call are simple modifications of the formal parameters: the atorage cell for the constant is aimply incremented by one. and the Index for the history $k$ is advanced once (auch operations can be cecumeleted.

Talen cogether, man can be implemented by tall recuraion Lucid-atyle ( + 6.6). During the computation of eay result daton (left operand of [FEM] the Index of history \& is bald content, it is not affected by the computation inadef. Oniy a
angle-outport COFW node is therefore required as buffer for $k$ (the buffer prevente the repeated evaluation of the same daton). As an example, the transiation of fis. B1 (an arbitrary function whose operand 0 is currented whereas operand 1 in not currented) ytelds the following LUX code:

```
ACT Aut_deloe_fune ;
    LABEL 1:
    VAR
        auperior, func, po, pl, ppl, pli. plo: ACTOR
            requeat : MSGTYPE : indez, i : INTEGER
            oreated : BOOLEAN : result : ANYTYPE
    BEGIN
        created := FALSE ;
        (, , po, pi) : = RECEIVE FRON (Crestor) :
        p11 := CREATE (Act_COPY_ 1):
        (, pio) := RECEIVE (p1i) ;
        SEND (DATON, P1) TO (P1i) ;
    REPEAT
        HILE TRUE DO
        BEGIN
            (ouperlor, request, indez) := RECE[VE () :
            raluco : F GetDeton (indez, po)
            created i- TRUE
            funo := CREATE (Act-Func)
            SEND (DATON, value0, plo) TO (func) ;
            FOR \ i= I TO indez
            DO EXCEPTION (ADYANCE, 1) TO (func)
            ; 1
            reeult := GetDeton (indez, funo)
            EXCEPTION (ADYANCE, PInelindex) TO (func) ;
            oreated : = FAL8E
            gEND (DATON, result) TO (Euperior)
        END :
1: (requent, indez) : Reveal:
            EXCEPTION (reque|t, Indez) TO (pO );
            IP erected
            THEN EXCFPTION (ADVANCE, finalindes) TO (func) ;
            orestod ; = PALSE
        RNAET
    UNTIt
        Inder (inalindes
    EXCEPTION (requegt, Indes)T0 (PIO): 0
```


[rocedure or fumction parameters in PASCAL); this relieves us from having a separate
Fiod for every instance of currenting. The function fitself is translated into:

```
ACT MEt_fune
    LABBL 1
    var
            superior, P1. PP1 : ACTOR ; request : MSGTYPE
            calue0, velue1, reault : ANYTYPE : inder : INTEGER
        BEGIN
            (., valueo, pi) := RECEIVE FROM (Creator)
```



```
        REPEAT
            WHILE TRUE DO
            BEGIN
            (auperior, request, indez) := RECEIVE ()
            value1 := GetDaton (inder, pp1)
            reault := ... valueo ...veluel ... ;
            SEND (DATON, reault) TO (euperior)
                END : (0 End of inner eternal loop.
                            \bullet)
1: (request, index) := Reveel
            EXCEPTION (request, inder) TO (ppi) :
                RESET
UNTIL FALSE : (* End of outer eternal loop.
END :
```

ete listing of the program which translates any net or subnet from graph lucid into LUX (for further detail see section 4.3.4). The program "Siove" has been chosen for illustration.

```
program SieveTrarsiation (output) ;
corst
    UDFOps = 30
type
    oprange = 1..UDFops :
    (*alfa - packed array [1..10] of char ; *)
        NODEP = NODE ; (*rode pointer *)
        NODE = record
            ntype : (otcopy, otcopytranslated, otir.port, otother) ;
            nlabel : integer ;
            ntext : alfa ;
            ricoofrefs : integer ; (" rumber of node references (COPY!) ")
            r.roofops : O..UDFops ; (", rumber of rode operards *)
            r.op : array [oprange] of NODEP
            riritop : array [oprarge] of ir.teger ;
            erd ;
furction Nextlabel (var roderumber : ir.teger) : integer ;
    begir. Nextlabel := roderumber ; (* pseudo furctior. *)
            noderumber := coderumber + 1 ;
    er.d ;
    furction Trarslate (nuc : NODEP; var roder.umber : ir. teger ) : integer ;
        forward ;
    procedure ScarOperards (ruc : NODEP: var roderumber : integer) ;
        var \(: \quad\) : integer :
            rucop : NODEP
        begir. with ruc* do
            for 1 : \(=1\) to reroofops
            do begin
                    nucop : \(=\) nop \([5]\);
                    if nucop" ntype \(=0 t 1 r\) port
                        then begin ninitop[1]:-rucop*.riabel ;
                        1spose (rucop)
                            erd
                        else rinitop[1] \(i=\) Trarsiate(rucop, roderumber) ;
        or.d
            end:
```

procedure NodeInitialisation (nuc : NODEP)
var 1 : integer:
begin with nuc* do begin
write (' SEND (DATON, ') ;
for $1:=1$ to nnoofops
do begin
wite ('node[', ninitop[1]:2) ;
if 1 ( nnoofops then write (i], ) ;
end ;
writeln (']) To (node[', nlabel:2, ']) ;

$$
\text { ntext, } \quad(\quad) \text { ) }
$$

end end ; (* End of procedure 'NodeInitialisation'. *)
function Translate; (* pseudo function *)
(* The result of function 'Translate' is the subscript (label) of the node which will dejiver the oferand. Note the spilt node labelifing in the case of COPY nodes. *)
var
transl : integer: (* new node wlil be nodé(transl)] *)
begin with nuc* do begin
transi $:$ Nextiabel (nodenumber) ;
Transiate : transl ; (* the function result! *)
(* avoiding repeated COPY transbation: *)
if ntype <> otcopyrransiated
then begin
if ntype otcopy
then begin ntype : otcopytranslared ; nlabel : $=$ Noxtlabel(nodenumber)
end
else
nlabel :- cransi ;
writeln (' node[., nlabel:2,

Scanoperands (nuc, nodenumber) end;
if ntype otcopytranalated, then writeln (') ( , node[', transdi2,

continued een

```
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```

-"* continued $=$ =e
nnoofrefs : ${ }^{-}$nnoofrefs - 1 ;
if nnoofrefs - 0
then begin
if nnoofops > 0 then NodeInitialisation (nuc);
dispose (nuc) ;
end end end ;
(* End of function 'translate'. *)

var
nodenumber : integer ;
1 : integer ;
begin
writeln ('ACT ACt_', name, ' ;') ;
if inports>0
then writeln (' LABEL 1 ;') ;

f inports < 0
then writeln (' BEGIN')
else begin
writeln (' requesz : MSGTYPE ; index, skip : INTEGER ;') ;
writeln (. BEGIN');

for 1:=1 to inpores do write (', node ${ }^{[1,-i: 0, ~ \cdot] ') ~}$
writeln (') : = RECEIVE FRCM (Creator) ;') ;
writeln $;$
writeln (. WHILE Peveal - ADVANCE') ;
rriteln (' DO BEGIN')
writeln ( $\quad$ (request, index) : = Reveal ; ') ;
writeln ( $\quad$ IF index = finalindex') ;
wite (' THEN EXCEPTION (request, index) TO (') :
for 1 :- 1 to inports
do begin write ('node[', -1:0):
if $i<$ inports then write ('], ');
end :
-** concinued 0 -e.

```
Appendix C - 4 
```

```
** continued em=
    writeln ('])') ;
        writeln (. ELSE skip :" skip + i ;');
        writeln(' RESET ;');
        writeln (' END ;');
        writeln:
        end :
    nodenumber := 0;
    1 := Translate (nuc, nodenumber) ; (* always yields zero *)
    if inports < I
    then writeln(' Set_Priority (node[0], top_priority) ;')
    else begin
    writeln ('
    (1, Pase Through (node[0]
    writeln (1: Pass_Through (node[0], akip) ;') ;
        end ;
        writeln (' END ;');
        writeln
        writeln
    end ;
                            (* End of procedure 'SegmentTransiate'.*)
procedure NodeDec: (var gln : NODSP; nex : qifa; nops : inveger) ;
    begin
        new (gln);
        with gin^ do
        begin
            ntext := ntx ;
        if nops < O
        then begin
            ntype := otcopy :
            nnoofops := 1 ;
            nnoofrefs := -nops ;
            end
        olse begin
            ntype := otother ;
            ntype := otother;
            nnoofrefa := 1
            and
    end:
                            (* End of procedure 'NodeDecl'.*)
```


Appendix C-6

```
** coptinued =**
    u[1]:nop[1]:[- = u[9];
    u[{[.[.0.0.
    nd
                    := u., of
    u[8]* nop[2] := u[7] ;
begin
    writeln
    writeln ('(* LUX code for sieve" example: *)') ;
    writeln ;
    writeln;
    SegmentTranslate (SleveDefine(0), 'Sleve', 12, 1);
        * the "number of nodes" is equal to the number of nodes
            in the lucid graph segment, except inport nodes,
            including COPY nodes, plus all COPY references.*)
    SegmentTranslate ( RootDefine(0), 'Root_', 9, 0) ;
end (* End of main program.*)
•
This program produces the following output:
(* LUX code for "Sieve" example: ")
ACT Act Sieve ;
    LABEIT 1;
    VAR
        node : ARRAY [-1..11] OF ACTOR ;
        request : MSCTYPE ; index, skip : INTEGER ;
    BEGIN
    skip := O il-1]) := RECEIVE FROM (Creator);
    WHILE Reveal - ADVANCE
    DO BEGIN
        (request, index) := Reveal ;
        IF index - finalindex
        THEN EXCEPTION (request, index) TO (node[-1])
        ELSE akip := skip + { ;
        RESET ;
            END :
*** continued =**
```

node 0 : : $=$ CREATE(Act Fby
node[ 2]:- $\operatorname{CREATE}(A c t-\operatorname{Copy}, 4)$;
( . nodd 1]):- Receive From (node[ 2])
noder 3]: CREATE(Act_SLeve ) ;
nodel 4]:- CREATE(Act Wvr ):
( , node[ 5]) :- RECEIVE FROM (node[ 2]) ;
node[ 6]:- CREATE (Act Ne
) ;
node 7 7] : $=\operatorname{CREATE}(A c t$ Mod $)$;
( ${ }^{\text {nod }}$ nod 8] : $=$ RECETVE FROM (node[ 2]) ;
nodd 9]: CREATE(Act-First ):
( . . node[10]) :- RECEIVE FROM (node[ 2]) ;
SEND (DATON, node[-1]) To (noder 2]) ;
SEND (DATON, node. 10 ) ) To (node[ 9]) :
SEND (DATON, node (8], node[ 9]) TO (node[ 7]) ;
node[11] :- CREATE (Act Const 0) :
SEND (DATON, nodel. 7, node [Ti]) TO (noder 6]):
SEND (DATON, node. 5. node[ 6]) TO (nodel 4]);
SEND (DATON, node 4.) TO (nodé 3]) ;
SEND (daton, node[ 1], nodé. 3]) to (node[. 0]) ; (* Fby *)
1: Pass_Through (node[0], skip) ;
END ;

ACT ACt_Root_
VAR
node : ARRAY [O..s] OF ACmor ;
begin
node 0]:-CREATE(ActWrite ) ;
node $19:=\operatorname{CREATE}\left(A c^{-t}\right.$ Sieve $^{-}$) :
node 3 : :- CREATE(Act-Copy_, 2 ) :

node 5 : :- Crate (act_Conet_, 2):
node 61: :- CREATE(Actiplue ) ;

(, nodo[ 8]) :- RECEIVE FROM (node[ 3]) ;
SEND (Daton, node[ 7], node[ 8]) TO (node 6]): (: PLus_ *) SEND (DATON, node (5], node[ 6]) TO (node 4]) (., node[ 2]) :- RECEIVE FRoM (noder. 3]) :

SEND' (DATOM, node 4]) TO (node [3]):
SEND (DATON, node 2j) TO (node. 1!)
SEND (DATON, nodd $1 j$ ) To (node[0]);
Sot_priority (node[0], rop_priority):
END :

```
                                    Appendix D = 1
                                    ------------------
OCCAM implementation (untested) of zome Lucid operators
First the declaration of some constants
DEF
OTHERWISE - TRUE,
NULLIPY
COMPUTE
ADVANCE - 2
-1
The following "PROC accept" should really be declared where indicted in the "PROC boolor", but has been pulled out for easier printing:
PROC accept (VALUE i) -
    IF
        dtn[1-i] -- inspect daton value
            PAR
            exc[1] ! NULLIFY; index
            rplg ! TRUE
        OTHERWIS
            ALT
                    excg ? request; xindex
                    exc[1] ! NULLIFY; index
                    flag[i] &
                    rplg ! dtn[1] :
The "PROC boolor" is the counterpart for a LUX ACT. Here are first a
fow comments explaining the parameters:
\begin{tabular}{|c|c|c|}
\hline char & excg, & 8 -> boolor: exceptions \\
\hline & cmpg , & \(g->\) boolor: COMPUTE requests \\
\hline & rpls, & boolor \(\rightarrow\) g: replies (daton values) \\
\hline & exc & boolor -> pO: exceptions \\
\hline - & cmpo & boolor \(\rightarrow\) p 0 : COMPUTE requests \\
\hline - & rpi[0]: & pO \(->\) boolor: replies \\
\hline & & dto for pl \\
\hline
\end{tabular}
```

```
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```

PROC boolor (CHAN excg, cmpg, rplef, -- concurrent OR $\operatorname{exc}[], \operatorname{cmp}[$ ], rpl[]) $=$

```
Var flag [1], dtn[1]:
PAR
    PAR K - [0 POR 1]
        WHILE TRUE
            SEQ
                rpl[k] ? dtn[k]
                fias \([k]\) : \(=\) TRUE
```

    WHILE TRUE
        VAR request, index, xindex :
        SEQ
            ALT
            excg ? request; xindex
                    SKIP
            cmpg ? index
                SEQ
                    flag[0]:- FALSE
                    flag[1]:- FALSE
                    PAR
                    request : \(=\) COMPUME
                    cmp[0]! index
                    cmpli]: index
    
ALT
IIag[0]
.
accept(1
flas! 1$]$
accept(0)
excg ? request; xindex
PAR $J$ - [0 FOR 1 ]
exc[j]: NULLIFY; index
IF request = ADVANCE -- exception handing
PAR 1 - [0 FOR 1]
exc[1] : request; xindex

2
-- End of PROC boolor

PROC write (CHAN excp, cmpp, rplp) =

- ChaN excp, write -> p: exceptions
- cmpp. write $\rightarrow$ p: COMPUTE requests
- Tplp: $p \rightarrow$ write: replies
-a channel output is assumed as predefined.
VAR index, result :
SEQ
index $:=0$
WHILE TRUE
SEQ
cmpp ! index
rplp ? result
output ! result
index := index +1
excp ! ADVANCE; index
$:$
- End of PROC write

PROC constant (CHAN excg, cmpg, rplg, VALUE const) -

- CHAN excg, $\quad$ - $\quad$ constant: exceptions
-- cmpg, $8 \rightarrow$ constant: COMPUTE requests
- rplg: constant $\rightarrow$ gi replies (daton values)
- DEF const - 4711: the value of the constant

WHILE TRUE
VAR request, index, xindex:
ALT
axcg
request; xindex
SKIP
ompg ? index
rpls ! const
$:$

- End of PROC constant

```
-- Occam implementation of the Lucid program:
-- TRUE or FALSE
-- main program:
CHAN excg, cmpg, rplg, exc[1], cmp[1], rpl[1]:
pAR
    write (excg, empg, rplg)
    boolor (excg, cmpg, rplg,
        exc, cmp, rpl)
    constant (exc[0], cmp[0], rpl[0], TRUE)
    constant (exc[1], cmp! 1], rpi[1], false)
```

-ー-ー-ーーー-ーーーーー-
Appendix D $=4$
－－End of example

There is a trade－off between the reduced number of request types in the Occam implementation of Lucil，and the lower number of channels in the LUX one（Occam channels are rather restrictive）．The pattern matching of the LUX exception RECEIVE is replaced in the occam implementation by ALTernative inputting through separate channels for（1）COMPUTE requests and（2）for all other requests．The absence in occam of counterpart for LUX doors makes it necessary to place exception inputs all over the process．Furthermore，occam output statements cannot serve as guarts （indead，the general provision of such a mechanism is not trivial）；this dictates a rather different result delivery stratghy（channel＂rpl＂）in Occam than in LUX．

The optimal scheduling，giving higher priority to exceptions，is not implied in the＂boolor＂example，above；it has to be resolved by means boyond present occam．Anyway，Occam has ultimately been designed for for execution on a multiprocessor（an array of＂transputers＂），and scheduling is of minor importance in such a setting．
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