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#### Abstract

The method of coadjoint orbits was introduced by Kirillov to study the unitary irreducible representations of a nilpotent Lie groups. Afterwards Kazhdan adapted this method to determine the irreducible complex characters of a finite unipotent group. We use this method to study the irreducible complex characters of any finite unitriangular group.

In chapters 2 and 5 we established an orthogonal decomposition of the regular character of any finite unitriangular group.

Chapters 3 and 4 are concerned with coadjoint orbits of any unitriangular group defined over an algebraically closed field. Chapter 3 is essentially the orbit version of chapter 2. In fact we obtain a decomposition of the dual space of the niltriangular Lie algebra as a disjoint union of invariant subvarieties. In a certain sense this decomposition corresponds to the one obtained in chapter 2 and 5.


## INTRODUCTION

The main purpose of this thesis is the study of the irreducible (complex) characters of the finite group $U_{n}(q)$ consisting of all upper unitriangular matrices of size $n$ with coefficients in the finite field $\boldsymbol{F}_{\boldsymbol{q}}$ (throughout the thesis $q$ will denote a power of a prime number $p$ ). Our approach is based on Kirillov's method of coadjoint orbits (see [Kil], [Ki2] or [CG]). This method was introduced in the context of nilpotent Lie groups and was adapted by Kazhdan to the context of finite unipotent groups (see [Ka]). It gives a $\cdots:$ ry useful way of constructing the irreducible characters of $U_{n}(q)$ and it runs as follows.

Let $K$ be the algebraic closure of $\boldsymbol{F}_{q}$. Then we may realize the finite group $U_{n}(q)$ as a subgroup of $U_{n}(K)$. In fact $U_{n}(q)$ is canonically isomorphic to the subgroup of $U_{n}(K)$ which consists of all fixed elements of the Frobenius map $F: U_{n}(K) \rightarrow U_{n}(K)$ - by definition $F(x)=\left(x_{i j}{ }^{9}\right)$ for all $x=\left(x_{i j}\right) \in U_{n}(K)$. The linear algebraic group $U_{n}(K)$ acts on its Lie algebra $u_{n}(K)$ via the adjoint representation - we recall that the Lie algebra $u_{n}(K)$ consists of all upper niltriangular matrices of size $n$ over $K$. Therefore $U_{n}(K)$ acts on the dual vector space $u_{n}(K)^{*}$ of $u_{n}(K)$, via the contragradient representation. This representation is called the coadjoint representation and its $U_{n}(K)$-orbits are the coadjoint $U_{n}(K)$-orbits.

A similar rule to the one above defines a Frobenius map on $u_{n}(K)$ which we denote also by $F$. Then (using a basis of $u_{n}(K)$ consisting of $F$-fixed elements) we may define in a natural way the Frobenius map on $U_{n}(K)^{*}$ and we may consider $F$-stable coadjoint $U_{n}(K)$-orbits. In order to define the exponential map $\exp : u_{n}(K) \rightarrow U_{n}(K)$ we assume that $p \geq n$ (we note that with this assumption the Campbell-Hausdorf formula holds). Then any $F$-stable coadjoint $U_{n}(K)$-orbit $O_{\varsigma} u_{n}(K) *$ determines a character $\chi_{0}$ of $U_{n}(q)$ which is defined by

$$
\chi_{0}(\exp a)=\frac{1}{\sqrt{\left|\sigma^{7}\right|}} \sum_{g^{\prime} 0^{r}} \psi_{0}(g(a))
$$

where $\psi_{0}$ is an arbitrary (but fixed) non-trivial linear (complex) character of the additive group $F_{q}{ }^{+}$(we note that any coadjoint $U_{n}(K)$-orbit is an irreducible algebraic variety of even dimension). This character is irreducible and so we obtain a correspondence $O \rightarrow \chi_{0}$ from the set of all $F$-stable coadjoint $U_{n}(K)$-orbits to the set of all irreducible characters of $U_{n}(q)$. The irreducible character $\chi_{0}$ was defined by Kazhdan in his paper [Ka] (see also [Sr, chapter 7]). It was also proved by Kazhdan that any irreducible character of $U_{n}(q)$ has the form $\chi_{0}$ for some $F$-stable coadjoint $U_{n}(K)$-orbit $O \subseteq U_{n}(K)^{*}$ and that two $F$-stable coadjoint $U_{n}(K)$-orbits are distinct if and only if the corresponding irreducible characters of $U_{n}(q)$ are distinct. Therefore the above correspondence $O \rightarrow \chi_{0}$ is one-to-one and so we have a parametrization of all irreducible characters of $U_{n}(q)$ in terms of $F$-stable coadjoint $U_{n}(K)$-orbits.

Another approach (which is . closer to the original construction of Kirillov) to the characters $\chi_{0}$ of $U_{n}(q)$ (here $O$ is an $F$-stable coadjoint $U_{n}(K)$-orbit) is as follows. Let $f \in u_{n}(K) *$ be an arbitrary $F$-fixed element. Then we may define a skew-symmetric $K$-bilinear form $B_{f}$ on $u_{n}(K)$ by $B_{f}(a, b)=f([a b])$ for all $a, b \in U_{n}(K)$. Hence we may consider maximal isotropic subspaces of $U_{n}(K)$ (with respect to that skew-symmetric form). A general result asserts that there exists at least one maximal isotropic subspace $\eta_{n}(K)$ of $u_{n}(K)$ which is also a (Lie) subalgebra of $u_{n}(K)$ and which is $F$-stable. Therefore $\eta_{n}(K)$ defines (via the exponential map) a subgroup $H_{n}(K)$ of $U_{n}(K)$ which is also $F$-stable, hence the finite set of all its $F$-fixed elements $H_{n}(q)$ is a subgroup of $U_{n}(q)$. Then the correspondence $a \rightarrow \psi_{0} f(a)$, $a \in u_{n}(K)$, defines a linear character $\lambda_{f}$ of $H_{n}(q)$ and we may obtain the irreducible character $\chi_{0}$ which corresponds to the $F$-stable $U_{n}(K)$-orbit of $f$ as the induced character $\lambda_{f}{ }^{U_{n}(q)}$. Therefore we conclude that any irreducible character of $U_{n}(q)$ is induced from a linear character of some "admissible" subgroup of $U_{n}(q)$. This result was proved independently by Gutkin [Gu] for an arbitrary prime p. In particular we deduce that each irreducible character of $U_{n}(q)$ has degree $q^{m}$ for some integer $m \geq 0$ (see
[Gu]). In fact (by definition) we see that $\chi_{o}(1)=\sqrt{q^{\operatorname{dimO}}}$ for all $F$-stable $U_{n}(K)$-orbit $O \subseteq u_{n}(K) *$.

Although Kazhdan's results reduce the classification of the irreducible characters of $U_{n}(q)$ to the classification of coadjoint $U_{n}(K)$-orbits they do not give a constructive method to obtain those characters. In fact they do not allow a systematic method to construct those characters. In the paper [Le] Lehrer used a different method which is based on Clifford theory and which is valid for an arbitrary prime number $p$. This method was also used by Lambert and Dijk [LD] in the context of real Lie groups. It is completely constructive and it allows the construction of all irreducible characters of $U_{n}(q)$ once we know the irreducible characters of $U_{n-1}(q)$ and of some of its subgroups. In fact the group $U_{n-1}(q)$ is canonically isomorphic to a subgroup of $U_{n}(q)$ which has a normal complement $A_{n}(q)$. Therefore (by Clifford theory - see theorem 2.1.1) each irreducible character $\chi$ of $U_{n}(q)$ is determined by a linear character $\lambda$ of $A_{n}(q)$ and by an irreducible character $\phi$ of centralizer $C_{U_{n-1}(q)}(\lambda)$ of $\lambda$ in $U_{n-1}(q)$ - we note that $U_{n-1}(q)$ acts in a natural way on the set of all characters of its normal complement $A_{n}(q)$. This correspondence is not one-to-one because the irreducible character $\chi$ of $U_{n}(q)$ is also determined by any pair ( $\lambda^{x}, \phi^{x}$ ) for $x \in U_{n-1}(q)$. However the $U_{n-1}(K)$-orbit of $\lambda$ contains a certain canonical character for which the subgroup $A_{n}(q) C_{U_{n-1}(q)}(\lambda)$ is the subgroup $U_{\omega}(q)=U_{n}(q) \cap \omega^{-1} U_{n}(q) \omega$ where $\omega_{a} S_{n}$ is a permutation of the form $\omega=(n-1 \ldots i+1 i)$ for some ic $\{1, \ldots, n-1\}$ (if $i=n-1$ then $\omega=1$ ). Therefore we conclude that each irreducible character of $U_{n}(q)$ is induced by some irreducible character of $U_{\omega}(q)$. If we restrict our attention to the linear characters of $U_{\omega}(q)$ then we obtain a family of irreducible characters of $U_{n}(q)$ for which the Lie algebra $u_{\omega}(K)=u_{n}(K) \cap \omega^{-1} u_{n}(K) \omega$ is a maximal isotropic subspace of $u_{n}(K)$ with respect to a certain ( $F$-fixed) element $f a u_{n}(K)^{\dagger}$. This family includes all the irreducible characters of $U_{n}(q)$ which correspond to the ( $F$-stable) $U_{n}(K)$-orbit $O_{i n}(\alpha)$ of the element $\alpha \varepsilon_{i n}{ }^{*} \in u_{n}(K)^{*}$ for $\alpha_{\sigma} F_{q}$ - here $e_{i n}{ }^{*}, u_{n}(K)^{*}$ is the linear map defined by $\varepsilon_{i n}{ }^{*}(a)=a_{i n}$ for all $a=\left(a_{r s}\right) \subset u_{n}(K)$. These orbits lie in a larger family of orbits which we will call the elementary orbits. In general if $(i, J)$ is any pair in the set
$\Phi(n)=\{(a, b) ; 1 \leq a, b \leq n\}$ we may define the $(i, j)$-th elementary $U_{n}(K)$-orbit associated with an element $\alpha \in K$ to be the $U_{n}(K)$-orbit $O_{i j}(\alpha)$ of the element $\alpha \varepsilon_{i j} \notin U_{n}(K)^{*}$ - here $e_{i j}^{*} \in U_{n}(K)^{*}$ is the linear map defined by $e_{i j}^{*}(a)=a_{i j}$ for all $a=\left(a_{r s}\right) \in u_{n}(K)$. If $\alpha \in F_{q}$ then the orbit $O_{i j}(\alpha)$ is $F$-stable and so it determines an irreducible character $\xi_{i j}(\alpha)$ of $U_{n}(q)$. A character with this form will be called an elementary character of $U_{n}(q)$. They are the characters of the irreducible representations defined by Lehrer in [Le]. Their construction is described in section 2.1 where we also prove that each elementary character $\xi_{i j}(\alpha)$, $(i, j) \in \Phi(n), \alpha \in F_{q}$, is induced by the linear character $\lambda_{i j}(\alpha)$ of the subgroup $U_{\omega}(q)=U_{n}(q) \cap \omega^{-1} U_{n}(q) \omega, \omega=(j-1 \ldots i+1 i) \in S_{n}$ - this linear character is defined by $\lambda_{i j}(\alpha)(x)=\alpha x_{i j}$ for all $x=\left(x_{r s}\right) \in U_{\omega}(q)$. In particular the Lie algebra $u_{\omega}(K)=u_{n}(K) \cap \omega^{-1} u_{n}(K) \omega$ is an ( $F$-stable) maximal isotropic subspace of $u_{n}(K)$ (with respect to the element $\left.\alpha e_{i j}{ }^{*} \in U_{n}(K)^{*}\right)$.

Following Lehrer's work we consider products of elementary characters. In fact, in [Le], Lehrer obtained a decomposition of restriction of any irreducible discrete series complex representation of the general linear group $G L_{n}(q)$ to $U_{n}(q)$ as sum of certain tensor products of irreducible representations whose characters are elementary. This decomposition can be improved if we apply our results of section 2.2. In fact we will prove that any product of elementary characters can be decomposed as a sum of basic characters (proposition 2.2.13). By definition a basic subset $D$ of $\Phi(n)$ is any subset of the form $\Phi(n) \cap \omega(\Delta)$ where $\Delta=\{(1,2),(2,3), \ldots,(n-1, n)\}$ and $\omega$ is any element of $S_{n}$. Then we define the basic character $\xi_{D}(\varphi)$ associated with a basic subset $D$ of $\Phi(n)$ and a map $\varphi: D \rightarrow F_{q}^{*}=F_{q} \backslash(0\}$ to be product of all the elementary characters $\xi_{i j}(\varphi(i, j)$ for $\left(i_{j}\right) \in \Phi(n)$. The main result of this thesis asserts that any irreducible character $\chi$ of $U_{n}(q)$ is a component of a unique basic character (see theorem 2.2.1). Moreover the regular character of $U_{n}(q)$ decomposes as the sum of all basic characters of $U_{n}(q)$, and the multiplicity of a given basic character $\xi_{D}(\varphi)$ as a component of the regular character is a power of $q$ which depends only on the basic subset $D$ (see theorem 5.2.1).

On the other hand we consider the closely related problem of describing the coadjoint $U_{n}(K)$-orbits. Our results in this direction are established for an arbitrary algebraically closed field (with the restriction $p \geq n$ if $K$ has prime characteristic $p$ ). In this more general context we consider sums of elementary $U_{n}(K)$-orbits. In fact a general result (corollary 1.3.11) asserts that (if $K$ has characteristic $p \geq n$ ) the irreducible components of a product of irreducible characters $\chi_{1}, \ldots, \chi_{r}$ are in one-to-one correspondence with the $F$-stable $U_{n}(K)$-orbits which are contained in the sum $O_{1}+\ldots \not O_{r}$ where $O_{i}$ is the $f$-stable $U_{n}(K)$-orbits which corresponds to the irreducible character $\chi_{i}$ ( $1 \leq i \leq r$ ). Therefore we consider basic sums of elementary $U_{n}(K)$-orbits. If $D$ is a basic subset of $\Phi(n)$ and $\varphi: D \rightarrow K^{*}=K \backslash\{0\}$ is a map then we define the subset $O_{D}(\varphi)$ of $u_{n}(K)^{*}$ to be the sum of all the elementary orbits $O_{i j}\left(\varphi\left(i_{j}\right)\right)$ for $\left(i_{j}\right) \in D$. The orbit version of the result mentioned above states that $\mu_{n}(K) *$ is the disjoint union of all basic sums $O_{D}(\varphi)$ where $D$ is any map (see theorem 3.1.7). Moreover each $O_{D}(\varphi)$ is a $U_{n}(K)$-invariant irreducible subvariety of $U_{n}(K)^{*}$, hence there should exist a finite set $P_{1}, \ldots, P_{m}$ of $U_{n}(K)$-invariant polynomial functions defined on $U_{n}(K)^{*}$ such that $O_{D}(\varphi)=\left\{f \in U_{n}(K)^{*} ; P_{i}(f)=k_{i}, 1 \leq i \leq m\right\}$ where $k_{1}, \ldots, k_{m} \in K$. These functions are defined in section 3.2 and they are indexed by a certain subset of $\Phi(n)$. This subset depends only on the set $D$ and it will be denoted by $R(D)$. Its definition is purely combinatorial. In fact a pair $(i, j) \in \Phi(n)$ lies in the set $R(D)$ if and only if $(i, k) \propto D$ for all $k e\{j+1, \ldots, n\}$ and $\left(I_{j}\right) \notin D$ for all $l \in\{1, \ldots, j-1\}$ - in particular we have $D \subset R(D)$. For each $(i, j) \in R(D)$ the $U_{n}(K)$-invariant polynomial function corresponding to $(i, j)$ will be denoted by $\Delta_{i f}^{D}$. Their definition was motivated by the work of Dixmier [Di] - in fact the functions $\Delta_{1}, \ldots, \Delta_{r}$ (where $n=2 r$ or $n=2 r+1$ ) defined in [Di] are our functions $\Delta_{i j}^{D}$ where $D=\{(1, n),(2, n-1),(3, n-2), \ldots\}$ (in this case $R(D)=D)$.

In general the subvariety $O_{D}(\varphi)$ of $u_{n}(K)^{*}$ is not a single $U_{n}(K)$-orbit and its decomposition as a union of orbits seems to be very difficult to obtain. An attempt is
made in chapter 4 where we give a decomposition of certain varieties $O_{D}(\varphi)$ which depend on the pairs $(a, i) \in \Phi(n)$ where $(i, n) \in D$ for some $i \in\{1, \ldots, n-1\}$. This decomposition suggests also that it might be possible to find an algorithm to describe the coadjoint $U_{n}(K)$-orbits once we know the coadjoint $U_{n-1}(K)$-orbits. In fact using the permutation $\omega=(n-1 \ldots i+1 i)$ one may define a certain basic subset $D_{\omega}$ of $u_{n}(K)^{*}$ and a $\operatorname{map} \varphi_{\omega}: D_{\omega} \rightarrow K^{*}$ which depend on the initial pair $(D, \varphi)$ and which satisfy $(n-1, n) \in D_{\omega}$. Hence the variety $O_{D_{\infty}}\left(\varphi_{\omega}\right)$ of $u_{n}(K)^{*}$ is canonically isomorphic to the subvariety $O_{D_{\omega, 0}}\left(\varphi_{\omega, 0}\right)$ where $D_{\omega, 0}=D_{\omega} \backslash\{(n-1, n)\}$ and $\varphi_{\omega, 0}$ is the restriction of $\varphi_{\omega}$ to $D_{\omega, 0}$. Unfortunately the pair $\left(D_{\omega}, \varphi_{\omega}\right)$ depends on a particular element $f \in O_{D}(\varphi)$ (which satisfy $f\left(e_{a n}\right)=f\left(e_{i a}\right)=0$ for all $\left.a \in\{i+1, \ldots, n-1\}\right)$ and in many cases different elements in $O_{D}(\varphi)$ (satisfying that condition) may determine different pairs ( $D_{\omega \nu} \varphi_{\omega}$ ). In fact ( $D_{\omega_{\nu}} \varphi_{\omega}$ ) is the unique pair such that $f_{\omega} \in O_{D_{\omega}}\left(\varphi_{\omega}\right)$ where $f_{\omega^{\prime}} \not U_{n}(K)^{*}$ is defined by $f_{\omega}\left(e_{a b}\right)=f\left(e_{\omega^{1}(a), \omega^{1}(b)}\right)$ for all $(a, b) \in \Phi(n)$ with $\omega^{-1}(a)<\omega^{-1}(b)$, and $f_{\omega}\left(e_{a b}\right)=0$ if $(a, b) \in \Phi(n)$ with $\omega^{-1}(a)>\omega^{-1}(b)$. The pair ( $D_{\omega}^{\omega} \varphi_{\omega}$ ) can be also defined step-by-step applying the simple reflections ( $i$ $i+1), \ldots,(n-2 n-1)$ (in this order) to the element $f$. At each stage we define a pair ( $D_{a}, \varphi_{a}$ ) ( $1 \leq a \leq n-i-1$ ) such that $\left(D_{\omega}, \varphi_{\omega}\right)=\left(D_{n-i-1}, \varphi_{n-i-1}\right)$. The pair $\left(D_{1}, \varphi_{1}\right)$ (corresponding to the reflection ( $i i+1$ )) is determined in section 5.1 (see theorem 5.1.7), and in section 5.2 we give an application of this method to the character theory of $U_{n}(q)$ (see the proof of proposition 5.2.2).

More precisely our work in this thesis is organized in the following way.
Chapter 1 is an introductory chapter. It consists of three sections. The first contains the basic notation and definitions which will be used throughout this thesis. In the second we describe Kazhdan's parametrization of the irreducible complex characters of $U_{n}(q)$. Finally the third section is concerned with the operations of induction and restriction of irreducible characters.

In chapter 2 we define elementary characters and elementary coadjoint orbits. Then we study products of elementary characters and we prove the main result of this thesis. We also describe the irreducible characters of $U_{n}(q)$ for $n \leq 5$.

Chapter 3 is dedicated to the study of basic sums of elementary orbits. It has three sections. In the first we define certain subvarieties $V_{D}(\varphi)$ of $u_{n}(K)^{*}$ and we prove that they coincide with the sum of elementary orbits. In this section we also prove the orbit version of our main result. In the second we determine the dimension of each variety $V_{D}(\varphi)$ and we derive some number-theoretical consequences. Finally in the third section we determine the pairs $(D, \varphi)$ for which $V_{D}(\varphi)$ is a single coadjoint orbit.

Chapter 4 is mainly concerned with a certain decomposition of $V_{D}(\varphi)$. Finally in chapter 5 we use this decomposition to describe a certain inductive process which is used to obtain an additive decomposition of the regular character of $U_{n}(q)$.

As far as we know all the results presented in this thesis are original with exception of the major part of the results of the chapter 1 . Section 1.2 follows [ Sr ; chapter 7 ] and section 1.3 is an adaptation of Kirillov theory as it can be found in [Ki2] and [CG] (however some of our proofs are different). The applications to the character theory in section 1.3 (namely theorems $1.3 .8,1.3 .9$ and 1.3 .10 and corollary 1.3.11) are also original.

## CHAPTER 1

## GENERAL THEORY

This chapter is concerned with the general background of our thesis.
In section 1.1 we introduce the basic notation and we discuss briefly a certain family of unipotent algebraic groups. These groups can be obtained as exponential images of nilpotent Lie algebras and so they will be called exponential (unipotent) groups.

In section 1.2 we construct the irreducible characters of the finite exponential groups. In particular we prove that these characters are induced by linear characters of some subgroups which depend on the existence of certain maximal isotropic subspaces of the Lie algebra associated with the given unipotent group. We also establish the one-to-one correspondence between the irreducible characters of this unipotent group and the orbits of its coadjoint representation (on the dual space of its Lie algebra).

Finally in section 1.3 we translate to the orbit language the well-known operations of restriction and induction of characters. In particular we will consider subgroups of "codimension" one. Since these subgroups are normal this section is closely related with the Clifford theory of finite groups.

Although the major part of the results of this chapter can be found in the literature (except as far as we know the applications to the finite groups in section 1.3) we will give a detailed proof of each result. This is done for the convenience of the reader and in order to make this thesis the most self-contained it can be. However a reference will be given for all non-original results and proofs.

### 1.1. Generalities

Let $\boldsymbol{K}$ be any field and let $n$ be a positive integer. Throughout this work we will denote by $U_{n}(\mathbb{K})$ the (upper) unitriangular group of degree $n$ over $K$. By definition this group consists of all square matrices $x=\left(x_{i j}\right)$ of size $n$ with coefficients in the i:eld $K$ satisfying $x_{i j}=1$ ( $1 \leq i \leq n$ ) and $x_{i j}=0(1 \leq j<i \leq n)$. If $K$ is the finite field $F_{q}$ with $q$ elements (where $q=p^{e}, e>0$, is the $e$-th power of the prime number $p$ ) we will write $U_{n}(q)$ instead of $U_{n}\left(F_{q}\right)$. It is well-known that $U_{n}(q)$ is a finite group of order $q^{n(n-1) / 2}$. For our purposes it is convenient to realize the finite group $U_{n}(q)$ as a subgroup of the infinite group $U_{n}(K)$ where $K$ is the algebraic closure of $F_{q}$. For we use the Frobenius map $F=F_{q}: U_{n}(K) \rightarrow U_{n}(K)$ which is defined by

$$
\begin{equation*}
F(x)=\left(x_{i j}{ }^{9}\right) \tag{1.1.1}
\end{equation*}
$$

for all $x=\left(x_{i j}\right) \in U_{n}(K)$. The set

$$
U_{n}(K)^{F}=\left\{x \in U_{n}(K) ; F(x)=x\right]
$$

consisting of all the $F$-fixed elements of $U_{n}(K)$ is a finite subgroup of $U_{n}(K)$ and we have a canonical isomorphism

$$
U_{n}(K)^{F} \equiv U_{n}(q) .
$$

For the basic properties of the Frobenius map we refer to Carter's book [Ca]. We note that, if the field $K$ is algebraically closed, the group $U_{n}(K)$ has a structure of affine algebraic variety ( ${ }^{1}$ ). In fact it is isomorphic to the affine space $K^{n(n-1) / 2}$ of dimension $\frac{n(n-1)}{2}$ ( $^{2}$ ). Since the multiplication and the inversion maps are morphisms of algebraic varieties (3) we conelude that $U_{n}(\mathcal{K})$ is an algebraic group.

[^0]Our main goal is the study of the (complex) character theory of the finite group $U_{n}(q)$. The starting point of our work is Kazhdan's construction (see [Ka] or [ $\mathrm{Sr}, \mathrm{pg}$. 114-118]) of the irreducible characters of the finite groups consisting of all the fixed elements of a Frobenius map defined on a unipotent algebraic group over an algebraically closed field of prime characteristic $p$. This construction uses the method of coadjoint orbits developed by Kirillov to study the unitary representations of nilpotent Lie groups (see [Ki1], [Ki2] or [CG]). Therefore a restriction has to be imposed on the prime $p$ in order to realize our algebraic group as the exponential image of its Lie algebra (even though not all unipotent algebraic groups can be obtained by this process). In the following we discuss this general situation. Since any unipotent algebraic group is isomorphic to a closed subgroup of some unitriangular group (see [Hul; corollary 17.5]) we may define a unipotent group to be a closed subgoup of some $U_{n}(K)$. Then the Lie algebra of a unipotent group is a subalgebra ( ${ }^{1}$ ) of Lie algebra of $\boldsymbol{U}_{\boldsymbol{n}}(\mathbb{K})$. This Lie algebra consists of all square matrices $x=\left(x_{i j}\right)$ of size $n$ over $K$ satisfying $x_{i j}=0(0 \leq j \leq i \leq n)$. It is called the (upper) niltriangular Lie algebra and it will be denoted by $\boldsymbol{u}_{n}(K)$. It can also be defined for an arbitrary field $K$. In particular if $K$ is the finite field $F_{q}$ we will write $u_{n}(q)$ instead of $u_{n}\left(F_{q}\right)$. As in the case of the unitriangular group we may identify $u_{n}(q)$ with the subalgebra

$$
u_{n}(K)^{F}=\left\{a \in u_{n}(K) ; F(a)=a\right\}
$$

of $u_{n}(K)$ where $K$ is the algebraic closure of $F_{q}$ and $F=F_{q}: u_{n}(K) \rightarrow u_{n}(K)$ is the Frobenius map. As before $F$ is defined by

$$
\begin{equation*}
F\left(a_{i j}\right)=\left(a_{i j}\right) \tag{1.1.2}
\end{equation*}
$$

for all $a=\left(a_{i j}\right) \in u_{n}(K)$. We note that $u_{n}(q)$ is a vector space over $F_{q}$ and that we have a canonical isomorphism of vector spaces

$$
\begin{equation*}
u_{n}(K) \equiv u_{n}(q) \otimes_{r_{q}} K \tag{1.1.3}
\end{equation*}
$$

Now we assume that $p \geq n$ whenever $K$ has prime characteristic $p$. Then we may

[^1]define the exponential map $\exp : U_{n}(K) \rightarrow U_{n}(K)$ by
\[

$$
\begin{equation*}
\operatorname{axp} a=\sum_{i=0}^{n-1} \frac{1}{i!} a^{i} \tag{1.1.4}
\end{equation*}
$$

\]

for all $a u_{n}(K)$ - we note that $a^{n}=0$ for all $a \in u_{n}(K)$. $\exp$ is bijective and its inverse is the logarithm $\operatorname{map} \ln : U_{n}(K) \rightarrow U_{n}(K)$ which is defined by

$$
\begin{equation*}
\ln x=\sum_{i=0}^{n-1} \frac{(-1)^{i+1}}{i}(x-1)^{i} \tag{1.1.5}
\end{equation*}
$$

for all $x \in U_{n}(K)$ - since $x$-lє $U_{n}(K)$ we have $\ln x \in U_{n}(K)$ for all $x \in U_{n}(K)$. Moreover let $\theta: u_{n}(K) \times u_{n}(K) \rightarrow u_{n}(K)$ be the map defined by

$$
\theta(a, b)=\ln (\exp a \exp b)
$$

for all $a, b \in u_{n}(K)$. Then

$$
\exp a \exp b=\exp (\theta(a, b))
$$

for all $a, b \in u_{n}(K)$ and the following equality holds for all $a, b \in u_{n}(K)$

$$
\begin{equation*}
\theta(a, b)=\sum_{i=1}^{n-1} \frac{(-1)^{i+1}}{i} \sum_{\substack{p_{a} q_{a}=0 \\ p_{a}+q_{0}>0 \\ 1 \leq \leq i}}^{n-1} \frac{\left[a^{p_{1}} b^{q_{1}} \ldots d^{p_{i}} b^{q_{i}}\right]}{\substack{i \\ \sum_{a}}} \tag{1.1.6}
\end{equation*}
$$

where $\left[a_{1} a_{2} \ldots a_{n}\right]=\left[a_{1}\left[a_{2} \ldots\left[a_{n-1} a_{n}\right]\right] \ldots\right]$ for all $a_{1}, a_{2}, \ldots, a_{n} \in u_{n}(K)$. This equality is known as the Campbell-Hausdorf formula ( ${ }^{1}$ ).

As a consequence of the Campbell-Hausdorf formula we deduce that the exponential image $\exp u$ of any subalgebra $u$ of $u_{n}(K)$ is a subgroup of $U_{n}(K)$. A subgroup of this form will be called an exponential group (2).

The "smallest" examples of exponential groups are obtained when we consider subalgebras of $u_{n}(K)$ of dimension one. Let $a$ be an arbitrary non-zero element of $u_{n}(K)$. Then the subspace $K a$ of $u_{n}(K)$ is a subalgebra of $u_{n}(K)$ and we may consider the exponential group

[^2]$$
\exp (K a)=\{\exp (\alpha a) ; \alpha \in K\}
$$

It is easy to verify that

```
\operatorname{exp}(\alphaa)\operatorname{exp}(\betaa)=\operatorname{exp}((\alpha+\beta)a)
```

```
\operatorname{exp}(\alphaa)\operatorname{exp}(\betaa)=\operatorname{exp}((\alpha+\beta)a)
```

for all $\alpha, \beta \in K$.
In particular we obtain the root subgroups of $U_{n}(K)$. These are defined as follows. Throughout this work a pair ( $i,{ }^{\prime}$ ) with $1 \leq i<j \leq n$ will be called a root ${ }^{(1)}$ ) and the set of all roots will be denoted by $\Phi(n)\left({ }^{2}\right)$. Let $(i, j) \Phi \Phi(n)$. Then the $(i, j)$-th root vector $e_{i j}$ of $u_{n}(K)$ is the matrix

$$
\begin{equation*}
e_{i j}=\left(\delta_{a i} \delta_{b j}\right)_{1 \leq a, b \leq n} \tag{1.1.8}
\end{equation*}
$$

(here $\delta_{a b}, 1 \leqslant a, b \leqslant n$, is the usual Kronecker symbol). The ( $i, j$-th root subalgebra of $u_{n}(K)$ is the subspace

$$
\begin{equation*}
\Sigma_{i j}(K)=K e_{i j} \tag{1.1.9}
\end{equation*}
$$

of $u_{n}(K)$. Finally the $\left(i_{\sqrt{ }}\right)$-th root subgroup of $U_{n}(K)$ is the exponential group

$$
\begin{equation*}
X_{i j}(K)=\exp \check{\Sigma}_{i j}(K) . \tag{1.1.10}
\end{equation*}
$$

As usual for each $\alpha_{\varepsilon} K$ the element $\exp \left(\alpha_{i j}\right)$ of $X_{i j}(K)$ will be denoted by $x_{i j}(\alpha)$ and we have

$$
\begin{equation*}
x_{i j}(\alpha)=1+\alpha e_{i j} \tag{1.1.11}
\end{equation*}
$$

It is obvious that

$$
x_{i j}(\alpha) x_{i j}(\beta)=x_{i j}(\alpha+\beta)
$$

for all $\alpha_{0} \beta \in K$ (we note that this is precisely the equality (1.1.7) with $a=e_{i j}$ ). If $K$ is the finite field $F_{q}$ we will write $\Sigma_{i j}(q)$ and $X_{i j}(q)$ instead of $X_{i j}(K)$ and $\Sigma_{i j}(K)$ respectively.

Other examples of exponential groups are the subgroups of $U_{n}(K)$ associated with elements of the symmetric group $S_{n}$ of degree $n$. In fact for any $a_{n} S_{n}$ we define the subset $\Phi_{0}(n)$ of $\Phi(n)$ by
$\Phi_{\omega}(n)=\{(i, j) a(n) ; \omega(i)<\omega(\lambda)\}$.
We denote by $u_{\infty}(K)$ the vector subspace of $u_{n}(K)$ generated by the set $\left\{e_{i j}(i,)^{\prime} \Phi_{\omega}(n)\right\}$. Then

[^3]\[

$$
\begin{equation*}
u_{\infty}(K)=\sum_{(i, j)=\omega_{\infty}(n)} x_{i j}(K) . \tag{1.1.12}
\end{equation*}
$$

\]

We have also

$$
\begin{equation*}
u_{a}(K)=u_{n}(K) n P\left(\omega^{-1}\right) u_{n}(K) P(\omega) \tag{1.1.13}
\end{equation*}
$$

where $P(\omega)=\left(\delta_{i \omega(j)}\right)_{1 \leq i j \leq n} G L_{n}(K)\left(^{1}\right)$ is the permutation matrix associated with $\omega \in S_{n}$. Usually we write $\omega^{-1} u_{n}(K) \omega$ instead of $P\left(\omega^{-1}\right) u_{n}(K) P(\omega)$.

We denote by $U_{a}(K)$ the exponential group $\exp u_{\infty}(K)$. If $K$ is the finite field $F_{q}$ we will write $U_{\omega}(Q)$ and $u_{\omega}(q)$ instead of $U_{\omega}(K)$ and $u_{\omega}(K)$ respectively. In the general situation we have

$$
\begin{equation*}
U_{\omega}(K)=\prod_{(i, j)=} X_{\Phi_{\alpha}(n)}(K) \tag{1.1.14}
\end{equation*}
$$

and also

$$
\begin{equation*}
U_{\omega}(K)=U_{n}(K) \cap P\left(\omega^{-1}\right) U_{n}(K) P(\omega) \tag{1.1.15}
\end{equation*}
$$

Usually we write $\omega^{-1} U_{n}(K) \omega$ instead of $P\left(\omega^{-1}\right) U_{n}(K) P(\omega)$.
In particular if $\omega=1 \in S_{n}$ then

$$
u_{\omega}(K)=u_{n}(K) \text { and } U_{\omega}(K)=U_{n}(K)
$$

On the other extreme let $\omega_{b} e S_{n}$ be defined by

$$
\omega_{0}= \begin{cases}(1 n)(2 n-1) \ldots(r r+1) & \text { if } n=2 r \text { is an even number }  \tag{1.1.16}\\ (1 n)(2 n-1) \ldots(r r+2) & \text { if } n=2 r+1 \text { is an odd number }\end{cases}
$$

Then

$$
u_{a_{b}}(K)=\{0\} \text { and } U_{a_{b}}(K)=\{1\}
$$

Moreover for each $\omega=S_{n}$ we have

$$
\Phi_{a, \infty}(n)=\{(i, j) \in \Phi(n) ; a(i)>a(j)\}
$$

and so $\Phi(n)$ is the disjoint union

$$
\Phi(n)=\Phi_{d}(n) \cup \Phi_{\Phi_{0}}(n) .
$$

Thus

$$
u_{n}(K)=u_{\alpha}(K) \oplus u_{\mu_{0}}(K)
$$

and

[^4]$$
U_{n}(K)=U_{\infty}(K) U_{\infty_{0} \infty}(K)
$$
(although $U_{\omega}(K) \cap U_{a_{0} \alpha}(K)=\{1\}$ in general this product is not semidirect).

Now we assume that the field $K$ is algebraically closed. Then both $U_{n}(K)$ and $u_{n}(K)$ are algebraic varieties (both isomorphic to the affine space of dimension $\frac{n(n-1)}{2}$ ). Moreover the exponential map $\exp : U_{n}(K) \rightarrow U_{n}(K)$ is a morphism of algebraic varieties. Since its inverse $\ln : U_{n}(K) \rightarrow u_{n}(K)$ is also a morphism $\exp$ is in fact an isomorphism. It follows that the exponential image of any subalgebra $u$ of $u_{n}(K)$ is a closed subgroup of $U_{n}(K)$, hence a unipotent (algebraic) group (see [Hul]). On the other hand $\exp u$ is a connected group because $u$ is an irreducible variety (see [Hul; proposition 1.3.A]). Finally (by the usual derivation rules for the exponential map) the Lie algebra of exp $u$ is $\boldsymbol{u}$ itself. Therefore any nilpotent Lie algebra determines a connected unipotent group. However it is not true that all connected unipotent algebraic groups are exponential groups. For example let $K$ have characteristic $p \neq 2$ and let $U$ be the subgroup of $U_{3}(K)$ consisting of all matrices $x=\left(x_{i j}\right) \in U_{3}(K)$ satisfying

$$
Q\left(x_{12}, x_{13} x_{23}\right)=\left(x_{12}\right)^{p}-x_{23}=0
$$

A generic element of $U$ has the form

$$
\left(\begin{array}{lll}
1 & x & y \\
0 & 1 & x^{p} \\
0 & 0 & 1
\end{array}\right)
$$

where $x, y \in K$. $U$ is connected closed subgroup of $U_{3}(K)$ and its Lie algebra $U$ consists of all matrices $a=\left(a_{i j}\right)=U_{3}(K)$ satisfying

$$
p\left(a_{12}\right)^{p}-a_{23}=-a_{23}=0 .
$$

Therefore a generic element of $u$ has the form

$$
\left(\begin{array}{lll}
0 & x & y \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right)
$$

where $x, y$ aK. However the exponential group $\exp U$ determined by the Lie algebra $U$ is

$$
\exp u=\left\{\left(\begin{array}{ccc}
1 & x & y \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right) ; x, y \in K\right\}
$$

As a final remark we note that the exponential map exp: $u \rightarrow U$ (where $u$ is a subalgebra of $u_{n}(K)$ and $U=\exp (u)$ may sometimes be defined if $K$ has prime characteristic $p<n$. In fact it is enough to assume that $p \geq m$ where $m$ is the smallest integer such that $a^{m}=0$ for all $a \in u$. However for the purposes of this work (where we are mainly interested in the case $\left.U=U_{n}(K)\right)$ we will always assume that $p \geq n$.

### 1.2. Coadjoint orbits and irreducible characters

Let $K$ be any field and let $u$ be a nilpotent Lie algebra. We assume that $\boldsymbol{u}$ is a subalgebra of $u_{n}(K)$ for some $n$. For the results of this section we refer either to [CG] or to [Sr]. Although the results in [CG] are stated for nilpotent Lie groups they can be adapred to our situation.

Let

$$
u^{*}=\operatorname{Hom}_{K}(u, K)
$$

be the dual vector space of $u$. For each $f \in U^{*}$ we define a $K$-bilinear form $B_{f} u_{x} u \rightarrow K$ on $u$ by

$$
\begin{equation*}
B(a, b)=f([a b]) \tag{1.2.1}
\end{equation*}
$$

for all $a, b \in U$. By the axioms of the Lie product $B_{f}$ is a skew-symmetric bilinear form. Hence $u$ has the structure of a symplectic space ( ${ }^{1}$ ). Thus we may consider isotropic subspaces of $u$. By definition a subspace $V$ of $u$ is called isotropic (with respect to $B_{f}$ ) if

$$
B(a, b)=f([a b])=0
$$

for all $a, b=V$. To simplify the notation we will say that a subspace $V$ of $u$ is $f$-isotropic if it is isorropic with respect to $B_{f}$ By Witt's theorem (see [Ar; theorems 3.10 and 3.11]) all maximal $f$-isotropic subspaces of $u$ have the same dimension
$\frac{1}{2} \operatorname{dim} u / r(f)+\operatorname{dim} r(f)=\frac{1}{2}(\operatorname{dim} u+\operatorname{dim} r(f))$
where
(1.2.2) $\quad$ - $r(f)=\left\{a \in u ; E_{\{ }(a, b)=0\right.$ for all be $\left.u\right\}$
is the radical of $B_{f}$
Let $D$ be a subalgebra of $u$. We say that $D$ is subordinate to $f$ if it is an $f$-isotropic subspace of $u$. If $\sigma$ is a maximal $f$-isotropic subspace of $u$ then $\sigma$ is called a polarization forf.

[^5]We now establish the existence of a polarization for any element of $\boldsymbol{u}^{*}$. The construction of this polarization is due to M . Vergne (see [Ve]).

Proposition 1.2.1. ([CG; theorem 1.3.5]) Let $f \in u^{*}$. Let $m=\operatorname{dim} u$ and let $u=u_{m} \Sigma \ldots \Sigma u_{1} \Sigma u_{0}=(0)$ be a chain of ideals of $u$ such that $\operatorname{dim} u_{i}=i(0 \leq i \leq m)$. For each is $(1, \ldots, m)$ let

$$
\eta_{i}=\left\{a \in u_{i} ; B_{f}(a, b)=0 \text { for all be } u_{i}\right\} .
$$

Then

$$
\eta=\eta_{1}+\eta_{2}+\ldots+\eta_{m}
$$

is a polarization $\eta$ for $f$.

Proof. Firstly we note that the given chain of ideals of $u$ exists by Engel's theorem on nilpotent Lie algebras (see [Hu2; theorem 3.2]).

Let $i, j \in\{1, \ldots, m\}$ and let $a \in \eta_{i}, b \in \eta_{j}$ be arbitrary. Without loss of generality we may assume that $i \leq j$. Then $a \in u_{j}$ and so

$$
f([a b])=0
$$

(by definition of $\eta_{j}$ ). It follows that $\eta$ is $f$-isotropic. To prove that $\eta$ is a subalgebra of $u$ we claim that [ab]є $\eta_{i}$. Since $u_{i}$ is an ideal of $u_{\text {we have }[a b] e} u_{i}$. Let $c \in u_{i}$ be arbitrary. Then (by Jacobi's identity)
$f([a b] c])=f([[a c] b])+f([a[b c]])$.
Since [ac]. $u_{i} \subset u_{j}$ and $b_{e} \eta_{j}$ we have

$$
f([a c] b])=0
$$

On the other hand $a \in \eta_{i}$ and [bc]e $u_{i}$ (because $u_{i}$ is an ideal). Thus
$f(a[b c]])=0$.
It follows chat

$$
f([[a b] c])=0
$$

and so [ab]e $\eta_{j}$ (because ce $u_{i}$ is arbitrary).
Finally we consider the dimension of $\boldsymbol{\eta}$. We claim that

$$
\operatorname{dim} \eta=\frac{1}{2}(\operatorname{dim} u+\operatorname{dim} r(f))
$$

For we proceed by induction on $m$. If $m=1$ then $\eta=\mu=r(f)$ and the claim is trivial. Now suppose that the result is proved for all nilpotent Lie algebras of dimension less than $\boldsymbol{m}$. We consider the ideal $u_{m-l}$ and we define

$$
\eta^{\prime}=\eta_{1}+\eta_{2}+\ldots+\eta_{m-1}
$$

By induction we have

$$
\operatorname{dim} \eta^{\prime}=\frac{1}{2}\left(\operatorname{dim} u_{m-1}+\operatorname{dim} r\left(f^{\prime}\right)\right)
$$

where $f$ is the restriction of $f$ to $u_{m-1}$.
Now let $\left(e_{1}, \ldots, e_{m}\right)$ be a $K$-basis of $u$ such that $\left(e_{1}, \ldots, e_{m-1}\right)$ is a basis of $u_{m-1}$. Let $M=\left(f\left(\left[e_{i}, e_{j}\right]\right)\right)_{1 \leq i j \leq m}$ be the $m \times m$ matrix which represents the bilinear form $B_{f}$ with respect to the basis ( $e_{1}, \ldots, e_{m}$ ). Then $M$ is skew-symmetric, i.e.

$$
M=-M^{\mathrm{T}} \quad(\mathrm{l}) .
$$

Therefore $M$ has even rank (see [Co; theorem 8.6.1]) and in fact
rankM=dim $u-\operatorname{dim} r(f)$.
Consider the $(m-1) \times(m-1)$ submatrix $M^{\prime}=\left(f\left(\left[e_{i}, e_{j}\right]\right)\right)_{1 \leq i, j m-1}$ of $M$. Then $M^{\prime}$ represents the bilinear form $B_{f}: u_{m-1} \times u_{m-1} \rightarrow K$. Then

$$
r a n k M^{\prime}=\operatorname{dim} u_{m-1}-\operatorname{dim} r\left(f^{\prime}\right)
$$

Since rankM and rankM' are even, either rankM=rankM' or rankM=rankM'-1. It follows that either $\operatorname{dim} r(f)=\operatorname{dim} r\left(f^{\prime}\right)+1$ or $\operatorname{dim} r(f)=\operatorname{dim} r\left(f^{\prime}\right)-1$ (because $\operatorname{dim} u_{m-1}=\operatorname{dim} u-1$ ).

Now suppose that $\operatorname{dim} r(f)=\operatorname{dim} r(f)-1$. Then

$$
\operatorname{dim} \eta^{\prime}=\frac{1}{2}(\operatorname{dim} u-1+\operatorname{dim} r(f)+1)=\frac{1}{2}(\operatorname{dim} u+\operatorname{dim} r(f)) .
$$

Thus $\eta^{\prime}$ is a maximal f-isotropic subspace of $u$. Since $\eta^{\prime} \subseteq \eta$ we conclude that $\eta^{\prime}=\eta$ and our claim follows.

On the other hand suppose that $\operatorname{dim} r(f)=\operatorname{dim} r(f)+1$. Then

$$
\operatorname{dim} \eta^{\prime}=\frac{1}{2}(\operatorname{dim} u-1+\operatorname{dim} r(f)-1)=\frac{1}{2}(\operatorname{dim} u+\operatorname{dim} r(f))-1
$$



[^6]this case we must have $r(f)=r(f)$ and so $\operatorname{dim} r(f) \leq \operatorname{dim} r(f)$, a contradiction. It follows that
$$
\operatorname{dim} \eta^{\prime}<\operatorname{dim} \eta .
$$

Since $\eta$ is an $f$-isotropic subspace of $U$ we deduce that

$$
\operatorname{dim} \eta^{\prime} \leq \operatorname{dim} \eta-1 \leq \frac{1}{2}\left(\operatorname{dim} u+\operatorname{dim} r(f)-1=\operatorname{dim} \eta \eta^{\prime} .\right.
$$

Our claim follows and the proof of the proposition is complete.

Subsequendly we assume that $p \geq n$ if the field $K$ has prime characteristic $p$. Then we may consider the exponential group $U=\exp \mu\left({ }^{1}\right)$.

Let ad: $u \rightarrow g^{l}(u)$ be the adjoint representation of the Lie algebra $u$ (as usual $g l(u)$ is the general linear algebra consisting of all endomorphisms of $u$ (as a vector space over $K$ )). This representation is defined by

$$
a d a(b)=[a b]
$$

for all $a, b \in u$. Let $a \in u$ be arbitrary. Since $(a d a)^{n}=0$ the element

$$
\begin{equation*}
\exp (a d a)=1+a d a+\frac{1}{2!}(a d a)^{2}+\ldots \frac{1}{(n-1)!}(a d a)^{n-1} \tag{1.2.3}
\end{equation*}
$$

is a well-defined element of $g l(u)$ and in fact it is an element of $G L(u)$ (here $G L(u)$ is the general linear group consisting of all non-singular endomorphisms of $u$ ). Moreover we have

$$
\begin{equation*}
\exp (a d a)(b)=(\exp a)^{-1} b(\exp a) \tag{1.2.4}
\end{equation*}
$$

for all $b \in u$. Therefore the map $A d: U \rightarrow G L(u)$ defined by

$$
A d(\exp a)=\exp (a d a)
$$

for all $a \in u$ is a representation of $U$ over $u$. Ad is called the adjoint representarion of $U$. Since $U$ is a subgroup of $U_{n}(\mathbb{K})$ we have

$$
\begin{equation*}
A d x(b)=x^{-1} b x \tag{1.2.5}
\end{equation*}
$$

for all $x=U$ and all $b=u$.
Now we consider the contragradient representation of Ad. This is (by definition) the

[^7]homomorphism $A d^{\star}: U \rightarrow G L\left(U^{*}\right)$ defined by
\[

$$
\begin{equation*}
\left(A d^{\#} x(f)\right)(b)=f\left(A d x^{-1}(b)\right)=f\left(x b x^{-1}\right) \tag{1.2.6}
\end{equation*}
$$

\]

for all $x \in U$, all $f \in L^{*}$ and all $b \in U$. Ad $d^{* *}$ is called the coadjoint representation of $U$. For simplicity we will write $x \cdot f$ instead of $A d^{*} x(f)$ for all $x \in U_{n}(K)$ and all $f=U_{n}(K)^{*}$.

The coadjoint $U$-orbits (i.e. the orbits of the coadjoint representation) will be fundamental for our work. Let $f \in u^{*}$. Then the $U$-orbit of $f$ will be denoted by $O(f)$. By definition

$$
O(f)=\left\{x \cdot f \in U^{*} ; x \in U\right\} .
$$

If $K$ is algebraically closed then $O(f)$ is a locally closed subset of the algebraic variety $u^{*}$ (see [Hul; proposition 8.3]). Moreover since $U$ is a unipotent algebraic group we conclude that $O(f)$ is a closed subset of $\boldsymbol{u}^{*}$ (see [S5; proposition 2.5]). Since $U$ is connected (because it is the image of a morphism of irreducible algebraic varieties) and since it acts transitively on $O(f)$ we conclude that $O(f)$ is an irreducible algebraic variety (see [Hul; proposition 8.2(d)]). Hence we may consider the dimension of $O(f)$. It is well-known that

$$
\operatorname{dim} O(f)=\operatorname{dim} U-\operatorname{dim} C_{U}(f)
$$

where

$$
C_{U}(f)=\{x \in U ; x \cdot f=f\}
$$

is the centralizer of $f$ in $U$ - the equality above follows easily from [Hul; theorem 4.3] applied to the morphism $\vartheta: U \rightarrow O(f), \vartheta(x)=x \cdot f(x \in U)$, because all the fibres of this morphism have the same dimension. However $\operatorname{dimO}(f)$ can be expressed in terms of the bilinear form $B_{f}$ In fact:-

Proposition 1.2.2. ([CG; lemma 1.3.1]) Let fe $u^{*}$. Then

$$
C_{U}(f)=\exp r(f) .
$$

Hence $C_{U}(f)$ is an exponential subgroup of $U$. In particular $C_{U}(f)$ is connected.

Proof. Let $a, b e u$ be arbitrary. Since $\operatorname{Ad}(\exp a)=\exp (a d a)$ we have

$$
f(A d(\exp a)(b))=\sum_{i=0}^{n-1} \frac{\left.f(a d a)^{i}(b)\right)}{i!}
$$

where $(a d a)^{0}(b)=b$ and $(a d a)^{i}(b)=(a d a)^{i-1}([a b])$ for all $i \in\{1, \ldots, n-1\}$.
Now suppose that $a \in r()$. Then

$$
\left.f(a d a)^{i}(b)\right)=f\left(\left[a,(a d a)^{i-1}(b)\right]\right)=0
$$

for all ie $(1, \ldots, n-1)$. It follows that
$f(A d(\exp a)(b))=f(b)$.
Since $b_{e} u$ is arbirrary we conclude that $\exp a \in C_{U}()$. This implies that

$$
\exp r(f)=C_{U}(f)
$$

Conversely let $x \in C_{U}(f)$ be arbitrary and let $a \in u$ be such that $x=\exp a$. Let $t$ be an indeterminate over $K$ and let $b \in u$ be arbitrary. We consider the polynomial

$$
P(t)=(\exp (t a)) \cdot f(b)=\sum_{i=0}^{n-1} \frac{\left.f(a d a)^{i}(b)\right)}{i!} t^{i} \in K[t] .
$$

Since $C_{U}(f)$ is a subgroup of $U$ we have

$$
x^{k}=(\exp a)^{k} \in C_{U}(f) .
$$

Since $(\exp a)^{k}=\exp (k a)$ we deduce that

$$
(\exp (k a)) \cdot f(b)=f(b)
$$

for all $k \in\{0,1,2,3, \ldots\}$. Therefore the elements $0,1,2, \ldots$ of $K$ are roots of the polynomial $P(t)-f(b) \in K\{r]$. If $K$ has characteristic zero this implies immediately that

$$
P(t)=f(b) .
$$

On the other hand suppose that $K$ has characteristic $p$. Then the integers $0,1,2, \ldots p-1$ define $p$ distinct elements of $K$. Thus $P(t)-f(b)$ has at least $p$ distinct roots. Since $P(t)-f(b)$ has degree $n$ and $p 2 \bar{n}$ (by-assumption) we also conclude that

$$
P(t)=f(b) .
$$

In particular we obtain

$$
R[a b])=0
$$

- we note that $f([a b])$ is the coefficient of $t$ in the polynomial $P(t)-f(b)$. Since $b \in u_{0}$ is arbitrary it follows that as $t(f)$ and the proof is complete.

Corollary 1.2.3. ([CG; lemma 1.3.2]) Let $f \in U^{*}$. Then the $U$-orbit $O(f)$ of $f$ has even dimension. Moreover if $\eta=u$ is a polarization for $f$ then
$\operatorname{dim} \eta=\operatorname{dim}\left(-\frac{1}{2} \operatorname{dim} O()\right.$.

Proof. The first assertion is clear because $\operatorname{dim} u$ - $\operatorname{dim} r(f)$ is even (see [Ar; theorem 3.11]). Now let $\eta$ be any polarization for $f$. Then

$$
\operatorname{dim} \eta=\frac{1}{2}(\operatorname{dim} u+\operatorname{dim} r(f))=\frac{1}{2}(\operatorname{dim} u+\operatorname{dim} u-\operatorname{dim} O(f))=\operatorname{dim} u-\frac{1}{2} \operatorname{dim} O(f)
$$

as required.

Henceforth we assume that $K$ is algebraically closed of characteristic $p \geq n$. Let $q=p^{e}$ ( $e>0$ ) and let $F$ be the Frobenius map on $U_{n}(\mathcal{K})$ as defined in (1.1.1). We assume that the exponential group $U=\exp u$ is $F$-stable, ie. $F(U)=U$. As usual we denote by $U^{F}$ the subgroup of $U$ consisting of all $F$-fixed elements in $U$. Then $U^{F}$ is a finite group of order $d^{\operatorname{dim} U}$ (see below).

Our aim is to construct the irreducible characters of the finite group $U^{F}$. These will depend on certain coadjoint $U$-orbits. As one should expect the relevant orbits must be $F$-stable for a suitable action of $F$. Moreover the set of $F$-fixed elements of a given orbit should be itself an orbit under the action of $U^{P^{\prime \prime}}$. In the following we will define the "Frobenius" map $F: \mu^{* *} \rightarrow U^{*}$. We recall that a Frobenius map $F$ can be defined on the Lie algebra $u_{n}(K)$ so that

$$
\exp F(a)=F(\exp a)
$$

for all $a \in U_{n}(K)$ (see (1.1.2)). It follows that $U=\exp U$ is $F$-stable if and only if $U$ is $F$-stable. Therefore we may consider the subalgebra $u^{F}$ of $u$ consisting of all $F$-fixed elements of $U$ - then $U^{F}$ is the exponential subgroup $\exp u^{F}$ of $U_{n}(q)=U_{n}(\mathbb{K})^{F}$. The subalgebra $u^{F}$ is finite and it has cardinality $q^{d i m u}$ (hence the finite group $U^{F}$ has cardinality $\left.q^{d i m U}\right)$. In fact $\mathcal{U}^{F}$ is a vector space over the finite field $F_{q}$ and we have a
(') We mote that an F-stable U-onbi't contains at least an F-fixed
element (see $[80$; corollary 16.5$]$ ). segment (see [Bo; corollowr16.5]).
canonical isomorphism

$$
u \equiv u^{F} \oplus_{\Gamma_{\bullet}} K
$$

In particular $\boldsymbol{u}$ has a $\boldsymbol{K}$-basis consisting of $\boldsymbol{F}$-stable elements. Let ( $e_{1}, \ldots, e_{m}$ ) be such a basis (hence $m=\operatorname{dim} u$ ). Then we define the Frobenius map $F^{*}=F_{q}^{*}: u^{*} \rightarrow u^{*}$ by

$$
\begin{equation*}
F^{*}(f)\left(e_{i}\right)=f\left(e_{i}\right)^{\varphi} \tag{1.2.7}
\end{equation*}
$$

for all $f \in u^{*}$ and all $i \in\{1, \ldots, m\}$. If $a=\alpha_{1} e_{1}+\ldots+\alpha_{m} e_{m} \in u\left(\alpha_{i} \in K, 1 \leq i \leq m\right)$ then

$$
F(a)=\alpha_{1}^{q} e_{1}+\ldots+\alpha_{m}^{q} e_{m}
$$

and $F^{*}(f)(F(a))=\alpha_{1}^{q} f\left(e_{1}\right)^{q}+\ldots+\alpha_{m}{ }^{q} f\left(e_{m}\right)^{q}$, therefore

$$
\begin{equation*}
F^{*}(f)(F(a))=f(a)^{q} \tag{1.2.8}
\end{equation*}
$$

for all $a \in u^{*}$. In particular

$$
F^{*}(f)(a)=f(a)^{\natural}
$$

for all $a \in U^{F}$. It follows that the map $F^{*}$ is independent of the choice of the $F$-fixed basis for $u$. Moreover the set

$$
\left(u^{*}\right)^{F^{*}}=\left[f \in u^{*} ; F^{*}(f)=f\right\}
$$

is finite (of cardinality $q^{\text {dimur }}=q^{\text {dim }}$ ) and we have

$$
\left(u^{F}\right)^{*}=\left(u^{*}\right)^{F 0}
$$

- in fact $u^{*}$ can be regarded as the tensor product $\left(u^{F}\right)^{*} \oplus_{\boldsymbol{F}_{\boldsymbol{f}}} K$. Since there is no ambiguity we will write $F$ instead of $F^{*}$.

We now prove the following:

Proposition 1.2.4. ([Ka; lemma 1]) Let $f \in\left(u^{*}\right)^{F}$. Then $u$ contains an $F$-stable polarization $\dagger$ for f. -

Proof. Let $u=u_{m} \geq \ldots \geq u_{1} \beth u_{0}=(0)$ be a chain of $F$-stable ideals of $u$ such that $\operatorname{dim} u_{i}=\operatorname{dim} u_{i-1}+1(1 \leq i \leq m)$ and let $\eta=\eta_{1}+\eta_{2}+\ldots+\eta_{m}$ be the polarization for $f$ defined as in proposition 1.2.1. We claim that $\eta$ is $F$-stable. For it is enough to show that $\eta_{i}$ is $F$-stable for all $i \in\{1, \ldots, m\}$. Let $i \in\{1, \ldots, m\}$ and let $a \in i n$. Then

$$
f([a b])=0
$$

for all $b \in u_{i}$. Let $b \in u_{i}$ be $F$-fixed. Then

$$
[F(a), b]=F([a b])
$$

and so

$$
f(F(a), b])=f(F([a b]))=f([a b])^{\varphi}=0
$$

(by (1.2.8) because $f$ is $F$-fixed). Since $\mu_{i}$ contains a basis consisting of $F$-fixed elements we conclude that $F(a) \in \eta_{i}$ and this implies that $\eta_{i}$ is $F$-stable.

Next we construct an irreducible character of $U^{F}$ associated with a given element $f \in\left(u^{*}\right)^{F}$. We start with an $F$-stable polarization $\eta=u$ for $f$ and we let $H=\exp \eta$ be the exponential subgroup of $U$ defined by $\eta$. Then $\boldsymbol{H}$ is an $\boldsymbol{F}$-stable connected closed subgroup of $U$.

We denote by $K^{+}$the additive group of the field $K$ and we define the function $\phi_{f}: H \rightarrow K^{+}$by

$$
\begin{equation*}
\phi_{1}(\exp a)=f(a) \tag{1.2.9}
\end{equation*}
$$

for all $a \in \eta$. Then

$$
\phi_{( }(\exp a \exp b)=\phi_{\lambda}(\exp \theta(a, b))=f(\theta(a, b))
$$

for all $a, b=\eta$ - here $\theta(a, b)=\eta$ is the element defined by the Campbell-Hausdorf formula (1.1.6). Since $f([\eta \eta])=0$ this formula shows that

$$
f(\theta(a, b))=f(a+b)
$$

for all $a, b=\eta$. Thus $\phi_{j}$ is an homomorphism from $H$ into $K^{+}$(of course $\phi_{\mathcal{L}}(1)=0$ ).
Now we choose (and fix) an arbitrary non-trivial linear character $\psi_{0}: \boldsymbol{K}^{+} \rightarrow \mathbb{C}^{*}$ of $\mathrm{K}^{+}$and we define the function $\boldsymbol{\psi}_{\boldsymbol{\gamma}} \mathrm{H} \rightarrow \mathbb{C}^{*}$ by

$$
\psi_{\mathcal{L}}(\exp a)=\psi_{0}(f(a))
$$

for all $a_{\in} \eta$. Since $\psi_{f} \psi_{0} \phi_{f}$ the function $\psi_{f}$ is a linear character of $H$. Therefore the restriction ( $\left.\psi_{f}\right)_{H^{\prime}}$ of $\Psi_{f}$ to the (finite) subgroup $H^{F}$ of $H$ is a linear character of $\boldsymbol{H}^{F}$. We denote this character by $\lambda_{\rho}$ Then $\lambda_{\mathrm{f}} \boldsymbol{H}^{\boldsymbol{F}} \rightarrow \boldsymbol{C}^{*}$ is the linear character of $\boldsymbol{H}^{F}$ defined by

$$
\begin{equation*}
\lambda_{j}(\exp a)=\psi_{0}(f(a)) \tag{1.2.10}
\end{equation*}
$$

for all $a \in h^{F}(1)$.
Finally we define $x_{f} U^{\boldsymbol{f}} \rightarrow \mathbb{C}^{*}$ to be the induced character

$$
\begin{equation*}
x_{f}\left(\lambda_{f}\right)^{U f} . \tag{1.2.11}
\end{equation*}
$$

We will prove several properties of the characters $\chi_{f}\left(f \in\left(u^{*}\right)^{F}\right)$ namely that they are irreducible, independent of the choice of the $U$-conjugate of $f$ and that they exhaust the set of irreducible characters of $U^{F}$ (hence we will get a paramerrization of the irreducible
 $U$-orbit $O \subseteq L^{* *}$ we define the function $x_{0}: U^{f} \rightarrow \mathbb{C}^{*}$ by

$$
\begin{equation*}
x_{0}(\exp a)=\frac{1}{\sqrt{\left|0^{F}\right|}} \sum_{s=0} \psi_{0}(g(a)) \tag{1.2.12}
\end{equation*}
$$

for all $a \in u^{f}$. Since $1=\exp 0$ we have

$$
\left.x_{0}(1)=\frac{1}{\sqrt{O^{p} \mid}} \cdot 10^{F} \right\rvert\,=\sqrt{10^{F} \mid}
$$

We have the following rule:

Proposition 1.2.5. ([Ka; propositions 1 and 2], [Sr; theorem 7.7]) Let $f \in\left(u^{*}\right)^{F}$. Then the $U$-orbit $O(f)$ is $F$-stable and

$$
x(x)=\chi_{00}(x)
$$

for all $x \in U^{F}$. In particular we have
(i) $x(1)=\chi_{O(s}(1)=\sqrt{10^{F} 1}$;
(ii) $x_{s}=x_{f}$ for all $g \in O(f)$;
(iii) $x_{f}$ is independent of the polarization $\eta=u f o r f$.

Proof. Let $x \in U$ and let $\left(e_{1}, \ldots, e_{m}\right)$ be a $K$-basis of $u$ consisting of $F$-fixed elements. Then for each $i \in\{1, \ldots, m\}$

$$
F(x \cdot f)\left(e_{i}\right)=(x \cdot f)\left(e_{i}\right)^{\natural}=f\left(x e_{j} x^{-1}\right)^{\natural}=F(f)\left(F\left(x e_{i} x^{-1}\right)\right)=f\left(F(x) e_{j} F(x)^{-1}\right)=\left(F(x) \cdot f\left(e_{i}\right)\right.
$$

- we note that (by (1.2.8)) $F(f)(F(a))=f(a)^{4}$ for all $a \in u$. It follows that


$$
\begin{equation*}
F(x \cdot f)=F(x) \cdot f \tag{1.2.13}
\end{equation*}
$$

for all $x \in U$. This implies that $O(J)$ is $F$-stable. Thus it makes sense to consider the set $O(f)^{F}$ of all $F$-fixed elements of $O(f)$. This set is finite and its cardinality is $q^{d i m O n}$.

Now let $\eta \in u$ be a polarization for $f$ and and let $H=\exp \eta$. We define the function $v_{j} u^{F} \rightarrow \mathbb{C}^{*}$ by

$$
v_{f}(a)= \begin{cases}\psi_{0}(f(a))=\lambda(\exp a) & \text { if } a \in \gamma^{F} \\ 0 & \text { otherwise }\end{cases}
$$

Then (by definition of induced characters)

$$
\begin{equation*}
x_{f}(\exp a)=\frac{1}{\left|H^{f}\right|} \sum_{x=0} U^{f} v\left(x a x^{-1}\right) \tag{1.2.14}
\end{equation*}
$$

for all $a \in U^{F}$ - we note that $x(\exp a) x^{-1}=\exp \left(x a x^{-1}\right)$ for all $x \in U^{F}$ and all $a \in u^{F}$.
Let $l$ be the affine subspace of $u^{*}$ consisting of all $g \in u^{*}$ such that $g(a)=f(a)$ for all $a \in \mathfrak{b}$. Then

$$
l=f+\eta^{\perp}
$$

where

$$
\eta^{\perp}=\left\{h \in L^{*} ; h(a)=0 \text { for all } a \in \eta\right\}
$$

is the annihilator of $\eta$ in $\iota^{*}$. We claim that

$$
\begin{equation*}
v_{j}(a)=\frac{1}{\left|f^{F}\right|} \sum_{\left.g_{i}\right|^{\prime}} \psi_{0}(g(a)) \tag{1.2.15}
\end{equation*}
$$

for all $a \in u^{F}$. If $a \in \eta^{F}$ then $g(a)=f(a)$ for all $g \in l^{f}$ and the equality is clear in this case. On the other hand suppose that $a \in \eta^{F}$ and let $\left(e_{1}, \ldots, e_{j}\right)$ be a $K$-basis of $\eta$ consisting of $F$-fixed elements. Then the system of vectors ( $e_{1}, \ldots, e_{s} a$ ) is lineariy independent and we can extend it to a basis ( $e_{1}, \ldots, e_{s} a f_{1}, \ldots f_{f}$ ) of $u$ where $f_{1}, \ldots f_{f} u$ are $F$-fixed elements (since dimu=m we have $t=m-s-1$ ). Let ( $e_{1}^{*}, \ldots, c_{3}^{*}, a^{*} f_{1}{ }^{*}, \ldots f_{t}^{*}$ ) be the dual basis of $u^{*}$ ${ }^{(1)}$. Then ( $\left.a^{*} f_{1}^{*} \ldots f_{t}^{*}\right)$ is a basis of $\left(b^{+}\right)^{F}$ and any element $g a l^{F}$ can be written as a sum

$$
g=f+\alpha a^{*}+\beta_{1} f_{1}^{*}+\ldots+\beta f_{f}^{*}
$$

where $\alpha_{1} \beta_{1}, \ldots, \beta_{e} F_{q}$ are uniquely determined. Therefore $l^{f}$ is the disjoint union

[^8]$$
f^{f}=\cup_{\beta_{1} \ldots, \beta_{\mu} F} X\left(\beta_{1}, \ldots, \beta_{z}\right)
$$
where
$$
X\left(\beta_{1}, \ldots, \beta_{l}\right)=\left[f+\alpha a^{*}+\beta_{1} f_{1}^{*}+\ldots+\beta_{f}^{*} ; \alpha_{\in} F_{q}\right\} .
$$
for all $\boldsymbol{\beta}_{1}, \ldots, \beta_{r} \boldsymbol{F} \boldsymbol{F}_{\boldsymbol{q}}$. It follows that
$$
\sum_{g \in F} \psi_{0}(g(a))=\sum_{\beta_{1} \ldots, \beta_{e} F_{q}, g \in X\left(\beta_{1} \ldots \ldots, \beta_{j}\right)} \psi_{0}(g(a)) .
$$

Now let $\beta_{1}, \ldots, \beta_{q} \in F_{q}$ be arbitrary. Then

$$
\left(f+\alpha a^{*}+\beta_{1} f_{1}^{*}+\ldots+\beta f_{f}^{*}\right)(a)=f(a)+\alpha
$$

for all $\alpha_{\in} \boldsymbol{F}_{\boldsymbol{q}}$. Moreover the correspondence $\alpha \rightarrow f(a)+\alpha$ defines a bijective map from $\boldsymbol{F}_{\boldsymbol{q}}$ onto itself. Therefore

$$
\sum_{g=x\left(\beta_{1} \ldots \ldots, \beta_{j}\right)} \Psi_{0}(g(a))=\sum_{\gamma F_{q}} \psi_{0}(\gamma) .
$$

Since $\psi_{0}$ is a non-trivial character of $F_{q}$ we have

$$
0=\left(\psi_{0}, 1_{F_{*}}\right)_{F_{*}} \frac{1}{\left|F_{q}\right|} \sum_{\psi+F_{G}} \psi_{0}(\gamma)
$$

where $1_{F_{q}}$ is the unit character of $\boldsymbol{F}_{\boldsymbol{q}}$ and (...) is the Frobenius scalar product of characters. It follows that

$$
\sum_{g=1} \psi_{0}(g(a))=0
$$

and this completes the proof of the equality (1.2.15).
Now by (1.2.14) and (1.2.15) we obtain

$$
x(\exp a)=\frac{1}{\left|H^{F}\right|} \frac{1}{\left|l^{F}\right|} \sum_{x=0}, \sum_{g=f} \psi_{0}\left(g\left(x a x^{-1}\right)\right) .
$$

In other words

$$
\begin{equation*}
x \hat{\chi} \exp a)=\frac{1}{\left|H^{f}\right|} \frac{1}{\left|l^{F}\right|} \sum_{x=0} \sum_{z=f} \psi_{0}((x-g)(a)) . \tag{1.2.16}
\end{equation*}
$$

Next we will prove that $H^{\boldsymbol{F}}$ acts transitively on $\boldsymbol{l}^{\boldsymbol{F}}$. We start by proving that $H$ acts transitively on $l$. For let $a, b \in \emptyset$ and let $g e l$. Then

$$
g\left((\exp a)^{-1} b(\exp a)\right)=g(\exp (a d a)(b))=\sum_{=00}^{\operatorname{mol}} \frac{g\left((a d a)^{i}(b)\right)}{n} .
$$

## Since (ad $a)^{i}(b)$. $\eta$ we have

$$
g\left((a d a)^{i}(b)\right)=f\left((a d a)^{i}(b)\right)
$$

for all $i \in\{0,1, \ldots, n-1\}$. On the other hand

$$
\left.\left.f(a d a)^{i}(b)\right)=f\left[a,(a d a)^{i-1}(b)\right]\right)=0
$$

for any $i \in(1, \ldots, n-1)$ - we recall that $\eta$ is a maximal $f$-isotropic subspace of $u$. Therefore

$$
g\left((\exp a)^{-1} b(\exp a)\right)=f(b) .
$$

Since $H=\exp \eta$ we conclude that $l$ is $H$-invariant. Now we define $\mu: H \rightarrow l$ by

$$
\mu(x)=x \cdot f
$$

for all $x \in H$. $\mu$ is a morphism of algebraic varieties and it induces an injective morphism $\mu^{\prime}: H / H_{0} \rightarrow l$ where $H_{0}$ is the centralizer $C_{U}(f)$ of $f$-we note that $H_{0}$ is a subgroup of $H$ because $H_{0}=\exp r(f)$ (by proposition 1.2.2) and $r(f) \in \eta$ (we recall that $\eta$ is a maximal $f$-isotropic subspace). Now we have

$$
\begin{aligned}
\operatorname{dim} H / H_{0} & =\operatorname{dim} H-\operatorname{dim} H_{0}=\operatorname{dim} u-\frac{1}{2} \operatorname{dim} O(f)-\operatorname{dim} u+\operatorname{dim} O(f) \\
& =\frac{1}{2} \operatorname{dim} O(f)=\operatorname{dim} u-\operatorname{dim} \eta=\operatorname{dim} \eta^{\perp}=\operatorname{dim} l
\end{aligned}
$$

(using corollary 1.2.3). Therefore $\mu$ is surjective and this implies that $H$ acts transitively on $l$.

Now we consider the $H^{\boldsymbol{F}}$-orbits of elements of $\boldsymbol{I}^{\boldsymbol{F}}$. Let $x \in H$ be such that $x \cdot f \in \boldsymbol{I}^{\boldsymbol{F}}$. Then

$$
x \cdot f=F(x \cdot f)=F(x) \cdot f
$$

(by (1.2.13)) so $x^{-1} F(x) \in H_{0}$. Let $O^{\prime}$ be the $H^{F}$-orbit of $x \cdot f$ and let $y \in H$ be such that $y \cdot f \in I^{f} \cap O^{\prime}$. Then there exists $z \in H^{F}$ such that

$$
y \cdot f=z \cdot(x \cdot f)=(z x) \cdot f .
$$

We have $y^{-1} 2 x_{0} H_{0}$ and

$$
\bar{y}^{-1} 2 x\left(x^{-1} F(x)\right) F\left(x^{-1} z^{-1} y\right)=y^{-1} z F\left(z^{-1}\right) F(y)=y^{-1} F(y)
$$

(because $z^{-1} \in H^{f}$, hence $F\left(z^{-1}\right)=z^{-1}$ ). This means that the elements $x^{-1} F(x)$ and $y^{-1} F(y)$ of $H_{0}$ are $F$-conjugate ( ${ }^{1}$ ). Therefore we have a bijective map berween $H^{F}$-orbits on $l^{F}$ and $F$-conjugacy classes of $H_{0}$. But $\boldsymbol{F}$-conjucacy classes of $H_{0}$ are in one-to-one correspondence with $F$-conjugacy classes of the quotient group $H_{0} /\left(H_{0}\right)^{0}$ where $\left(H_{0}\right)^{\circ}$ is

[^9]the connected component of $\boldsymbol{H}_{\mathbf{0}}$ (see [Sr; lemma 2.5]). Since $\boldsymbol{H}_{\mathbf{0}}$ is connected we conclude that there exists a unique $F$-conjugacy class in $\boldsymbol{H}_{\mathbf{0}}$. Hence there exists a unique $\boldsymbol{H}^{\boldsymbol{F}}$-orbit on $\boldsymbol{l}^{\boldsymbol{F}}$, i.e. $\boldsymbol{H}^{\boldsymbol{F}}$ acts transitively on $\boldsymbol{l}^{\boldsymbol{F}}$. It follows that
$$
\left.\sum_{g \in f^{F}} \psi_{0}((x \cdot g)(a))=\frac{1}{\left|H_{0}{ }^{F}\right|} \sum_{y \in H^{p}} \psi_{0}((x y) \cdot f)(a)\right)
$$
for all $x \in U^{f}$ (we note that $H_{0}{ }^{F}$ is a subgroup of $H^{F}$ ). Therefore (by (1.2.16))
$$
x(\exp a)=\frac{1}{\left|H^{F}\right|} \frac{1}{\left|l^{F}\right|} \frac{\left|H^{F}\right|}{\left|H_{0}{ }^{F}\right|} \sum_{x=U^{p}} \psi_{0}((x \cdot f)(a)) .
$$

Since $H_{0}{ }^{F}$ is the centralizer of $f$ in $U^{F}$ we conclude that

$$
x(\exp a)=\frac{1}{\left|l^{F}\right|} \sum_{g \in o\left(\gamma^{p}\right.} \psi_{0}(g(a)) .
$$

The result follows because $\operatorname{dim} l=\frac{1}{2} \operatorname{dim} O(f)$ and

$$
\left|t^{F}\right|=q^{\operatorname{dim} t}=\sqrt{q^{\operatorname{dim} O(n)}}=\sqrt{I O(f)^{F}} .
$$

Now we can prove the main result of this section:

Theorem 1.2.6. ([Ka; proposition 2]; [Sr; theorem 7.7]) Let $\boldsymbol{\chi}$ be an arbitrary (complex) character of $U^{F}$. Then $\chi$ is irreducible if and only if there exists an $F$-stable $U$-orbit $O \leq U^{*}$ such that $\chi=\chi_{0}$. Moreover if $O, O^{\prime} \leq U^{*}$ are $F$-stable $U$-orbits then $\chi_{0}=\chi_{0}$. if and only if $O=O^{\prime}$.

Proof. Let $O \subseteq U^{*}$ be any $F$-stable $U$-orbit. We claim that $\chi_{0}$ is irreducible. For it is enough to prove that $\left(x_{0}, x_{0}\right)=1$ where (...) is the Frobenius product of characters. In fact (by proposition 1.2.5)

$$
\begin{aligned}
\left(x_{0}, x_{0}\right) & =\frac{1}{\left|0^{F}\right|} \frac{1}{\left|u^{F}\right|} \sum_{a=s}\left|\sum_{g=0^{\prime}} \psi_{0}(g(a))\right|^{2} \\
& \frac{1}{\left|\sigma^{F}\right|} \frac{1}{\left|u^{F}\right|} \sum_{a=u} \sum_{g=O^{\prime}}\left|\Psi_{0}(g(a))\right|^{2} \\
& =\frac{1}{\left|0^{\gamma}\right|} \sum_{g \in o^{\prime}}\left(\frac{1}{\left|u^{F}\right|} \sum_{a=u^{\prime}}\left|\psi_{0}(g(a))\right|^{2}\right)
\end{aligned}
$$

$$
\frac{1}{1 O^{F} \mid} \sum_{g \in O^{F}}\left(\psi_{0} g, \psi_{0} g\right)_{u^{p}}
$$

Since $\Psi_{0} g: u^{F} \rightarrow \mathbb{C}^{*}$ is a linear character of the finite abelian group $u^{F}$ (under addition) we have

$$
\left(\psi_{08}, \psi_{08}\right)_{u}=1
$$

The claim follows.
Now suppose that $\chi_{0}=\chi_{0}$, where $O^{\prime} \subseteq U^{*}$ is an $F$-stable $U$-orbit. Since $(\exp a)^{-1}=\exp (-a)$ for all $a \in u$, we have

$$
\begin{aligned}
\left(x_{0,} x_{0}\right) & =-\frac{1}{\left|u^{F}\right|} \sum_{a=u^{F}} x_{0}(\exp a) x_{0}(\exp (-a)) \\
& =\frac{1}{\sqrt{10^{F} \mid}} \frac{1}{\sqrt{10^{F} \mid}} \sum_{f a O^{F}} \sum_{f_{0} 0^{\prime}}\left(\frac{1}{\left|u^{F}\right|} \sum_{a \in u^{f}} \psi_{0}(f(a)) \psi_{0}(f(-a))\right) \\
& =\frac{1}{\sqrt{10^{F} \mid}} \frac{1}{\sqrt{10^{F} \mid}} \sum_{g_{0} O^{F}} \sum_{g^{\prime}=O^{*}}\left(\psi_{0 g,} \psi_{0} g^{\prime}\right)_{u^{F}}
\end{aligned}
$$

If $g \in O$ and $g^{\prime} \in O^{\prime}$ are distinct the characters $\psi_{0 g} g$ and $\psi_{0} g^{\prime}$ (of the additive group $\mu^{F}$ ) are orthogonal, i.e.

$$
\left(\psi_{0 g}, \psi_{0} g^{\prime}\right)_{u^{r}}=0
$$

- in fact since $\psi_{0}$ is a non-trivial character of $F_{q}^{+}$there exists $a \in U^{F}$ such that $g(a)=g^{\prime}(a)$ and $\psi_{0}(g(a)) \neq \psi_{0}\left(g^{\prime}(a)\right)$. It follows that

$$
\left(\Psi_{0 g}, \Psi_{0 g}\right)_{w}=\delta_{88^{\prime}}
$$

Since $\chi_{0}=x_{0}$, we have $\left(\chi_{0}, x_{0}\right)=1$. Therefore the intersection $O_{n} O^{\prime}$ is non-empty, hence $O=O^{\prime}$.

Finally by proposition 1.2 .5 we have $\chi_{0}(1)=\sqrt{10^{F} 1}$ and this implies that

$$
\sum_{0} x_{0}(1)^{2}=\sum_{0}\left|0^{F}\right|=\left|U^{F}\right|
$$

where the sum is over all $F$-stable $U$-orbits $O$ e $L^{*}$. The proof is complete.

### 1.3. Subgroups of codimension one

In this section we keep the notation of section 1.2 . $K$ will denote an algebraically closed field and $u$ a nilpotent Lie algebra (regarded as a subalgebra of $u_{n}(K)$ for some $n$ ). Moreover if $K$ has prime characteristic $p$ we will assume that $p \geq n$. Then $U$ will denote the exponential subgroup $\exp u\left(U\right.$ is a subgroup of $U_{n}(K)$ ). In this section we refer to [CG] or to [Ki2]. The results in both references are proved for nilpotent Lie groups but they can be adapted to the context of our thesis.

Let $u_{0}$ be a subalgebra of $u$ with codimension 1, i.e.

$$
\operatorname{dim} u_{0}=\operatorname{dim} u-1
$$

Then $u_{0}$ is an ideal of $u$ and [ $u u$ ] $\subset u_{0}$ (see [CG; lemma 1.1.8] - the proof of this lemma does not depend on the characteristic of the field).

Let $\pi: U^{*} \rightarrow \mu_{0}{ }^{*}$ be the natural projection. By definition

$$
\pi(f)(a)=f(a)
$$

for all $f \in U^{*}$ and all $a \in U$. The kernel of $\pi$ is the subspace

$$
u_{0}^{\perp}=\left\{g \in u^{*} ; g(a)=0 \text { for all } a \in u_{0}\right\}
$$

of $u$. On the other hand for any $f \in u^{*}$ the fibre $\pi^{-1}(\pi(f))$ of the $\pi(f) \in u_{0}^{*}$ is the subset

$$
l(f)=\left\{g \in u^{*} ; g(a)=f(a) \text { for all } a \in u_{0}\right\}
$$

of $u^{*}$. It is clear that

$$
l(f)=f+u_{0}^{\perp}=\left\{f+h ; h \in u_{0}^{\perp}\right\}
$$

for all $f\left(U^{*}\right.$. Moreaver $\left[(f)\left(f \in U^{*}\right)\right.$ is an irreducible algebraic variety of dimension one (because $u_{0}$ has codimension one, hence $\operatorname{dim} u_{0}{ }^{\frac{1}{2}}=1$ ).

In the following we will fix the element $f \in L^{* *}$ and we will denote by $f_{0}$ the image $f(f) \in u_{0}{ }^{*}$. We consider the intersection $l(f) \cap O(f)$ of the fibre $l(f)$ with the coadjoint $U$-arbit $O(f)$. Since $f \in(f)$ it is obvious that
$t(0) \cap O()=\varnothing$.

Let

$$
U^{\prime}=\{x \in U: x \cdot f \in[(f)\} .
$$

Then

$$
\left[(f) \cap O(f)=\left\{x \cdot f, x \in U^{\prime}\right\}\right.
$$

and we have:

Lemma 1.3.1. ([Ki2; pg. 76-77]) $U^{\prime}=C_{U}\left(f_{0}\right)$ is a closed connected subgroup of $U$. In fact $U^{\prime}=\exp u^{\prime}$ where

$$
\left.u^{\prime}=[a \in u ; f(a b])=0 \text { for all be } u_{0}\right\} .
$$

Proof. Since $u_{0}$ is an ideal of $u$ we have $x a x^{-1} \in u_{0}$ for all $x \in U$ and all $a \in u_{0}$. Therefore $U$ acts on $\mu_{0}$ (via the adjoint representation), hence it acts on $\mu_{0}{ }^{*}$. This action is defined by

$$
\left(x-g_{0}\right)(a)=g_{0}\left(x a x^{-1}\right)
$$

for all $x \in U$, all $g_{0} \in \mu_{0}^{* *}$ and all $a \in u_{0}$. Moreover we have

$$
\begin{equation*}
\pi(x \cdot g)=x \cdot \pi(g) \tag{1.3.1}
\end{equation*}
$$

for all $x \in U$ and all $g \in L^{*}$. It follows that, for all $x \in U$,

$$
x \cdot f=l(f) \Leftrightarrow x \cdot f_{0}=f_{0}
$$

Thus

$$
U^{\prime}=\left(x \in U ; x \cdot f_{0}=f_{0}\right)=C_{U}\left(f_{0}\right) .
$$

Therefore $U^{\prime}$ is a closed subgroup of $U$ (see [Hul; proposition 8.2(b)]).
Now we claim that $U^{\prime}=\exp u^{\prime}$. Let $e \in u^{\prime}$ and let $b \in u_{0}$. Then

$$
\left((\exp a) \cdot f(b)=f\left((\exp a) b(\exp a)^{-1}\right)=f(\exp (a d a)(b))=f(b)+\sum_{i=1}^{n-1} \frac{\left.f(a d a)^{i}(b)\right)}{i n} .\right.
$$

Since $u_{0}$ is an ideal of $u$ and $a \in u^{\prime}$ we have

$$
\left.f(a d a)^{i}(b)\right)=0
$$

for all $i \in\{1, \ldots, n-1\}$. Hence
$((\exp a) \cdot f)(b)=f(b)$.
Since be $u_{0}$ is arbitrary we conclude that

$$
(\exp a) \cdot f_{0}=f_{0}
$$

Therefore $\exp a_{a} U^{\prime}$. Conversely let $x \in U^{\prime}$ and let $a \in U$ be such that $x=\exp a$ (we recall that $U=\exp (4)$. Let $t$ be an indeterminate over $K$ and let be $u_{0}$. We consider the polynomial

$$
\left.P(t)=(\exp (t a)) \cdot f_{0}\right)(b)=\sum_{i=0}^{n-1} \frac{f_{0}\left((a d a)^{i}(b)\right)}{i l} t^{i} \in K[t] .
$$

The argument used in the proof of proposition 1.2 .2 may be repeated to show that

$$
P(t)=f(b) .
$$

In particular we obtain

$$
f(a b])=0 .
$$

Since $b \in u_{0}$ is arbitrary it follows that $a \in u^{\prime}$ and the proof is complete.

Now let $h$ be a non-zero element of $u_{0}^{\perp}$. Since $\operatorname{dim} \mu_{0}{ }^{\perp}=1$ we have

$$
u_{0}^{\perp}=\{\alpha h ; \alpha \in K\}
$$

Since $x \cdot f \in l(f)=f+u_{0}^{\perp}$ for all $x \in U^{\prime}$, we may define a map $\varphi: U^{\prime} \rightarrow K$ by
$x \cdot f=f+\varphi(x) h$
for all $x \in U^{\prime}$.
Let $x \in U$. Since $u_{0}$ is $U$-invariant we have $x a x^{-1} \in u_{0}$ for all $a \in u_{0}$. Hence

$$
(x \cdot h)(a)=h\left(x a x^{-1}\right)=0
$$

for all $a \in u_{0}$. Therefore $x \cdot h \in u_{0}^{\perp}$ and so

$$
x \cdot h=\alpha h
$$

for some $\alpha \in K$, i.e. $\alpha$ is an eigenvalue of the linear map $A d^{\ddagger} x: u_{0}^{\perp} \rightarrow u_{0}^{\perp}$. Since $A d^{\neq} x$ is unipotent all its eigenvalues are equal to leK. Hence we must have $\alpha=1$ and so
$x \cdot h=h$.
Since this equality holds for all $x \in U$ we deduce that

$$
(x y) \cdot f=x \cdot(y \cdot f)=x \cdot(f+\varphi(y) h)=x \cdot f+\varphi(y)(x \cdot h)=f+\varphi(x) h+\varphi(y) h=f+(\varphi(x)+\varphi(y)) h
$$

for all $x, y, U^{\prime}$. It follows that

$$
\varphi(x y)=\varphi(x)+\varphi(y)
$$

for all $x_{,} y^{\prime} U^{\prime}$, i.c. $\Phi$ is an homomorphism from $U^{\prime}$ into the additive group $K^{+}$of the field K. Moreover $\varphi$ is a morphism of algebraic variedies. Therefore $\varphi$ is an homomorphism of
algebraic groups. Since $U^{\prime}$ is connected the image $\varphi(U)$ is also connected (see [Hul; proposition 1.3.A]). So either $\varphi$ is identically zero or $\varphi(U)=K$. It follows that

$$
t(f) \cap O(f)= \begin{cases}{[f\}} & \text { if } \varphi \text { is identically zero } \\ l(f) & \text { if } \varphi(U)=K\end{cases}
$$

This completes the proof of the first assertion of the following:

Lemma 1.3.2. ([Ki2; lemma 6.2]; [CG; lemma 3.1.3]) Let fe $u^{*}$. Then either $l(f) \cap O(f)=\{f\}$ or $l(f) \in O(f)$. Moreover let $g \in O(f)$. Then $l(f) \cap O(f)=\{f\}$ if and only if $!(g) \cap O(f)=[g]$. Hence $l(f)=O(f)$ if and only if $l(g)=O(f)$.

Proof. Let $x \in U$ be such that $g=x \cdot f$. Then $l(g)=x \cdot l(f)$ and

$$
l(g) \cap O(f)=x \cdot(l(f) \cap O(f)) \quad(1) .
$$

The result follows.

This lemma allows us to say that a $U$-orbit $O \subseteq U^{*}$ is of the first kind with respect to $u_{0}$ if $l(f) \cap O=[f\}$ for all $f \in O$. Otherwise we will say that $O$ is of the second kind with respect to $u_{0}$.

Let $O$ be a $U$-orbit in $U^{*}$ and consider the image $\pi(O)=u_{0^{*}}$. Since $\pi$ is $U$-invariant (see (1.3.1)) $\pi(O)$ is a $U$-invariant subset of $u_{0}{ }^{*}$. Moreover $U$ acts transitively on $\pi(O)$. Since $U$ is unipotent we conclude that $\pi(O)$ is a closed subset of $u_{0}{ }^{*}$ (see [S5, proposition 2.5]). Since $O$ is an irreducible closed subset of $u^{*}$ and $\pi$ is a morphism of algebraic varieties we deduce that $\pi(O)$ is an irreducible closed subset of $u_{0}{ }^{*}$ (see [Hul; proposition 1.3.A]). Therefore $\pi=\boldsymbol{\pi}(O)$ is a surjective morphism between irreducible algebraic varieties. It follows that

$$
\operatorname{dim} \pi(0) \leq \operatorname{dim} 0 .
$$

Let r=dim $O-d i m \pi(O)$. Then there exists a non-empry open subset $A$ of $\pi(O)$ such that

[^10]$$
\operatorname{dim} \pi^{-1}(a)=r
$$
for all $a \in A$ (see [Hu1; theorem 4.3]). Let $f \in O$. Then
$$
\pi^{1}(\pi(f))=l(f) n 0 .
$$

It follows that

$$
\pi^{-1}(\pi(f))= \begin{cases}(f) & \text { if } O \text { is of the first kind } \\ (f) & \text { if } O \text { is of the second kind }\end{cases}
$$

Thus

$$
\operatorname{dim} \pi^{-1}(\pi(f))= \begin{cases}0 & \text { if } O \text { is of the first kind } \\ 1 & \text { if } O \text { is of the second kind }\end{cases}
$$

Since $f \in O$ is arbitrary we obtain:

Proposition 1.3.3. Let $O \subseteq U^{*}$ be $a U$-orbit. Then:
(i) $\operatorname{dim} \pi(O)=\operatorname{dim} O$ if and only if $O$ is of the first kind (with respect to $u_{0}$ );
(ii) $\operatorname{dim} \pi(O)=\operatorname{dimO} O-1$ if and only if $O$ is of the second kind (with respect to $u_{0}$ ).

Now let $U_{0}=\exp u_{0}$. Then $U_{0}$ is a connected closed subgroup of $U$. Since $\pi(O)$ is $U$-invariant $U_{0}$ acts on $\pi(O)$. Therefore $\pi(O)$ is a disjoint union of $U_{0}$-orbits. Our purpose is to obtain this decomposition of $\pi(O)$. Firstly we relate the dimension of $O$ with the dimension of any $U_{0}$-orbit in $\pi(O)$.

Let $f=O$ and let $O_{0}$ be the $U_{0}$-orbit of $f_{0}=\pi(f) ๔ u_{0}^{*}$. Then $O_{0}$ is an irreducible closed subset of $\pi(O)$ and so
$\operatorname{dim} O_{0} \leq \operatorname{dim} \pi(O) \leq \operatorname{dimO}$.

Now let ( $e_{1}, \ldots, e_{m}$ ) be a $\boldsymbol{K}$-basis of $u$ and let $M(\mathcal{O}$ ) be the $m \times m$ matrix which represents the $K$-bilinear form $B_{f}$ with respect to the basis ( $e_{1}, \ldots, e_{m}$ ). For $i, j \in(1, \ldots, m)$ the ( $i, J$-th entry of $M(f)$ is $\left.f\left[e_{l}, e_{j}\right]\right)$. Then $M(f)$ is skew-symmetric matrix and so it has even rank (see [Co; theorem 8.6.1]). In fact
$\operatorname{rankM}()=\operatorname{dim} u-\operatorname{dim} r()$.

By lemma 1.2.2 $\operatorname{dim} r(f)=\operatorname{dim} C_{U}(f)$, hence
$\operatorname{rank} M(f)=\operatorname{dim} O(f)$
(we note that $O=O(f)$ ).

Since $u_{0}$ is a subspace of $u$ with codimension one we may choose the basis ( $e_{1}, \ldots, e_{m}$ ) such that $e_{i}=U_{0}$ for all $i \in\{1, \ldots, m-1\}$. Then (with respect to this basis) the matrix $M(f)$ has the form

$$
M(f)=\left(\begin{array}{cc}
M\left(f_{0}\right) & -v \\
v & 0
\end{array}\right)
$$

where $M\left(f_{0}\right)$ is the $(m-1) \times(m-1)$ matrix which represents the $K$-bilinear form $B_{f_{0}}$ with respect to the basis $\left(e_{1}, \ldots, e_{m-1}\right)$ of $u_{0}$ and $v$ is the row vector

$$
v=\left(f\left(\left[e_{m}, e_{1}\right]\right) \ldots f\left(\left[e_{m}, e_{m-1}\right]\right)\right)
$$

Since $O_{0}$ is the $U_{0}$-orbit of $f_{0}$ we have

$$
\operatorname{dim} O_{0}=\operatorname{rankM}\left(f_{0}\right)
$$

(by (1.3.3)). Since $M(f)$ and $M\left(f_{0}\right)$ are skew-symmetric they have even ranks and so $\operatorname{rankM}(f) \in\left\{\operatorname{rank} M\left(f_{0}\right), \operatorname{rankM}\left(f_{0}\right)+2\right\}$.

It follows that

$$
\begin{equation*}
\operatorname{dim} O \subset\left\{\operatorname{dim} O_{0}, d i m O_{0}+2\right\} \tag{1.3.4}
\end{equation*}
$$

We now prove the following:

Proposition 1.3.4. Let $O \subseteq u^{*}$ be a $U$-orbit and let $O_{0} \propto \pi(O)$ be a $U_{0}$-orbit. Then:
(i) $\operatorname{dim} O=\operatorname{dim} O_{0}$ if and only if $O$ is of the first kind (with respect to $u_{0}$ );
(ii) $\operatorname{dimO}=\operatorname{dim} O_{0}+2$ if and only if $O$ is of the second kind (with respect to $u_{0}$ ).

Proof. It is enough to prove (i).
Suppose that dimO $=$ dim $O_{0}$. Then

$$
\operatorname{dim} \pi(O)=\operatorname{dim} O
$$

(by (1.3.2)) and so $O$ is of the first kind (by proposition 1.3.3).

Conversely suppose that $O$ is of the first kind. Then (by proposition 1.3.3)

$$
\operatorname{dim} x(O)=\operatorname{dim} 0
$$

Since $C_{U_{0}}\left(f_{0}\right)=U_{0} \cap C_{U}\left(f_{0}\right)$ we have

$$
\operatorname{dim} C_{U_{0}}\left(f_{0}\right) \leq \operatorname{dim} C_{U}\left(f_{0}\right)
$$

Since $U$ acts transitively on $J(O)$ we deduce that

$$
\operatorname{dim}(O)=\operatorname{dim} U-\operatorname{dim} C_{U}\left(f_{0}\right) \leq \operatorname{dim} U-\operatorname{dim} C_{U_{0}}\left(f_{0}\right)=\operatorname{dim} U_{0}+1-\operatorname{dim} C_{U_{0}}\left(f_{0}\right)=\operatorname{dim} O_{0}+1
$$

Thus

$$
\operatorname{dim} O=\operatorname{dim} \pi(O) \leq \operatorname{dim} O_{0}+1
$$

(i) follows by (1.3.4).

The following result gives morecbaracterizations of the orbit $O$ (with respect to the subalgebra $\mu_{0}$ ):

Lemma 1.3.5. ([CG; proposition 1.3.4]) Let $O \subseteq U^{*}$ be a $U$-orbit and let $f \in O$. Let $f_{0}=\pi(f) \in u_{0}^{*}$ and let $O_{0} \subseteq u_{0}^{*}$ be the $U_{0}$-orbit of $f_{0}$. Then:
(i) The following conditions are equivalent:
(a) $O$ is of the first kind (with respect to $u_{0}$ );
(b) $r(f) \cap u_{0} \neq \Gamma(\mathrm{f})$;
(c) $r\left(f_{0}\right)=r(f)$;
(d) $\operatorname{dim} r(f)=\operatorname{dim} r\left(f_{0}\right)+1$;
(ii) The following condizons are equivalent:
(a) $O$ is of the second kind (with respect to $u_{0}$ );
(b) $r(f) \cap \underline{u}_{0}=r(f)$;
(c) $r(f) \subseteq r\left(f_{0}\right)$;
(d) $\operatorname{dim} r(f)=\operatorname{dim} r(f 0)-1$.

Proof. Let $V$ be a subspace of $u_{0}$ such that

$$
u_{0}=V \in r\left(f_{0}\right)
$$

and suppose that dimVar. Let $\left(\epsilon_{1}, \ldots, \epsilon_{m-1}\right)$ be $\boldsymbol{a} \boldsymbol{K}$-basis of $u_{0}$ such that $\left(\epsilon_{m+1}, \ldots, \epsilon_{m-1}\right)$ is
a $K$-basis for $r\left(f_{0}\right)$. Then (with respect to this basis) the matrix $M\left(f_{0}\right)$ has the form

$$
M\left(f_{0}\right)=\left(\begin{array}{ll}
A & 0 \\
0 & 0
\end{array}\right)
$$

where $A$ is an $n$ non-singular skew-symmetric matrix.
Suppose that $O$ is of the first kind. Then (by proposition 1.3.4) $\operatorname{dim} O=\operatorname{dim} O_{0}$ and so

$$
\operatorname{rank} M(f)=\operatorname{rankM}\left(f_{0}\right)
$$

(by (1.3.3)). Therefore the $m$-th row of $M(f)$ is a linear combination of the remaining rows. In particular we must have

$$
f\left(\left[e_{m}, e_{i}\right]\right)=0
$$

for all $i \in\{r+1, \ldots, m-1\}$. Since $\left(e_{r+1}, \ldots, e_{m-1}\right)$ is a basis of $r\left(f_{0}\right)$ we conclude that $r\left(f_{0}\right) \subseteq r(f)$.

On the other hand consider the subspace $V \oplus K e_{m}$ of $u$. The restriction of $B_{f}$ to this subspace determines a bilinear form which is represented (with respect to the basis ( $\left.e_{1}, \ldots, e_{r}, c_{m}\right)$ ) by a skew-symmetric matrix of odd size $r+1$ (we note that $r$ is an even number because $\left.r=\operatorname{rankM}(f)=\operatorname{rankM}\left(f_{0}\right)\right)$. Therefore there exists a vector

$$
a=b+\alpha c_{m} \in V \oplus K c_{m} \quad\left(b \in V, \alpha \in K^{*}\right)
$$

such that

$$
B\left(a, e_{i}\right)=B\left(b, e_{i}\right)+\alpha B /\left(e_{m}, e_{i}\right)=0
$$

for all ie $\{1, \ldots, r\}$. Since $B_{f}\left(e_{m}, e_{i}\right)=f\left(\left[e_{m}, e_{i}\right]\right)=0$ for all ic $\{r+1, \ldots, m-1\}$ we conclude that $a \in r(f)$. Since $a \in u_{0}$ we deduce that $r(f)$ is not contained in $u_{0}$, i.e.

$$
r(f) \cap u_{0} \neq r(f)
$$

Moreover $\left(e_{n+1}, \ldots, e_{m-1}, a\right)$ is a basis of $r(f)$. Hence

$$
\operatorname{dim} r(f)=\operatorname{dim} r\left(f_{0}\right)+1
$$

We have proved that (a) implies (b), (c) and (d) in (i). The equivalencies in (i) and in (ii) will follow once we have proved that (a) implies (b), (c) and (d) in (ii). For suppose that $O$ is of the second kind. Then (by proposition 1.3.4) $\operatorname{dimO}=\operatorname{dim} O_{0}+2$ and so

$$
\operatorname{rankM}(f)=\operatorname{rankM}\left(f_{0}\right)+2
$$

(by (1.3.3)). In this case the $m$-th row of the matrix $M(f)$ is linearly independent of the
remaining rows. If $f\left(\left[e_{m}, e_{i}\right]\right)=0$ for all ie $(r+1, \ldots, m-1\}$ then the previous argument shows that

$$
\operatorname{rankM}(f)=\operatorname{rankM}\left(f_{0}\right)=r .
$$

This contradiction implies that there exists at least one ie $\{r+1, \ldots, m-1\}$ such that $f\left(e_{m}, e_{i}\right] \neq 0$. Without loss of generality we may assume

$$
f\left(\left[e_{m}, e_{r+1}\right]\right) \neq 0 .
$$

Then for each ia $(r+2, \ldots, m-1)$ we define the vector

$$
a_{i}=f\left(\left[e_{m}, e_{r+1}\right]\right) e_{i} f\left(\left[e_{m}, e_{i}\right)\right) e_{r+1} .
$$

Since $e_{r+1}, e_{i} \boldsymbol{r}\left(f_{0}\right)$ we have

$$
B_{\mathcal{\prime}}\left(e_{j}, a_{j}\right)=0
$$

for all $j \in\{1, \ldots, m-1\}$. Also

$$
B_{f}\left(e_{m}, a_{i}\right)=f\left(\left[e_{m}, e_{r+1}\right]\right) f\left(\left[e_{m}, e_{i}\right]\right)-f\left(\left[e_{m}, e_{i}\right]\right) f\left(\left[e_{m}, e_{r+1}\right]\right)=0
$$

It follows that $a_{i} \in r(f)$ for all $i \in\{r+2, \ldots, m-1\}$. Moreover $a_{i} \in u_{0}$ for all $i \in\{r+2, \ldots, m-1\}$. Since $\left(a_{r+2}, \ldots, a_{m-1}\right)$ is linearly independent and rankM ()$=r+2,\left(a_{r+2}, \ldots, a_{m-1}\right)$ is a basis of $r(f)$. This implies that

$$
r(f)=r\left(f_{0}\right)=u_{0} .
$$

Moreover

$$
\operatorname{dim} r(f)=\operatorname{dim} r\left(f_{0}\right)-1 .
$$

The proof of the lemma is complete.

We are now able to give the required decomposition of $\pi(O)$ into $U_{0}$-orbits.

Proposition 1.3.6._([Ki2; lemma 6.2(a),(b)]; [CG; theorem 2.5.1]) Let Ocu* be a $U$-orbit, let $f \in O$ and let $O_{0} \in u_{0}^{*}$ be the $U_{0}$-orbit of $f_{0}=\pi(f)=u_{0} *$. Then
(i) If $O$ is of the first kind (with respect to $u_{0}$ ), $U_{0}$ acts transitively on $\pi(O)$

- hence $\pi(O)=O_{0}$.
(ii) If $O$ is of the second kind (with respect to $u_{0}$ ), $\pi(O)$ is the disjoint union

$$
\pi(0)=\bigcup_{\alpha=k} O_{\alpha}
$$

where, for each $\alpha \in K, O_{\alpha} \leq u_{0}^{*}$ is the $U_{0}$-orbit of the element $(\exp (\alpha a)) \cdot f_{0} \in u_{0}{ }^{*}$ and $a \in u$ is an arbitrary vector such that at $\mu_{0}$. In fact

$$
O_{\alpha}=(\exp (\alpha a))-O_{0}=\left\{\left(\exp (\infty) \cdot g_{0} ; g_{0^{E}} O_{0}\right\}\right.
$$

for all $\alpha_{\in} K$. Moreover we have

$$
\operatorname{dim} O_{c}=\operatorname{dim} 0-2
$$

for all $\alpha \in K$.

Proof. (i) follows from propositions 1.3.3 and 1.3.4 (we recall that $O_{0}$ is an irreducible subvariety of $\pi(O)$ ).

Suppose that $O$ is of the second kind and let $a \in\left\{u_{0}\right.$ be arbitrary. We consider the one-dimensional subgroup

$$
X=\{\exp (\alpha a) ; \alpha \in K\} \subseteq U
$$

Since ae $u_{0}$ we have

$$
U_{0} \cap X=\{1\}
$$

On the other hand $U_{0}$ is a normal subgroup of $U$ - because $\operatorname{dim} U_{0}=\operatorname{dim} U-1$ (see [Hul; proposition 17.4]). Therefore $U_{0} X$ is a subgroup of $U$. Since $U_{0}$ and $X$ are connected $U_{0} X$ is also connected (see [Hul; corollary 7.5]). Since $U_{0} \neq U_{0} X$ we have

$$
\operatorname{dim} U_{0}<\operatorname{dim}\left(U_{0} X\right) \leq \operatorname{dim} U
$$

Since $U$ is connected and $\operatorname{dim} U_{0}=\operatorname{dim} U-1$ we conclude that

$$
\begin{equation*}
U=U_{0} X \tag{1.3.5}
\end{equation*}
$$

(moreover this product is semidirect).
Now let $g \Perp O$ and let $x \in U$ be such that $f=x \cdot g$. Since $U=U_{0} X$ there exist $x_{0} ₫ U_{0}$ and $\alpha \in K$ such that $x=x_{0} \exp (\alpha a)$. Then

$$
f_{0}=\pi(f)=x_{0} \cdot \pi((\exp (\alpha a)) \cdot g)
$$

(because $\boldsymbol{\pi}$ is $\boldsymbol{U}$-invariant). This implies that

$$
(\exp (\infty a)) \cdot \pi(g)=\pi((\exp (\alpha a)) \cdot g) \in O_{0}
$$

so
$\pi(g)=(\exp (-\alpha a)) \cdot O_{0}=-\alpha$
(because $\exp (\alpha a)^{-1}=\exp (-\alpha a)$ ). Since $g=O$ is arbitrary we conclude that

$$
\pi(0)=\cup_{\alpha \in K} O_{\alpha}
$$

Conversely let $\alpha \in K$ and let $g \in \mu^{*}$ be such that $(\exp (\alpha a a)) \cdot \pi(g) \in O_{0}\left(\right.$ i.e. $\left.\pi(g) \in O_{-\omega}\right)$. Then there exists $x_{0} \in U_{0}$ such that

$$
f_{0}=x_{0}((\exp (\alpha a)) \cdot \pi(g))=\pi\left(\left(x_{0}(\exp (\alpha a)) \cdot g\right) .\right.
$$

Hence

$$
\left(x_{0}(\exp (\alpha a)) \cdot g \in I(f) .\right.
$$

Since $O$ is of the second kind we have $l(f)=O$ so

$$
\left(x_{0}(\exp (\alpha a)) \cdot g \in O .\right.
$$

It follows that $g \in O$ and this completes the proof of the inclusion $O_{\ldots} \propto \pi(O)$. Since $\alpha_{e} K$ is arbitrary we conclude that

$$
\pi(O)=\bigcup_{\alpha \in K} O_{\alpha}
$$

To conclude the proof we claim that for all $\alpha_{\alpha} \beta \in \mathrm{K}$

$$
O_{\alpha}=O_{\beta} \Leftrightarrow \alpha=\beta
$$

In fact let $\alpha_{\beta} \beta \in K$ be two distinct elements and suppose that $O_{\alpha}=O_{\beta}$. Then the elements $x=\exp (\alpha a)$ and $y=\exp (\beta a)$ of $X$ are distinct. So

$$
z=x y^{-1} \neq 1
$$

and we have

$$
z \cdot O_{\alpha}=z \cdot\left(x \cdot O_{0}\right)=z \cdot O_{\alpha}=z \cdot O_{\beta}=z \cdot\left(y \cdot O_{0}\right)=(z y) \cdot O_{0}=x \cdot O_{0}=O_{\alpha}
$$

Let $g_{0}=O_{\alpha}$ Since $O_{\alpha}$ is a $U_{0}$-orbit (because $U_{0}$ is a normal subgroup of $U$ ) and $2 \cdot g_{0}=O_{\alpha}$ there exists $x_{0}=U_{0}$ such that

$$
2 \cdot 8_{0}=x_{0} \cdot 80 .
$$

Therefore

$$
x_{0}^{-1} z_{e} C_{U}\left(8_{0}\right) .
$$

Now let $b e u$ be such that $x_{0}{ }^{-1} z=\exp b$ and consider the subgroup

$$
Y=\{\exp (\alpha b) ; \alpha \in K\}_{\_} U .
$$

Since $x_{0}=U_{0}$ and $z \in X$ we have $x_{0}^{-1} z=1$, hence $b * 0$. Let $g=O$ be such that $g_{0}=\pi(g)$. Then (by lemma 1.3.1) $C_{U}\left(g_{0}\right)=\exp u^{\prime}$ where

$$
u^{\prime}=\left\{c \in u_{;} g([c d])=0 \text { for all } d \in u_{0}\right\} .
$$

Since $x_{0}{ }^{-1} z=\exp b \in C_{U}\left(g_{0}\right)$ we have $b \in u^{\prime}$. Therefore $\left\{\alpha b ; \alpha_{a} K\right\} \in u^{\prime}$ and this implies that

$$
Y \in C_{U}\left(g_{0}\right)
$$

On the other hand we have

$$
U=U_{0} Y
$$

(since be $U_{0}$ (because $x_{0}{ }^{-1} z \in U_{0}$ ) this equality has exactly the same proof as (1.3.5)). Since $Y$ centralizes $g_{0}$ and $O_{\alpha}$ is the $U_{0}$-orbit of $g_{0}$ we conclude that $O_{\alpha}$ is $U$-invariant and this implies that

$$
O_{\alpha}=\pi(O)
$$

(we recall that $U$ acts transitively on $\pi(O)$ ). Finally we have

$$
\operatorname{dim} \pi(0)=\operatorname{dim} O-1
$$

(by proposition 1.3 .3 because $O$ is of the second kind). Therefore

$$
\operatorname{dim} O_{\alpha}=\operatorname{dim} O-1 .
$$

This is impossible because both $O$ and $O_{\alpha}$ have even dimension (corollary 1.2.3). This contradiction completes the proof of our claim and also the proof of the lemma.

Next we consider the inverse image $\pi^{1}\left(O_{0}\right)$ of the $U_{0}$-orbit $O_{0} \propto u_{0} *$ of $f_{0}=\pi(f)$. Let $g \in \pi^{1}\left(O_{0}\right)$. Then $\pi(g)=O_{0}$ so there exists $x \in U_{0}$ such that

$$
\pi(f)=f_{0}=x \cdot \pi(g)=\pi(x \cdot g) .
$$

It follows that

$$
x \cdot g \in I(f)=f+u_{0}^{\perp} .
$$

Let $h$ be a non-zero vector of $u_{0}{ }^{\perp}$. Then

$$
x \cdot g=f+\alpha h
$$

for some $\alpha \in K$, i.e. $g \in O(f+\alpha h)$. Therefore

$$
\begin{equation*}
\pi^{1}\left(O_{0}\right)=\bigcup_{\alpha K K} O(f+\alpha h) \tag{1.3.6}
\end{equation*}
$$

Since $f+\alpha$ he $\pi^{1}\left(O_{0}\right)$ for all $\alpha \in K$ we have

$$
O(f+\alpha h) \cap \pi^{1}\left(O_{0}\right) \cdots \sigma
$$

On the other hand let $O^{\prime}$ be a $U$-orbit such that $O^{\prime} \cap \pi^{-1}\left(O_{0}\right) m$. Then the above argument shows that there exists $\alpha_{E} K$ such that $O^{\prime}=O(f+\alpha h)$. However in general the inclusion (1.3.6) is not an equality. In fact suppose that $O$ is of the second kind (with respect to $\left.u_{0}\right)$. Then $l(f)=O(f)$ and so $f+\alpha$ che $O$ for all $\alpha_{E} K$. Hence

$$
O(f+\alpha h)=0
$$

for all $\alpha_{E} K$. On the other hand we have

$$
\pi \pi^{1}\left(O_{0}\right)=O_{0}
$$

(because $\pi . \mu^{*} \rightarrow u_{0}{ }^{*}$ is surjective) and the previous proposition implies that

$$
\pi^{-1}\left(O_{0}\right) \neq 0
$$

(we note that in this case $\pi^{-1}\left(O_{0}\right) \in O$ ). However the next result shows that $\pi^{-1}\left(O_{0}\right)$ is $U$-invariant whenever $O$ is of the first kind (with respect to $u_{0}$ ).

Proposition 1.3.7. ([Ki2; lemma 6.2(c),(d)]; [CG; theorem 2.5.1]) Let $O \_u^{*}$ be $a$ $U$-orbit, let $f \in O$ and les $O_{0} \leq u_{0}{ }^{*}$ be the $U_{0}$-orbit of $f_{0}=\pi(f)$. Then:
(i) If $O$ is of the first kind (with respect to $u_{0}$ ) the inverse image $\pi^{-1}\left(O_{0}\right)$ is the disjoint union

$$
\pi^{-1}\left(O_{0}\right)=\bigcup_{a \in K} O(f+\alpha h)
$$

where $h$ is any non-zero vector of $u_{0}{ }^{1}$. Moreover for each $\alpha_{1} K$ the $U$-orbit $O(f+\alpha h)$ is of the first kind (with respect to $u_{0}$ ) and we have

$$
\operatorname{dim} O(f+\alpha h)=\operatorname{dim} O=\operatorname{dim} O_{0}
$$

Also

$$
\pi\left(O(f+\alpha h)=O_{0}\right.
$$

for all $\alpha=K$.
(ii) If $O$ is of the second kind (with respect to $u_{0}$ ) $O$ is the unique $U$-orbit which intersects $\pi^{-1}\left(O_{0}\right)$ (hence $\pi^{-1}\left(O_{0}\right)=0$ and this inclusion is proper).

Proof. (ii) have been proved above.
Suppose that $O$ is of the first kind and let $\alpha_{a} K$. Let $\left(e_{1}, \ldots, e_{m}\right)$ be $a$ basis of $u$
and consider the skew-symmetric matrix $M(f+\alpha h)$ which represents the bilinear form $B_{f+a k}$ with respect to this basis. Since $[\mu u]_{\subseteq} u_{0}$, we have

$$
(f+\alpha h)([a b])=f([a b])
$$

for all $a, b \in u$. Therefore

$$
M(f+\alpha h)=M() .
$$

By (1.3.3) we get

$$
\operatorname{dim} O(f+\alpha h)=\operatorname{dim} O .
$$

On the other hand we have $\operatorname{dim} \mathrm{O}=\operatorname{dim} \mathrm{O}_{0}$ (by proposition 1.3.4). Therefore

$$
\operatorname{dim} O(f+\alpha h)=\operatorname{dim} O_{0}
$$

and this implies that $O(f+\alpha h)$ is of the first kind (again by proposition 1.3.4). Now we apply the previous proposition to conclude that

$$
\pi(O(f+\alpha h))=O_{0}
$$

We have justified above that each element $g \in \pi^{11}\left(O_{0}\right)$ lies in $O(f+\alpha h)$ for some $\alpha_{\in} K$. Conversely the equality $\pi(O(f+\alpha h))=O_{0}$ implies that

$$
O(f+\alpha h) \in \pi^{-1}\left(O_{0}\right)
$$

for all $\alpha_{\in} K$. Therefore

$$
\pi^{-1}\left(O_{0}\right)=\bigcup_{\alpha \circ K} O(f+\alpha h)
$$

To prove that this union is disjoint let $\alpha_{1} \beta=K$ and suppose that $O(f+\alpha h)=O(f+\beta h)$. Then

$$
(f+\alpha h)+(\beta-\alpha) h=f+\beta h e O(f+\beta h)=O(f+\alpha h) .
$$

Since $O(f+\alpha h)$ is of the first kind we have

$$
l(f+\alpha h) \cap O(f+\alpha h)=[f+\alpha h)
$$

so $\alpha-\beta=0$, i.e. $\alpha=\beta$.
The proof is complete.

Subsequently we assume that $K$ is the algebraic closure of $F_{q}$ and we consider the Frobenius map $F=F_{q}: U_{n}(K) \rightarrow U_{n}(K)$. We also assume that $\mu$ and $u_{0}$ (hence $U$ and $U_{0}$ ) are $F$-stable.

Let $f\left(u^{*}\right)^{F}$ and let $O=O(f)$ be the $U$-orbit of $f$. Since $f$ is $F$-fixed $O$ is $F$-stable. As before we let $O_{0} \subseteq \mu_{0}{ }^{*}$ be the $U_{0}$-orbit of the element $f_{0}=\pi(f)$. If we choose a $K$-basis ( $\left.e_{1}, \ldots, e_{m-1}, e_{m}\right)$ of $u$ such that $\left(e_{1}, \ldots, e_{m-1}\right)$ is a basis of $u_{0}$ and such that $F\left(e_{i}\right)=e_{i}$ for all $i \in\{1, \ldots, m\}$ then we can easily verify that $f_{0} \in\left(\mu_{0}\right)^{F}$. Hence $O_{0}$ is an $F$-stable $U_{0}$-orbit.

Theorem 1.3.8. Let $O_{\subseteq} U^{*}$ be an $F$-stable $U$-orbit, let $f \in O^{F}$ and let $O_{0} \in U_{0}{ }^{*}$ be the ( $F$-stable) $U_{0}$-orbit of $f_{0}=\pi(f)$. Let $\chi=\chi_{0}$ be the irreducible character of $U^{F}$ which corresponds to the $U$-orbit $O$ and let $\chi_{0}=\chi_{0_{0}}$ be the irreducible character of $U_{0}{ }^{F}$ which corresponds to the $U_{0}$-orbit $O_{0}$.
(i) If $O$ is of the first kind (with respect of $u_{0}$ ) then $O_{0}{ }^{F}=\pi\left(O^{F}\right)$. Hence

$$
\chi_{U_{0}^{\prime}}=\chi_{0}
$$

is an irreducible character of $U_{0}{ }^{\prime \prime}$.
(ii) If $O$ is of the second kind (with respect to $u_{0}$ ) then $\pi\left(O^{F}\right)$ is the disjoint union

$$
\pi\left(O^{F}\right)=\bigcup_{a n} O_{q} O_{\alpha}^{F}
$$

where, for each $\alpha_{\in} F_{q}$.

$$
O_{\alpha}=(\exp \alpha a)-O_{0}
$$

and $a \in \mu$ is an arbitrary $F$-fixed element such that $a \in u_{0}$. On the other hand $X_{U_{0}}$ is the direct sum

$$
x_{U_{0}}=\sum_{m F_{t}} x_{\alpha}
$$

where, for each $\alpha_{\in} F_{\alpha}, \chi_{\alpha}=\chi_{O_{\alpha}}$ is the irreducible character which corresponds to the $U_{0}$-orbit $O_{\alpha}$ Moreover

$$
x_{\alpha}=\left(x_{0}\right)^{\alpha x x_{1}(\alpha a)}
$$

for all $\mathrm{om}_{\mathrm{a}} \boldsymbol{F}_{\boldsymbol{q}}$

Proof. (i) By proposition 1.3 .6 we have $\pi(0)=O_{0}$. Thus the map $\pi: 0 \rightarrow O_{0}$ is surjective. On the other hand let $g g^{\prime} \subset O$ be such that $\pi(g)=\pi(g)$. Then $g^{\prime} \in l(g)$. Since $O$ is of the first kind we have $I(g) \cap O(g)=(g)$ and so $g^{\circ} \mathrm{g}$. It follows that $\pi: O \rightarrow O_{0}=\pi(O)$
is injective, hence it is bijective. Therefore

$$
\left|\pi\left(O^{F}\right)\right|=\left|O^{F}\right|=q^{\ln O}
$$

Since $\operatorname{dimO}=\operatorname{dim} O_{0}$ (by proposition 1.3.4) we conclude that

$$
\left|\pi\left(O^{F}\right)\right|=q^{\operatorname{dim} O_{0}=\left|O_{0} F\right| .}
$$

Finally we get

$$
\pi\left(O^{F}\right)=O_{0}^{F}
$$

because $\pi\left(O^{F}\right)=\pi(O)^{F}=O_{0}^{F}$.
Now we consider that character $\boldsymbol{\chi}$. By definition (see (1.2.12)) we have

$$
x(\exp b)=\frac{1}{\sqrt{\left|0^{f \mid}\right|}} \sum_{g=O^{F}} \psi_{0}(g(b))
$$

for all $b \in u$. Since $\pi: O \rightarrow O_{0}=\pi(O)$ is bijective we deduce that

$$
\sum_{s_{0} O^{\prime}} \psi_{0}(g(b))=\sum_{s_{0} 0_{0}, F} \psi_{0}\left(g_{0}(b)\right)
$$

for all $b \in u_{0}$ (we note that $\pi(g)(b)=g(b)$ for all $\left.b \in u_{0}\right)$. Since $\left|O^{F}\right|=\left|O_{0}{ }^{F}\right|$ we obtain (by (1.2.12))

$$
\chi(\exp b)=\frac{1}{\sqrt{\mid O_{0} F_{1}}} \sum_{s_{0} O_{0} F} \Psi_{0}\left(g_{0}(b)\right)=\chi_{0}(\exp b)
$$

for all $b \in u_{0}$ - (i) follows because $U_{0}=\exp u_{0}$.
(ii) Let $a$ be an $F$-fixed element in $\mathcal{U N} u_{0}$. Then the element (exp $\alpha a$ ) $\cdot f_{0}{ }^{\star} L_{0}{ }^{*}$ is $F$-fixed for all $\alpha_{\varepsilon} F_{q}$. Hence the $U_{0}$-orbit $O_{\alpha}$ is $F$-stable for all $\alpha_{\varepsilon} F_{q}$. Now it is clear that

$$
\pi\left(O^{F}\right)=\pi(O)^{F}
$$

Since $O$ is of the second kind we have $\operatorname{dim} \pi(O)=d i m O-1$ (by proposition 1.3.3) and so

$$
\left|\pi\left(O^{F}\right)\right| \leq \pi(O)^{F} \mid=q^{d i m m(O)}=q^{\operatorname{dim} 0.1}
$$

On the other hand the element (exp $\alpha a$ ).fa $O$ is $F$-fixed for all $\alpha_{\in} F_{q}$ (we recall that $a$ and $f$ are $F$-fixed). Hence -

$$
(\exp \alpha a) \cdot f_{0}=\pi((\exp \alpha a) \cdot f) a \pi\left(O^{F}\right)
$$

Since $\pi\left(O^{F}\right)$ is $U^{P}$-invariant and $O_{a}^{F}$ is the $U_{0}^{F}$-orbit of ( $\exp$ ca) $\cdot f_{0}$ we conclude that

$$
O_{a}^{F} \in\left\{O^{F}\right)
$$

for all $\alpha=F_{\text {. }}$. Therefore
(we recall that the union $\bigcup_{\operatorname{mok}} O_{\alpha}$ is disjoint). Now

$$
\operatorname{dim} O_{\alpha}=\operatorname{dim} O_{0}=\operatorname{dimO} O-2
$$

(by proposition 1.3.4 because $O$ is of the second kind). Thus

$$
\sum_{a \in F_{q}}\left|O_{a}^{F}\right|=\sum_{\alpha=F_{q}} q^{\text {dim } O_{0}=q q^{\text {dim } O-2}=q^{\text {dim } O-1} .}
$$

It follows that

$$
\pi\left(O^{F}\right)=\cup_{\alpha a} F_{G} O_{\alpha}^{F}
$$

(and this union is disjoint).
Now we consider the irreducible character $\chi$ of $\mathcal{U}^{\boldsymbol{F}}$. As before we have

$$
x(\exp b)=\frac{1}{\sqrt{\left|d^{F}\right|}} \sum_{g^{\prime} \sigma^{F}} \psi_{0}(g(b))
$$

for all $b \in \mu$. Suppose that $b \in u_{0}$. Since $O$ is of the second kind we have $l(g) \leq O$ for all $g \in O$. Therefore there exist $g_{1}, \ldots, g_{r} e O^{F}$ such that $O^{F}$ is the disjoint union

$$
\sigma^{F}=\bigcup_{i=1}^{r}\left\{\left(g_{i}\right)^{F}\right.
$$

(we note that each $\left(g_{i}\right)$ is $F$-stable because $g_{i}$ is $F$-fixed). It follows that

$$
\sum_{g \in O^{\prime}} \psi_{0}(g(b))=\sum_{i=1}^{r} \sum_{g \in\left\{\left(s_{i}\right)^{\prime}\right.} \psi_{0}(g(b))
$$

Since $b \in \mu_{0}$ we have

$$
g(b)=g_{i}(b)
$$

for all $g \in\left\{\left(g_{i}\right)\right.$ and all ic $\{1, \ldots, r\}$. Therefore

$$
\sum_{g \in \sigma^{*}} \psi_{0}(g(b))=\sum_{i=1}^{r}\left|I\left(g_{i}\right)^{F}\right| \psi_{0}\left(g_{i}(b)\right) .
$$

Since

$$
\left|L\left(g_{i}\right)^{F}\right|=q^{\operatorname{dim} \mid\left(S_{1}\right)}=q
$$

for ail $i \in\{1, \ldots, r\}$ (we recall that $\operatorname{dim} l(g)=1$ for all $\left.g \in U^{*}\right)$ we conclude that

$$
\sum_{g=0^{\prime}} \psi_{0}(g(b))=q^{-1} \sum_{i=1}^{r} \psi_{0}\left(g_{i}(b)\right) .
$$

Now we cleariy have

$$
\pi\left(O^{F}\right)=\left\{\pi\left(g_{i}\right) ; 1 \leq i \leq r\right\}
$$

Since the elements $\pi\left(g_{j}\right)(1 \leq i s r)$ are all distinct we deduce that

$$
\sum_{s=O^{\prime}} Y_{0}(g(b))=q^{-1} \sum_{s_{0} \in=\left(O^{\prime}\right)} \psi_{0}\left(g_{0}(b)\right)
$$

By the first assertion of (ii) we have

$$
\sum_{g_{0}\left(\sum_{(0)}\right)} F_{0}\left(g_{0}(b)\right)=\sum_{a=F_{q}} \sum_{g_{0} O_{a} F} Y_{0}\left(g_{0}(b)\right)
$$

On the other hand (by (1.2.12))

$$
\sum_{g_{0}=O_{a}} Y_{0}\left(g_{0}(b)\right)=\sqrt{10_{a}^{F} \mid} x_{a}(\exp b)
$$

Therefore

$$
\chi(\exp b)=\frac{q^{-1}}{\sqrt{\left|O^{F}\right|}} \sum_{a=\sim} \sqrt{\left|O_{\alpha}^{F}\right|} \chi_{\alpha}(\exp b)
$$

Since $\left|O^{F}\right|=\mid O_{a}^{F}{ }^{F} q^{2}$ we conclude that

$$
\chi(\exp b)=\sum_{\alpha_{0} F_{q}} x_{\alpha}(\exp b)
$$

Since ba $u_{0}$ is arbitrary and $U_{0}=\exp u_{0}$ it follows that

$$
x_{U}=\sum_{\alpha=F_{\psi}} x_{\alpha}
$$

as required.
Finally let $\alpha=F_{q}$, let $x=\exp (\alpha a)$ and let be $u_{0}$. Then

$$
\chi_{a}(\exp b)=\frac{1}{\sqrt{\mid O_{a}^{F \mid}}} \sum_{g \in 0_{a}} \Psi_{0}(g(b))
$$

Since $O_{\alpha}=x \cdot O_{0}$ we obtain

$$
\begin{aligned}
x_{\alpha}(\exp b) & =\frac{1}{\sqrt{10_{0}^{F} \mid}} \sum_{g \in 0_{0}} \Psi_{0}((x-g)(b)) \\
& =\frac{1}{\sqrt{1_{0}^{F} \mid}} \sum_{8 \in 0_{0}} \Psi_{0}\left(g\left(x b x^{-1}\right)\right) \\
& =\chi_{0}\left(\exp \left(x b x^{-1}\right)\right) .
\end{aligned}
$$

Since $\exp \left(x b x^{-1}\right)=x(e x p b) x^{-1}$ we conclude that

$$
x_{\alpha}=\left(x_{0}\right)^{x}
$$

and the proof of the theorem is complete.

We now consider induction of characters from $U_{0}^{F}$ to $U^{F}$. We let the notation be as in the previous theorem.

Firstly suppose that $O$ is of the second kind. Then (by proposition 1.3.6) $O$ is the unique $U$-orbit which intersects the inverse image $\pi^{-1}\left(O_{0}\right)$ (in fact $\pi^{-1}\left(O_{0}\right) \_O$ and this inclusion is proper). Therefore $O$ is the unique $F$-stable $U$-orbit such that

$$
\sigma^{F} \cap \pi^{-1}\left(O_{0}^{F}\right) \neq \varnothing
$$

Hence

$$
\pi^{-1}\left(O_{0}^{F}\right)=O^{F}
$$

and this inclusion is proper.
Now consider the character $\chi=\chi_{0}$. Let $\alpha_{E} F_{q}$ be arbitrary. Then (by the previous theorem) the irreducible character $\boldsymbol{\chi}_{\alpha}$ of $\boldsymbol{U}_{0}{ }^{F}$ is a component of $\boldsymbol{\chi}_{\boldsymbol{U}_{0}}$. Hence (by Frobenius reciprocity) $\chi$ is an irreducible component of the induced character $\left(\chi_{\alpha}\right)^{U^{F}}$. Since

$$
x(1)=q \chi_{\alpha}(1)=\left(\chi_{\alpha}\right){ }^{u^{*}}(1)
$$

we conclude that

$$
x=\left(x_{\alpha}\right)^{\omega^{+}}
$$

for all $\boldsymbol{\alpha}_{\boldsymbol{u}} \boldsymbol{F}_{\boldsymbol{q}}$.
On the other hand suppose that $O$ is of the first kind. For each $\alpha_{E} K$ we consider the element $f+\alpha h e U^{*}$ where he $u_{0}{ }^{1}$ is an arbitrary non-zero $F$-fixed element (this element exists because $u_{0}$ is $F$-stable). Then (by proposition 1.3.7) the inverse image $\pi^{-1}\left(O_{0}\right)$ is the disjoint union

$$
x^{1}\left(O_{0}\right)=\bigcup_{m k}^{u k} O(f+\alpha h)
$$

where $O(f+\alpha h)$ is the $U$-orbit of $f+\alpha h$. Now if $\alpha_{\in} F_{q}$ then the element $f+\alpha h$ is $F$-fixed, hence the $U$-arbit $O(f+\alpha h)$ is $F$-stable. We claim that

$$
\pi^{-1}\left(O_{0}^{F}\right)=\bigcup_{\alpha=1} O(f+\alpha h)^{F} .
$$

In fuct since $O(f+\alpha h)=\pi^{1}\left(O_{0}\right)$ we have

$$
O(f+\alpha h)^{F}=\pi^{-1}\left(O_{0}^{F}\right)
$$

for all $\alpha_{\in} \boldsymbol{F}_{\boldsymbol{q}}$. Thus

$$
\begin{equation*}
\cup_{\alpha=F_{f}} O(f+\alpha h)^{F} \subseteq \pi^{-1}\left(O_{0}{ }^{F}\right) . \tag{1.3.7}
\end{equation*}
$$

To prove that the equality holds we observe that

$$
\begin{equation*}
\pi^{-1}\left(O_{0}\right)=O+u_{0}^{1} \tag{1.3.8}
\end{equation*}
$$

In fact let $g \in \pi^{-1}\left(O_{0}\right)$. Then $\pi(g) \in O_{0}$. Since $O$ is of the first kind we have $\pi(O)=O_{0}$ (by proposition 1.3.6). Thus there exists $g^{\prime} \in O$ such that $\pi(g)=\pi(g)$. It follows that

$$
g \in l(g)=g^{\prime}+\mu_{0}^{\perp}=O+u_{0}^{\perp} .
$$

Conversely if $g \in O+u_{0}{ }^{\perp}$ then $g \in l(g)$ for some $g^{\circ} \in O$. Hence $\pi(g)=\pi(g) \in O_{0}$ because $O_{0}=\pi(O)$. Now the equality (1.3.8) implies that

$$
\pi^{-1}\left(O_{0}^{F}\right)=0^{F}+\left(u_{0}^{1}\right)^{F}=0^{F}+F_{q} h
$$

(we note that $u_{0}{ }^{\perp}=K h$ ). Since $O$ is of the first kind its intersection with the fibre of any $g_{0} O_{0}$ consists of a unique element (we recall that the fibre of $g_{0}=\pi(g)\left(g \in L^{*}\right)$ is $I(g)$ ). It follows that

$$
\left|\pi^{1}\left(O_{0}^{F}\right)\right|=\left|O^{F}+F_{q} h\right|=q\left|O^{F}\right| .
$$

Finally we have

$$
\operatorname{dim} O(f+\alpha h)=\operatorname{dim} O
$$

for all $\alpha_{\in} K$ (by proposition 1.3.6). So

$$
\sum_{\alpha \in F_{i}}\left|O(f+\alpha h)^{F}\right|=q\left|O^{F}\right|=\left|\pi^{-1}\left(O_{0}^{F}\right)\right|
$$

and the inclusion (1.3.7) is in fact an equality as claimed.
Now we consider the induced character $\left(x_{0}\right)^{U^{\prime \prime}}$. Since $x_{U_{0}}=x_{0}$ (by theorem 1.3.9) we have

$$
\left(\bar{x}\left(x_{0}\right)^{u^{p}}\right)_{u^{\prime}}=\left(x_{v_{0} m} x_{0}\right)_{U_{0}}=\left(x_{0}, x_{0}\right)_{U_{0}}=1
$$

i.e. $\boldsymbol{\chi}$ occurs with multiplicity 1 as a component of the induced character $\left(x_{0}\right)^{u^{0}}$. On the other hand let $\alpha_{A} F_{q}$ and let $\chi(\alpha)$ denote the irreducible character $\chi(v+a t)$ of $U^{F}$ which corresponds to the ( $F$-stable) $U$-orbit $O(f+\alpha h$ ). By proposition 1.3.7 $O(f+\alpha h$ ) is of the first kind (with respect to $u_{0}$ ) and $\pi(O(f+\alpha h))=O_{0}$. If we replace $O$ by $O(f+\alpha h)$ in the
above argument we conclude that

$$
\left(x(\alpha),\left(\chi_{0}\right)^{U^{p}}\right)_{U^{r}}=1 .
$$

Moreover

$$
x(\alpha)(1)=\sqrt{\left|O(f+\alpha h)^{F}\right|}=\sqrt{\left|O^{F}\right|}=x(1)
$$

because $\operatorname{dim} O(f+\alpha h)=\operatorname{dim} O$ (by proposition 1.3.7). It follows that

$$
\sum_{\alpha_{a} F_{q}} x(\alpha)(1)=q x(1)=q x_{0}(1)=\left(x_{0}\right)^{U^{p}}(1)
$$

Hence

$$
\left(\chi_{0}\right)^{U^{F}}=\sum_{\alpha=F_{q}} x(\alpha)
$$

We have finished the proof of the following:

Theorem 1.3.9. Let $O_{\in} U^{*}$ be an $F$-stable $U$-orbit, let $f \in O^{F}$ and let $O_{0}$ be the $U_{0}$-orbit of the element $f_{0}=\pi(f) \in u_{0} *$. Then:
(i) If $O$ is of the first kind (with respect to $\left.u_{0}\right), \pi^{-1}\left(O_{0}{ }^{F}\right)$ is the disjoint union

$$
\pi^{-1}\left(O_{0}^{F}\right)=\bigcup_{\alpha \in F_{4}} O(f+\alpha h)^{F}
$$

where $h\left(u_{0}\right)^{\perp}$ is an arbitrary non-zero F-fixed element. On the other hand

$$
\left(\chi_{0}\right)^{i \infty}=\sum_{\alpha=F_{q}} \chi(\alpha)
$$

where for each $\operatorname{cis}_{q}$

$$
X(\alpha)=\chi_{0}(+\alpha k)
$$

is the irreducible character of $U^{F}$ which corresponds to the (F-stable) U-orbir $O(f+\alpha h)$.
(ii) If $O$ is of the second kind (with respect to $u_{0}$ ) then $O$ is the unique $U$-orbit such that $O^{F} \cap \pi^{-1}\left(O_{0}^{F}\right) \notin D$ (hence $\pi^{1}\left(O_{0}^{F}\right)=O^{F}$ and this inclusion is proper). Moreover

$$
\left(x_{0}\right)^{u^{f}}=x
$$

Now we use theorems 1.3 .8 and 1.3 .9 to prove the following result:

Theorem 1.3.10. Let 0 be an $F$-stable subalgebra of $u$ and let $V=\exp 0$. Let $\chi$ be an irreducible character of $U^{F}$ and let $\phi$ be an irreducible character of $V^{F}$. Let $O \leq L^{*}$ be the $F$-stable $U$-orbit such that $\chi=\chi_{0}$ and let $O^{\prime} \leq 0^{*}$ be the $F$-stable $V$-orbit such that $\phi=\chi_{0}$. Finally let $\pi: u^{*} \rightarrow D^{*}$ be the natural projection (i.e. $\pi_{f(f)}(a)=f(a)$ for all $f \in u^{*}$ and all $\left.a \in D\right)$. Then:
(i) $\phi$ is a component of the restriction $\chi_{V}$ of $\chi$ to $V^{F}$ if and only if $O^{\prime} \subset \pi(O)$.
(ii) $x$ is a component of the induced character $\phi^{U^{\boldsymbol{\prime}}}$ if and only if $O \cap \pi^{-1}\left(O^{\prime}\right) \neq \varnothing$.

Proof. (i) We proceed by induction on $\operatorname{dim} U=\operatorname{dim} U$. If $\operatorname{dim} U=1$ then either $V=\{1\}$ or $V=U$ and the result is trivial in this case. Suppose that $\operatorname{dim} U>1$ and let $u_{0}$ be an $F$-stable subalgebra of $u$ such that $0 \leq u_{0}$ and $\operatorname{dim} u=\operatorname{dim} u_{0}-1{ }^{(1)}$. Let $\pi_{0}: u^{*} \rightarrow u_{0}{ }^{*}$ be the natural projection and let $\left[O_{i} ; i \in I\right\}$ be a complete set of $F$-stable $U_{0}$-orbits satisfying $O_{i} \leq \pi_{0}(O)$ for all iel. Then (by theorem 1.3.9)

$$
x_{U_{0}}=\sum_{i=1} x_{o_{i}}
$$

 $\pi: u_{0}^{*} \rightarrow \eta^{*}$ be the natural projection. Then (by induction) $\left(\phi_{1}\left(\chi_{0}\right)_{v^{*}}\right)_{v^{*}} \rightarrow 0$ if and only if $O^{\prime} \subseteq \pi\left(O_{i}\right)$. The result follows because $\pi=\pi^{\prime} \pi_{0}$.
(ii) By Frobenius reciprocity

$$
\left(x, \phi^{v^{F}}\right)_{U^{m}}=\left(\chi_{v^{m}} \phi\right)_{v^{m}}
$$

Therefore (by (i)) $\left(x, \phi^{U F}\right)_{u^{r}=0}$ if and only if $O^{\prime} \subseteq \pi(O)$. The result follows because $O^{\prime} \subseteq \pi(O)$ if and only if let $O \cap \pi^{-1}(O) \neq \varnothing$. In fact suppose that $O \cap \pi^{-1}(O) \neq \varnothing$ and let $f \in O \cap \pi^{-1}\left(O^{\prime}\right)$. Then $\pi(f) O^{\prime}$. Since $\pi(f) \in \pi(O)$, we conclude that $O^{\prime} \cap \pi(O) \neq 0$. The inclusion $O^{\prime} \leq \pi(O)$ follows because $\pi(O)$ is $V$-invariant. The implication $O^{\prime} \varsigma \pi(0) \Rightarrow O^{\prime} \cap \pi(0) \neq \varnothing$ is clear.

[^11]Finally we prove the following corollary which is of great importance for our work.

Corollary 1.3.11. Let $O_{1}, \ldots, O_{\text {, }} U^{*}$ be $F$-stable $U$-orbits and define

$$
O_{1}+\ldots+O_{r}=\left\{f_{1}+\ldots+f_{r} \in u^{*} ; f_{i} \in O_{i}, 1 \leq i \leq r\right\}
$$

For each ie $\{1, \ldots, r\}$ let $\chi_{i}=\chi_{0}$, be the irreducible character of $U^{F}$ which corresponds to $O_{1}$ and let $X$ be an irreducible character of $U^{F}$. Let $O_{\_} L^{*}$ be the $F$-stable $U$-orbit such that $\chi=\chi_{0}$. Then $\chi$ is a component of the character $\chi_{1} \ldots X_{r}\left({ }^{1}\right)$ if and only if $O_{\in} O_{1}+\ldots+O_{r}$

Proof. We consider the direct product

$$
U^{r}=\left\{\left(x_{1}, \ldots, x_{r}\right) ; x_{i} \in U, 1 \leq i \leq r\right\}
$$

Then

$$
U=\exp (u)
$$

where

$$
u^{r}=\left\{\left(a_{1}, \ldots, a_{r}\right) ; a_{i} \equiv u, 1 \leq i \leq r\right\}
$$

(we note that $u^{r}$ can be regarded as a subalgebra of $u_{r n}(K)$ and it is clear that the exponential map exp: $u^{\prime} \rightarrow U^{r}$ can be defined component-by-component). The dual space $\left(u^{\prime}\right)^{*}$ of $u^{\prime}$ is naturally isomorphic to

$$
\left(u^{*}\right)^{r}=\left\{\left(f_{1}, \ldots f_{r}\right) ; f_{i} U^{*}, 1 \leq i \leq r\right\}
$$

Moreover $O_{1} \times \ldots \times O_{r}$ is an $F$-stable $U^{r}$-orbit of $\left(\mu^{r}\right)^{*}$. It corresponds the irreducible character $X_{1} \times \ldots \times X_{r}$ of $\left(U^{F}\right)^{F}\left(^{(2)}\right.$.

Now we identify the group $U$ with the diagonal subgroup

$$
\ldots \quad U^{\prime}=\{(x, \ldots x) ; x \in U\} \in U^{r}
$$

This subgroup is exponential. In fact

$$
U^{\prime}=\exp u^{\prime}
$$

where

[^12]$$
u^{\prime}=\left\{(a, \ldots, a) ; a_{\in} u\right\} \leq u^{\prime} .
$$

Then the character $\chi_{1} \ldots x_{p}$ is identified with the restriction $\left(\chi_{1} \times \ldots \times \chi_{f}\right)_{U^{+}}$of $\chi_{1} \times \ldots \times \chi_{f}$ to $U$ and the $\operatorname{sum} O_{1}+\ldots+O_{r}$ is identified with the subset $\pi\left(O_{1} \times \ldots \times O_{r}\right)$ of ( $\left.u\right)^{*}$ where $\boldsymbol{\pi}\left(\mu^{*}\right)^{r} \rightarrow\left(L^{\prime}\right)^{*}$ is the natural projection. The result follows from the previous theorem.

## CHAPTER 2

## BASIC CHARACTERS

The main goal of this chapter is to establish the existence of a certain equivalence relation on the set $\operatorname{Irr}\left(U_{n}(q)\right)$ of all the irreducible complex characters of $U_{n}(q)$ (as before $q$ a power of a prime number $p$ ). The equivalence classes of this relation are paramerrized by pairs $(D, \varphi)$ where $D$ is a basic subset of $\Phi(n)$ and $\varphi: D \rightarrow \boldsymbol{F}_{q}^{*}=\boldsymbol{F}_{q} \backslash\{0\}$ is a map. By definition a subset $D_{\llcorner } \Phi(n)$ is basic if it contains at most one root from each row and at most one root from each column ( ${ }^{1}$ ).

Our work was motivated by Lehrer's decomposition of the restriction to $U_{n}(q)$ of any irreducible discrete series representation of the general linear group $G L_{n}(q)$ (see [Le]). This decomposition envolves tensor products of certain irreducible representations of $U_{n}(q)$ which are associated with the roots $(i, j) \in \Phi(n)$ and with the non-zero elements $\alpha_{\in} F_{q}$ (see [Le; theorem 4.6]). We will denote by $\xi_{j i}(\alpha)$ the character of the irreducible representation associated with $(i, j) \epsilon \Phi(n)$ and with $\alpha_{E} F_{q}$ In the notation of [Le] $\xi_{i j}(\alpha)$ is the character of the representation $\alpha_{i j}(x)$ where $\chi$ is the linear character of $\boldsymbol{F}_{q}^{+}$defined by

$$
x(\beta)=\psi_{0}(\alpha \beta)
$$

for all $\beta_{\in} F_{q}$ and $\psi_{0}$ is as in section 1.2. A rigorous definition of the characters $\xi_{i j}(\alpha)$ is given in section 2.1. Then in section 2.2 we will define, for each basic subset $D$ of $\Phi(n)$ and each map $\varphi: D \rightarrow \boldsymbol{F}_{\boldsymbol{q}}{ }^{*}$, the character $\xi_{D}(\varphi)$ to be the product of all the irreducible characters $\xi_{i j}\left(\varphi(i, \bar{J})\right.$ with $(i, j) \perp$. We denote by $I_{D}(\varphi)$ the set consisting of all the irreducible components of $\xi_{D}(\varphi)$. Then we will prove that the family of all the sets $I_{D}(\varphi)$ is a partition of $\operatorname{Irr}\left(U_{n}(q)\right.$ ) (see theorem 2.1.1). Therefore each set $I_{D}(\varphi)$ is an equivalence class of a well-determined relation defined on $\operatorname{Irr}\left(U_{n}(q)\right)$.

[^13]
### 2.1. Elementary characters and elementary orbits

In this section we construct for each root $(i, j) \subseteq \Phi(n)$ and each non-zero element $\alpha \in F_{q}$ the irreducible character $\xi_{i j}(\alpha)$ of $U_{n}(q)$ mentioned in the introduction. First we analyse the roots in the $n$-th column $\{(i, n) ; 1 \leq i \leq n-1\}$. Our construction is independent of the orbit language, hence it is valid for any prime $p$. We follow very closely the work of Lehrer [Le]. Independently Lambert and van Dijk [LD] have used a similar construction to describe the characters of the Lie group $U_{n}(\mathbb{R})$ over the field $\mathbb{R}$ of real numbers.

We denote by $A_{n}(q)$ the subgroup of $U_{n}(q)$ consisting of all matrices having zeros in all non-diagonal entries except in the last column. $A_{n}(q)$ is an abelian normal subgroup of $U_{n}(q)$ and it has a complement $H$ consisting of all matrices in $U_{n}(q)$ whose non-diagonal entries in the last column are zero. This group $H$ is clearly isomorphic to $U_{n-1}(q)$ so we will identify these two groups. Then we obtain a decomposition

$$
U_{n}(q)=A_{n}(q) U_{n-1}(q)
$$

of $U_{n}(q)$ as a semidirect product. We now apply Clifford's theory to conclude the following:

Theorem 2.1.1. (i) Let $\psi$ be a linear character of $A_{n}(q)$, let $\phi$ be an irreducible character of the centralizer $C_{U_{n-1}(q)}(\psi)$ of $\psi$ in $U_{n-1}(q)$ and let $\psi \phi$ be the irreducible character of $A_{n}(q) C_{U_{n-1}(q)}(\psi)$ defined by

$$
(\psi \phi)(a x)=\psi(a) \phi(x)
$$

for all $a \in A_{n}(q)$ and all $x \in C_{U_{n 1}(q)}(\psi)$. Then the induced character $(\psi \phi){ }^{U_{n}(q)}$ is an irreducible character of $U_{n}(g)$.
(ii) Let $\chi$ be an irreducible character of $U_{n}(q)$. Then there exist a linear character $\psi$ of $A_{n}(q)$ and an irreducible character $\phi$ of $C U_{n-1}(q)(\psi)$ such that

$$
\chi=(\psi \phi)^{U_{\Lambda}(q)} .
$$

(iii) Let $\psi$ and $\phi$ be as in (i). Let $x_{0} U_{n-1}(q)$ and let $\Psi^{\prime}=\Psi^{x}$ be the linear character of $A_{n}(q)$ defined by

$$
\psi^{2}(a)=\psi\left(x a x^{-1}\right)
$$

for all $a \in A_{n}(q)$. Then

$$
\chi=(\psi / \phi)^{U_{N}(q)}
$$

where $\phi^{\prime}=\phi^{x}$ is the character of $C_{U_{n-1}(\varphi)}(\psi)=x^{-1} C_{U_{m 1}(q)}(\psi) x$ defined by

$$
\phi^{\prime}\left(x^{-1} y x\right)=\phi(y)
$$

for all $y \in C_{U_{n-1}(q)}(\psi)$.

Proof. (i) and (ii) are applications of [CR; theorem 11.5]) and of ([CR; proposition 11.8]) (respectively) and (iii) can be proved easily using the definition of induced characters.

Now we consider the irreducible characters of $A_{n}(q)$. This group is isomorphic to a direct sum of $n-1$ copies of the additive group $\boldsymbol{F}_{\boldsymbol{q}}^{+}$of the field $\boldsymbol{F}_{\boldsymbol{q}}$. Therefore the irreducible characters of $A_{n}(q)$ correspond to sequences $\psi=\left(\psi_{1}, \ldots, \psi_{n-1}\right)$ of $n-1$ linear characters of $\boldsymbol{F}_{\boldsymbol{q}}^{+}$where

$$
\psi(x)=\psi_{1}\left(x_{1 n}\right) \ldots \psi_{n-1}\left(x_{n-1 n}\right)
$$

for all $x=\left(x_{r s}\right) \in A_{n}(q)$. Let $\psi_{0}$ be a (fixed) non-trivial linear character of $F_{q}^{+}$. Then any irreducible character of $F_{q}^{+}$is of the form $\alpha \psi_{0}$ for some $\alpha=F_{q}$ where $\alpha \psi_{0}$ is defined by

$$
\left(\alpha \psi_{0}\right)(\beta)=\psi_{0}(\alpha \beta)
$$

for all $\beta \in F_{q}$. Thus the irreducible characters of $A_{n}(q)$ are in one-to-one correspondence with sequences $\left(\alpha_{1}, \ldots, \alpha_{n-1}\right) \in F_{q}{ }^{n-1}$. If an irreducible character $\psi$ of $A_{n}(q)$ corresponds to the sequence $\left(\alpha_{1}, \ldots, \alpha_{n-1}\right) \in F_{q}^{n-1}$ then we will identify $\psi$ with the row vector ( $\alpha_{1} \ldots \alpha_{n-1}$ ). As a trivial example the unit character $1_{A_{n}(q)}$ of $A_{n}(q)$ corresponds to the sequence $(0, \ldots, 0)$, hence

$$
1_{A_{\&}(q)}=(0 \ldots 0) .
$$

Lemma 2.1.2. Let $\psi=\left(\alpha_{1} \ldots \alpha_{n-1}\right)\left(\alpha_{k} F_{q}, 1 \leq k \leq n-1\right)$ be a non-trivial linear character of $A_{n}(q)$ and let ia $\{1, \ldots, n-1\}$ be the smallest integer such that $\alpha_{i} \neq 0$. Then the $U_{n-1}(q)$-orbit of $\psi$ consists of all row vectors ( $0 \ldots 0 \alpha_{i} \beta_{i+1} \ldots \beta_{n-1}$ ) where $\beta_{k} F_{q}$ for all $k \in\{i+1, \ldots, n-1\}$. In particular this orbit contains a unique character with the form ( $0 \ldots 0 \alpha_{i} 0 \ldots 0$ ).

Proof. Let $x=\left(x_{r s}\right) \in U_{n}(q)$ and let $a=\left(a_{r s}\right) \in A_{n}(q)$. Then

$$
\begin{aligned}
\psi^{x}(a) & =\psi\left(x a x^{-1}\right) \\
& =\left(\alpha_{1} \psi_{0}\right)\left(\left(x a x^{-1}\right)_{1 n}\right) \ldots\left(\alpha_{n-1} \psi_{0}\right)\left(\left(x a x^{-1}\right)_{n-1 n}\right) \\
& =\left(\alpha_{1} \psi_{0}\right)\left(\sum_{k=1}^{n-1} x_{1 k} a_{k n}\right) \cdot\left(\alpha_{2} \psi_{0}\right)\left(\sum_{k=2}^{n-1} x_{2 k} a_{k n}\right) \cdot \ldots \cdot\left(\alpha_{n-1} \psi_{0}\right)\left(a_{n-1 n}\right) \\
& \left.=\psi_{0}\left(\sum_{k=1}^{n-1} \alpha_{1} x_{1 k} a_{k n}\right)+\left(\sum_{k=2}^{n-1} \alpha_{2} x_{2 k} a_{k n}\right)+\ldots+\alpha_{n-1} a_{n-1 n}\right) \\
& =\psi_{0}\left(\alpha_{1} a_{1 n}+\left(\alpha_{1} x_{12}+\alpha_{2}\right) a_{2 n}+\ldots+\left(\sum_{k=1}^{n-1} \alpha_{k} x_{k n-1}\right) a_{n-1 n}\right) \\
& =\left(\alpha_{1} \psi_{0}\right)\left(a_{1 n}\right) \cdot\left(\left(\alpha_{1} x_{12}+\alpha_{2}\right) \psi_{0}\right)\left(a_{2 n}\right) \cdot \ldots \cdot\left(\left(\sum_{k=1}^{n-1} \alpha_{k} x_{k n-1}\right) \psi_{0}\right)\left(a_{n-1 n}\right) \\
& =\left(\alpha_{1} \psi_{0},\left(\alpha_{1} x_{12}+\alpha_{2}\right) \psi_{0}, \ldots,\left(\sum_{k=1}^{n-1} \alpha_{k} x_{k n-1}\right) \psi_{0}\right)(a) .
\end{aligned}
$$

Therefore

$$
\psi^{x}=\left(\alpha_{1} \ldots \alpha_{n-1}\right) y
$$

where $y$ is a unitriangular matrix of order $n-1$ such that

$$
x=\left(\begin{array}{ll}
y & 0 \\
0 & 1
\end{array}\right)
$$

Now let $\beta_{i+1}, \ldots, \beta_{n-1} \in F_{q}$ and let $x=\left(x_{r s}\right) \in U_{n-q}(q)$ be the matrix defined by

$$
x_{r r}= \begin{cases}\alpha_{i}^{-1}\left(\beta_{s}-\alpha_{s}\right) & \text { if } r=i \text { and } s \neq n \\ 0 & \text { otherwise }\end{cases}
$$

for all $(r, s) \in \Phi(n)$. Then

$$
\left(\alpha_{1} \ldots \alpha_{n-1}\right) y=\left(0 \ldots 0 \alpha_{i} \beta_{l+1} \ldots \beta_{n-1}\right)
$$

where $y$ is as above. The lemma follows.

In the notation of the previous lemma the character $\left(0 \ldots 0 \alpha_{i} 0 \ldots 0\right)$ will be called the canonical character in the $U_{n-1}(q)$-orbit of $\psi$ and the index $i$ will be referred to as the type of $\psi$. It is clear that all $U_{n-1}(q)$-conjugates of $\psi$ have the same type. The unit character of $A_{n}(9)$ will be called the canonical character of type 0 .

Lemma 2.1.3. Let $\psi=(0 \ldots 0 \propto 0 \ldots 0)$ be a canonical character of $A_{n}(q)$ of type $i$. Then the centralizer $C_{U_{n-1}(q)}(\psi)$ of $\psi$ in $U_{n-1}(q)$ consists of all matrices $x=\left(x_{r s}\right) \in U_{n-1}(q)$ which satisfy $x_{i j+1}=\ldots=x_{i n-1}=0$. Therefore

$$
C_{U_{n-1}(q)}(\psi)=U_{n-1}(q) \cap \omega^{-1} U_{n-1}(q) \omega
$$

where $\omega \in S_{n}$ is the permutation $(n-1 \ldots i+1 i)$.

Proof. The first assertion follows easily because $\psi^{x}=\psi$ if and only if

$$
(0 \ldots 0 \propto 0 \ldots 0) y=(0 \ldots 0 \alpha 0 \ldots 0)
$$

for all $x=\left(\begin{array}{ll}y & 0 \\ 0 & 1\end{array}\right) U_{n}(q)$. The second assertion is a consequence of the decomposition

$$
U_{n-1}(q) \cap \omega^{-1} U_{n-1}(q) \omega=\prod_{\substack{1 \leq n \in s n-1 \\ \alpha a(r)<\alpha(s)}} x_{r s}(q)
$$

(cf (1.1.14) and (1.1.15)).

Let $X$ be an arbitrary irreducible character of $U_{n}(q)$. Then (by theorem 2.1.1)

$$
x=(\psi \phi)^{v_{N}(q)}
$$

where

$$
\psi=(0 \ldots 0 \alpha 0 \ldots 0)
$$

is a canonical character of $A_{n}(q)$ of type $l$ and $\phi$ is an irreducible character of $U_{n-1}(q) n \omega^{-1} U_{n-1}(q) \omega, \omega=(n-1 \ldots i+1 i) \in S_{n}$ (if $i=0$ then $\psi=(0 \ldots 0)$ and we put $\left.\omega=1 \in S_{n}\right)$. Since

$$
A_{n}(q)\left(U_{n-1}(q) \cap \omega^{-1} U_{n-1}(q) \omega\right)=U_{n}(q) \cap \omega^{-1} U_{n}(q) \omega=U_{\alpha}(q)
$$

(cf. (1.1.14) and (1.1.15)) we conclude that $\chi$ is induced by the irreducible character $\psi \phi$ of $U_{\omega}(q)$.

Now suppose that $\phi$ is the unit character ${ }^{1} U_{n-1}(q) \cap \sigma^{-1} U_{n-1}(q) \omega$ of $U_{n-1}(q) \cap \omega^{-1} U_{n-1}(q) \omega$. Then we obtain a linear character

$$
\lambda_{i n}(\alpha)=\psi 1_{U_{n-1}}(q) \operatorname{nos}^{1} U_{m-1}(q) \omega
$$

of $U_{\omega}(q)$. By definition we have

$$
\begin{equation*}
\lambda_{i n}(\alpha)(x)=\left(\alpha \psi_{0}\right)\left(x_{i n}\right)=\psi_{0}\left(\alpha x_{i n}\right) \tag{2.1.1}
\end{equation*}
$$

for all $x=\left(x_{r s}\right) \in U_{\omega}(q)$. Then the induced character

$$
\begin{equation*}
\xi_{i n}(\alpha)=\left(\lambda_{i n}(\alpha)\right)^{U_{n}(q)} \tag{2.1.2}
\end{equation*}
$$

is an irreducible character of $U_{n}(q)$ (by theorem 2.1.1). This character will be referred to as the $(i, n)$-th elementary character of $U_{n}(q)$ associated with $\alpha_{\in} F_{q}{ }_{q}$. We have:

Proposition 2.1.4. Let $i \in\{1, \ldots, n-1\}$, let $\omega=(n-1 \ldots i+1 i) \in S_{n}$ and ler $\alpha_{\in} F_{q}{ }^{*}$. Then the function $\lambda_{\text {in }}(\alpha): U_{\omega}(q) \rightarrow \mathbb{C}^{*}$ defined by (2.1.1) is a linear character of $U_{\omega}(q)$ and the induced character $\xi_{i n}(\alpha)=\left(\lambda_{i n}(\alpha)\right)^{U_{n}(q)}$ is an irreducible character of $U_{n}(q)$.

In general we may associate with any root $(i, j) \in(n)$ and any element $\alpha_{\in} F_{q}$ an irreducible character $\xi_{i j}(\alpha)$ of $U_{n}(q)$ as follows:

Proposition 2.1.5. Let $(i j) \in \Phi(n)$, let $\omega=(j-1 \ldots i+1 i) \in S_{n}$ and let $\alpha \in F_{q}{ }^{*}$. Then the function $\lambda_{i j}(\alpha): U_{\omega}(q) \rightarrow \mathbb{C}^{*}$ defined by

$$
\begin{equation*}
\lambda_{l j}(\alpha)(x)=\psi_{0}\left(\alpha x_{i j}\right) \tag{2.1.3}
\end{equation*}
$$

for all $x=\left(x_{r s}\right) \in U_{\omega}(q)$ is a linear character of $U_{\alpha}(q)$ and the induced character

$$
\begin{equation*}
\xi_{i j}(\alpha)=\left(\lambda_{i j}(\alpha)\right)^{U_{\alpha}(q)} \tag{2,1.4}
\end{equation*}
$$

is an irreducible character of $U_{n}(q)$.

Proof. We apply proposition 2.1 .4 to the group $U_{j}(q)$. This group may be identified with the subgroup of $U_{n}(q)$ consisting of all matrices whose non-diagonal entries of the last $n-j-1$ colunns are zero. Since $\omega$ may be considered as an element of
the symmetric
$\checkmark$ group $S_{j}$ we have

$$
U_{\alpha}(q) \cap U_{j}(q)=U_{j}(q) \cap \omega^{-1} U_{j}(q) \alpha_{2}
$$

By propositon 2.1.4 the restriction of $\lambda_{i j}(\alpha)$ to $U_{\omega}(q) \cap U_{j}(q)$ is a linear character of $U_{\infty}(q) \cap U_{j}(q)$. We denote this character by $\mu_{i j}(\alpha)$. Now the subgroup $U_{\alpha}(q) \cap U_{j}(q)$ of $U_{\infty}(q)$ has a normal complement, namely the subgroup

$$
\bar{A}_{j+1}(q)=A_{n}(q) A_{n-1}(q) \ldots A_{j+1}(q)
$$

where for each $k \in\{1, \ldots, n\} A_{k}(q)$ denotes the subgroup of $U_{n}(q)$ consisting of all matrices whose non-diagonal entries are zero except in the $k$-th col umn. Therefore we may consider the lifting $\mu_{i j}(\alpha)^{*}$ of $\mu_{i j}(\alpha)$ from $U_{\omega}(q) \cap U_{j}(q)$ to $U_{\omega}(q)$. By definition we have

$$
\mu_{i j}(\alpha)^{*}(x a)=\mu_{i j}(\alpha)(x)=\lambda_{i j}(\alpha)(x)
$$

for all $x \in U_{\alpha}(q) \cap U_{j}(q)$ and all $a \in \bar{A}_{j+1}(q)$. It follows that

$$
\mu_{i j}(\alpha)^{*}=\lambda_{i j}(\alpha)
$$

so $\lambda_{i j}(\alpha)$ is a linear character of $U_{\omega}(q)$.
On the other hand the induced character

$$
\zeta_{i j}(\alpha)=\left(\mu_{i j}(\alpha)\right)^{U_{N}(q)}
$$

is an irreducible character of $U_{j}(q)$ (proposition 2.1.4). Since $\bar{A}_{j+1}(q)$ is a normal complement of $U_{j}(q)$ in $U_{n}(q)$ the lifting $\zeta_{i j}(\alpha)^{*}$ from $U_{j}(q)$ to $U_{n}(q)$ is an irreducible character of $U_{n}(q)$. Since lifting commutes with induction we deduce that

$$
\zeta_{i j}(\alpha)^{*}=\left(\mu_{i j}(\alpha)^{*}\right)^{U_{n}(q)}=\left(\lambda_{i j}(\alpha)\right)^{U_{n}(q)}
$$

is an irreducible character of $U_{n}(q)$ as required.

For each root $(i, j)=\Phi(n)$ and each element $\alpha_{m} F_{q}^{*}$ the irreducible character $\xi_{i j}(\alpha)$ of $U_{n}(q)$ defined in the previous proposition will be called the (ij)-th elementary character associased with $\alpha$

Next we prove that the elementary characters are all distinct. Therefore $U_{n}(q)$ has $(q-1) \frac{n(n-1)}{2}$ distinct elementary characters.

Lemma 2.1.6. Let $(i, j),(k, l) \in \Phi(n)$ and let $\alpha_{1}, \beta_{e} F_{q}{ }^{*}$. Then $\xi_{i j}(\alpha)=\xi_{k t}(\beta)$ if and only if $(i, j)=(k, l)$ and $\alpha=\beta$.

Proof. Suppose that $\xi_{i j}(\alpha)=\xi_{k l}(\beta)$. Without loss of generality we may assume that $l \leq j=n$. Then the irreducible character $\xi_{i n}(\alpha)$ is uniquely determined by the canonical character

$$
\psi=(0 \ldots 0 \propto 0 \ldots 0)
$$

of $A_{n}(q)$ of type $i$. Suppose that $l<n$. Then (in the notation of the previous proof)

$$
\xi_{k t}(\beta)=\zeta_{k l}(\beta)^{*} .
$$

It follows that the unit character $1_{A_{A}(q)}$ is the unique component of the restriction of $\xi_{k t}(\beta)$ to $A_{n}(q)$. On the other hand $\psi$ is a component of the restriction of $\xi_{j n}(\alpha)$ to $A_{n}(q)$ (see [CR; proposition 11.8]). So $\psi=1_{A_{n}(q)}$. This contradiction implies that $l=j=n$. Hence $\boldsymbol{\xi}_{b n}(\beta)$ is uniquely determined by the canonical character

$$
\phi=(0 \ldots 0 \beta 0 \ldots 0)
$$

of $A_{n}(q)$ of type $k$. Therefore $\phi$ is a component of the restriction of $\xi_{k n}(\beta)$ to $A_{n}(q)$ and so $\phi$ is $U_{n}(q)$-conjugate to $\psi$. By lemma 2.1.3 we conclude that $k=i$ and $\beta=\alpha$.

Now we let $K$ be the algebraic closure of the field $F_{q}$ and we realize the group $U_{n}(q)$ as the group $U_{n}(K)^{F}$ consisting of all fixed elements of the Frobenius map $F=F_{q}: U_{n}(K) \rightarrow U_{n}(K)$.

Let $(i, j)=\Phi(n)$ and let $\alpha=F_{q}{ }^{*}$. Since the elementary character $\xi_{i j}(\alpha)$ is an inteducible character of $U_{n}(q)$ there exists an $F$-stable $U_{n}(K)$-orbit $O \in u_{n}(K)^{*}$ such that

$$
\xi_{i j}(\alpha)=\chi_{0}
$$

(see (1.2.12)). We will prove that $O$ is the $U_{n}(K)$-orbit of the element $\alpha e_{j}{ }^{*} \in u_{n}(K)^{*}$ where $e_{i j}: u_{n}(K) \rightarrow K$ is the dual vector of the root vector $e_{i j}=u_{n}(K)$. In general for any $\alpha_{0} K$ the $U_{n}(K)$-orbit of the element $\alpha_{i j} *$ will be denoted by $O_{\psi}(\alpha)$ and it will be referred wo as the $(i, J)$-th elementary $U_{n}(\mathbb{K})$-orbit associated with $\alpha$. We note that

$$
O_{i j}(0)=\{0\}
$$

so $O_{i j}(0)$ corresponds to the unit character $1_{U_{n}(q)}$ of $U_{n}(q)$. Also for any $\alpha \in \boldsymbol{F}_{q}$ the $U_{n}(K)$-orbit $O_{i j}(\alpha)$ is $F$-stable.

Next we follow the construction of section 1.2 to determine the irreducible character of $U_{n}(q)$ which corresponds to $O_{i j}(\alpha)$. Firstly we find a polarization for $\alpha \alpha_{i j}$ *.

Lemma 2.1.7. Let $(i, j) \in \Phi(n)$, let $\omega=(j \ldots i+1 i) \in S_{n}$ and let $\alpha \in K^{*}$. Then the subalgebra $u_{\omega}(K)=u_{n}(K) \cap \omega^{-1} u_{n}(K) \omega$ of $u_{n}(K)$ is a maximal $\left(\alpha e_{i j}{ }^{*}\right)$-isotropic subspace of $u_{n}(K)$.

Proof. Let $a, b \in u_{\omega}(K)$ be arbitrary. Then

$$
[a b]_{i j}=(a b)_{i j}-(b a)_{i j}=\sum_{k=i+1}^{i-1}\left(a_{i k} b_{k j}-b_{i k} a_{k j}\right)=0
$$

because $a_{i k}=b_{i k}=0$ for all $k \in\{i+1, \ldots, j-1\}$. Therefore

$$
\alpha e_{i j}^{*}([a b])=\alpha[a b]_{i j}=0
$$

It follows that $u_{\omega}(K)$ is an ( $\left.\alpha e_{i j}{ }^{*}\right)$-isotropic subspace of $u_{n}(K)$.
Now

$$
\operatorname{dim} u_{\omega}(K)=\operatorname{dim} u_{n}(K)-(j-i-1)
$$

On the other hand, with respect to the basis

$$
\begin{aligned}
& \left(e_{i k}, e_{k j} ; i+1 \leq k \leq j-1\right) \cup\left(e_{r s} ; 1 \leq r<s \leq n, r \neq j\right) \cup\left(e_{r j} ; 1 \leq r \leq i\right) \cup\left(e_{i s j} ; j+1 \leq s \leq n\right) \\
& \times M\left(\alpha_{s j}, *\right) \text { has the form }
\end{aligned}
$$

the matrix $M\left(\alpha e_{i j}{ }^{*}\right)$ has the form

$$
\left.M\left(\alpha e_{i j}\right)^{*}\right)=\left(\begin{array}{ll}
X & 0 \\
0 & 0
\end{array}\right)
$$

where $X$ is the square matrix of size $\mathbf{2 ( j - i - 1 )}$

$$
X=\left(\begin{array}{cccc}
J_{\alpha} & 0 & \ldots & 0 \\
0 & J_{\alpha} & \ldots & 0 \\
\vdots & \vdots & & \vdots \\
0 & 0 & \ldots & J_{\alpha}
\end{array}\right)
$$

and

$$
J_{\alpha}=\left(\begin{array}{cc}
0 & \alpha \\
-\alpha & 0
\end{array}\right\}
$$

Since $0 * 0$ the matrix $X$ is non-singular and so $M\left(\alpha e_{i j}{ }^{*}\right)$ has rank $2(j-i-1)$. It follows that

$$
\operatorname{dim} O_{i j}(\alpha)=2(j-i-1)
$$

(by (1.3.3)). By corollary 1.2 .3 we conclude that $u_{a}(K)$ is an ( $\alpha e_{i j}{ }^{*}$ )-maximal isotropic of $u_{n}(K)$ as required.

Proposition 2.1.8. Let $(i, j) \in \Phi(n)$ and let $\alpha \in F_{q}{ }_{q}$. Then the $U_{n}(K)$-orbit $O_{i j}(\alpha)$ is $F$-stable and it corresponds to the irreducible character $\xi_{i j}(\alpha)$ of $U_{n}(q)$, i.e.

$$
\xi_{i j}(\alpha)=\chi_{o_{i}}(\alpha)
$$

The correspondence $\xi_{i j}(\alpha) \rightarrow O_{i j}(\alpha)$ is one-to-one between elementary characters of $U_{n}(q)$ and non-trivial elementary $F$-stable $U_{n}(K)$-orbits on $U_{n}(K) *$.

Proof. Since $\alpha \in F_{\boldsymbol{q}}{ }^{*}$ the element $\alpha_{i j}{ }^{*} \in O_{i j}(\alpha)$ is $F$-fixed and the $U_{n}(K)$-orbit is $F$-stable. Now let $\omega=(j-1 \ldots i+1 i) \in S_{n}$. Then $U_{\omega}(K)=\exp u_{\omega}(K)$ is $F$-stable and $U_{\omega}(q)=\exp u_{\omega}(q)$. Since $u_{\omega}(K)$ is a polarization for $\alpha \varepsilon_{i j}{ }^{*}$ and $\xi_{i j}(\alpha)$ is induced by the linear character $\lambda_{i j}(\alpha)$ of $U_{\omega}(q)$ it is enough to show that this linear character is defined by the element $\alpha e_{i j} * \in U_{n}(K)^{*}$. In fact the homomorphism $\phi_{f} U_{\mathcal{O}}(K) \rightarrow K^{+}$is defined by

$$
\phi(\exp a)=f(a)=\alpha a_{i j}
$$

for all $a=\left(a_{r s}\right) \in u_{\alpha}(K)$ (cf. (1.2.9)). However

$$
(\exp a)_{i j}=\left(1+a+\frac{a^{2}}{2!}+\ldots+\frac{a^{n-1}}{(n-1)!}\right)_{i j}=a_{i j}
$$

because

$$
\left(a^{k}\right)_{4}=\sum_{r=i+1}^{j-1} a_{i r}\left(a^{k-1}\right)_{r j}
$$

and $a_{i r}=0$ for all $r \in\{i+1, \ldots, j-1\}$. Therefore

$$
\phi(x)=\infty x_{i j}
$$

for all $x=\left(x_{r s}\right) \& U_{\alpha}(K)$. It follows that the character $\lambda_{f} U_{\alpha}(q) \rightarrow C^{*}$ is given by

$$
\lambda_{1}(x)=\Psi_{0} \phi(x)=\psi_{0}\left(\alpha x_{y}\right)
$$

for all $x=\left(x_{r s}\right) \in U_{\infty}(q)$ (cf. (1.2.10)). So

$$
\lambda_{f}=\lambda_{i f}(\alpha)
$$

and the lemma follows.

Let $(i, j) \in \Phi(n)$. Then the previous proposition allows the definition of the $(i, j)-t h$ elementary character $\xi_{i f}(0)$ associated with $0 \in F_{q}$ to be the irreducible character which corresponds to the $F$-stable $U_{n}(\mathbb{K})$-orbit $O_{i j}(0)$. Since $O_{i j}(0)=\{0\}$ we have

$$
\begin{equation*}
\xi_{i j}(0)=1 U_{n}(q) . \tag{2.1.5}
\end{equation*}
$$

### 2.2. Products of elementary characters

We recall that a subset $D$ of $\Phi(n)$ is basic if it has at most one root from each column and one root from each row. More precisely $D_{\subseteq} \Phi(n)$ is basic if it has the form

$$
D=\alpha(\Delta) \cap \Phi(n)
$$

where $\omega \in S_{n}$ and

$$
\Delta=\{(1,2), \ldots,(n-1, n)\}
$$

is the set of simple roots. In particular the empty set is a basic subset of $\Phi(n)$. In fact

$$
\varnothing=\omega_{0}(\Delta) n \Phi(n)
$$

where $\omega_{0} \in S_{n}$ is the permutation defined in (1.1.16). On the other hand if $D$ is a non-empty basic subset of $\Phi(n)$ then

$$
\left.D=\left\{\left(i_{1} j_{1}\right),\left(i_{2} j_{2}\right), \ldots,\left(i_{r} j_{r}\right)\right)\right\}
$$

where $\left(i_{1} j_{1}\right),\left(i_{2} j_{2}\right), \ldots,\left(i_{r} j_{r}\right) \in \Phi(n)$ are such that $j_{1}<j_{2}<\ldots<j_{r}$ and $i_{s} \neq i_{s}$ for all $s, s^{\prime} \in\{1, \ldots, r\}$. Conversely any subset of $\Phi(n)$ with this form is basic.

Let $D$ be a non-empty basic subset of $\Phi(n)$ and let $\varphi: D \rightarrow \boldsymbol{F}_{\boldsymbol{q}}{ }^{*}$ be a map. Then we denote by $\xi_{D}(\varphi)$ the character of $U_{n}(q)$ defined by

$$
\begin{equation*}
\xi_{0}(\varphi)=\Pi_{(\infty) 0} \xi_{0}(\varphi()(D) . \tag{2.2.1}
\end{equation*}
$$

On the other hand if $D \subseteq \Phi(n)$ is the empty subset then $\varphi: D \rightarrow F_{q}{ }^{*}$ is the empty function (l) and we define $\xi_{D}(\varphi)$ to be the unit character $1_{U_{A}(q)}$ of $U_{n}(q)$.

The main goal of this section is the proof the following result:

Theorem 2.2.1. Let $\mathcal{X}$ be an irreducible character of $U_{n}(q)$. Then there exissa unique basic subset $D$ of $\Phi(n)$ and a unique map $\varphi: D \rightarrow F_{q}{ }^{*}$ such that $X$ is a component of $\xi_{D}(\varphi)$.

[^14]This theorem will be proved later in the section. Firstly we will discuss some examples which illustrate the general situation and which will be useful in some steps of our proof. As one should expect our arguments are based on the general results of chapter 1. In particular corollary 1.3 .11 is fundamental for the study of the characters $\xi_{D}(\varphi)$. In fact it implies that for any non-empty basic subset $D$ of $\Phi(n)$ and any map $\varphi: D \rightarrow F_{q}^{*}$ the irreducible components of $\xi_{D}(\varphi)$ are in one-to-one correspondence with the $F$-stable $U_{n}(K)$-orbits which are contained in the sum

$$
\begin{equation*}
O_{D}(\varphi)=\sum_{(i, j)=D} O_{i j}(\varphi(i j)) \tag{2.2.2}
\end{equation*}
$$

If $D=\varnothing$ then we define $O_{D}(\varphi)$ ( $\varphi$ is the empty function) to be the orbit \{ 0 \} of the element $0 \in u_{n}(K)^{*}$. The (irreducible) varieties $O_{D}(\varphi)$ will be deseribed in section 3.1 where we will obtain a decomposition of $u_{n}(K)^{*}$ which generalizes theorem 2.2.1 (cf. theorem 3.1.7).

Our first example is trivial. We describe the linear characters of $U_{n}(q)$ in terms of products of the form (2.2.1). It is well-known that the commutator subgroup $U_{n}(q)$ ' of $U_{n}(q)$ consists of all matrices $x=\left(x_{i j}\right) \in U_{n}(q)$ which satisfy $x_{12}=\ldots=x_{n-1 n}=0$. Moreover the quotient group $U_{n}(q) / U_{n}(q)^{\text {r }}$ is isomorphic to a direct sum of $n-1$ copies of the additive group $\boldsymbol{F}_{\boldsymbol{q}}{ }^{+}$. Therefore $U_{\boldsymbol{n}}(q)$ has $\boldsymbol{q}^{\boldsymbol{n - 1}}$ distinct linear characters which are in one-to-one correspondence with sequences ( $\alpha_{1}, \ldots, \alpha_{n-1}$ ) of elements $\alpha_{i}=F_{q}(1 \leq i \leq n-1)$. These characters can also described as follows:

Lemma 2.2.2. Let $\alpha_{1}, \ldots, \alpha_{n-1} \in F_{q}$. Then the linear character of $U_{n}(q)$ which corresponds to the sequence $\left(\alpha_{1}, \ldots, \alpha_{n-1}\right)$ is $\xi_{12}\left(\alpha_{1}\right) \ldots \xi_{n-1 n}\left(\alpha_{n-1}\right)$. Therefore the linear characters of $U_{n}(q)$ are in one-to-one correspondence with pairs $(D, \varphi)$ where $D$ is a subset of $\Delta=\{(1,2), \ldots,(n-1, n)\}$ and $\varphi: D \rightarrow F_{q}^{*}$ is a map.

Proof. It is clear that the character $\xi_{12}\left(\alpha_{1}\right) \ldots \xi_{n-1 n}\left(\alpha_{n-1}\right)$ is linear. Therefore it is
irreducible and it corresponds to an $F$-stable $U_{n}(K)$-orbit $O$ of dimension zero. By corollary 1.3.11 we must have

$$
O=O_{12}\left(\alpha_{1}\right)+\ldots+O_{n-1 n}\left(\alpha_{n-1}\right) .
$$

Hence $O$ contains the element

$$
\alpha_{1} e_{12}{ }^{*}+\ldots+\alpha_{n-1} e_{n-1 n}{ }^{*} e u_{n}(K)^{*} .
$$

Since $O$ is connected it contains only this element. Thus

$$
\xi_{12}\left(\alpha_{1}\right) \ldots \xi_{n-1 n}\left(\alpha_{n-1}\right) \neq \xi_{12}\left(\beta_{1}\right) \ldots \xi_{n-1 n}\left(\beta_{n-1}\right)
$$

whenever $\left(\alpha_{1}, \ldots, \alpha_{n-1}\right) \neq\left(\beta_{1}, \ldots, \beta_{n-1}\right)\left(\alpha_{i}, \beta_{i} \in F_{q}, 1 \leq i \leq n-1\right)$. The lemma follows.

In the next lemma we identify some irreducible characters which have the form (2.2.1). This result was proved by Lehrer (see [Le; theorem 5.2]) using Mackey's theorem on the decomposition of tensor products. We give a different proof which can be extended to establish that (with the same conditions on the set $D$ ) the variety $O_{D}(\varphi)$ is a single $U_{n}(K)$-orbit (cf. theorem 3.3.3).

Lemma 2.2.3. Ler $D=\left\{\left(i_{1} j_{1}\right), \ldots,\left(i_{r} j_{r}\right)\right\}$ be a basic subset of $\Phi(n)$ and suppose that $i_{1}<i_{2}<\ldots<i_{r}$ and that $j_{1}>j_{2}>\ldots>j_{r}$. Let $\varphi: D \rightarrow F_{q}{ }^{*}$ be any map. Then the character $\xi_{D}(\varphi)$ is irreducible.

Proof. We consider the sum $O_{D}(\varphi)$. Let $\alpha_{s}=\varphi\left(i_{s} j_{s}\right)(1 \leq s \leq r)$. Since $O_{1 j_{s}}\left(\alpha_{s}\right)$ is the $U_{n}(K)$-orbit of $\alpha_{s} e_{i j}{ }^{*}(1 \leq r \leq r)$, the element

$$
f=\sum_{s=1}^{r} \alpha_{s}\left(e_{i j}\right)^{*}
$$

lies in $O_{D}(\varphi)$. Thus-

$$
O(f)=O_{D}(\varphi)
$$

(we recall that $O(f)$ denotes the $U_{n}(K)$-orbit of $f$ ). Since $f$ is $F$-fixed $O(f)$ is $F$-stable. Therefore (by corollary 1.3.11) the irreducible character $X=X_{O}()$ of $U_{n}(q)$ is a component of $\xi_{D}(\varphi)$. We claim that

$$
x=\xi_{0}(\varphi) .
$$

For we compare the degrees of these two characters. On the one hand we have

$$
\xi_{D}(\varphi)(1)=q^{m}, m=\sum_{s=1}^{p}\left(j_{s}-i_{s}-1\right)
$$

because $\xi_{i j_{s}}\left(\alpha_{3}\right)$ has degree $\dot{q}^{j_{2}-j_{s}-1}(1 \leq r \leq r)$. On the other hand (by proposition 1.2.5)

$$
x(1)=\sqrt{\left|O(f)^{F}\right|}=\sqrt{q^{\operatorname{dim} O}}
$$

By (1.3.3) we have

$$
\operatorname{dim} O(f)=\operatorname{rank} M(f)
$$

where $M(f)$ is the matrix which represents the bilinear form $B_{f}$ with respect to the basis $\left(e_{i j} ;(i, j) \in \Phi(n)\right)$. Now for each $s ⿷\{1, \ldots, r\}$ and each $k \in\left\{i_{s}+1, \ldots j_{s}-1\right\}$ the plane

$$
H_{s k}=K e_{i, k}+K e_{k j_{s}}
$$

is non-singular because

$$
f\left(\left[e_{i, k}, e_{k j_{s}}\right]\right)=f\left(e_{i j_{s}}\right)=\alpha_{s} \neq 0
$$

Moreover the subspace

$$
V=\sum_{s=1}^{r} \sum_{k=i_{s}+1}^{j_{s}-1} H_{s k}
$$

is an orthogonal sum of non-singular planes. It follows that $V$ is non-singular so rankM(f) $2 d i m V$.

Since $\operatorname{dimV}=2 m$ we deduce that

$$
x(1)=\sqrt{q^{\operatorname{dim} O}}=\sqrt{q^{\operatorname{rankM}()}} \geq \sqrt{q^{\operatorname{dim} V}}=q^{m}
$$

Finally since $\chi$ is a component of $\xi_{D}(\varphi)$ we conclude that

$$
\chi(1)=\xi_{D}(\varphi)(1)
$$

so $\chi=\xi_{D}(\varphi)$ as claimed. The lemma is proved.

Corollary 2.2.4. Let $D=\{(1, n),(2, n-1), \ldots,(r, n-r+1)\}$ where either $n=2 r$ or $n=2 r+1$. Let $\Phi: D \rightarrow P_{q}{ }^{*}$ be any map. Then the character $\xi_{D}(\varphi)$ is irreducible. It has degree $q^{\mu(n)}$ where $\mu(n)=(n-2)+(n-4)+\ldots \quad$ ( $)$. Moreover $i f n=2 r$ is even, the characters $\xi_{D}(\varphi)$ where $D=\{(1, n),(2, n-1), \ldots,(r-1, n-r+2)\}$ and $\varphi: D \rightarrow F_{申}$ is any map have degree $q^{p(n)}$. Therefore $U_{n}(q)$ has as least $(q-1)^{Y}$ irreducible characters of degree $q^{\mu(n)}$, if $n=2 n+1$ is odd,
(4) We have $\mu(n)=r^{2}-r$ if $n=2 r$ is even, and $\mu(n)=r^{2}$ if $n=2 r+1$ is odd
and as least $q(q-1)^{r-1}$ irreducible characters of degree $q^{(n)}$, if $n=2 r$ is even.

Proof. It remains only to prove that the given characters are distinct. For we let $\alpha_{1}, \ldots, \alpha_{,} \in F_{q}$ be arbitrary and we consider the element

$$
f=\alpha_{1} e_{1 n}^{*}+\ldots+\alpha_{r} e_{r n-r+1}{ }^{*} \in u_{n}(K)^{*} .
$$

Then

$$
(x \cdot f)(a)=f\left(x a x^{-1}\right)=\alpha_{1}\left(x a x^{-1}\right)_{1 n}+\ldots+\alpha_{r}\left(x a x^{-1}\right)_{m-r+1} .
$$

Let $\beta_{1}, \ldots, \beta_{r} \in F_{q}$ and suppose that the element

$$
g=\beta_{1} e_{1 n} *+\ldots+\beta_{r} e_{m r+1}{ }^{*} \in u_{n}(K)^{*}
$$

lies in the $U_{n}(K)$-orbit of $f$. Then there exists $x \in U_{n}(K)$ such that

$$
g(a)=f\left(x a x^{-1}\right)
$$

for all $a \in u_{n}(K)$. In particular let $a=e_{\text {in-i+1 }}$ ( $1<i<r$ ). Then

$$
\left(x e_{i n-i+1} x^{-1}\right)_{j n-j+1}=\delta_{i j}
$$

for all $j \in\{1, \ldots, r\}$. Therefore we get

$$
\beta_{i}=g\left(e_{i n-i+1}\right)=f\left(x e_{i n-i+1} x^{-1}\right)=\alpha_{i}
$$

for all $i \in\{1, \ldots, r\}$. The lemma follows.

It was proved by Lehrer (Le; corollary $\left.5.2^{\prime}\right]$ ) that $q^{(n)}$ is the maximal degree of the irreducible characters of $U_{n}(q)$. This result will follow as a corollary of theorem 2.2.1 (see corollary 2.2.15). Moreover theorem 2.2.1 implies also that any irreducible character of $U_{n}(q)$ of maximal degree has the form $\xi_{D}(\varphi)$ where $D$ and $\varphi$ are as in previous corollary.

In the next lemmas we study the decomposition of the products $\xi_{4}(\alpha) \xi_{t h}(\beta)$ where $(l, j),(k, l) \in \Phi(n)$ and $\alpha_{0} \beta_{e} F_{q}^{*}$. It will turn out that this decomposition depends on the relative position of the two roots $(i$,$) and (k, n)$.

By the previous lemma $\boldsymbol{\xi}_{i j}(\alpha) \boldsymbol{\xi}_{k i}(\beta)$ is irreducible whenever $i<k<l<j$. The adjacent diagram illustrates this situation - the symbol - represents a root in D (this symbology will be used throughout the thesis).


Other possibilities are illustrated by the following pictures.


Our next result asserts that in both situations any character $\xi_{i j}(\alpha) \xi_{\mu}(\beta)$ is irreducible (its proof is an immitation of the proof of lemma 2.2.3).

Lemma 2.2.5. Let $(i, j),(k, l) \in \Phi(n)$ and suppose that $j \leq k$. Let $\alpha, \beta \in \boldsymbol{F}_{q}{ }^{*}$. Then $\xi_{i j}(\alpha) \xi_{k}(\beta)$ is an irreducible character of $U_{n}(q)$.

Our next example shows that in general the character $\xi_{D}(\varphi)$ is nor irreducible.

Lemma 2.2.6. Let (i,), $(k, l) \in \Phi(n)$ and suppose that $i<k<j<l$. Let $\alpha, \beta \in F_{q}$. Then $\xi_{i j}(\alpha) \xi_{k t}(\beta)$ is a reducible character of $U_{n}(q)$. In fact let $\gamma \in F_{q}$ and let $\chi(\gamma)_{t}^{\text {be }}$ the irreducible character of $U_{n}(q)$ which corresponds to the $F$-stable $U_{n}(K)$-orbit of the element $\alpha e_{i j}{ }^{*}+\beta e_{k l}{ }^{*}+\boldsymbol{\gamma}_{i k^{*}}=u_{n}(K)^{*}$. Then $\boldsymbol{\chi}(\gamma)$ is a component of $\xi_{i j}(\alpha) \xi_{k l}(\beta)$ of degree $q^{(i+k)-(+1)-3}$. Moreover the correspondence $\gamma \rightarrow \chi(\gamma)$ is one-to-one between the elements of $F_{q}$ and the irreducible components of $\xi_{j j}(\alpha) \xi_{k}(\beta)$.

Proof. The adjacent diagram illustrates the situation of the lemma. Here the symbol $\square$ means that the root $(i, k)$ is associated with any element of the field (this root determines the irreducible components of the given character).


In order to use corollary 1.3 .11 we consider the $\operatorname{sum} O_{i j}(\alpha)+O_{k j}(\beta)$ of the elementary $U_{n}(K)$-orbits $O_{i j}(\alpha)$ and $O_{k}(\beta)$. Let $\mathcal{X} K$ and let

$$
x=x_{k j}\left(-\alpha^{-1} \gamma\right) \in X_{k j}(q) .
$$

Then

$$
\left(x \cdot\left(\alpha e_{i j}^{*}\right)\right)(a)=\alpha e_{i j}^{*}\left(x a x^{-1}\right)=\alpha\left(x a x^{-1}\right)_{i j}=\alpha\left(a_{i j}+\alpha^{-1} \gamma a_{i k}\right)=\left(\alpha e_{i j}^{*}+\gamma e_{i j}{ }^{*}\right)(a)
$$

for all $a=\left(a_{r s}\right) \in u_{n}(K)$. Since $O_{i j}(\alpha)$ is the $U_{n}(K)$-orbit of $\alpha e_{i j} * \in U_{n}(K) *$ we conclude that

$$
\alpha e_{i j}^{*}+\gamma e_{i k}^{*} \in O_{i j}(\alpha) .
$$

On the other hand $O_{k l}(\beta)$ is the $U_{n}(K)$-orbit of $\beta e_{k l^{*}} \in U_{n}(K)^{*}$. Thus

$$
\alpha e_{i j}{ }^{*}+\gamma e_{i k}{ }^{*}+\beta e_{k d^{*}}{ }^{*} O_{i j}(\alpha)+O_{k l}(\beta) .
$$

Since $O_{i j}(\alpha)+O_{k d}(\beta)$ is $U_{n}(K)$-invariant we conclude that

$$
O(\gamma)=O_{i j}(\alpha)+O_{k}(\beta)
$$

where $O(\gamma)$ is the $U_{n}(K)$-orbit of $\alpha e_{i j}^{*}+\gamma e_{i k}^{*}+\beta e_{k l}{ }^{*}$.
Now let $\gamma, \gamma^{\prime} \in F_{q}$ and suppose that $O(\gamma)=O(\eta)$. Then there exists $x=\left(x_{r s}\right) \in U_{n}(K)$ such that

$$
\alpha e_{i j^{*}}+\gamma^{\prime} \varepsilon_{i l}^{*}+\beta c_{k l^{*}}=x-\left(\alpha e_{i j}^{*}+\gamma e_{i l}{ }^{*}+\beta e_{k l^{*}}\right) .
$$

Applying this function to an arbitrary $a=\left(a_{r g}\right)=u_{n}(K)$ we obtain

$$
\alpha a_{i j}+\gamma^{\prime} a_{i k}+\beta a_{k j}=\alpha\left(x a x^{-1}\right)_{i j}+\gamma^{\prime}\left(x a x^{-1}\right)_{k k}+\beta\left(x a x^{-1}\right)_{k j}
$$

In particular let $a=o_{m l}$ where $m e(k+1, \ldots, l-1)$. Then we get

$$
0=\alpha x_{i m}\left(x^{-1}\right)_{y^{\prime}}+\gamma^{\prime} x_{i m}\left(x^{-1}\right)_{u z}+\beta x_{k m}\left(x^{-1}\right)_{u}-\beta x_{k m}
$$

because $j<l$ and $k<l$. Since $\beta^{\sim} 0$ it follows that

$$
x_{k m}=0
$$

for all $m a(k+1, \ldots, l-1\}$. On the other hand if $a=e_{i k} u_{n}(K)$ we obtain

$$
\gamma^{\prime}=\alpha\left(x^{-1}\right)_{k j}+\gamma
$$

Since $\left(x^{-1}\right)_{k j}=0$ we conclude that $\gamma^{\prime}=\gamma$. Therefore the $U_{n}(K)$-orbits $O(\gamma)(\gamma \in K)$ are all distinct.

Finally we consider the dimension of the $U_{n}(K)$-orbits $O(\gamma)$ for $\gamma \in F_{q}$. For each $\gamma F_{q}$ we denote by $M(\eta)$ the matrix $M\left(\alpha e_{i j}{ }^{*}+\gamma e_{i k}{ }^{*}+\beta e_{k l}{ }^{*}\right)$. The system of vectors ( $\left.e_{k_{r}} e_{r i} k+1 \leq r \leq l-1\right) \cup\left(e_{i r} e_{r j} i+1 \leq r \leq j-1, r * k\right)$ span a non-singular subspace $V$ of $u_{n}(K)$. Therefore

$$
\operatorname{dim} O(\gamma)=\operatorname{rank} M(\gamma) \geq 2(l-k-1)+2(j-i-2)
$$

and so

$$
x(\gamma)(1) \geq q^{(l-k-1)+(-i-i-2)} .
$$

It follows that

$$
\sum_{\gamma=F_{q}} x(\gamma)(1) \geq q^{(l-k-1)+(-i-i-2)+1} .
$$

Since

$$
\left(\xi_{i j}(\alpha) \xi_{k l}(\beta)\right)(1)=q^{l-k-1} q^{j-i-1}=q^{(l-k-1)+(j-l-1)}
$$

we conclude that

$$
\xi_{i j}(\alpha) \xi_{k l}(\beta)=\sum_{\gamma=F_{i}} \chi(\gamma)
$$

and the lemma is proved.

The next lemma will be fundamental for the proof of theorem 2.2.1. We note that in the situation of this lemma (as well as in the subsequent lemmas) the roots involved do not constitute a basic set.

Lemma 2.2.7. Let $(i, j)\left(i, n \in \Phi(n)\right.$ and suppose that $j<l$. Let $\alpha, \beta \in F_{q}{ }^{*}$. Then

$$
\xi_{i j}(\alpha) \xi_{i i}(\beta)=\xi_{i i}(\beta)+\sum_{i j+1}^{-1} \sum_{j i F_{i}^{*}} \xi_{a j}\left(\gamma \xi_{i i}(\beta)\right.
$$

is the decomposition $\xi_{i j}(\alpha) \xi_{i l}(\beta)$ inso irreducible components. Therefore $\xi_{\psi}(\alpha) \xi_{i i}(\beta)$ has one irreducible component of degree $\phi^{d-1-1}$ and, for each ae $(i+1, \ldots j-1), q-1$ irreducible components of degree $q^{(1-a-1)+(1-1)}$.

Proof. The situation of this lemma is illustrated by the adjacent diagram The symbol represents the initial root (which does not occur in the decomposition) and the arrow means that there exists a certain "dislocation"
 of this root.

In the proof of the previous lemma we have justified that

$$
\beta e_{i l}{ }^{*}-\alpha e_{i j}{ }^{*} \in O_{i L}(\beta) .
$$

Therefore

$$
\beta e_{i j}^{*}=\beta e_{i l}^{*}-\alpha e_{i j}{ }^{*}+\alpha e_{i j}{ }^{*} \in O_{i i}(\beta)+O_{i j}(\alpha) .
$$

This proves that the irreducible character $\xi_{i j}(\beta)$ is a component of $\xi_{i j}(\alpha) \xi_{i i}(\beta)$.
On the other hand let $a \in\{i+1, \ldots j-1\}$ and let $\gamma \in F_{q}{ }^{*}$. By lemma 2.2 .3 the character $\xi_{a j}(\gamma) \xi_{i l}(\beta)$ is irreducible. This character corresponds to the $F$-stable $U_{n}(K)$-orbit $O_{a j}(\gamma)+O_{i l}(\beta)$. Let us consider the element $\gamma_{a j}{ }^{*}+\beta e_{i l}{ }^{*} \in O_{a j}(\gamma)+O_{i l}(\beta)$. Let $x=x_{i a}\left(\alpha^{-1} \gamma\right) X_{i a}(q)$. Then $\alpha e_{i j}{ }^{*}+\gamma_{a_{j}}^{*}=x\left(\alpha e_{i j}^{*}\right)$ (see the proof of the previous lemma) and so

$$
\alpha e_{i j}{ }^{*}+e_{a j}{ }^{*} \in O_{i j}(\alpha)
$$

It follows that

$$
x_{a j}^{*}+\beta e_{i j}^{*}=\alpha e_{i j}{ }^{*}+x_{a j}{ }^{*}+\beta e_{i i^{*}}-\alpha e_{i j}{ }^{*}, O_{i j}(\alpha)+O_{i j}(\beta)
$$

- we recall that $\beta e_{i k}{ }^{*}-\alpha e_{i j}{ }^{*} \in O_{i j}(\beta)$. Therefore

$$
O_{\alpha i}(\gamma)+O_{i n}(\beta)=O_{i j}(\alpha)+O_{i n}(\beta)
$$

By corollary 1.3 .11 the character $\xi_{a j}\left(\eta \xi_{i l}(\beta)\right.$ is an irreducible component of $\xi_{i j}(\alpha) \xi_{i i}(\beta)$.
Finally we consider character degrees. We have

$$
\xi_{i l}(\beta)(1)=q^{\alpha-i-1} \text { and }\left(\xi_{\alpha}(\eta) \xi_{i l}(\beta)\right)(1)=q^{-\alpha-1} q^{d-1}
$$

for all $a \in\{i+1, \ldots,-1\}$ and all $\gamma, F_{q} *$. On the other hand

$$
q^{j-i-1}+\sum_{i=i+1}^{-1}(q-1) q^{j-a-1} q^{j-1-1}=q^{j-l-1}\left(1+(q-1) \sum_{a i+1}^{-1} q^{j-a-1}\right)=q^{l-l-1} q^{j-l-1} .
$$

The lemma follows because

$$
\left(\xi_{i j}(\alpha) \xi_{i j}(\beta)\right)(1)=q^{l-i-1} q^{i-i-1}
$$

and because the characters $\xi_{a j}(\gamma) \xi_{i l}(\beta)\left(i+1 \leq a \leq i-1, \gamma \not \boldsymbol{F}_{q}{ }^{*}\right)$ are all distinct (this can be proved using a similar argument to the one used in the proof of lemma 2.1.6; we note that $\xi_{a j}(\gamma) \xi_{i l}(\beta) \neq \xi_{b j}(\gamma) \xi_{i i}(\beta)$ whenever $a b$ because they have different degrees).

A similar proof can be used to obtain the following:

Lemma 2.2.8. Let $(i, j),(k, j) \in \Phi(n)$ and suppose thar $i<k$. Let $\alpha, \beta \in F_{q}{ }^{*}$. Then

$$
\xi_{i j}(\alpha) \xi_{k j}(\beta)=\xi_{i j}(\alpha)+\sum_{a=k+1}^{i-1} \sum_{\gamma=F_{q}^{*}} \xi_{i j}(\alpha) \xi_{k a}(\gamma)
$$

is the decomposition $\xi_{i j}(\alpha) \xi_{k j}(\beta)$ into irreducible characters. Therefore $\xi_{i j}(\alpha) \xi_{k j}(\beta)$ has one irreducible component of degree $q^{j-1-1}$ and, for each $a \in\{k+1, \ldots, j-1\}, q-1$ irreducible components of degree $q^{(j-i-1)+(j-a-1)}$.

As in the previous cases we illustrate the situation of the lemma by the adjacent diagram. The symbology is as in the previous case.


Finally we consider the products $\xi_{i j}(\alpha) \xi_{i j}(\beta)$ where $(i, j) \Phi(n)$ and $\alpha_{i} \beta_{\in} F_{q}{ }^{*}$. We start with the case $\beta=-\alpha$.

Lemma 2.2.9. Let $(i, j) \in \Phi(n)$ and ler $\alpha \in F_{q}{ }^{*}$. Then

$$
\xi_{i j}(\alpha) \xi_{i j}(-\alpha)=1_{U_{n}(q)}+\sum_{a=i+1}^{j-1} \sum_{\beta=F_{i}} \xi_{a j}(\beta)+\sum_{b=i+1}^{i-1} \sum_{\gamma=F_{i}} \xi_{i b}(\gamma)+\sum_{a, b=i+1}^{i-1} \sum_{\beta, \gamma=F_{q}} \xi_{a j}(\beta) \xi_{i b}(\gamma) .
$$

Therefore each irreducible component of $\xi_{i j}(\alpha) \xi_{i j}(-\alpha)$ occurs with multiplicity one ( ${ }^{1}$ ).

[^15]Proof. Here the situation is as in the adjacent diagram. The arrows mean that the root (i, ) "dislocates" in the directions indicated. The root ( $i, a$ ) determines the decomposition of any component $\xi_{a j}(\beta) \xi_{i b}(\gamma)$ (cf. lemma 2.2.6). The equality $\alpha+\beta=0$ means that the root ( $i, j$ ) is associated with two elementary characters which correspond to $\alpha_{0} \beta_{\neq} F_{q}^{*}$ satisfying that equality.

Since

$$
0=\alpha e_{i j}^{*}-\alpha e_{i j}^{*} \in O_{i j}(\alpha)+O_{i j}(-\alpha)
$$

the unit character $l_{U_{n}(q)}$ of $U_{n}(q)$ is a component of $\xi_{i j}(\alpha) \xi_{i j}(-\alpha)$. On the other hand let ae $\{i+1, \ldots, j-1\}$ and let $\beta \in F_{q}^{*}$. Then

$$
\alpha e_{i j}^{*}+\beta e_{a j}^{*} \in O_{i j}(\alpha)
$$

(see the proof of lemma 2.2.7). Thus

$$
\beta e_{a j}^{*}=\alpha e_{i j}^{*}+\beta e_{a j}^{*}-\alpha e_{i j}^{*} \in O_{i j}(\alpha)+O_{i j}(-\alpha)
$$

and this implies that $\xi_{a j}(\beta)$ is a component of $\xi_{i j}(\alpha) \xi_{i j}(-\alpha)$. Similarly for each $b \in\{i+1, \ldots, j-1\}$ and each $\gamma \in F_{q}{ }^{*}$ the character $\xi_{i b}(\beta)$ is a component of $\xi_{i j}(\alpha) \xi_{i j}(-\alpha)$.

Now let $a, b \in\{i+1, \ldots, j-1\}$ and let $\beta, \gamma \in F_{q}{ }^{*}$. If $b<a$ the character $\xi_{a j}(\beta) \xi_{i b}(\gamma)$ is irreducible (by lemma 2.2.5) and it corresponds to the orbit $O_{\alpha j}(\beta)+O_{i b}(\gamma)$ of the element

$$
\beta e_{a j}^{*}+\gamma e_{i b}^{*}=\alpha e_{i j}^{*}+\beta e_{a j}^{*}-\alpha e_{i j}^{*}+火_{i b}^{*}=O_{i j}(\alpha)+O_{i j}(-\alpha) .
$$

It follows that $\xi_{a j}(\beta) \xi_{i b}(\gamma)$ is a component of $\xi_{i j}(\alpha) \xi_{i j}(-\alpha)$. On the other hand suppose that $a<b$. Then (by lemma 2.2 .6 ) the character $\xi_{a j}(\beta) \xi_{i b}(\gamma)$ is reducible and its components are parametrized by the elements of $F_{q}$. For each $\delta F_{q}$ the irreducible component associated with $\delta$ corresponds to the $U_{n}(K)$-orbit of the element

$$
\beta \varepsilon_{a j}^{*}+\gamma e_{i b}^{*}+\delta \varepsilon_{i a}{ }_{\varepsilon} \in O_{a j}(\beta)+O_{i b}(\gamma)
$$

Since

$$
\alpha e_{i j}+\beta e_{\alpha j}{ }^{*} O_{i j}(\alpha) \text { and }-\alpha e_{i j}{ }^{\dagger}+x_{i b}{ }^{*}+\delta e_{i a} \oplus O_{i}(-\alpha)
$$

(see proof of lemma 2.2.6) we deduce that

$$
\beta e_{a j}^{*}+\gamma e_{i b}^{*}+\delta e_{i a}^{*} \in O_{i j}(\alpha)+O_{i j}(-\alpha) .
$$

Therefore each irreducible component of $\xi_{q i}(\beta) \xi_{i b}(\gamma)$ is also a component of $\xi_{i j}(\alpha) \xi_{i j}(-\alpha)$. Since $\xi_{a j}(\beta) \xi_{i b}(\gamma)$ is multiplicity free we conciude that $\xi_{a j}(\beta) \xi_{i b}(\gamma)$ is a component of $\xi_{i j}(\alpha) \xi_{i j}(-\alpha)$.

Finally we consider character degrees (we note that the characters involved have no components in common as we can prove using the argument of the previous cases). If we denote by $\phi$ the character of the rigth hand side of the required identity then we have

$$
\begin{aligned}
\phi(1) & =1+(q-1) \sum_{a=i+1}^{j-1} q^{j-a-1}+(q-1) \sum_{b=i+1}^{j-1} q^{b-i-1}+(q-1)^{2} \sum_{a, b=i+1}^{j-1} q^{j-a-1} q^{b-i-1} \\
& =1+(q-1) \sum_{a=i+1}^{j-1} q^{j-a-1}+(q-1) \sum_{b=i+1}^{j-1} q^{b-i-1}\left(1+(q-1) \sum_{a=i+1}^{j-1} q^{j-a-1}\right) \\
& =q^{j-i-1}+(q-1) \sum_{b=i+1}^{j-1} q^{b-i-1} q^{j-i-1} \\
& =q^{j-i-1}\left(1+(q-1) \sum_{a=i+1}^{j-1} q^{j-a-1}\right) \\
& =q^{j-i-1} q^{j-i-1} \\
& =\left(\xi_{i j}(\alpha) \xi_{i j}(-\alpha)\right)(1)
\end{aligned}
$$

and the result follows.

The next two lemmas will be used to decompose the character $\xi_{i j}(\alpha) \xi_{i j}(\beta)$ where (i,j) $\Phi(n)$ and $\alpha_{1} \beta \neq F_{q}^{*}, \beta_{ \pm}-\alpha$. The first will also be used in the proof of theorem 2.2.1. Here we consider $U_{n-1}(q)$ as a subgroup of $U_{n}(q)$ (cf. section 2.1).

Lemma 2.2.10. $\left(1_{U_{n-1}(q)}\right)^{U_{n}(q)}=1 U_{U_{n}(q)}+\sum_{i=1}^{n-1} \sum_{\alpha_{0} F_{q} *} \xi_{i n}(\alpha)$.

Proof. Let ic $\{1, \ldots, n-1\}$ and let $\alpha_{n} F_{q}{ }^{\phi}$. By Frobenius reciprocity $\xi_{i n}(\alpha)$ is a component of the induced character $\left(1_{U_{n-1}(q)}\right)^{U_{n}(q)}$ if and only if $l_{U_{n-1}(q)}$ is a component of the restriction $\xi_{i n}(\alpha) U_{n-1}(q)$. Let $\pi: u_{n}(K) * \rightarrow u_{n-1}(K) *$ be the map sending $f \in u_{n}(K) *$ to its restriction $\pi(f)$ to $u_{n-1}(K)$ and consider the image $\pi\left(O_{i n}(\alpha)\right)$ of the $(i, n)$-th elementary orbit $O_{i n}(\alpha)$. Since $O_{i n}(\alpha)$ is the $U_{n}(K)$-orbit of the element $\alpha e_{i n}{ }^{*} \in u_{n}(K)$ and
$\pi\left(\alpha e_{i n}{ }^{*}\right)=0 \in U_{n-1}(K)^{*}$ we have

$$
0 \_\pi\left(O_{i n}(\alpha)\right) .
$$

Since $[0] \subseteq u_{n}(K) *$ is the $U_{n-1}(q)$-orbit which corresponds to ${ }^{1} U_{n-1}(q)$ and $O_{i n}(\alpha)$ is the $U_{n}(K)$-orbit which corresponds to $\xi_{i n}(\alpha)$ (by proposition 2.1 .8 ) we conclude

$$
\left(1_{U_{n-1}(q)} \cdot \xi_{i n}(\alpha) U_{n-1}(q)\right)_{U_{n-1}(q)} \neq 0
$$

(by theorem 1.3.10). It follows that

$$
\left(\xi_{i n}(\alpha)_{,}\left(1_{U_{n-1}(q)}\right)^{U_{\alpha}(q)}\right)_{U_{\alpha}(q)} \neq 0
$$

Finally we consider character degrees. It is clear that

$$
\left(1_{U_{n-1}(q)}\right)^{U_{N}(q)}(1)=q^{n-1} .
$$

On the other hand

$$
1_{U_{n}(q)}(1)+\sum_{i=1}^{n-1} \sum_{\alpha=F_{i}=} \xi_{i n}(\alpha)(1)=1+\sum_{i=1}^{n-1}(q-1) q^{n-i-1}=q^{n-1}
$$

and the proof is complete (we note that the characters $\xi_{i n}(\alpha), \alpha \in F_{q}$, are all distinct).

On the other hand we have:

Lemma 2.2.11. Let $i \in\{1, \ldots, n-1\}$ and let $\alpha_{\in} F_{q}{ }^{*}$. Then

$$
\xi_{i n}(\alpha) U_{n-1}(q)=1 U_{U_{k-1}(q)}+\sum_{j=i+1}^{n-1} \sum_{\beta=F_{q}} \zeta_{i j}(\beta)
$$

is the decomposition of the restriction $\xi_{i n}(\alpha) U_{n-1}(q)$ of $\xi_{i n}(\alpha)$ to $U_{n-1}(q)$ into irreducible components. Here $\zeta_{i j}(\beta)$ denotes the $(i, j)$-th elementary character of $U_{n-1}(q)$ associated with $\beta$.

Proof. Let $\pi: u_{n}(K)^{*} \rightarrow u_{n-1}(K)^{*}$ be the natural projection. By theorem 1.3.10 the irreducible components of $\xi_{i n}(\alpha) U_{n-1}(\alpha)$ are in one-to-one correspondence with the $U_{n-1}(K)$-orbits which are contained in the image $\pi\left(O_{i n}(\alpha)\right)$. Since $O_{i n}(\alpha)$ is the $U_{n}(K)$-orbit of the element $\mathcal{U}_{i_{n}}{ }^{*} U_{n}(K)^{*}$, we have

$$
0=\pi\left(e_{i n}^{*}\right) \in \pi\left(O_{i n}(\alpha)\right) .
$$

Therefore

$$
\left(1_{v_{n 1}(q)} \cdot \xi_{i n}(\alpha) U_{n-1}(q)\right) v_{n-1}(q) \neq 0 .
$$

On the other hand let $j \in\{i+1, \ldots, n-1\}$ and let $\beta_{\varepsilon} F_{q}{ }^{*}$. Then

$$
\alpha e_{i n}{ }^{*}+\beta e_{i j}{ }^{*}=O_{i n}(\alpha)
$$

(see the proof of lemma 2.2.6). Hence

$$
\beta e_{i j}{ }^{*}=\pi\left(\alpha \alpha_{i n}{ }^{*}+\beta e_{i j}{ }^{*}\right) \varepsilon \pi\left(O_{i n}(\alpha)\right) .
$$

Since $\zeta_{i j}(\beta)$ corresponds to the $U_{n-1}(K)$-orbit of $\beta e_{i j}{ }^{*} \in u_{n-1}(K)^{*}$, we conclude that

$$
\left(\zeta_{i j}(\beta), \zeta_{i n}(\alpha) U_{n-1}(q)\right) U_{n-1}(q) \neq 0 .
$$

Since

$$
1+(q-1) \sum_{j=i+1}^{n-1} q^{j-i-1}=q^{n-i-1},
$$

the lemma follows because the characters $\zeta_{i j}(\beta), \beta_{\in} F_{q}$, are all distinct.

Finally we may prove the following:

Lemma 2.2.12. Let $(i, j) \in \Phi(n)$ and let $\alpha, \beta \in F_{q}{ }^{*}$ be such that $\beta * \alpha$. Then

$$
\xi_{i j}(\alpha) \xi_{i j}(\beta)=(1+(q-1)(j-i-1)) \xi_{i j}(\alpha+\beta)+\sum_{a i+1}^{i-2} \sum_{b=a+1}^{i-1} \sum_{j=F_{i}}(q-1) \xi_{i j}(\alpha+\beta) \xi_{a b}(\eta)
$$

is the decomposition of $\xi_{i j}(\alpha) \xi_{i j}(\beta)$ into irreducible components.

Proof. Here the situation is as in the adjacent picture. The arrows and the inequality $\alpha+\beta=0$ have the same meaning as in lemma 2.2.9. We note that the root $(i, j)$ occurs in the final situation.


First we prove that the irreducible characters $\xi_{i j}(\alpha+\beta)$ and $\xi_{i j}(\alpha+\beta) \xi_{a b}(\gamma)$ ( $i+1 \leq a<b \leq j-1, \gamma \in \mathcal{F}_{q}^{*}$ ) occur as components of $\xi_{i j}(\alpha) \xi_{i}(\beta)$. In fact (by corollary 1.3.11)

$$
\left(\xi_{\psi j}(\alpha+\beta), \xi_{j i}(\alpha) \xi_{j i}(\beta)\right) \neq 0
$$

because

$$
\alpha e_{i j}{ }^{*}+\beta e_{i j}{ }^{*} \in O_{i j}(\alpha)+O_{i j}(\beta) .
$$

On the other hand let $a, b \in\{i+1, \ldots, j-1\}, a<b$, and let $\gamma \in F_{q}^{*}$. As in the proof of lemma 2.2.6 we have

$$
\alpha e_{i j}^{*}+e_{i b}{ }^{*} \in O_{i j}(\alpha)
$$

Let $x=x_{i a}(\gamma) \in X_{i a}(q)$. Then the element

$$
x \cdot\left(\alpha e_{i j}^{*}+e_{i b}{ }^{*}\right)=\alpha e_{i j}^{*}+e_{i b}{ }^{*}+\alpha e_{a j}^{*}+{e_{a b}}^{*}
$$

lies in the $U_{n}(K)$-orbit $O_{i j}(\alpha)$. Since $\beta e_{i j}{ }^{*}-e_{i b}{ }^{*} \oplus O_{i j}(\beta)$ we conclude that

$$
(\alpha+\beta) e_{i j}^{*}+\alpha \gamma e_{a j}^{*}+\gamma e_{a b}^{*} \in O_{i j}(\alpha)+O_{i j}(\beta)
$$

But $(\alpha+\beta) e_{i j}{ }^{*}+\alpha \gamma e_{a j}{ }_{\epsilon} O_{i j}(\alpha+\beta)$, so

$$
(\alpha+\beta) e_{i j}^{*}+\alpha \gamma e_{a j}^{*}+\kappa_{a b} * \in O_{i j}(\alpha+\beta)+O_{a b}(\gamma)
$$

Since $O_{i j}(\alpha)+O_{i j}(\beta)$ is $U_{n}(K)$-invariant we deduce that

$$
O_{i j}(\alpha+\beta)+O_{a b}(\gamma)=O_{i j}(\alpha)+O_{i j}(\beta)
$$

- we note that $O_{i j}(\alpha+\beta)+O_{a b}(\gamma)$ is the $U_{n}(K)$-orbit of $(\alpha+\beta) e_{i j}{ }^{*}+\alpha \gamma e_{a j}^{*}+\gamma_{a b}^{*}$. Finally corollary 1.3 .11 implies that

$$
\left(\xi_{i j}(\alpha+\beta) \xi_{a b}(\gamma), \xi_{i j}(\alpha) \xi_{i j}(\beta)\right)=0 .
$$

Next we consider the multiplicities of the irreducible characters $\xi_{i j}(\alpha+\beta)$ and $\xi_{i j}(\alpha+\beta) \xi_{a b}(\gamma)\left(i+1 \leq a<b \leq j-1, \gamma \in F_{q}^{*}\right)$ as components of $\xi_{i j}(\alpha) \xi_{i j}(\beta)$. If $j<n$ then all the elementary characters involved are the lifting from $U_{j}(q){ }^{(1)}$ to $U_{n}(q)$ of the corresponding elementary characters of $U_{j}(q)$. Therefore those multiplicities may be calculatod in the group $U_{j}(q)$. Hence without loss of generality we may assume that $j=n$.

Firstly we consider the character $\xi_{i n}(\alpha+\beta)$. We calculate the multiplicity of this character as a component of the product $\xi_{i n}(\alpha)\left(1_{U_{m-1}(q)}\right)^{U_{n}(q)}$. By lemma 2.2.10 we have

$$
\xi_{i n}(\alpha)\left(1_{U_{m 1}(q)}\right)^{U_{n}(q)}=\xi_{i n}(\alpha)+\sum_{m=1}^{n-1} \sum_{w_{q} F_{q}} \xi_{i n}(\alpha) \xi_{r n}(v) .
$$

Since $\beta=0$ the irreducible characters $\xi_{i n}(\alpha+\beta)$ and $\xi_{i n}(\alpha)$ are distinct. Therefore

$$
\left(\xi_{i n}(\alpha+\beta), \xi_{i n}(\alpha)\right)=0
$$

On the other hand we have (by lemmas 2.2.7 and 2.2.8)

[^16]$$
\left(\xi_{i n}(\alpha+\beta), \xi_{i n}(\alpha) \xi_{r n}(v)\right)=0
$$
for all $r \in\{1, \ldots, n-1\}, r \neq i$, and all $v \in F_{q}{ }^{*}$. Finally let $v \in F_{q}{ }^{*}, v \neq \beta$, and let $f \in O_{i n}(\alpha)+O_{i n}(v)$. Then
$$
f\left(e_{i n}\right)=\alpha+v .
$$

Also

$$
g\left(e_{i n}\right)=\alpha+\beta
$$

for all $g \in O_{i n}(\alpha+\beta)$. Since $v * \beta$ we conclude that ${ }^{-}$

$$
O_{i n}(\alpha+\beta) \cap\left(O_{i n}(\alpha)+O_{i n}(v)\right)=\varnothing
$$

Therefore

$$
\left(\xi_{i n}(\alpha+\beta), \xi_{i n}(\alpha) \xi_{i n}(v)\right)=0
$$

(by corollary 1.3.11). It follows that

$$
\left(\xi_{i n}(\alpha+\beta), \xi_{i n}(\alpha) \xi_{i n}(\beta)\right)=\left(\xi_{i n}(\alpha+\beta), \xi_{i n}(\alpha)\left(1_{U_{n-1}(q)}\right)^{U_{\alpha}(q)}\right)
$$

Now we have

$$
\left(\xi_{i n}(\alpha+\beta), \xi_{i n}(\alpha)\left(1_{U_{n-1}(q)}\right)^{U_{n}(q)}\right)=\left(\overline{\xi_{i n}(\alpha)} \xi_{i n}(\alpha+\beta),\left(1_{U_{n-1}(q)}\right)^{U_{n}(q)}\right)
$$

By Frobenius reciprocity we conclude that

$$
\left(\xi_{i n}(\alpha+\beta), \xi_{i n}(\alpha) \xi_{i n}(\beta)\right)_{U_{n}(q)}=\left(\bar{\xi}_{i n}(\alpha) U_{n-1}(q) \xi_{i n}(\alpha+\beta) U_{n-1}(q), 1 U_{n-1}(q)\right) U_{n-1}(q)
$$

Hence

$$
\left.\left(\xi_{i n}(\alpha+\beta), \xi_{i n}(\alpha) \xi_{i n}(\beta)\right)\right)_{U_{n}(q)}=\left(\xi_{i n}(\alpha+\beta) U_{n-1}(q) \cdot \xi_{i n}(\alpha) U_{n-1}(q)\right) U_{n-1}(q)
$$

By lemma 2.2.11 (applied to the characters $\xi_{i n}(\alpha)$ and $\left.\xi_{i n}(\alpha+\beta)\right)$ we have

$$
\xi_{i n}(\alpha)_{U_{n-1}(q)}=\xi_{i n}(\alpha+\beta) U_{n-1}(q)=1 U_{U_{-1}(q)}+\sum_{r i+1}^{n-1} \sum_{v=F_{i}} \zeta_{i r}(v)
$$

Since the characters in this sum are all irreducible and distinct we conclude that

$$
\left(\xi_{i n}(\alpha+\beta), \xi_{i n}(\alpha) \xi_{i n}(\beta)\right)_{U_{a}(q)}=1+(n-i-1)(q-1)
$$

Now let $a, b \in\{1, \ldots, n-1\}$ ica<bg, and let $\gamma F_{q}{ }_{q}^{*}$. We use a similar argument to calculate the multiplicity of the (irreducible) character $\xi_{i n}(\alpha+\beta) \xi_{a b}(\gamma)$ as a component of $\xi_{i n}(\alpha) \xi_{\text {in }}(\beta)$. As before we obrain

$$
\left(\xi_{i n}(\alpha+\beta) \xi_{a b}(\gamma) \cdot \xi_{i n}(\alpha) \xi_{i n}(\beta)\right) u_{\alpha}(\rho)=\left(\xi_{i n}(\alpha+\beta) U_{n-1}(q) \zeta_{a b}(\gamma) \cdot \xi_{i n}(\alpha) U_{n-1}(q)\right) u_{\infty-1}(q)
$$

- we note that $\xi_{a b}(\gamma)=\zeta_{a b}(\gamma)^{*}$ and so

$$
\xi_{a b}(\gamma) U_{n-1}(q)=\zeta_{a b}(\gamma)
$$

By lemma 2.2.11, we have

$$
\xi_{i n}(\alpha) U_{n-1}(q)=\xi_{i n}(\alpha+\beta) U_{N-1}(q)=1 U_{n-1}(q)+\sum_{r=i+1}^{n-1} \sum_{v=F_{q}} \zeta_{i r}(v)
$$

Therefore $\xi_{i n}(\alpha+\beta)_{\prime_{m-1}(q)} \zeta_{a k}(\gamma)$ has the decomposition

$$
\xi_{i n}(\alpha+\beta) U_{m=1}(q) \zeta_{a b}(\gamma)=\zeta_{a b}(\gamma)+\sum_{s=i+1}^{n-1} \sum_{\mu=F_{q}} \zeta_{i s}(\mu) \zeta_{a b}(\gamma)
$$

where the characters $\zeta_{i s}(\mu) \zeta_{a b}(\gamma)$ are not in general irreducible (however, since $a>i$, all of them are multiplicity free). By lemmas 2.2.3, 2.2.5 and 2.2.6 we have

$$
\left(1_{U_{n-1}(q)}, \xi_{i n}(\alpha+\beta)_{U_{n-1}(q)} \zeta_{a b}(\gamma)\right)=0
$$

On the other hand, let $r \in\{i+1, \ldots, n-1]$ and let $v \in F_{q}{ }^{*}$. Then

$$
\left(\zeta_{i r}(v), \xi_{i n}(\alpha+\beta) U_{a-1}(q) \zeta_{a b}(\gamma)\right) \neq 0
$$

if and only if

$$
\left(\zeta_{i r}(v), \zeta_{i s}(\mu) \zeta_{a b}(\gamma)\right) \neq 0
$$

for some $s \in\{i+1, \ldots, n-1\}$ and some $\mu \in F_{q}{ }^{*}$ (we note that $a>i$ ). By lemma 2.2 .8 this happens if and only if $s=r=b$ and $\mu=v$ and, if this is the case, we have

$$
\left(\zeta_{i b}(v), \zeta_{i b}(v) \zeta_{a b}(\gamma)\right) U_{n-1}(q)=1
$$

It follows that

$$
\left(\xi_{i n}(\alpha+\beta) \xi_{a b}(\gamma), \xi_{i n}(\alpha) \xi_{i n}(\beta)\right)_{U_{n}(q)}=\sum_{w=F_{i}}\left(\zeta_{i b}(v), \zeta_{i b}(v) \zeta_{a b}(\gamma)\right)_{U_{n-1}(q)}=q-1
$$

To conclude the proof we calculate the degree of the character of the right hand side of the required equality. We denote this character by $\phi$. Then

$$
\begin{aligned}
\phi(1) & =(1+(q-1)(n-i-1)) \xi_{i n}(\alpha+\beta)(1)+\sum_{a i+1}^{n-2} \sum_{b=a+1}^{n-1} \sum_{n=r_{i}^{*}}(q-1)\left(\xi_{i n}(\alpha+\beta) \xi_{a b}(\gamma)(1)\right. \\
& =(1+(q-1)(n-i-1)) q^{n-i-1}+\sum_{a=i+1}^{n-2} \sum_{b=a+1}^{n-1} \sum_{\gamma=F_{a}^{*}}(q-1) q^{n-i-1} q^{b-a-1} \\
& =q^{n-i-1}\left((1+(q-1)(n-i-1))+(q-1)^{2} \sum_{i=i+1}^{n-2} \sum_{b=a+1}^{n-1} q^{b-a-1}\right)
\end{aligned}
$$

Since

$$
(q-1) \sum_{b=a+1}^{n-1} q^{b-a-1}=q^{n-a-1}-1
$$

for all $a \in\{i+1, \ldots, n-2\}$, we obtain

$$
\begin{aligned}
\phi(1) & =q^{n-1-1}\left((1+(q-1)(n-i-1))+(q-1) \sum_{=i+1}^{n-2}\left(q^{n-a-1}-1\right)\right) \\
& \left.=q^{n-i-1}(1+(q-1)(n-i-1))+q^{n-i-1}-1-(q-1)(n-i-1)\right) \\
& =q^{n-i-1} q^{n-i-1} \\
& \left.=\xi_{i n}(\alpha) \xi_{i n}(\beta)\right)(1) .
\end{aligned}
$$

The lemma is proved.

Using the previous lemmas we now prove the following result:

Proposition 2.2.13. Let $\phi$ be a character of $U_{n}(q)$ which can be expressed as a product of elemensary characters. Then $\phi$ can be decomposed as a sum of characters with the form (2 2.1).

Proof. We define the total order < on the set of roots $\Phi(n)$ as follows. If $(i \sqrt{ }),(k, l) \in \Phi(n)$ then $(i, j)<(k, l)$ if and only if either $j>l$ or $j=l$ and $i<k$. Hence we may define a total order in the set $u_{n}\left(\mu_{0}\right)$ consisting of all matrices $a=\left(a_{i j}\right)_{1 \leq i j \leq n}$ satisfying $a_{i j}=0$ if $(i j) \in \Phi(n)$, and $a_{i j} \in N_{0}$ if $(i, j) \in \Phi(n)$ - here $N_{0}$ denotes the set of all non-negative integers. This order is defined as follows. Let $a, b \in u_{n}\left(\omega_{0}\right), a=\left(a_{i j}\right)_{1 \leq i j \leq n}, b=\left(b_{i j}\right)_{1 \leq i, j \leq n}$. Then $a<b$ if and only if there exists $(i, j) \in \Phi(n)$ such that $a_{k l}=b_{k l}$ for all $(k, l) \in \Phi(n)$ with $(k, l)<(i, j)$, and $a_{i j}<b_{i j}$. This order allows us to prove the proposition by induction on the set $u_{n}\left(n_{b}\right)$. In fact the character $\phi$ determines a matrix $a_{\phi}=\left(a_{i j}\right) \in U_{n}\left(W_{0}\right)$ as follows. By hypothesis there exists a non-empty subset $A$ of $\Phi(n)$ such that

$$
\phi=\prod_{(i, j) \in A} \prod_{k_{i j}=1}^{t_{i j}} \xi_{i j}\left(\alpha_{i j k_{i j}}\right)
$$

where, for each $(i, j) \in A$ and each $k \in\left[1, \ldots, t_{i j}\right\}, \alpha_{i j k}$ is a non-zero element of the field $F_{q}$. Then for any $(i, j) \in \Phi(n)$ the $(i, j)$-th coefficient of $a_{\phi}$ is

$$
a_{i j}= \begin{cases}t_{i j} & \text { if }(i, j) \in A \\ 0 & \text { otherwise }\end{cases}
$$

Suppose that $\phi$ corresponds to the smallest matrix in $u_{n}\left(N_{0}\right)$, i.e. all the entries of $a_{\phi}=\left(a_{i j}\right)$ is such that $a_{i j}=0$ for all $\left.(i, j) \in \Phi(n) \backslash(1,2)\right\}$, and $a_{12}=1$. Then $\phi=\xi_{12}(\alpha)$ for some $\alpha \in F_{q}$ and the result is trivial. Now let $\phi$ be such that $a_{\phi}$ is not the smallest element of $u_{n}\left(\mathcal{W}_{0}\right)$ and suppose that the result has been proved for all character $\psi$ (as in the proposition) such that $a_{\psi}<a_{\varphi}$. Let ( $i, j$ ) be the smallest root of $A$. Without loss of generality we may assume that $j=n$ - otherwise $\phi=\psi^{*}$ for some character $\psi$ of $U_{j}(q)$ and we may prove the proposition in this "smaller" group. Then

$$
\phi=\xi_{i n}\left(\alpha_{1}\right) \ldots \xi_{i n}\left(\alpha_{i}\right) \prod_{(i j j)=A_{0}} \prod_{k_{i j}=1}^{t_{i j}} \xi_{i j}\left(\alpha_{i j k_{i j}}\right)
$$

where $t=t_{i n}, \alpha_{k}=\alpha_{i n k}\left(1 \leq a \leq t_{i n}\right)$ and $A_{0}=A \backslash\{(i, n)\}$ (possibly $A_{0}$ is empty). Suppose that $t>1$. Then after a finite number of applications of either lemma 2.2.9 or lemma 2.2.12 we obtain a decomposition of $\phi$ as a sum

$$
\phi=\phi_{1}+\ldots+\phi_{r}
$$

where for each $s \in\{1, \ldots, r\}$ there exists a subset $A_{s}$ of $\Phi(n)$ such that $(i, n) \in A_{s}$ and

$$
\phi_{s}=\xi_{i n}\left(\alpha_{1}+\ldots+\alpha_{i}\right) \prod_{(i, j) \in A_{s}} \prod_{k_{i j}=1}^{t_{i j}} \xi_{i j}\left(\beta_{i j k_{i j}}\right)
$$

for some $\beta_{i j k_{v}} \in F_{q}^{*} \quad\left(1 \leq k_{i j} \leq t_{i j}(i, j) \in A_{s}\right)-$ we note that we may have $\alpha_{1}+\ldots+\alpha_{1}=0$. Since $>1$ we have $a_{\phi}<a_{\phi}$ for all $s \in\{1, \ldots, r\}$. Thus (by induction) the result is true for each character $\phi_{s}(1 \leq r \leq r)$, hence it is also true for the character $\phi$.

Now suppose that $t=1$. Then

$$
\phi=\xi_{i n}(\alpha) \prod_{(i j)=A_{0}} \prod_{k_{i j}=1}^{i_{i j}} \xi_{i j}\left(\alpha_{i j k_{i j}}\right)
$$

for some $\alpha \in F_{q}{ }_{q}$. If $A_{0}$ is empty then $\phi$ is an elementary character and the result is trivial. Suppose that $A_{0}$ is non-empty and let

$$
\phi_{0}=\prod_{(i, j)=A_{0}} \prod_{k_{i j}=1}^{t_{i j}} \xi_{i j}\left(\alpha_{i j k_{i j}}\right) .
$$

We have $a_{\phi_{0}}<a_{\phi}$ hence (by induction) the character $\phi_{0}$ decomposes as a sum of characters with the form (2.2.1). If $\xi_{D}(\varphi)$ is one of these components (hence $D$ is a basic subset of $\Phi(n)$ and $\varphi: D \rightarrow \mathbb{F}_{q}{ }^{*}$ is a map) then the character $\xi_{i n}(\alpha) \xi_{D}(\varphi)$ is a component of $\phi$. Moreover $\phi$ decomposes as a sum of characters with this form. Let $\phi_{D}$ denote the component $\xi_{i n}(\alpha) \xi_{D}(\varphi)$ of $\phi$. If $D \cup\{(i, n)\}$ is basic then $\phi_{D}$ is one of the required
components of $\phi$. On the other hand suppose that $D \cup\{(i, n)\}$ is not basic. Suppose also that there exists $j \in\{1, \ldots, n-1\}$ such that $(j, n) \in D$. Then $(j, n) \in A_{0}$ - we note that (by the argument above applied to the character $\phi_{0}$ ) the smallest root of $D$ is greater or equal than the smallest root of $A_{0}$. It follows that $(j, n) \in A$ and so $i<j$. Now (by lemma 2.2.8) we obtain

$$
\phi_{D}=\xi_{i n}(\alpha) \xi_{D}(\varphi)=\xi_{i n}(\alpha) \xi_{D_{0}}\left(\varphi_{0}\right)+\sum_{k=j+1}^{n-1} \sum_{\beta_{0 \times} F_{0}} \xi_{i n}(\alpha) \xi_{j k}(\beta) \xi_{D_{0}}\left(\varphi_{0}\right)
$$

where $D_{0}=D \backslash\{(j, n)\}$ and $\varphi_{0}$ is the restriction of $\varphi$ to $D_{0}$. Since $(j, n) \in A$ and $(j, n) \in D_{0}$ the characters $\xi_{i n}(\alpha) \xi_{D_{0}}\left(\varphi_{0}\right)$ and $\xi_{i n}(\alpha) \xi_{j k}(\beta) \xi_{D_{0}}\left(\varphi_{0}\right)\left(j+1 \leq k \leq n-1, \beta_{\in} F_{q}{ }^{*}\right)$ determine matrices in $u_{n}\left(N_{6}\right)$ which are smaller than $a_{\phi}$. By induction we the proposition is true for these characters, hence it is true for the character $\phi_{D}$

Finally suppose that $(j, n) \in D$ for all $j \in\{1, \ldots, n-1\}$. Then $(i, k) \in D$ for some $k \in\{i+1, \ldots, n-1\}$ and (by lemma 2.2.7)

$$
\phi_{D}=\xi_{\text {in }}(\alpha) \xi_{D}(\varphi)=\xi_{i n}(\alpha) \xi_{D_{0}}\left(\varphi_{0}\right)+\sum_{l=i+1}^{k-1} \sum_{\rho=\sigma_{i}^{4}} \xi_{i n}(\alpha) \xi_{l k}(\beta) \xi_{D_{0}}\left(\varphi_{0}\right)
$$

where $D_{0}=D \backslash\{(i, k)\}$ and $\varphi_{0}$ is the restriction of $\varphi$ to $D_{0}$. The result follows by induction because the characters $\boldsymbol{\xi}_{i n}(\alpha) \xi_{D_{0}}\left(\varphi_{0}\right)$ and $\xi_{i n}(\alpha) \xi_{l k}(\beta) \xi_{D_{0}}\left(\varphi_{0}\right)\left(i+1 \leq l \leq n-1, \beta \in \|_{q}^{*}\right)$ determine matrices in $u_{n}\left(\omega_{6}\right)$ which are smaller than $a_{f}$ In fact our construction shows that at each stage we are constructing a family of characters which determine matrices in $u_{n}\left(\omega_{0}\right)$ which are smaller than the previous one. In particular the matrix determined by $\xi_{D}(\varphi)$ is smaller than the matrix determined by $\phi_{0}$.

The proof is complete.

As a corollary we obtain:

Corollary 2.2.14. Let $X$ be an irreducible character of $U_{n}(q)$. Then there exists a basic subset $D$ of $\Phi(n)$ and a map $\varphi: D \rightarrow F_{q}^{*}$ such that $\left(x_{0}, \xi_{D}(\varphi)\right)=0$.

Proof. Let $O \subseteq u_{n}(K)^{*}$ be the $F$-stable $U_{n}(K)$-orbit which corresponds to $\mathcal{X}$ and let $f \in O^{F}$. Then

$$
f=\sum_{(i, j)=\omega(n)} f\left(e_{i j}\right) e_{i j} *
$$

(since $f$ is $F$-fixed we have $f\left(e_{i j}\right) \in F_{q}$ for all $(i, j) \in \Phi(n)$ ). Let

$$
A=\left\{(i, j) \in \Phi(n) ; f\left(e_{i j}\right) \neq 0\right\}
$$

Then

$$
f \in \sum_{(i, j \neq A} O_{i j}\left(f\left(e_{i j}\right)\right)
$$

and (by corollary 1.3.11) we conclude that

$$
\left(x, \prod_{(i, j)=A} \xi_{i j}\left(\alpha_{i j}\right)\right) \neq 0
$$

Since $\chi$ is irreducible the result follows by the previous proposition.

Corollary 2.2.15. Let $\mu(n)=(n-2)+(n-4)+\ldots+1$ (cf. corollary 2.2.4). Then $q^{\mu(n)}$ is the maximal degree of the irreducible characters of $U_{n}(q)$. Moreover if $n=2 r+1$ is odd, $U_{n}(q)$ has exactly ( $q-1)^{r}$ irreducible characters of degree $q^{\mu(n)}$, whereas if $n=2 r$ is even, $U_{n}(q)$ has exactly $q(q-1)^{r-1}$ irreducible characters of degree $q^{(n)}$.

Proof. Let $\boldsymbol{X}$ be an arbitrary irreducible character of $\boldsymbol{U}_{n}(q)$. By the previous corollary there exist a basic subset $D$ of $\Phi(n)$ and a map $\varphi \cdot D \rightarrow F_{q}{ }^{*}$ such that

$$
\left(x, \xi_{D}(\varphi)\right)=0
$$

Therefore

$$
x(1) \leq \xi_{D}(\varphi)(1)=\prod_{(i \sqrt{\infty} \in \mathrm{D}} q^{j-i-1}
$$

Since $D$ contains at most one root of each column and at most one root of each row we conclude that

$$
\sum_{(i \sqrt{\prime} \in D}(-i-1) \leq \mu(n)
$$

and the corollary follows.

The proof of theorem 2.2.1 will be complete with the following:

Proposition 2.2.16. Let $D$ and $D^{\prime}$ be basic subsets of $\Phi(n)$ and let $\varphi: D \rightarrow F_{q}{ }^{*}$ and $\varphi^{\prime}: D^{\prime} \rightarrow F_{q}{ }^{*}$ be maps. Then $\left(\xi_{D}(\varphi), \xi_{D}(\varphi)\right) \neq 0$ if and only if $D=D^{\prime}$ and $\varphi=\varphi^{\prime}$.

Proof. We proceed by induction on $n$. If $n=2$ then all irreducible characters of $U_{2}(q)$ are linear and the result is obvious. Hence let $n>2$ and assume that the result is proved for $n-1$. We consider $U_{n-1}(q)$ as a subgroup of $U_{n}(q)$. For each $(i, j) \in \Phi(n)$ such that $j<n$ we denote by $\zeta_{i j}(\alpha)$ the ( $i, j$-th elementary character of $U_{n-1}(q)$ associated with $\alpha_{n} F_{q}$ and for each basic subset $D_{\subseteq}\{(i, j) \in \Phi(n) ; 1 \leq i<j \leqslant n-1\}$ and any map $\varphi: D \rightarrow \boldsymbol{F}_{q}{ }^{*}$ we denote by $\zeta_{D}(\varphi)$ the character of $U_{n-1}(q)$ which is the product of the elementary characters $\zeta_{i j}\left(\varphi\left(i_{,}\right)\right)$ for $(i, j) \in D$. Then

$$
\xi_{D}(\varphi)=\zeta_{D}(\varphi)^{*}
$$

is the lifting of $\zeta_{D}(\varphi)$ from $U_{n-1}(q)$ to $U_{n}(\mathcal{K})$.
Now let $D, D^{\prime}, \varphi$ and $\varphi^{\prime}$ be as given in the proposition and suppose that $\left(\xi_{D}(\varphi), \xi_{D}(\varphi)\right) \neq 0$. Let $(i, j) \in D$ be smallest root of $D$. If $j<n$ then

$$
D \subseteq\{(i \sqrt{\prime}) ; 1 \leq i<j \leq n-1\}
$$

We claim that $D^{\prime} \leq\{(i, j) ; 1 \leq i<j \leq n-1\}$. For suppose that $(k, n) \in D^{\prime}$ for some $k \in(1, \ldots, n-1\}$ and let $\chi$ be an irreducible character of $U_{n}(q)$ such that

$$
\left(\chi, \xi_{D}(\varphi)\right)=0 \text { and }\left(\chi, \xi_{D}(\varphi)\right) \neq 0 .
$$

Let $O \_U_{n}(K)^{*}$ be the $F$-stable $U_{n}(\mathbb{K})$-orbit which corresponds to $x$. Then

$$
O_{-} O_{D}(\varphi) \cap O_{D}(\varphi)
$$

Let $f=0$. Then

$$
f=O_{D}(\varphi)=O_{k n}(\beta)+O_{D_{0}^{\prime}}\left(\varphi_{0}^{\prime}\right)
$$

where $\beta=\varphi^{\prime}(k, n), D_{0}^{\prime}=D^{\prime} \backslash((k, n)\}$ and $\varphi_{0}^{\prime}$ is the restriction of $\varphi^{\prime}$ to $D_{0}^{\prime}$. Since $O_{k n}(\beta)$ is the $U_{n}(K)$-orbit of $\beta e_{E_{n}}{ }^{*}$ and $O_{D_{0}^{\prime}}\left(\varphi_{0}^{\prime}\right)$ is $U_{n}(K)$-invariant, there exists $x=U_{n}(K)$ such that

$$
x \cdot f=\beta e_{k n}{ }^{*}+f_{0}
$$

for some $f_{0} O_{D_{0}^{\prime}}\left(\varphi_{0}^{\prime}\right)$. Since $O_{D_{0}^{\prime}}\left(\varphi_{0}^{\prime}\right)=\mu_{n-1}\left(K^{*}\right.$ we have

$$
f_{0} \in u_{n-1}(K)^{*}
$$

On the other hand $O_{D}(\varphi) \in U_{n-1}(K)^{*}$. since $O_{D}(\varphi)$ is $U_{n}(k)$-invariant, we obtain

$$
x \cdot f \in u_{n-1}(K)^{*}
$$

It follows that $\boldsymbol{\beta}=0$ and this contradiction implies that

$$
D^{\prime} \subseteq\{(i J) ; 1 \leq i<j \leq n-1\}
$$

as required. Therefore we have

$$
\xi_{D}(\varphi)=\zeta_{D}(\varphi)^{*} \quad \text { and } \xi_{D}\left(\varphi^{\prime}\right)=\zeta_{D}\left(\varphi^{\prime}\right)^{*} .
$$

It follows that

$$
\left.\left(\zeta_{D}(\varphi), \zeta_{D}\left(\varphi^{\prime}\right)\right)_{U_{-1}(\varphi)}=\left(\xi_{D}(\varphi), \xi_{D}(\varphi)\right)\right)_{U_{a}(\varphi)} \neq 0
$$

By induction we conclude that

$$
(D, \varphi)=\left(D^{\prime}, \varphi\right)
$$

Now suppose that $j=n$ (hence $(i, n) \in D$ ). By the above argument we conclude that $(k, n) \in D^{\prime}$ for some $k \in\{1, \ldots, n-1\}$. Moreover let

$$
f \in O_{D}(\varphi) \cap O_{D}(\varphi)
$$

Then $f$ in $U_{M}(K)$-conjugate to $\alpha e_{\text {in }^{*}}+f_{0}$ and to $\beta e_{i{ }^{*}}{ }^{*}+g_{0}$,
 Therefore

$$
\xi_{D}(\varphi)=\xi_{i n}(\alpha) \xi_{D_{0}}\left(\varphi_{0}\right) \text { and } \xi_{D}(\varphi)=\xi_{i n}(\alpha) \xi_{D_{0}}\left(\varphi_{0}^{\prime}\right)
$$

where $D_{0}=D \backslash\{(i, n)\}, D_{0}^{\prime}=D^{\prime} \backslash\{(i, n)\}, \varphi_{0}$ is the restriction of $\varphi$ to $D_{0}$ and $\varphi_{0}^{\prime}$ is the restriction of $\varphi^{\prime}$ to $D_{0}^{\prime}$. We have

$$
\left(\xi_{D}(\varphi), \xi_{D}(\varphi)\right)=\left(\xi_{D_{0}}\left(\varphi_{0}\right), \xi_{i n}(\alpha) \xi_{i n}(\alpha) \xi_{D_{0}^{\prime}}\left(\varphi_{0}^{\prime}\right)\right)
$$

where $\overline{\xi_{n}(\alpha)}$ is the character of $U_{n}(q)$ defined by

$$
\overline{\operatorname{lin}(\alpha)}(x)=\xi_{i n}(\alpha)\left(x^{-1}\right)
$$

for all $x \in U_{n}(q)$. We claim that

$$
\overline{\xi_{i n}(\alpha)}=\xi_{i n}(-\alpha)
$$

We recall that (by definition)

$$
\xi_{i n}(\alpha)=\lambda_{i n}(\alpha)^{U_{n}(q)}
$$

where $\lambda_{i n}(\alpha)$ is the character of $U_{\mathcal{L}}(q)\left(\omega=(n-1 \ldots i+1 i) \in S_{n}\right)$ defined by

$$
\lambda_{i n}(\alpha)(x)=\psi_{0}\left(\alpha x_{i n}\right)
$$

for all $x=\left(x_{r s}\right) \in U_{\omega}(q)$. Since

$$
\overline{\xi_{i n}(\alpha)}=\overline{\lambda_{i n}(\alpha)} U_{n}(q)
$$

we must prove that

$$
\overline{\lambda_{i n}(\alpha)}=\lambda_{i n}(-\alpha)
$$

In fact let $x=\left(x_{r 3}\right) \in U_{\omega}(q)$. Then

$$
\overline{\lambda_{i n}(\alpha)}(x)=\lambda_{i n}(\alpha)\left(x^{-1}\right)=\psi_{0}\left(\alpha\left(x^{-1}\right)_{i n}\right)
$$

Since $x_{i i+1}=\ldots=x_{i n-1}=0$ we have $\left(x^{-1}\right)_{i n}=-x_{i n}$. Therefore

$$
\overline{\lambda_{i n}(\alpha)}(x)=\psi_{0}\left((-\alpha) x_{i n}\right)=\lambda_{i n}(-\alpha)(x)
$$

Our claim follows. Hence

$$
\left(\xi_{D}(\varphi), \xi_{D}\left(\varphi^{\prime}\right)\right)=\left(\xi_{D_{0}}\left(\varphi_{0}\right), \xi_{i n}(-\alpha) \xi_{i n}(\alpha) \xi_{D_{0}^{\prime}}\left(\varphi_{0}^{\prime}\right)\right)
$$

By lemma 2.2.9, $\xi_{i n}(\alpha) \xi_{i n}(-\alpha)$ has the following components:
(a) $1_{U_{a}(q) ;}$
(b) $\xi_{a n}(\beta)$ for all $a \in\{i+1, \ldots, n-1]$ and all $\beta \in F_{q}{ }^{*}$;
(c) $\xi_{i b}(\gamma)$ for all $b \in\{i+1, \ldots, n-1\}$ and all $\gamma \in F_{q}^{*}$;
(d) $\xi_{a n}(\beta) \xi_{i b}(\gamma)$ for all $a, b \in\{i+1, \ldots, n-1\}$ and all $\beta, \gamma \in F_{q}{ }^{*}$.

Since $D_{0} \subseteq\{(i, j) ; 1 \leq i<j \leq n-1\}$ we must have

$$
\left(\xi_{D_{0}}\left(\varphi_{0}\right), \xi_{a n}(\beta) \xi_{D_{0}^{\prime}}\left(\varphi_{0}^{\prime}\right)\right)=0
$$

for all $a \in\{i+1, \ldots, n-1\}$ and all $\beta \in F_{q}^{*}$. Also

$$
\left(\xi_{D_{0}}\left(\varphi_{0}\right), \xi_{a n}(\beta) \xi_{i b}(\gamma) \xi_{D_{0}^{\prime}}\left(\varphi_{0}^{\prime}\right)\right)=0
$$

for all $a, b \in\{i+1, \ldots, n-1\}$ and all $\beta, \gamma F_{q}{ }_{q}^{*}$.
Now let $b \in(i+1, \ldots, n-1)$ and let $\gamma \in F_{q}^{*}$. Suppose that $(j, b) \in D_{0}^{\prime}$ for all $j \in\{1, \ldots, b-1\}$. Then the subset $D_{0}^{\prime} \cup\{(i, b)\}$ of $\Phi(n)$ is basic (because $D_{0}^{\prime} \cup\{(i, n)\}$ is basic). Moreover

$$
D_{0} \neq D_{0}^{\prime} \cup\{(i, b)\}
$$

(otherwise ( $l, b) \in D_{0}$ and this is impossible because $D_{0} \cup\{(i, n)\}$ is basic). By induction we
conclude thet

$$
\left(\xi_{D_{0}}\left(\varphi_{0}\right), \xi_{i b}(\gamma) \xi_{D_{0}}\left(\varphi_{0}^{\prime}\right)\right)=0 .
$$

On the other hand suppose that there exists $j$ © $\{1, \ldots, b-1\}$ with $(j, b) \in D_{0}^{\prime}$. If $i<j$ then (by lemma 2.2.9)

$$
\xi_{i b}\left(\eta \xi_{j b}(v)=\xi_{i b}(\eta)+\sum_{k=j+1}^{b-1} \sum_{\mu_{0} F_{q}^{*}} \xi_{i b}\left(\eta \xi_{j l}(\mu)\right.\right.
$$

where $v=\varphi^{\prime}(j, b)$. Therefore

$$
\xi_{i b}\left(\gamma \xi_{D_{0}^{\prime}}\left(\varphi_{0}^{\prime}\right)=\xi_{i b}\left(\gamma \xi_{D D_{0}}\left(\varphi_{0}^{\prime \prime}\right)+\sum_{k=j+1}^{b-1} \sum_{\mu=1} \xi_{q} \xi_{i b}\left(\gamma \xi_{j k}(\mu) \xi_{D D_{0}^{\prime \prime}}\left(\varphi_{0}^{\prime \prime}\right)\right.\right.\right.
$$

where $D^{\prime \prime}{ }_{0}=D_{0}^{\prime} \backslash\{(j, b)\}$ and $\varphi_{0}^{\prime \prime}$ is the restriction of $\varphi_{0}^{\prime}$ to $D_{0}{ }_{0}$. Since $D^{\prime \prime}{ }_{0} \cup\{(i, b)\}$ is basic we have

$$
\left(\xi_{D_{0}}\left(\varphi_{0}\right), \xi_{i b}\left(\eta \xi_{D_{0}^{\prime \prime}}\left(\varphi_{0}^{\prime \prime}\right)\right)=0\right.
$$

(by induction because (i,b) $: D$ ). On the other hand let $k=\{j+1, \ldots, b-1\}$ and let $\mu \in \boldsymbol{F}_{q}{ }^{*}$. By proposition 2.2.13 there exists a set $\left\{D_{1}, \ldots, D_{t}\right\}$ of basic subsets of $\Phi(n)$ such that

$$
\xi_{i b}\left(\eta \xi_{j k}(\mu) \xi_{D_{0}}\left(\varphi_{0}^{\prime \prime}\right)=\sum_{s=1}^{t} \xi_{D_{s}}\left(\varphi_{s}\right)\right.
$$

where for each $s \in\{1, \ldots, t\} \varphi_{s}: D_{s} \rightarrow F_{q}{ }^{*}$ is a map. For each $s \in\{1, \ldots, t\}$ the set $D_{s}$ is obtained after a finite number of applications of lemma 2.2.8. At each stage we obtain a decomposition of the character $\xi_{i b}(\gamma) \xi_{j i}(\mu) \xi_{D}{ }_{0}\left(\varphi_{0}\right)$ as a sum of products of the form

$$
\xi_{i b}(\gamma) \prod_{(r, s)=A} \xi_{r s}\left(\alpha_{r s}\right)
$$

where $A$ is a subset of $\Phi(n)$ such that each root $(r, s) \in A$ is in the same row of some root of $D_{0}^{\prime}$ and $\alpha_{r r^{e}} F_{q}{ }^{*}$. Since $D_{0}^{\prime}$ does not contain roots of the $i$-th row, we conclude that $(i, b) \in D_{s}$ for all sa $\{1, \ldots, t\}$. It follows that

$$
\left(\xi_{D_{0}}\left(\varphi_{0}\right), \xi_{D_{s}}\left(\varphi_{s}\right)\right)=0
$$

for all se $[1, \ldots$,$\} . Therefore$

$$
\left(\xi_{D_{0}}\left(\varphi_{0}\right), \xi_{i b}\left(\gamma \xi_{j L}(\mu) \xi_{D_{0}-}\left(\varphi_{0}^{\prime \prime}\right)\right)=0 .\right.
$$

Now suppose that $j$ d. Then (by lemma 2.2.8)

$$
\xi_{i b}\left(\eta \xi_{j b}(v)=\xi_{j b}(v)+\sum_{h i+1}^{b-1} \sum_{\mu=0} F_{q} \xi_{j b}\left(\eta \xi_{u k}(\mu)\right.\right.
$$

where $v=\varphi^{\prime}(j, b)$. Therefore in this case

$$
\xi_{i b}\left(\eta \xi_{D_{0}^{\prime}}\left(\varphi_{0}^{\prime}\right)=\xi_{D_{0}^{\prime}}\left(\varphi_{0}^{\prime}\right)+\sum_{k=i+1}^{b-1} \sum_{\mu=F_{q}} \xi_{i k}(\mu) \xi_{D_{j}^{\prime}}\left(\varphi_{0}^{\prime}\right) .\right.
$$

Now we repeat either the argument of the previous paragraph or of this paragraph to study the scalar products

$$
\left(\xi_{D_{0}}\left(\varphi_{0}\right), \xi_{i k}(\mu) \xi_{D_{0}^{\prime}}\left(\varphi_{0}^{\prime}\right)\right)
$$

for each $k \in\{i+1, \ldots, b-1\}$ and each $\mu \in F_{q}{ }^{*}$. After a finite number of steps we eventually obtain

$$
\left(\xi_{D_{0}}\left(\varphi_{0}\right), \xi_{i b}(\gamma) \xi_{D_{0}^{\prime}}\left(\varphi_{0}^{\prime}\right)\right)=m_{b}\left(\xi_{D_{0}}\left(\varphi_{0}\right), \xi_{D_{0}^{\prime}}\left(\varphi_{0}^{\prime}\right)\right)
$$

where $m_{b}$ is a positive integer which depends of $b$ but not of $\gamma$.
Finally we conclude that

$$
\begin{equation*}
\left(\xi_{D}(\varphi), \xi_{D}(\varphi)\right)=m\left(\xi_{D_{0}}\left(\varphi_{0}\right), \xi_{D_{0}^{\prime}}\left(\varphi_{0}^{\prime}\right)\right) \tag{2.2.3}
\end{equation*}
$$

where $m$ is a positive integer (in fact $m=1+(q-1)\left(m_{i+1}+\ldots+m_{n-1}\right)$ ). Since

$$
\left(\xi_{D}(\varphi), \xi_{D}(\varphi)\right) \neq 0,
$$

we deduce that

$$
\left(\xi_{D_{0}}\left(\varphi_{0}\right), \xi_{D_{0}^{\prime}}\left(\varphi_{0}^{\prime}\right)\right) \neq 0
$$

and so (by induction)

$$
\left(D_{0}, \varphi_{0}\right)=\left(D_{0}^{\prime}, \varphi_{0}^{\prime}\right)
$$

The result follows.

The proof of theorem 2.2.1 is now complete. The existence of the pair ( $D, \varphi$ ) is given by corollary 2.2.14 and its unicity by the previous proposition.

The last result of this section is a corollary of the proof of the previous proposition. It is concerned with the scalar product $\left(\xi_{D}(\varphi), \xi_{D}(\varphi)\right)$ where $D$ is a basic subset of $\mathcal{O}(n)$ and $\varphi: D \rightarrow \boldsymbol{F}_{\boldsymbol{q}}{ }^{*}$ is a map. This value can be expressed as a power of $q$ where the exponent depends only on the set $D$. Firstly we give some definitions.

For each root $(i, j)=\Phi$ we define the set

$$
\begin{equation*}
S(i, j)=S^{(c)}(i, j) \cup S^{(r)}(i, j) \tag{2.2.4}
\end{equation*}
$$

where

$$
S^{(c)}(i, J)=\{(k, j) ; i<k<j\} \quad \text { and } \quad S^{(r)}(i, J)=\{(i, k) ; i<k<j\}
$$

The elements of $S(i, j)$ are called the $(i, j)$-th singular roots. It is clear that the $(i, j)$-th elementary $\xi_{i j}(\alpha)$ of $U_{n}(q)$ associated with $\alpha_{a} F_{q}$. has degree

$$
\xi_{i j}(\alpha)(1)=q^{\left(\left(L_{j}\right)-l(i, j)\right.}
$$

where

$$
\begin{equation*}
s\left(i_{j}\right)=\left|S\left(i_{j}\right)\right| \text { and } l\left(i_{j}\right)=\left|S^{(c)}\left(i_{j}\right)\right|=\left|S^{(r)}\left(i_{j}\right)\right| \tag{2.2.5}
\end{equation*}
$$

Now let $D$ be a basic subset of $\Phi(n)$. Then we define the set

$$
\begin{equation*}
S(D)=\bigcup_{(i, j) \in D} S(i, j) \tag{2.2.6}
\end{equation*}
$$

where

$$
S^{(c)}(D)=\bigcup_{(i, j) \in D} S^{(c)}(i, j) \text { and } S^{(r)}(D)=\bigcup_{(i, j) \in D} S^{(r)}(i, j)
$$

A root $(a, b) \in \phi(n)$ is called a $D$-singular root if $(a, b) \in S(D)$. We have

$$
\xi_{D}(\varphi)(1)=q^{((D)}=q^{s(D)} q^{((D)-s(D)}
$$

where

$$
\begin{equation*}
s(D)=|S(D)| \quad \text { and } \quad l(D)=\left|S^{(c)}(D)\right|=\left|S^{(f)}(D)\right| \tag{2.2.7}
\end{equation*}
$$

Finally a root $(a, b) \in \Phi(n)$ is called a $D$-regular root if $(a, b) \in S(D)$. We denote by $R(D)$ the set of all $D$-regular roots, i.e.

$$
\begin{equation*}
R(D)=\Phi(n) \backslash S(D) \tag{2.2.8}
\end{equation*}
$$

Therefore $\Phi(n)$ is the disjoint union

$$
\Phi(n)=S(D) \cup R(D)
$$

Moreover

$$
D \subset R(D)
$$

Corollary 2.2.17. Ler $D$ be a basic subset of $\Phi(n)$ and let $\Phi: D \rightarrow F_{\&}{ }^{\dagger}$. Then

$$
\left(\xi_{D}(\varphi) \cdot \xi_{D}(\varphi)\right)=q^{2(D)-s(D)}-q^{(D)} q^{2((D)-(D))}
$$

Proof. We proceed by induction on $n$. The result is clear if $\boldsymbol{n}=\mathbf{2}$. So we assume that $\boldsymbol{n} \boldsymbol{>} \mathbf{2}$ and that the result is proved for $n-1$. If $D \subseteq\{(i, j) ; 1 \leq i<i \leq n-1\}$ then

$$
\xi_{D}(\varphi)=\zeta_{D}(\varphi)^{*}
$$

( here the notation is as before). Therefore

$$
\left.\left(\xi_{D}(\varphi), \xi_{D}(\varphi)\right)\right)_{U_{s}(\varphi)}=\left(\zeta_{D}(\varphi), \zeta_{D}(\varphi)\right) U_{U_{n-1}(\varphi)}
$$

and the result follows by induction. On the other hand, assume that ( $i, n$ ) $E$ for some ic $\{1, \ldots, n-1\}$ and let $D_{0}=D \backslash\{(i, n)\}$. Then (by (2.2.3))

$$
\left(\xi_{D}(\varphi), \xi_{D}(\varphi)\right)=m\left(\xi_{D_{0}}\left(\varphi_{0}\right), \xi_{D_{0}}\left(\varphi_{0}\right)\right)
$$

where

$$
\begin{gathered}
m=1+\sum_{b \in B} \sum_{\gamma \in F_{q}} m_{b}(\gamma, \\
B=\left\{b ; i<b<n,(i, b) \in S^{(r)}(i, n) \cap S^{(c)}(D)\right\}
\end{gathered}
$$

and for each $b \in B$ and each $\gamma \in F_{q}{ }^{*}$

$$
\left(\xi_{D_{0}}\left(\varphi_{0}\right), \xi_{i b}(\gamma) \xi_{D_{0}}\left(\varphi_{0}\right)\right)=m_{b}(\gamma)\left(\xi_{D_{0}}\left(\varphi_{0}\right), \xi_{D_{0}}\left(\varphi_{0}\right)\right)
$$

Since $m_{b}(\gamma)$ is independent of $\gamma_{\neq} F_{q}{ }^{*}$ we have

$$
m=1+\sum_{b \in B}(q-1) m_{b}
$$

where $m_{b}=m_{b}(\gamma)$ for all $\gamma \in F_{q}{ }^{*}$. Let

$$
B=\left\{b_{1}, \ldots, b_{t}\right\}
$$

where $b_{1}<\ldots<b_{r}$. We claim that

$$
m_{b_{q}}=q^{s-1}
$$

for all se $\{1, \ldots, t\}$. In fact we see from the previous proof that

$$
-\quad\left(\xi_{D_{0}}\left(\varphi_{0}\right), \xi_{i b_{1}}(\gamma) \xi_{D_{0}}\left(\varphi_{0}\right)\right)=\left(\xi_{D_{0}}\left(\varphi_{0}\right) \cdot \xi_{D_{0}}\left(\varphi_{0}\right)\right)
$$

so

$$
m_{b_{1}}=1=q^{0}
$$

On the other hand if $s \in\{2, \ldots, t\}$ we get (using the argument of the previous proof)

$$
\left(\xi_{D_{0}}\left(\varphi_{0}\right) \cdot \xi_{i b_{0}}(\gamma) \xi_{D_{0}}\left(\varphi_{0}\right)\right)=\left(\xi_{D_{0}}\left(\varphi_{0}\right), \xi_{D_{0}}\left(\varphi_{0}\right)\right)+\sum_{r=1}^{\infty-1} \sum_{w=1}\left(\xi_{D_{0}}\left(\varphi_{0}\right), \xi_{i b_{r}}(v) \xi_{D_{0}}\left(\varphi_{0}\right)\right) .
$$

Hence

$$
\left(\xi_{D_{0}}\left(\varphi_{0}\right), \xi_{i b_{b}}(\eta) \xi_{D_{0}}\left(\varphi_{0}\right)\right)=\left(1+\sum_{m=1}^{\tau-1}(q-1) m_{b_{r}}\right)\left(\xi_{D_{0}}\left(\varphi_{0}\right), \xi_{D_{0}}\left(\varphi_{0}\right)\right)
$$

so

$$
m_{b_{b}}=1+\sum_{m=1}^{p-1}(q-1) m_{b_{r}}
$$

By induction we have $m_{b_{r}}=q^{-1}$ for all $r e\{1, \ldots, s-1\}$. Therefore

$$
m_{b_{z}}=1+\sum_{r=1}^{-1}(q-1) q^{r-1}=q^{\alpha-1}
$$

as required.
It follows that

$$
m=1+\sum_{s=1}^{t}(q-1) q^{s-1}=q^{p}
$$

Now

$$
t=\left|S^{(r)}(i, n) \cap S^{(c)}(D)\right|
$$

and (by induction)

$$
\left(\xi_{D_{n}}\left(\varphi_{0}\right), \xi_{D_{n}}\left(\varphi_{0}\right)\right)=q^{2\left(D_{0}\right)-\alpha\left(D_{0}\right)} .
$$

Therefore

$$
\left(\xi_{D}(\varphi), \xi_{D}(\varphi)\right)=q^{d} q^{2\left(D_{0}\right)-\left(D_{0}\right)}=q^{21(D)-s(D)}
$$

because $l(D)=l\left(D_{0}\right)+l(i, n)$ and $s(D)=s\left(D_{0}\right)+s(i, n)-l$. The proof is complete.

### 2.3. The irreducible characters of $\boldsymbol{U}_{\boldsymbol{n}}(\boldsymbol{q})$ for $\boldsymbol{n} \leq 5$

Let $D$ be a basic subset of $\phi(n)$ and let $\varphi: D \rightarrow \boldsymbol{F}_{\boldsymbol{q}}{ }^{*}$ be a map. Then an irreducible character $\chi$ of $U_{n}(q)$ such that $\left(\chi, \xi_{D}(\varphi)\right)=0$ will be referred to as an irreducible character of type $D$. The type $D$ of the irreducible character $X$ may be represented by a "marrix" with entries ( $i, j$ ) $(1 \leq i j \leq n)$ which are occupied by the symbols, $\boldsymbol{m}$, o or 0 as follows: if $(i, j) \in \Phi(n)$ then the $(i, j)$-th entry is occupied by $;$ if $(i, j) \in D$ then the $(i, j)$-th entry is occupied by $■$; if $(i, j)=S(D)$ then the ( $i, j$ )-th entry is occupied by 0 ; finally if $(i, j) \in R(D)$ then the ( $i, j$-th entry is occupied by 0 . For example if $n=6$ then the irreducible characters of $U_{6}(q)$ of maximal degree have types

In this section we describe the irreducible characters of $U_{n}(q)$ for $n \leq 5$.

Example 2.3.1. Let $n=2$. Then all irreducible characters of $U_{2}(q)$ are linear. In fact $U_{2}(q)$ is isomorphic to the additive group $F_{q}{ }^{+}$, so the irreducible characters of $U_{2}(q)$ are in one-to-one correspondence with the elements of $\boldsymbol{F}_{\boldsymbol{q}}$ For each $\alpha_{\boldsymbol{e}} \boldsymbol{F}_{\boldsymbol{q}}$ the irreducible character associated with $\alpha$ is the $(1,2)$-elementary character $\xi_{12}(\alpha)$ - we recall that $\xi_{12}(0)$ is the unit character of $U_{2}(q)$.

Example 2.3.2. We determine the irreducible characters of the group $U_{3}(q)$.
By lemma 2.2.2 $U_{3}(q)$ has $q^{2}$ linear characters which are in one-to-one correspondence with pairs ( $\alpha, \beta$ ) of elements of $\boldsymbol{F}_{\boldsymbol{q}}$. For $\alpha_{1} \beta_{\boldsymbol{\varepsilon}} \boldsymbol{F}_{\boldsymbol{q}}$ the linear character which corresponds to $(\alpha, \beta)$ is $\xi_{12}(\alpha) \xi_{23}(\beta)$.

On the other hand for each non-zero element $\alpha_{\in} F_{q}$ the (1,3)-th elementary
character $\xi_{13}(\alpha)$ is irreducible and has degree $q$. Therefore $U_{3}(q)$ has $q-1$ irreduducible characters of degree $q$. These characters have type

$$
\left(\begin{array}{cc}
\bullet & \bullet \\
\vdots & \bullet
\end{array}\right)
$$

Example 2.3.3. Here we consider the irreducible characters of the group $\boldsymbol{U}_{4}(q)$.
By lemma 2.2.2 $U_{4}(q)$ has $q^{3}$ linear characters, namely the products $\xi_{12}(\alpha) \xi_{23}(\beta) \xi_{34}(\gamma)$ where $\alpha, \beta, \gamma$ are arbitrary elements of $\boldsymbol{F}_{\boldsymbol{q}}$.

Now consider the irreducible characters of degree q. The following types

give $(q-1)+(q-1)+(q-1)^{2}+(q-1)^{2}=2 q(q-1)$ irreducible characters of degree $q$. On the other hand consider the type

$$
\left(\begin{array}{llll}
\cdot & \bullet & - & 0 \\
\cdot & \cdot & \bullet & \square \\
\cdot & \cdot & \cdot & \bullet \\
\cdot & \cdot & \cdot & \cdot
\end{array}\right)
$$

By lemma 2.2 .6 the character $\xi_{13}(\alpha) \xi_{24}(\beta)\left(\alpha, \beta \in \boldsymbol{F}_{\boldsymbol{q}}{ }^{*}\right)$ has $q$ distinct irreducible components of degree $q$. Therefore we obtain $q(q-1)^{2}$ irreducible characters of degree $q$ of type $D=\{(1,3),(2,4)\}$.

Finally $U_{4}(q)$ has $q(q-1)$ irreducible characters of maximal degree $q^{2}$. These characters have one of the types

$$
-\left(\begin{array}{cccc}
\cdot & \bullet & \bullet & \square \\
\cdot & \cdot & \square & \bullet \\
\cdot & \cdot & \cdot & \bullet \\
\cdot & \cdot & \cdot & \cdot
\end{array}\right) \operatorname{or}\left(\begin{array}{cccc}
\cdot & \cdot & \bullet & \square \\
\cdot & \cdot & 0 & \bullet \\
\cdot & \cdot & \cdot & \bullet \\
\cdot & \cdot & \cdot & \cdot
\end{array}\right)
$$

Example 2.3.4. We now consider the irreducible characters of $\boldsymbol{U}_{\mathbf{9}}(q)$.
By lemma 2.2.2 $U_{5}(q)$ has $q^{4}$ linear characters, namely the characters $\xi_{D}(\varphi)$ where $D$ is a subset of $\Delta=\{(1,2),(2,3),(3,4),(4,5)\}$ and $\varphi: D \rightarrow F_{申}^{*}$ is a map.
$U_{5}(q)$ has $3 q^{2}(q-1)$ distinct irreducible characters of degree $q$ corresponding to the following types
where the symbol $\square$ in an entry ( $i_{j}$ ) means that that entry may be occupied either by or by 0 .

On the other hand consider the irreducible characters of type

$$
\left(\begin{array}{cccc}
. & \bullet & \square & 0 \\
\vdots & 0 \\
\cdot & \bullet & \mathbf{a} & 0 \\
\vdots & \vdots & \bullet & 0 \\
\cdot & \vdots & \vdots & \square
\end{array}\right)
$$

Let $\alpha, \beta \in F_{q}{ }^{*}$ be arbitrary. By lemma 2.2 .6 the character $\xi_{13}(\alpha) \xi_{24}(\beta)$ has $q$ distinct irreducible components of degree $q$. Thus for any $\gamma \in \boldsymbol{F}_{q}$ the character $\xi_{13}(\alpha) \xi_{24}(\beta) \xi_{45}(\gamma)$ has $q$ distinct irreducible components (because $\xi_{A 5}(\gamma)$ is linear). Therefore we obtain $q^{2}(q-1)^{2}$ distinct irreducible characters of the given type. All these characters have degree $q$.

Similarly $U_{5}(q)$ have $q^{2}(q-1)^{2}$ irreducible characters of degree $q$ of type

$$
\left(\begin{array}{lllll}
\cdot & \mathbf{0} & 0 & 0 & 0 \\
. & \cdot & \cdot & 0 & 0 \\
\cdot & \cdot & \cdot & 0 & \mathbf{a} \\
\cdot & \cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot & \cdot
\end{array}\right)
$$

So far we have obtained $3 q^{2}(q-1)+2 q^{2}(q-1)^{2}=q^{2}(q-1)(2 q+1)$ irreducibie characters of degree $q$. We will see that these are all the irreducible characters of degree $q$.

Now we consider the irreducible characters of degree $q^{2}$. The types
give $2 q^{2}(q-1)$ irreducible characters of degree $q^{2}$. Using lemma 2.2 .6 we conclude that
the types
determine $2 q^{2}(q-1)^{2}$ irreducible characters of degree $q^{2}$. On the other hand we obtain another set consisting of $(q-1)^{2}$ irreducible characters of degree $q^{2}$ if we consider the type

$$
\left(\begin{array}{ccccc}
\cdot & \cdot & \square & 0 & 0 \\
\cdot & \cdot & \cdot & 0 & 0 \\
\cdot & \cdot & \cdot & \cdot & \square \\
\cdot & \cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot & \cdot
\end{array}\right)
$$

Finally let $D=\{(1,3),(2,4),(3,5)\}$ - this type corresponds to the diagram

$$
\left(\begin{array}{ccccc}
\cdot & \cdot & \square & 0 & 0 \\
\cdot & \cdot & \bullet & \square & 0 \\
\cdot & \cdot & \cdot & \cdot & \square \\
\cdot & \cdot & \cdot & \cdot & \bullet \\
\cdot & \cdot & \cdot & \cdot & \cdot
\end{array}\right)
$$

We claim that for each map $\varphi: D \rightarrow K^{*}$ the character $\xi_{D}(\varphi)$ has a unique irreducible component which occurs with multiplicity $q$. In fact let $\alpha_{1} \boldsymbol{\beta}, \boldsymbol{\gamma} \in \boldsymbol{F}_{\boldsymbol{q}}{ }^{\boldsymbol{*}}$ and consider the element

$$
f=\alpha e_{13}{ }^{*}+\beta e_{24}{ }^{*}+\gamma e_{35}{ }^{*} \in u_{5}(K)^{*} .
$$

The matrix $M(f)$ which represents the bilinear form $B_{f}$ with respect to the basis $\left(e_{12}, e_{23}, e_{34}, e_{45}\right) \cup\left(e_{i j} ; 1 \leq i<j \leq 5, j-i \geq 2\right)$ has the form

$$
M(f)=\left(\begin{array}{ll}
A & 0 \\
0 & 0
\end{array}\right)
$$

where

$$
A=\left(\begin{array}{cccc}
0 & \alpha & 0 & 0 \\
-\alpha & 0 & \beta & 0 \\
0 & -\beta & 0 & \gamma \\
0 & 0 & -\gamma & 0
\end{array}\right)
$$

It is clear that this matrix is non-singular. Thus

$$
\operatorname{rank} M(f)=4
$$

and (by (1.3.3))

$$
\operatorname{dim} O(f)=4
$$

where $O(f)$ is the $U_{5}(K)$-orbit of $f$. It follows that

$$
\chi_{O(n}(1)=q^{2}
$$

where $\chi_{O}()^{\text {is }}$ the irreducible character of $U_{5}(q)$ which corresponds to the orbit $O(f)$. Now we consider the irreducible character $\chi_{0}$ of $U_{4}(q)$ which corresponds to the $U_{4}(K)$-orbit of the element

$$
\alpha \varepsilon_{13}{ }^{*}+\beta e_{24}{ }^{*} \in u_{4}(K)^{*} .
$$

By theorem 1.3.10 $\chi_{0}$ is a component of the restriction $\chi_{U_{\alpha}(q)}$ of $\chi$ to $U_{4}(q)$. We claim that

$$
\chi=\chi_{0} * \xi_{35}(\gamma)
$$

Since the $U_{5}(q)$-orbit which corresponds to $X_{0} *$ contains the element $\alpha e_{13}{ }^{*}+\beta e_{24}{ }^{*} \in U_{5}(K)^{*}$ we conclude that $\chi$ is a component of $\chi_{0}{ }^{*} \xi_{35}(\gamma)$ (by corollary 1.3.11). On the other hand the character $\chi_{0}{ }^{*}$ is an irreducible component of $\xi_{13}(\alpha) \xi_{24}(\beta)$. Thus it has degree $q$. Since $\xi_{35}(\gamma)(1)=q$ we get

$$
\lambda_{1}(1)=q^{2}=\left(x_{0} * \xi_{35}(\gamma)(1)\right.
$$

and the claim follows. Finally we have

$$
\left(x, \xi_{13}(\alpha) \xi_{24}(\beta) \xi_{35}(\gamma)\right)=\left(\chi_{0}^{*}, \xi_{13}(\alpha) \xi_{24}(\beta) \xi_{35}(\gamma) \overline{\xi_{35}(\gamma)}\right)
$$

Since $\overline{\xi_{35}(\gamma)}=\xi_{35}(-\gamma)$ (see the proof of proposition 2.2.16) we may use lemma 2.2 .9 to obtain the decomposition

$$
\xi_{35}(\gamma) \xi_{35}(-\gamma)=1 U_{s}(q)+\sum_{v=F_{q}} \xi_{34}(v)+\sum_{\mu=F_{q}} \xi_{45}(\mu)+\sum_{w F_{q} *} \sum_{\mu \in F_{q}} \xi_{34}(v) \xi_{45}(\mu)
$$

Since $\chi_{0}{ }^{*}$ is a component of $\xi_{13}(\alpha) \xi_{24}(\beta)$ we have

$$
\left(x_{0}{ }^{*}, \xi_{13}(\alpha) \xi_{24}(\beta) \xi_{43}(\mu)\right)=0
$$

for all $\mu_{a} F_{\oplus}{ }^{*}$. On the other hand (by lemma 2.2.8)

$$
\xi_{24}(\beta) \xi_{34}(v)=\xi_{24}(\beta)
$$

for all $V P_{q}{ }^{*}$. It follows that

$$
\left(x, \xi_{13}(\alpha) \xi_{2 \alpha}(\beta) \xi_{35}(\gamma)\right)=q\left(\chi_{0}{ }^{\dagger} \cdot \xi_{13}(\alpha) \xi_{24}(\beta)\right)=q
$$

and so

$$
\xi_{13}(\alpha) \xi_{24}(\beta) \xi_{35}(\gamma)=q X
$$

as required. Therefore $U_{5}(q)$ has $(q-1)^{3}$ irreducible characters of type

$$
\left(\begin{array}{cccc}
\cdot & \cdot & \square & 0 \\
\cdot & 0 \\
\cdot & \bullet & \bullet & 0 \\
\cdot & \cdot & \cdot & \bullet \\
\cdot & \bullet \\
\cdot & \cdot & \cdot & \bullet
\end{array}\right)
$$

All these characters have degree $q^{2}$.
Now we consider the irreducible characters of $U_{5}(q)$ of degree $q^{3}$. On one hand the set of all irreducible characters of type

$$
\left(\begin{array}{cccc}
\cdot & \cdot & \bullet & \square \\
\cdot & \cdot & \bullet & \bullet \\
\cdot & \cdot & \bullet & \bullet \\
\cdot & \cdot & \bullet \\
\cdot & \cdot & \cdot & \cdot \\
\bullet
\end{array}\right)
$$

contains $q(q-1)^{2}$ elements. All these characters have degree $q^{3}$. On the other hand there are $q^{2}(q-1)$ irreducible characters of type

$$
\left(\begin{array}{cccc}
\cdot & \cdot & \cdot & \cdot \\
\cdot & ■ \\
\cdot & \square & 0 & \bullet \\
\cdot & \cdot & \cdot & \square \\
\cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot \\
\cdot
\end{array}\right)
$$

These characters have also degree $q^{3}$.
Finally (by corollary $\mathbf{2 . 2 . 1 5}$ ) $U_{5}(q)$ has $(q-1)^{\mathbf{2}}$ irreducible characters of maximal degree $q^{4}$. They are of type

$$
\left(\begin{array}{ccccc}
\cdot & \bullet & \bullet & \bullet & \bullet \\
\cdot & \cdot & \bullet & \bullet & \bullet \\
\cdot & \cdot & \cdot & \bullet & \bullet \\
\cdot & \cdot & \cdot & \bullet & \bullet \\
\cdot & \cdot & \cdot & \bullet
\end{array}\right)
$$

Now it is Easy to conclude (calculating the sum of the squares of the character degrees) that we have obrained all the irreducible characters of $U_{5}(q)$.

## CHAPTER 3

## BASIC SUMS OF ORBITS

In this chapter we generalize the results of chapter 2. In fact we will define for each basic subset $D$ of $\Phi(n)$ and each map $\varphi: D \rightarrow K^{*}$ an irreducible subvariety $V_{D}(\varphi)$ of $u_{n}(K)^{*}$ which will turn out to be the $\operatorname{sum} O_{D}(\varphi)$ of all the elementary $U_{n}(K)$-orbits $O_{i j}\left(\varphi\left(i_{j}\right)\right)$ for $(i, j) \in D$. We will also prove that the family consisting of all these varieties defines a partition of $u_{n}\left(K^{*}\right.$. . This is the purpose of section 3.1.

In section 3.2 we determine the dimensionf of the variety $V_{D}(\varphi)$. By definition the dimension of an irreducible algebraic variety is the transcendence degree over $K$ of its field of rational functions, i.e. the field of fractions of the ring of polynomial functions defined on the given variety. Since $V_{D}(\varphi)$ is defined by certain polynomial functions which are parametrized by the D-regular roots the dimension of $V_{D}(\varphi)$ is related to the cardinality $s(D)$ of the set $S(D)$ consisting of all $D$-singular roots. In fact we will prove that the dimension of $V_{D}(\varphi)$ is exactly $s(D)$. Then (using this knowledge of dimensions) we will be able to decide about the transitivity of the $U_{n}(K)$-action on $V_{D}(\varphi)$. This will be done in section 3.3 where we will give a necessary and sufficient condition for $V_{D}(\varphi)$ to be a single $U_{n}(K)$-orbit. This condition is purely combinatorial and depends on the existence of some special chains of roots in $D$. If $K$ has characteristic $p \geq n$, we will translate these results to decide about the irreducibility of the character $\xi_{D}(\varphi)$ of the finite group $U_{n}(q)$ (cf. chapter 2).

### 3.1. Sums of elementary orbits

Throughout this section $K$ will denote an algebraically closed field either of characteristic zero or of prime characteristic $p \geq \mathrm{n}$. We will consider the sum

$$
\begin{equation*}
O_{D}(\varphi)=\sum_{(i, j)=D} O_{i}\left(\varphi\left(i_{J}\right)\right) \tag{3.1.1}
\end{equation*}
$$

where $D$ is a basic subset of $\Phi(n)$ and $\varphi: D \rightarrow K^{*}=K \backslash\{0]$ is a map (cf. (2.2.2)). Since $O_{D}(\varphi)$ is an algebraic subvariety of $u_{n}(K)^{*}$, there should exist polynomial functions $P_{1}, \ldots, P_{\mathrm{m}}: u_{n}(K)^{*} \rightarrow K$ such that

$$
O_{D}(\varphi)=\left\{f \in u_{n}(K)^{*} ; P_{i}(f)=0,1 \leq i \leq m\right\}
$$

Our purpose is to identify these functions. We will see that $m$ is the cardinality of the set $R(D)$ consisting of all $D$-regular roots ( ${ }^{1}$ ). In fact we will define a polynomial function

$$
\Delta_{i j}^{D}: u_{n}(K)^{*} \rightarrow K
$$

for each $D$-regular root (i,j) $R(D)$ (2).

Let $(i, j) \in \Phi(n)$ be any root. We say that a root $\left(r_{s}\right) \in \Phi(n)$ is dominated by $(i J)$ if $r<i$ and $j$ jes. Therefore the roots which are dominated by ( $i_{J}$ ) lie in the dotted region of the adjacent picture.


Now let $D$ be a basic subset of $\Phi(n)$ and let $(i, j) \Phi(n)$. Then we denote by $D(i, j)$ the subset of $\Phi(n)$ consisting of all roots in $D$ which are dominated by $(i, j)$, i.e.

$$
\begin{equation*}
D(i,)=\{(r, s) \in D ; 1 \leq r<i, j<s \leq n\} . \tag{3.1.2}
\end{equation*}
$$

It is clear that $D(i \sqrt{ })$ is a basic subset of $\Phi(n)$. Let

[^17]$$
D\left(i_{\sqrt{ }}\right)=\left\{\left(i_{1} j_{1}\right) \ldots,\left(i_{\mathrm{r}} j_{\mathrm{r}}\right)\right\}
$$
and suppose that $j_{1}<\ldots<j_{r}$. Let $\sigma_{e} S_{r}$ be the permutation such that $i_{\sigma(1)}<i_{\alpha(2)}<\ldots<i_{\sigma()}$. Then we define the function $\Delta_{i j}^{D}: u_{n}(K)^{*} \rightarrow K$ by
for all $f \in u_{n}\left(K^{*}\right.$ *.

Our first result describes the $(i, j)$-th elementary $U_{n}(K)$-orbit associated $O_{i j}(\alpha)$ with a non-zero element $\alpha_{\in} K$.

Lemma 3.1.1. Let $(i, j) \in \Phi(n)$ and let $\alpha \in K^{*}$. Then $O_{i j}(\alpha)$ consistsof all elements $f \in u_{n}(K)^{*}$ which satisfy the equations

$$
\Delta_{a b}^{D}(f)= \begin{cases}\alpha & \text { if }(a, b)=(i, j)  \tag{3.1.4}\\ 0 & \text { if }(a, b) \neq(i, j)\end{cases}
$$

for all $(a, b) \in R(i, j)$. In particular $f \in O_{i j}(\alpha)$ if and only if

$$
f\left(e_{a b}\right)= \begin{cases}\alpha & i f(a, b)=(i, j)  \tag{3.1.5}\\ \alpha^{-1} f\left(e_{a}\right) f\left(e_{i b}\right) & \text { if }(a, b) \text { dominates }(i, j) \\ 0 & \text { otherwise }\end{cases}
$$

for all $(a, b) \in R(D)\left({ }^{1}\right)$.

Proof. Let $V$ be the subset of $u_{n}(K)^{*}$ consisting of all matrices which satisfy (3.1.5). We claim that $V_{\in} O_{i j}(\alpha)$. Let $f \in V$ and consider the element $\alpha e_{i j}{ }^{*} \in O_{i j}(\alpha)$. Let $x=\left(x_{r}\right), U_{n}(K)$ be the element defined by

$$
x_{r s}= \begin{cases}-\alpha^{-1} f\left(e_{i r}\right) & \text { if } i<r<j \text { and } s=j  \tag{3.1.6}\\ \alpha^{-1} f\left(e_{s j}\right) & \text { if } r=i \text { and } i<s<j \\ 1 & \text { if } r=s \\ 0 & \text { otherwise }\end{cases}
$$

[^18]Then

$$
\left(x-\left(\alpha e_{i j}{ }^{*}\right)\right)\left(e_{a b}\right)=\left(\alpha e_{i j}^{*}\right)\left(x e_{a b} x^{-1}\right)=\alpha\left(x e_{a b} x^{-1}\right)_{y j}=\alpha x_{i a}\left(x^{-1}\right)_{b j}
$$

for all $(a, b) \in \Phi(n)$. This value is non-zero only if $i \leq a<b \leq j$. If $(a, b)=(i, j)$, we have

$$
\left(x-\left(\alpha e_{i j} *\right)\right)\left(e_{a b}\right)=\alpha=f\left(e_{i j}\right)
$$

If $i<b<j$ then

$$
\left(x-\left(\alpha e_{i j}^{*}\right)\right)\left(e_{i b}\right) \equiv \alpha\left(x^{-1}\right)_{b j}=-\alpha x_{b j}=\alpha \alpha^{-1} f\left(e_{\nu b}\right)=f\left(e_{i b}\right) .
$$

On the other hand

$$
\left(x-\left(\alpha e_{i j} *\right)\right)\left(e_{a j}\right)=\alpha x_{i a}=\alpha \alpha^{-1} f\left(e_{a j}\right)=f\left(e_{a j}\right)
$$

whenever $i<a<j$. Finally suppose that $(a, b) \in \Phi(n)$ dominates $(i, j)$. Then

$$
\left(x-\left(\alpha e_{i j} *\right)\right)\left(e_{a b}\right)=\alpha x_{i a}\left(x^{-1}\right)_{b j}=\alpha \alpha^{-1} f\left(e_{a j}\right) \alpha^{-1} f\left(e_{i b}\right)=f\left(e_{a b}\right)
$$

It follows that

$$
f=x \cdot\left(\alpha \varepsilon_{i j}\right)=O_{i j}(\alpha)
$$

Since $f \in V$ is arbitrary we conclude

$$
V \subseteq O_{i j}(\alpha)
$$

Now the map $\phi: V \rightarrow K^{2(i-i-1)}$ defined by

$$
\phi(\prime)=\left(f\left(e_{i j+1}\right), \ldots f\left(e_{i j-1}\right), f\left(e_{i+1 j}\right), \ldots f\left(e_{j-1 j}\right)\right)
$$

for all $f \in V$, is an isomorphism of algebraic varieties. Therefore $V$ is an irreducible variety of dimension $2(j-i-1)$. Since $\operatorname{dim}_{i j}(\alpha)=2(j-i-1)$, we conclude that

$$
V=O_{i j}(\alpha)
$$

The lemma follows.

Proposition 3.1.2. Let $D$ be a basic subser of $\Phi(n)$ and let $\varphi: D \rightarrow K^{*}$ be a map. Let $f \in O_{D}(\varphi)$ and ler $(i,) \in R(D)$. Then

where $D\left(i_{j}\right)=\left\{\left(i_{1} J_{1}\right) \ldots,\left(i_{r} J_{r}\right)\right\}, j_{1}<\ldots<j_{n}$ and $\sigma_{\pi} S_{r} i s$ such thar $i_{\alpha 1}<\ldots<i_{\alpha r r}$

Proof. Let $D^{\prime}-D D(i \sqrt{ })$ and let $\varphi^{\prime}$ be the restriction of $\varphi$ to $D^{\prime}$. Then

$$
O_{D}(\varphi)=O_{D}(\varphi)+\sum_{s=1}^{r} o_{i j_{c}}\left(\alpha_{s}\right)
$$

where $\alpha_{s}=\varphi\left(i_{s} j_{s}\right)(1 \leq r \leq r)$. Therefore the element $f \in O_{D}(\varphi)$ can be written in the form

$$
f=f^{f}+\sum_{s=1}^{r} f^{(s)}
$$

where $f \in O_{D}(\varphi)$ and $f^{(s)} \in O_{i j_{s}}\left(\alpha_{s}\right)$ for all se\{1, $\left.\ldots, \Gamma\right\}$. By the previous lemma we have

$$
f\left(e_{a b}\right)=f^{\prime}\left(e_{a b}\right)+\sum_{s=1}^{r} f^{(s)}\left(e_{a b}\right)=f^{\prime}\left(e_{a b}\right)+\sum_{s=1}^{r} \alpha_{s}^{-1} f^{(s)}\left(e_{a j}\right) f^{(s)}\left(e_{i, b}\right)
$$

for all $(a, b) \in \Phi(n)$. Now suppose that $(a, b) \in \Phi(n)$ is dominated by $(i, j)$. Then

$$
f\left(e_{a b}\right)=0 \text { and } f\left(e_{a b}\right)=u_{a} v_{b}
$$

where $u_{a}$ is the row vector of length $r$

$$
u_{a}=\left(\alpha_{1}^{-1} f^{(1)}\left(e_{a j_{1}}\right) \ldots \alpha_{r}^{-1} f^{(r)}\left(e_{a_{j}}\right)\right)
$$

and $v_{b}$ is the column vector of length $r$

$$
v_{b}=\left(\begin{array}{c}
f^{(1)}\left(e_{i_{1}, b}\right) \\
\vdots \\
f^{(r)}\left(e_{i, b}\right)
\end{array}\right)
$$

On the other hand we have

$$
f^{\prime}\left(e_{i j}\right)= \begin{cases}0 & \text { if }(i, j) \in D \\ \varphi(i, j)=\alpha & \text { if }(i, j) \in D\end{cases}
$$

Therefore

$$
f\left(e_{i j}\right)= \begin{cases}u v & \text { if }(i,) \in D \\ \alpha+u v & \text { if }(i \sqrt{ }) \in D\end{cases}
$$

where $u$ is the row vector of length $r$

$$
-\quad-u=\left(\alpha_{1}^{-1} f^{(1)}\left(e_{i j_{1}}\right) \ldots \alpha_{r}^{-1} f^{(-)}\left(e_{i j_{r}}\right)\right)
$$

and $v$ is the column vector of length $r$

$$
v=\left(\begin{array}{c}
(1)\left(c_{i_{1} i}\right) \\
\vdots \\
f^{(r)}\left(e_{i, i}\right)
\end{array}\right)
$$

Now suppose that $(i, j)=D$. Let $A$ be the square matrix of size $r$

$$
A=\left(\begin{array}{c}
u_{i_{1}} \\
\vdots \\
u_{i_{r}}
\end{array}\right)
$$

and let $B$ be the square matrix of side $r$

$$
B=\left(v_{h_{1}} \ldots v_{j}\right) .
$$

Then

$$
\Delta_{j}^{D}(f)=\operatorname{det}\left(\left(\begin{array}{cc}
P\left(\sigma^{1}\right) & 0 \\
0 & 1
\end{array}\right)\left(\begin{array}{l}
A v A B \\
u v \\
u B
\end{array}\right)\right)=\operatorname{sgn}(\sigma) \operatorname{det}\left(A^{\prime} B\right)
$$

where $P\left(\sigma^{-1}\right)$ is the permutation matrix (of order $r$ ) associated with $\sigma^{-1} S_{r}$ (hence the ( $a, b$ )-th entry of $P\left(\sigma^{-1}\right)$ is $\delta_{a \sigma^{-1}(b)}(1 \leq a, b \leq r)$ ), $A^{\prime}$ is the matrix of type $(r+1) \times r$

$$
A^{\prime}=\binom{A}{u}
$$

and $B^{\prime}$ is the matrix of type $n(r+1)$

$$
B^{\prime}=(v B)
$$

Since $A^{\prime}$ and $B^{\prime}$ have rank less or equal than $r$, we deduce that

$$
\operatorname{rank}\left(A^{\prime} B^{\prime}\right) \leq \min \left(\operatorname{rank} A^{\prime}, \operatorname{rank} B^{\prime}\right\} \leq r
$$

It follows that

$$
\operatorname{det}\left(A^{\prime} B\right)=0
$$

and so

$$
\Delta_{i j}^{P}(f)=0
$$

On the other hand suppose that (id) $=D$. In this case

$$
\Delta_{l j}^{p}(f)=\operatorname{det}\left(\left(\begin{array}{cc}
P\left(\sigma^{1}\right) & 0 \\
0 & 1
\end{array}\right)\left(\begin{array}{cc}
A v & A B \\
\alpha+u v & u B
\end{array}\right)\right)=\operatorname{sgn}(\sigma)\left(\operatorname{det}\left(\begin{array}{ll}
0 & A B \\
\alpha & u B
\end{array}\right)+\operatorname{det}\left(\begin{array}{ll}
A v & A B \\
u v & u B
\end{array}\right)\right)
$$

where $P\left(\sigma^{1}\right), A^{\prime}$ and $B^{\prime}$ are as above. Since

$$
\operatorname{det}\left(\begin{array}{ll}
A v & A B \\
u v & u B
\end{array}\right)=0
$$

(by the argument above) we conclude that

$$
\Delta_{i j}^{p}(f)=\operatorname{sgn}(\sigma) \operatorname{det}\left(\begin{array}{l}
0 \\
\alpha \\
\alpha \\
\alpha
\end{array}\right)=(-1)^{r} \operatorname{sgn}(\sigma) \alpha \operatorname{det}(A B)=(-1)^{r} \operatorname{sgn}(\sigma) \alpha \operatorname{det} A \operatorname{det} B .
$$

## Consider the matrix $B$. For $s, t \in\{1, \ldots, r\}$ the $(s, t)$-th entry of $B$ is

$$
b_{s i}=f^{(s)}\left(e_{i j i}\right)
$$

Since $f^{(s)} \in O_{i j_{d}}\left(\alpha_{3}\right)$, we have

$$
f^{s)}\left(e_{i, \rho}\right)=0
$$

for all be $\left\{j_{s}+1, \ldots, n\right\}$ (by the previous lemma). Therefore

$$
f^{(s)}\left(e_{i j}\right)=0
$$

whenever $s<r$ (we recall that $j_{1}<\ldots<j_{\mathrm{r}}$ ). It follows that $B$ is lower-triangular. Moreover the diagonal entries of $B$ are

$$
b_{s s}=f^{(s)}\left(e_{i j}\right)=\alpha_{s}
$$

for all $s \in\{1, \ldots, r\}$. Hence

$$
\operatorname{det} B=\prod_{s=1}^{r} \alpha_{s}
$$

Finally we consider the matrix $A$. For $s, t \in\{1, \ldots, r]$ the $(s, r)$-th entry of $A$ is

$$
a_{s i}=\alpha_{t}^{-1} f^{(t)}\left(e_{i, j}\right)
$$

Therefore the $(s, x)$-th entry of $P\left(\sigma^{1}\right) A P(\sigma)$ is

$$
a_{\sigma(s) \alpha(t)}=\alpha_{\sigma(t)} f^{-1} f(\theta(t))\left(e_{i_{\sigma(s)} j_{\alpha(t)}}\right)
$$

Now (by the previous lemma)

$$
f^{(\alpha(t))}\left(e_{a j_{\alpha(n)}}\right)=0
$$

for all $a \in\left\{1, \ldots, i_{\sigma(l)}^{-1}\right\}$ and

$$
f^{(\alpha(t))}\left(e_{i_{\alpha n} j_{\alpha n}}\right)=\alpha_{\sigma(t)}
$$

for all $t \in(1, \ldots, r)$ Since $i_{\alpha 1}<\ldots<i_{\sigma(r)}$, we conclude that the $s$-th row of $P\left(\sigma^{1}\right) A P(\sigma)$ is

Therefore

$$
\operatorname{det} A=\operatorname{det}\left(P\left(\sigma^{1}\right) A P(\sigma)\right)=1
$$

and the result follows.

If $D$ is a basic subset of $\Phi(n)$ and $\varphi: D \rightarrow K^{*}$ is a map we denote by $V_{D}(\varphi)$ the subvariety of $u_{n}(K)^{*}$ consisting of all $f \in u_{n}(K)^{*}$ which satisfy the equations (3.1.7) for all $(i, J) \in R(D)$. By the previous proposition we have

$$
O_{D}(\varphi)=V_{D}(\varphi)
$$

Our next result asserts that this inclusion is in fact an equality.

Proposition 3.1.3. Let $D$ be a basic subset of $\Phi(n)$, let $\varphi: D \rightarrow K^{*}$ be a map and let $f \in V_{D}(\varphi)$. Then $f \in O_{D}(\varphi)$, hence $V_{D}(\varphi)=O_{D}(\varphi)$.

Proof. We proceed by induction on $|D|$. If $|D|=1$ the result folows by lemma 3.1.1. Thus we suppose that $D$ contains at least two elements and that the result is proved for all basic subsets $D_{0}$ of $\Phi(n)$ such that $\left|D_{0}\right|<|D|$.

Let $f \in V_{D}(\varphi)$ be arbitrary and let $(i, j) \in D$ be such that $l<j$ for all $(k, l) \in D \backslash\{(i, j)\}$. We put $\alpha=\varphi\left(i_{J}\right)$ and we define $f \in u_{n}(K)^{*}$ by

$$
f^{\prime}\left(e_{a b}\right)= \begin{cases}f\left(e_{i b}\right) & \text { if } a=i \text { and } i<b<j \\ f\left(e_{a j}\right) & \text { if } b=j \text { and } i<a<j \\ \alpha^{-1} f\left(e_{a j}\right) f\left(e_{i b}\right) & \text { if } i<a<b<j \\ 0 & \text { otherwise }\end{cases}
$$

for all $(a, b) \in \Phi(n)$. Then

$$
f \in O_{i j}(\alpha)
$$

and

$$
f_{m f}+f_{0}
$$

for some $f_{0} \in u_{n}(K)^{*}$. We claim that

$$
\begin{equation*}
f_{0} \in V_{D_{0}}\left(\varphi_{0}\right) \tag{3.1.8}
\end{equation*}
$$

where $D_{0}=D-\{(i, j)\}$ and $\varphi_{0}$ is the restriction of $\varphi$ to $D_{0}$. For let $(a, b) \in R\left(D_{0}\right)$. If $(a, b)$ does not dominate ( $i \sqrt{ }$ ) then (by definition)


- we nore that

$$
\Delta_{a i}^{D_{0}}\left(f_{0}\right)=f_{0}\left(e_{a j}\right)=0 \text { and } \Delta_{i b}^{D_{0}}\left(f_{0}\right)=0
$$

because $f_{0}\left(e_{i t}\right)=0$ for all $k \in\{i+1, \ldots, n\}$. Since $f \in V_{D}(\varphi)$ we conclude that the equations (3.1.7) (for the pair $\left(D_{0}, \varphi_{0}\right)$ ) hold in this case.

Now suppose that $(a, b)$ dominates $(i, j)(i . e . i<a<b<j)$. Let

$$
D(a, b)=\left\{\left(i_{1} j_{1}\right), \ldots,\left(i_{r} j_{r}\right)\right\}, j_{1}<\ldots<j_{r}
$$

and let $\sigma_{\alpha} S_{r}$, be the permutation such that $i_{\sigma(1)}<\ldots<i_{\sigma(r)}$. Then $\left(i_{J}\right)=\left(i_{r} j_{r}\right)$ (by choice of ( $i, j$ ) and

$$
\Delta_{a b}^{0}(\rho)=s g n(\tau \sigma) \operatorname{det}\left(\begin{array}{ll}
u & \alpha \\
A & v
\end{array}\right)
$$

where $\tau \in S_{r}$ is the permutation $\tau=(12 \ldots r)$ (we note that $\left.P\left(\sigma^{-1}\right) P\left(\tau^{-1}\right)=P\left((\tau \sigma)^{-1}\right)\right), u$ is the row vector (of length $r$ )

$$
u=\left(f\left(e_{i b}\right) f\left(e_{i j_{1}}\right) \ldots f\left(e_{i_{j-1}}\right)\right),
$$

$\nu$ is the column vector (of length $r$ )

$$
v=\left(\begin{array}{c}
f\left(e_{i, j}\right) \\
\vdots \\
f\left(e_{i, j}, j\right.
\end{array}\right)
$$

and $A$ is the her matrix

Since

$$
-\left(\begin{array}{ll}
u & \alpha \\
A & v
\end{array}\right)=\left(\begin{array}{cc}
1 & 0 \\
\alpha^{-1} v & I
\end{array}\right)\left(\begin{array}{cc}
u & \alpha \\
A-\alpha^{-1} v u & 0
\end{array}\right)
$$

we conclude that

$$
\Delta_{a b}^{p}(\theta)=\operatorname{sgn}(\tau \sigma) \operatorname{det}\left(\begin{array}{cc}
u & \alpha \\
A-\alpha^{-1} v u & 0
\end{array}\right)(-1)^{\prime} \operatorname{sgn}(\tau \sigma) \alpha \operatorname{det}\left(A-\alpha^{-1} v u\right) .
$$

Now let $A-\alpha^{-1} v u=\left(a_{m}\right)_{1 \leq 5,1 \leq r}$ Then

Since

$$
D_{0}(a, b)=\left\{\left(i_{1} j_{1}\right), \ldots,\left(i_{r-1} j_{r-1}\right)\right\}
$$

we conclude that

$$
\operatorname{der}\left(A-\alpha^{-1} v u\right)=\operatorname{sgn}\left(\sigma_{0}\right) \Delta_{s h}^{D_{0}}\left(f_{0}\right)
$$

where $\sigma_{0} \in S_{r-1}$ is such that $i_{\sigma_{0}(1)}<\ldots<j_{\sigma_{0}(r-1)}$. Hence

$$
\Delta_{a b}^{D}(f)=(-1)^{r} \alpha \operatorname{sgn}(\tau \sigma) \operatorname{sgn}\left(\sigma_{0}\right) \Delta_{a b}^{D_{0}}\left(f_{0}\right)
$$

Now suppose that $(a, b) \equiv D_{0}$. Then $(a, b) \in D$ and

$$
\Delta_{a b}^{D}(f)=0
$$

(by equation (3.1.7) So

$$
\Delta_{a b}^{D_{0}}\left(f_{0}\right)=0
$$

On the other hand suppose that $(a, b) \in D_{0}$. Then $(a, b) \in D$ and (by $\left.(3.1 .7)\right)$

$$
\Delta_{a b}^{D}(f)=(-1)^{r} \operatorname{sgn}(\sigma) \varphi(a, b) \prod_{s=1}^{r} \alpha_{s}
$$

where $\alpha_{s}=\varphi\left(i_{s} j_{s}\right)(1 \leq s \leq r-1)$ and $\alpha_{r}=\alpha$. Since $\operatorname{sgn}(\tau)=(-1)^{r-1}$ and $\operatorname{sgn}(\tau \sigma)=\operatorname{sgn}(\tau) \operatorname{sgn}(\sigma)$ we conclude that

$$
\Delta_{a b}^{D_{0}}\left(f_{0}\right)=(-1)^{r-1} \operatorname{sgn}\left(\sigma_{0}\right) \varphi(a, b) \prod_{s=1}^{r-1} \alpha_{s}
$$

This completes the proof of (3.1.8).
Finally (by induction) we have

$$
f_{0} O_{D_{0}}\left(\varphi_{0}\right)
$$

Hence

$$
f=f^{f}+f_{0} O_{i j}(\alpha)+O_{D_{0}}\left(\varphi_{0}\right)=O_{D}(\varphi)
$$

and the proof of the proposition is complete.

Our next result generalizes the corollary 2.2.14. It asserts that $u_{n}(K) *$ is the union
of the subvarieties $V_{D}(\varphi)$ for all basic subsets $D$ of $\Phi(n)$ and all maps $\varphi \cdot D \rightarrow K^{*}$.

Proposition 3.1.4. Let $f \in u_{n}(K)^{*}$. Then there exists a basic subset $D$ of $\Phi(n)$ and a $\operatorname{map} \varphi: D \rightarrow K^{*}$ such that $f \in V_{D}(\varphi)$.

Proof. In order to construct the set $D$ and the map $\varphi$ we proceed by recursion on the set of all roots $\Phi(n)$ endowed with the total order < defined in the proof of proposition 2.2.13.

If $f=0$ then we let $D$ be the empty set. On the other hand suppose $f=0$. Then the set

$$
R_{1}=\left\{(i, j) \propto f\left(e_{i j}\right) \neq 0\right\}
$$

is non-empty and we may choose its first element $\left(i_{1}, j_{1}\right)$. We define

$$
D_{1}=\left\{\left(i_{1} j_{1}\right)\right\}
$$

and $\varphi_{1}: D_{1} \rightarrow K^{*}$ by

$$
\varphi_{I}\left(i_{1} j_{1}\right)=f\left(e_{i_{1},}\right)
$$

Now either $f \in V_{D_{1}}\left(\varphi_{1}\right)$ (and the proof is complete) or the set

$$
R_{2}=\left\{(i, j) \in R\left(D_{1}\right) ;(i, j)>\left(i_{1} j_{1}\right) \text { and } \Delta_{i j}^{D_{1}}(f) \neq 0\right\}
$$

is non-empty. If this is the case we choose the first element $\left(i_{2} \sqrt{2}_{2}\right) \in R_{\mathbf{2}}$ and we define

$$
D_{2}=\left\{\left(i_{1} j_{1}\right),\left(i_{2} j_{2}\right)\right\}
$$

and $\varphi_{2}: D_{2} \rightarrow K^{*}$ by

$$
\varphi_{2}\left(i_{1} j_{1}\right)=\varphi_{1}\left(i_{1} j_{1}\right)
$$

and

$$
\varphi\left(i_{2} j_{2}\right)= \begin{cases}\Delta_{i j_{2}}^{D_{1}}(f)=f\left(e_{i j_{2}}\right) & \text { if }\left(i_{2} j_{2}\right) \text { does not dominate }\left(i_{1} j_{1}\right) \\ -\varphi_{1}\left(i_{1} j_{1}\right)^{-1} \Delta_{i_{\nu_{2}}}^{D_{1}}() & \text { if }\left(i_{2} \sqrt{2}_{2}\right) \text { dominates }\left(i_{1} J_{1}\right)\end{cases}
$$

It is clear that $D_{2}$ is a basic subset of $\Phi(n)$ and that

$$
\Delta_{i j}^{D_{2}}(f)=\Delta_{i j}^{D_{1}}(f)
$$

for all $(i,) \in R\left(D_{2}\right)$ such that $(i J) \leq\left(i_{2} j_{2}\right)$. Hence the proof is complete if $f \in V_{D_{2}}\left(\varphi_{2}\right)$. On the other hand if $f \in V_{D_{2}}\left(\varphi_{2}\right)$ we use the functions $\Delta_{i j}^{D_{2}}: u_{n}(K)^{*} \rightarrow K, \quad(i, j) \in R\left(D_{2}\right)$,
$(i, j)>\left(i_{2} j_{2}\right)$, to define a new basic subset $D_{3}$ of $\Phi(n)$ which includes $D_{2}$ and a new map $\varphi_{3}: D_{3} \rightarrow K^{*}$ whose restriction to $D_{2}$ is $\varphi_{2}$.

In general let $\boldsymbol{r} \mathbf{2}$ and suppose that we have constructed a basic subset

$$
D_{r-1}=\left\{\left(i_{1} j_{1}\right), \ldots,\left(i_{r-1} j_{r-1}\right)\right\}_{G} \Phi(n), j_{r-1}<\ldots<L_{1},
$$

and a map $\varphi_{r-1}: D_{r-1} \rightarrow K^{*}$ such that $f$ satisfies the equation (3.1.7) (for the pair $\left.\left(D_{r-1}, \varphi_{r-1}\right)\right)$ whenever $(i, j) \in R\left(D_{r-1}\right)$ is such that $(i, j) \leq\left(i_{r-1} j_{r-1}\right)$. Then either $f \in V_{D_{r-1}}\left(\varphi_{r-1}\right)$ (and the proof is complete) or the set

$$
R_{r}=\left\{\left(i_{j}\right) \in R\left(D_{r-1}\right) ;\left(i_{j}\right)>\left(i_{r-1} j_{r-1}\right) \text { and } \Delta_{i j}^{D_{n-1}}(f) \neq 0\right\}
$$

is non-empty. We assume that this situation happens and we let $\left(i_{r} j_{r}\right)$ be the first element of $R_{r}$ Then $j_{r}<j_{r-1}$ so $D_{r}=D_{r-1} \cup\left\{\left(i_{r} j_{r}\right)\right\}$ is a basic set of roots. We define $\varphi_{r}: D_{r} \rightarrow K^{*}$ by

$$
\varphi_{r}\left(i_{s} j_{s}\right)= \begin{cases}\varphi_{r-1}\left(i_{s} j_{s}\right) & 1 \leq s \leq r-1 \\ (-1)^{f} s g n(\sigma) \prod_{s=1}^{i} \varphi\left(i_{s} j_{s}\right)^{-1} \Delta_{i j_{-}}^{D_{n-1}(\sigma)} & \text { if } s=r\end{cases}
$$

where $D_{r}\left(i_{r} j_{r}\right)=\left\{\left(i_{s_{1}} j_{s_{1}}\right) \ldots,\left(i_{s_{1}} j_{s}\right)\right\}, j_{s_{1}}<\ldots<j_{s_{1}}$ and $\sigma_{E} S_{t}$ is such that $i_{s_{\sigma 11}}<\ldots<i_{s_{\alpha d x}}$.
Now we consider the variety $V_{D_{r}}\left(\varphi_{r}\right)$. Since $D_{r-1}\left(i_{r} j_{r}\right)=\left\{\left(i_{s_{1}} j_{r_{1}}\right) \ldots,\left(i_{s_{1}} j_{s}\right)\right\}$ we have

$$
\Delta_{i j}^{D_{r}}(f)=\Delta_{i j}^{D_{n i}}(f)
$$

for all $(i, j) \in R\left(D_{r}\right)$ such that $(i, j)<\left(i_{r} j_{r}\right)$. If $f \in V_{D_{r}}\left(\varphi_{r}\right)$ the proof is complete. On the other hand if $f_{t} V_{D_{r}}\left(\varphi_{r}\right)$ we continue the construction until we eventually get a basic ${ }_{\text {s }}$ subset $D=D_{1}$ of $\Phi(n)$ and a map $\varphi=\varphi_{t}: D \rightarrow K^{*}$ such that $f \in V_{D}(\varphi)$.

Now we generalize proposition 2.2.16.

Proposition 3.1.5. Let $D$ and $D^{\prime}$ be basic subsets of $\Phi(n)$ and let $\varphi: D \rightarrow K^{*}$ and $\varphi^{\prime}: D^{\prime} \rightarrow K^{*}$ be maps. Then $V_{D}(\varphi) \cap V_{D}(\varphi) \neq \varnothing$ if and only if $D=D^{\prime}$ and $\varphi=\varphi^{*}$.

Proof. Suppose that $V_{D}(\varphi) \cap V_{D}(\varphi) \sim \varnothing$ and let $f=V_{D}(\varphi) \cap V_{D}(\varphi)$. Let $(i, j)$ be the smallest root in $D$ (the order in $\Phi(n)$ is the same as in the previous proof). Then
$\Delta_{i j}^{D}(f)=f\left(e_{i j}\right)=\varphi(i, j) \neq 0$ and $\Delta_{a b}^{D}(f)=f\left(e_{a b}\right)=0$ for all $(a, b)=\Phi(n)$ such that $(a, b)<(i, j)$. It follows that

$$
\Delta_{a b}^{D}(f)=\Delta_{a b}^{D}(f)
$$

for all $(a, b) \in \Phi(n)$ such that $(a, b) \leq(i, j)$. Hence $(i, j)$ is the smallest element in $D^{\prime}$ and $\varphi\left(i_{j}\right)=\varphi^{\prime}\left(i_{j}\right)$.

Now we proceed by induction on $|D|$. Suppose that $|D|=1$ and that $\left|D^{\prime}\right| \geq 2$. Let $(a, b) \in D^{\prime}$ be the smallest root in $D^{\prime}$ such that $(a, b)>(i, j)$ (this root exists because $(i, \sqrt{j})$ is the smallest root in $D$ ). Since $D^{\prime} \subset R(D)(a, b)$ is a $D^{\prime}-$ regular root. If ( $a, b$ ) does not dominate ( $i, j$ ) then

$$
\left.\Delta_{a b}^{D}(f)=f e_{a b}\right)=\Delta_{a b}^{D}(f)=0
$$

so $\varphi^{\prime}(a, b)=0$, a contradiction. Therefore ( $a, b$ ) dominates $(i, j)$. In this case we have

$$
\Delta_{a b}^{D}(f)=\operatorname{der}\left(\begin{array}{ll}
f\left(e_{i b}\right) & f\left(e_{i j}\right) \\
f\left(e_{a b}\right) & f\left(e_{a j}\right)
\end{array}\right)=\Delta_{a b}^{D}(f)=0 .
$$

By proposition 3.1.2 we conclude that ( $a, b$ ) $\in D^{\prime}$, another contradiction. It follows that $\left|D^{\prime}\right|=1$ and so $(D, \varphi)=\left(D^{\prime}, \varphi\right)$.

Now suppose that $|D|>1$ and let $D_{0}=D-\{(i, j)\}$. Since $V_{D}(\varphi)=O_{D}(\varphi)$, there exist $f \in O_{i j}(\alpha)$ and $f_{0} \in O_{D_{0}}\left(\varphi_{0}\right)$ such that

$$
f=f+f_{0}
$$

(here $\alpha=\varphi\left(i_{j}\right)$ and $\varphi_{0}$ is the restriction of $\varphi$ to $D_{0}$ ). On the other hand since

$$
f \in V_{D}(\varphi)=O_{D}(\varphi)=O_{i j}(\alpha)+O_{D_{0}^{\prime}}\left(\varphi_{0}^{\prime}\right)
$$

(where $D_{0}^{\prime}=D^{\prime}:\{(i, j)\}$ and $\varphi_{0}^{\prime}$ is the restriction of $\varphi^{\prime}$ to $\left.D_{0}^{\prime}\right)$ there exists $x \in U_{n}\left(K_{)}\right.$such that

$$
x \cdot f=\alpha e_{i j}{ }^{*}+x \cdot f_{0} .
$$

Moreover

$$
x \cdot f_{0} \in O_{D_{0}}\left(\varphi_{0}\right)
$$

because $O_{D_{0}}\left(\varphi_{0}\right)$ is $U_{n}(K)$-invariant. Since $(a, n) \in D_{0}$ for all $a_{e}\{1, \ldots, n-1\}$ we deduce that

$$
x \cdot f_{0}=u_{n \cdot 1}(K)^{*} .
$$

On the other hand since $O_{D}(\varphi)$ is $U_{n}(K)$-invariant we have

$$
x \cdot f=\alpha e_{i j}{ }^{*}+x \cdot f_{0} \in O_{D}(\varphi)=O_{i j}(\alpha)+O_{D_{0}^{\prime}}\left(\varphi_{0}^{\prime}\right) .
$$

Since $x \cdot f_{0} \in u_{n-1}(K) *$ it follows that

$$
x \cdot f_{0} \in O_{D_{0}^{\prime}}\left(\varphi_{0}^{\prime}\right)
$$

Hence

$$
f_{0} \in O_{D_{0}^{\prime}}\left(\varphi_{0}^{\prime}\right)
$$

because $O_{D_{0}^{\prime}}\left(\varphi_{0}^{\prime}\right)$ is $U_{n}(K)$-invariant. This proves that

$$
O_{D_{0}}\left(\varphi_{0}\right) \cap O_{D_{0}^{\prime}}\left(\varphi_{0}^{\prime}\right) \neq \varnothing .
$$

By proposition 3.1.3 we deduce that

$$
V_{D_{0}}\left(\varphi_{0}\right) \cap V_{D_{0}^{\prime}}\left(\varphi_{0}^{\prime}\right) \neq \varnothing
$$

and so (by induction) $\left(D_{0}, \varphi_{0}\right)=\left(D_{0}^{\prime}, \varphi_{0}^{\prime}\right)$. Therefore $(D, \varphi)=\left(D^{\prime}, \varphi\right)$ as required.

We have just finished the proof of the following:

Theorem 3.1.6. Let $D$ be a basic subset of $\Phi(n)$ and let $\varphi: D \rightarrow K^{*}$ be a map. Then $O_{D}(\varphi)=V_{D}(\varphi)$ where $V_{D}(\varphi)$ is the algebraic variety consisting of all $f \in U_{n}\left(K^{*}\right.$ satisfying the equations (3.1.7) for all $(i, j) \in R(D)$. Moreover we have a decomposition of $u_{n}(K)^{*}$ into disjoint subvarieties

$$
u_{n}(K)^{*}=\bigcup_{D . \varphi} O_{D}(\varphi)=\bigcup_{D . \varphi} V_{D}(\varphi)
$$

where the unions are over all basic subsets $D$ of $\Phi(n)$ and all maps $\varphi \cdot D \rightarrow K^{*}$.

Now suppose that $K$ has prime characteristic $p \geq n$ and let $F=F_{q}: u_{n}(K)^{*} \rightarrow u_{n}(K)^{*}$ ( $q$ is a power of $p$ ) be the usual Frobenius map. Let $D$ be a basic subset of $\Phi(n)$ and let $\varphi: D \rightarrow K^{*}$ be a map such that $\varphi(D)_{\in} F_{q}{ }^{*}$. Then the variety $V_{D}(\varphi)$ is $F$-stable. In fact (by (3.1.7))

$$
\Delta_{i j}^{D}(F(f))=\left(\Delta_{i j}^{D}(f)\right)^{q}=\Delta_{i j}^{D}(f)
$$

for all $f \in V_{D}(\varphi)$ and all ( $i,{ }_{\Omega} \in R(D)$ (we note that $\Delta_{i j}^{D}(f) \in F_{q}$ because $\varphi(D) \in F_{q}^{*}$ ). Therefore we may consider the (finite) set

$$
\begin{equation*}
V_{D}(\varphi)^{F}=O_{D}(\varphi)^{F} \tag{3.1.9}
\end{equation*}
$$

consisting of all $F$-fixed eiements of $V_{D}(\varphi)=O_{D}(\varphi)$. By the previous theorem we get

$$
\begin{equation*}
u_{n}(q)^{*}=\bigcup_{D . \varphi} O_{D}(\varphi)^{F}=\bigcup_{D . \varphi} V_{D}(\varphi)^{F} \tag{3.1.10}
\end{equation*}
$$

where the unions are over all basic subsets $D$ of $\Phi(n)$ and all maps $\varphi: D \rightarrow F_{q}{ }^{*}$. On the other hand since $O_{D}(\varphi)$ is $U_{n}(K)$-invariant we have

$$
O_{D}(\varphi)^{F}=\bigcup_{0} o^{F}
$$

where the union is over all $F$-stable $U_{n}(K)$-orbits $O$ such that $O_{\subseteq} O_{D}(\varphi)$. Applying corollary 1.3.11 we obtain theorem 2.2.1 as a corollary of the previous theorem.

Corollary 3.1.7. Let $\chi$ be an irreducible character of $U_{n}(q)$. Then there exist a unique basic set of roots $D$ and $a$ unique map $\varphi: D \rightarrow F_{q}{ }^{*}$ such that $\left(x, \xi_{D}(\varphi)\right) \neq 0$.

### 3.2. The dimension of $V_{D}(\varphi)$

In this section we determine the dimension of the irreducible subvarieties $V_{D}(\varphi)$ of $u_{n}(K) *{ }^{(1)}$. Our results are independent of the characteristic of the field $K$ so we will assume that $K$ is an algebraically closed field of arbitrary characteristic. We also fix an arbitrary basic subset $D$ of $\Phi(n)$ and an arbitrary map $\varphi: D \rightarrow K^{*}$. We start the section with some generalities about polynomial functions defined on an arbitrary finite-dimensional vector space over $K$.

Let $V$ be a vector space over $K$ of dimension $m$ and let ( $e_{1}, \ldots, e_{m}$ ) be a basis of $V$. Let $P: V \rightarrow K$ be a polynomial function on $V$. Then there exists a polynomial $P\left(T_{1}, \ldots, T_{m}\right) \in K\left[T_{1}, \ldots, T_{m}\right]$ in $m$ indeterminates $T_{1}, \ldots, T_{m}$ over $K$ such that

$$
\begin{equation*}
P(v)=P\left(v_{1}, \ldots, v_{m}\right) \tag{2}
\end{equation*}
$$

for all $v=v_{1} e_{1}+\ldots+v_{m} e_{m} \in V\left(v_{1}, \ldots, v_{m} \in K\right)$. For each $i \in\{1, \ldots, m\}$ we denote by $\partial_{i} P\left(T_{1}, \ldots, T_{m}\right)$ the $i$-th partial derivative of $P\left(T_{1}, \ldots, T_{m}\right)$, i.e.

$$
\partial_{i} P\left(T_{1}, \ldots, T_{m}\right)=\frac{\partial}{\partial T_{i}} P\left(T_{1}, \ldots, T_{m}\right) \in K\left[T_{1}, \ldots, T_{m}\right]
$$

and we consider the polynomial function $\partial_{i} P: V \rightarrow K$ associated with the polynomial $\partial_{i} P\left(T_{1}, \ldots, T_{m}\right)$. Then for each $v \in V$ we define the differential of the polynomial function $P: V \rightarrow K$ at the vector $v$ as follows. Let $V^{*}=H o m_{K}(V, K)$ be the dual space of $V$ and for each ie $\{1, \ldots, m\}$, let $e_{i}^{*} \in V^{*}$ be defined by

$$
\epsilon_{i}^{*}\left(c_{j}\right)=\delta_{i j}
$$

for all $j \in\{1, \ldots, m\}$. Then $\left(e_{1} *, \ldots, e_{m}^{*}\right)$ is a basis of $V^{*}$ and we define the map $d P: V \rightarrow V^{\star}$ by

$$
(d P)(v)=\left(\partial_{1} P\right)(v) e_{1} *+\ldots+\left(\partial_{m} P\right)(v) e_{m} *
$$

for all $v \in V$. The vector $(d P)(v)=V^{*}$ is called the differential of $\dot{P}$ at $v \in V$.

[^19]Now we prove the following general result:

Proposition 3.2.1. Let the notation be as above and let $P_{1}, \ldots, P_{r}$, be $r \leq m$ polynomial functions defined on $V$. Suppose that there exists a non-empty open set $U_{\mathbf{S}} V$ such that for each $\nu \in U$ the vectors $\left(d P_{1}\right)(v), \ldots,\left(d P_{r}\right)(v)$ are linearly independent. Then the functions $P_{1}, \ldots, P_{r}$ are algebraically independent.

Proof. Let $Y_{1}, \ldots, Y$, be $r$ indeterminates over $K$ and suppose that there exists a non-zero polynomial $F \in K\left[Y_{1}, \ldots, Y_{r}\right]$ such that

$$
F\left(P_{1}, \ldots, P_{r}\right)=0 .
$$

Without loss of generality we may assume that $F$ has minimal degree among all the polynomials with this property. Let $P: V \rightarrow K^{\prime}$ be the function defined by

$$
P(v)=\left(P_{1}(v), \ldots, P_{r}(v)\right)
$$

for all $\nu \in V$. Then the composite function $F_{\circ} P: V \rightarrow K$ is identically zero and so

$$
\frac{\partial\left(F_{\circ} P\right)}{\partial T_{j}}(v)=0
$$

for all $j \in(1, \ldots, m)$ and all $v \in V$. By the chain rule

$$
\frac{\partial\left(F_{0} P\right)}{\partial T_{j}}(v)=\sum_{i=1}^{r} \frac{\partial F}{\partial Y_{i}}(P(v)) \frac{\partial P_{i}}{\partial T_{j}}(v)
$$

for all $v \in V$. Therefore

$$
0=\sum_{j=1}^{m} \frac{\partial\left(F_{0} P\right)}{\partial T_{j}}(v) e_{j}^{*}=\sum_{j=1}^{m} \sum_{i=1}^{r} \frac{\partial F}{\partial Y_{i}}(P(v)) \frac{\partial P_{i}}{\partial T_{j}}(v) e_{j}^{*}=\sum_{i=1}^{r} \frac{\partial F}{\partial Y_{i}}(P(v))\left(d P_{i}\right)(v)
$$

for all ve $V$.
Now suppose that $v \in U$. Then (by hypothesis) the vectors $\left(d P_{1}\right)(v), \ldots,\left(d P_{r}\right)(v)$ are linearly independent. Thus

$$
\frac{\partial F}{\partial Y_{i}}(P(v))=0
$$

for all ie $\{1, \ldots, r\}$. So $U$ is contained in the closed subset

$$
W=\left\{v \in V ; \frac{\partial F}{\partial Y_{i}}(P(v))=0,1 \leq i \leq r\right\}
$$

of $V$. Since $U$ is dense we conclude that $W=V$, hence

$$
\frac{\partial F}{\partial Y_{i}}(P(v))=0
$$

for all $\nu \in V$ and all $i \in\{1, \ldots, r\}$. It follows that for each $i \in\{1, \ldots, r\}$ the polynomial $\frac{\partial r}{\partial Y_{i}} \in K\left[Y_{1}, \ldots, Y_{r}\right]$ is such that

$$
\frac{\partial F}{\partial Y_{i}}\left(P_{1}, \ldots, P_{r}\right)=0
$$

Since these polynomials have degree smaller than $F$ we conclude that

$$
\frac{\partial F}{\partial Y_{i}}\left(Y_{1}, \ldots, Y_{r}\right)=0
$$

for all $i \in\{1, \ldots, r\}$.
If $\boldsymbol{K}$ has characteristic zero this implies that

$$
F\left(Y_{1}, \ldots, Y_{r}\right)=\alpha_{\in} K
$$

is a constant. Since $F\left(P_{1}, \ldots, P_{r}\right)=0$ we conclude that $\alpha=0$. This is in contradiction with the choice of $F$. Hence the functions $P_{1}, \ldots, P_{r}$ are algebraically independent.

Finally suppose that $K$ has prime characteristic $p$. Then the polynomial $F$ has the form

$$
F=\sum_{i_{1}=0}^{n_{1}} \ldots \sum_{i=0}^{n_{r}} a_{i_{1} \ldots i_{r}} Y_{1}^{p i_{1}} \ldots Y_{r}^{p i_{r}} \quad\left(a_{i_{1} \ldots i_{i}} \in K\right)
$$

for some non-negative integers $n_{1}, \ldots, n_{r}$. Now for each sequence $\left(i_{1}, \ldots i_{r}\right)\left(0 \leq i_{s} \leq n_{s}\right.$, $1 \leq r s r)$ there exists an element $b_{i_{1}} \ldots, i_{r} \in K$ such that

$$
a_{i_{1} \ldots i_{r}}=\left(b_{i_{1} \ldots i,}\right)^{p}
$$

(we recall that $K$ is algebraically closed). It follows that

$$
F=G^{p}
$$

for some polynomial $G \in K\left[Y_{1}, \ldots, Y_{r}\right]$. Since $G$ has degree smaller than $F$ we conclude that $G=0$, hence $F=0$. As before this contradiction implies that the functions $P_{1}, \ldots, P_{r}$ are algebraically independent and the proof is complete.

Now we consider the functions $\Delta_{i j}^{\bar{\nu}} u_{n}(K)^{*} \rightarrow K$ for $(i, j) \in R(D)$. These functions are polynomial. In fact for each $(i, j) \in R(D) \Delta_{i j}^{D}$ is associated with the polynomial
in $\frac{n(n-1)}{2}$ indererminates $T_{a b},(a, b) \in \Phi(n)$, over $K$ (here $D\left(i_{j}\right)=\left\{\left(i_{1} j_{1}\right), \ldots,\left(i_{r} j_{r}\right)\right\}$, $j_{1}<\ldots<j_{r}$, and $\sigma \in S_{n}$ is such that $\left.i_{\sigma(1)}<\ldots<i_{\sigma(r)}\right)$. We note that for each $(a, b) \in \Phi(n)$ the indeterminate $T_{a b}$ determines the polynomial function $T_{a b}: u_{n}(K)^{*} \rightarrow K$ defined by

$$
T_{a b}(f)=f\left(e_{a b}\right)
$$

for all $f \in u_{n}(\mathbb{K})^{*}$.
Let $(a, b) \in \Phi(n)$ and consider the $(a, b)$-th partial derivarive

$$
\partial_{a b} \Delta_{i j}^{D}=\frac{\partial \Delta_{i j}^{D}}{\partial T_{a b}} \in K\left[T_{a b} ;(a, b) \in \Phi(n)\right] .
$$

For simplicity we introduce the following notation.

Let $A=\left(a_{u v}\right)_{1 \leq m, v \leq m}$ be any square matrix (with coeffic ients in any ring) and let $i_{1}, \ldots, i_{r} j_{1}, \ldots j_{r} \in(1, \ldots, m\}$. Then we denote by $\Delta_{j_{1} \ldots j_{r}}^{i_{r} \ldots i_{r}}(A)$ the determinant

$$
\Delta_{j_{1} \ldots j_{r}}^{i_{1} \ldots i_{r}}(A)=\operatorname{det}\left(\begin{array}{ccc}
a_{i j_{1}} & \cdots & a_{i, j_{r}}  \tag{3.2.2}\\
\vdots & & \vdots \\
a_{i j_{1}} & \cdots & a_{i, j r}
\end{array}\right)
$$

In particular let

$$
A=\left(\begin{array}{ccccc}
0 & T_{12} & \ldots & T_{1 n-1} & T_{1 n}  \tag{3.2.3}\\
0 & 0 & \ldots & T_{2 n-1} & T_{2 n} \\
\vdots & \vdots & & \vdots & \vdots \\
0 & 0 & \ldots & 0 & T_{n-1 n} \\
0 & 0 & \ldots & 0 & 0
\end{array}\right)
$$

Then for all $i_{1}, \ldots, i_{r} j_{1}, \ldots j_{r} e(1, \ldots, n)$ the determinant $\Delta_{j_{1}}^{i_{1} \ldots i_{r}}(A)$ is a polynomial in the indeterminates $T_{a b}(a, b)=\Phi(n)$, and we will write

$$
\begin{equation*}
\Delta_{j_{1} \ldots j_{r}}^{i_{1} \ldots i_{r}}\left(T_{a b}(a, b)=\Phi(n)\right)=\Delta_{j_{1} \ldots j_{r}}^{i_{1} \ldots l_{r}}(A) . \tag{3.2.4}
\end{equation*}
$$

This polynomial determines a polynomial function $\Delta_{j_{1} \ldots j_{r}}^{i_{1} \ldots i_{r}}: u_{n}(K)^{*} \rightarrow K$ which is defined by

$$
\Delta_{j_{1} \ldots j_{r}}^{i_{1} \ldots i_{r}}(f)=\operatorname{det}\left(\begin{array}{ccc}
f\left(e_{i, j_{l}}\right) & \ldots & f\left(e_{i, j}\right)  \tag{3.2.5}\\
\vdots & & \vdots \\
f\left(e_{i j_{1}}\right) & \ldots & f\left(e_{i, j}\right)
\end{array}\right)
$$

for all $f \in u_{n}(K)^{*}$ (we put $f\left(e_{a b}\right)=0$ whenever $\left.1 \leq b \leq a \leq n\right)$.

Now let $(a, b) \epsilon \Phi(n)$. Then
(3.2.6)
for all $f \in u_{n}(K)^{*}$.

Next we consider the differential of the polynomial function $\Delta_{i:}^{D}: U_{n}(K)^{*} \rightarrow K$. Since we have a canonical identification

$$
\left(u_{n}(K)^{*}\right)^{*}=u_{n}(K),
$$

the differential of $\Delta_{i j}^{D}$ at an element $f \in u_{n}(K)^{*}$ is the vector $\left(d \Delta_{i j}^{O}\right)(f) \in u_{n}(K)$ defined by
where for any ( $a, b) \in \Phi(n) c_{a b}(f)=\partial_{a b} \Delta_{i j}^{D}(\gamma)$.

Finally let $\Delta: u_{n}(K)^{*} \rightarrow K$ be the polynomial function defined by

$$
\Delta(f)=\prod_{(i, j)=D} \Delta_{i j}^{D}(f)
$$

for all $f=u_{n}\left(K^{*}\right)^{*}$. Then

$$
U=\left\{f \in u_{n}(K)^{*} ; \Delta(f) \neq 0\right\}
$$

is a non-empty dense open subset of $u_{n}\left(K^{*}\right)^{*}$. Moreover (by (3.1.7))

$$
\begin{equation*}
V_{D}(\varphi)=U . \tag{3.2.8}
\end{equation*}
$$

We claim that for all $f \in U$ the vectors $\left(d \Delta_{i j}^{0}\right)(f),(i, j) \in R(D)$, are linearly independent. For let $f \in U$ be arbitrary and consider the matrix

$$
B=\left(\left(\partial_{a b} \Delta_{i j}^{i}\right)(f)\right)_{(a, b),(i, j)=R(D)}
$$

(we consider the order in $\Phi(n)$ introduced in the proof of proposition 2.2.13). By (3.2.7) this matrix is upper-triangular. On the other hand let $(i, j) \in R(D)$, let $D\left(i_{j}\right)=\left\{\left(i_{1} j_{1}\right) \ldots, \ldots\left(i_{r} j_{r}\right)\right\}$ and let $\sigma_{e} S$, be such that $i_{\sigma(1)}<\ldots<i_{\alpha(r)}$. Then

$$
\Delta_{j_{1} \cdots j_{r}}^{i_{\alpha 1} \cdots i_{\sigma(r)}}(\rho)=(-1)^{r-1} \operatorname{sgn}(\sigma) \prod_{s=1}^{r} \varphi\left(i_{s} j_{s}\right) \neq 0
$$

(see the proof of proposition 3.1.2). It follows that the diagonal entries of $B$ are non-zero. Thus

$$
\operatorname{det} B \neq 0
$$

and this implies that the vectors $\left(d \Delta_{i j}^{D}\right)(O),(i, j) \in R(D)$, are linearly independent. By proposition 3.2.1 we conclude that:

Proposition 3.2.2. The polynomial functions $\Delta_{j:}^{D}: u_{n}(K)^{*} \rightarrow K,(i, j) \in R(D)$, are algebraically independent over $K$.

In the next result we determine the dimension of the varieties $V_{D}(\varphi)$.

Theorem 3.2.3. Ler $D$ be a basic subset of $\Phi(n)$ and let $\varphi: D \rightarrow K^{*}$ be any map. Then $\operatorname{dim}_{D}(\varphi)=s(D){ }^{(1)}$.

Proof. We define the map $\theta: u_{n}(K)^{*} \rightarrow K^{\mu(D)}(2)$ by

[^20]$$
\theta(f)=\left(\Delta_{i j}^{D}(f) ;(i, j) \in R(D)\right)
$$
for all $f \in u_{n}(K)^{*} . \vartheta$ is a morphism of algebraic varieties. We claim that it is dominant, i.e. the image
$$
Y=\vartheta\left(u_{n}(K)^{*}\right)
$$
is dense in $K^{(D)}$. In fact if $\boldsymbol{Y}$ is not dense there exists a non-zero polynomial function $P: K^{r(D)} \rightarrow K$ such that
$$
Y_{\subseteq}\left\{a \in K^{-(D)} ; P(a)=0\right\}
$$

Then

$$
P(\vartheta(f))=P\left(\Delta_{i j}^{D}(f) ;(i, j) \in R(D)\right)=0
$$

for all $f \in \mu_{n}(K)^{*}$. Therefore

$$
P\left(\Delta_{i j}^{D} ;(i j) \in R(D)\right)=0
$$

where $P\left(T_{i j} ;(i, j) \in R(D)\right)$ is a polynomial in the indeterminates $T_{i j}(i, j) \in R(D)$. Since the functions $\Delta_{: i}^{D},(i, j) \in R(D)$, are algebraically independent (by the previous proposition), we conclude that

$$
P\left(T_{i j ;}(i, j) \in R(D)\right)=0
$$

Hence $P(a)=0$ for all $a \in K^{H(D)}$. This contradiction implies that the morphism $\vartheta$ is dominant. By [Hu1;Theorem 4.1] we conclude that for any $a \in Y$ and any irreducible component $X$ of $\vartheta^{-1}(a)$

$$
\operatorname{dim} X \geq \operatorname{dim} u_{n}(K)^{*}-r(D)=s(D) .
$$

Since $V_{D}(\varphi)$ is irreducible and

$$
V_{D}(\varphi)=v^{-1}(a)
$$

for a well-determined $a \in X$ (by (3.1.7)) we obtain

$$
\begin{equation*}
\operatorname{dim} V_{D}(\varphi) \geq s(D) \tag{3.2.9}
\end{equation*}
$$

To prove that the equality holds we consider the ring $K\left[V_{D}(\varphi)\right]$ of all polynomial functions defined on $V_{D}(\varphi)$. For each $\left(i_{j}\right) \in \Phi(n)$ let $t_{i j} ; V_{D}(\varphi) \rightarrow K$ be the polynomial function defined by

[^21]$$
t_{i j}(f)=f\left(e_{i j}\right)
$$
for all $f \in V_{D}(\varphi)$. Then
$$
K\left[V_{D}(\varphi)\right]=K\left[t_{i j} ;(i, j) \in \Phi(n)\right]
$$
is the $K$-algebra generated by the functions $t_{i j}(i, j) \in \Phi(n)$. Since $V_{D}(\varphi)$ is an irreducible variety the ring $K\left[t_{i j} ;\left(i_{j}\right) \in \Phi(n)\right]$ is an integral domain (see [Hul; proposition 1.3C]). Hence we may form its field of fractions $K\left(t_{i j} j(i, j) \in \Phi(n)\right)$. We claim that
$$
\operatorname{tr} \cdot \operatorname{deg}_{K} K\left(s_{i j ;} ;(i, j) \in \Phi(n)\right) \leq s(D)
$$
(here $\operatorname{tr} \operatorname{deg}_{K} K\left(t_{i j} ;(i, j) \in \Phi(n)\right)$ is the transcendence degree of $K\left(t_{i j}(i, j) \in \Phi(n)\right)$ over $\left.K\right)$. For we fix an arbitrary element $f \in V_{D}(\varphi)$. Then
$$
\Delta_{i j}^{D}(f)=(-1)^{r} f(e)_{j_{1} \ldots j_{r}}^{i_{j}(1) \cdots i_{\sigma(r)}}(f)+\sum_{a=1}^{r}(-1)^{r+a+1} f\left(e_{y_{a}} i_{j_{1} \ldots j_{a-v} j_{a+1} \ldots j_{j}, j}^{i_{\sigma(1)} \ldots i_{\alpha(r)}}(f)\right.
$$
where $D\left(i_{j}\right)=\left\{\left(i_{1} j_{1}\right), \ldots,\left(i_{r} j_{r}\right)\right\}, j_{1}<\ldots<j_{r}$, and $\sigma_{\epsilon} S_{r}$ is such that $i_{\sigma(1)}<\ldots<i_{\sigma(r)}$. Let $\boldsymbol{Y}_{i j} \boldsymbol{Y}_{a b r}(a, b) \in S(D)$, be $s(D)+1$ indeterminates over $K$ and consider the polynomial
$$
R_{i j}^{(\rho)}=\Delta_{i j}^{D}(f)+c_{i j}(f) Y_{i j}+\sum_{a=1}^{r} c_{i j j_{e}}(f) Y_{i j} \in K\left[Y_{i j}, Y_{a b ;}(a, b) \in S(D)\right]
$$
where
\[

c_{i b}(f)= $$
\begin{cases}(-1)^{r+1} \Delta_{j_{1} \ldots j_{r}}^{i_{\sigma(1)} \ldots i_{\alpha(r)}}(f) & \text { if } b=j \\ (-1)^{r+a} \Delta_{j_{1} \ldots j_{a-1} j_{a+1} \ldots j_{j} j}^{i_{\alpha(1)} \ldots i_{\alpha(r)}}(f) & \text { if } b=j_{a}(1 \leq a \leq r)\end{cases}
$$
\]

Since $f \in V_{D}(\varphi)$ we have

$$
c_{i j}(f) \neq 0
$$

(see the proof of proposition 3.1.2). Thus the polynomial $R_{i j}^{()}$is non-zero. We claim that the polynomial function $R_{i j}^{(\rho)}\left(t_{i j} t_{a b} ;(a, b) \in S(D)\right): V_{D}(\varphi) \rightarrow K$ determined by the polynomial $R_{i j}^{(N)}$ is identically zero. In fact let $g \in V_{D}(\varphi)$. Then

Since $\Delta_{j_{1} \ldots j_{r}}^{i_{\sigma(1)} \ldots b^{2}(r)}(f) \sim 0$ the row vectors $\left(f\left(e_{i_{d} j}\right) f\left(e_{i_{d_{1}}}\right) \ldots f\left(e_{i_{d j}}\right)\right)$ ( $\left.1 \leq a \leq r\right)$ are linearly
independent. Moreover the vector space (over $K$ ) generated by these vectors is also generated by the row vectors $\left(g\left(e_{i j_{j}}\right) g\left(e_{i_{j_{1}}}\right) \ldots g\left(e_{i_{j},}\right)\right)(1 \leq a \leq r)$ (because $g \in V_{D}(\varphi)$, hence $\left.\Delta_{j_{1} \cdots j_{r}}^{i_{\alpha}(1) \cdots i^{(\alpha)}}(g)=0\right)$. Now suppose that $(i, j) \in D$. Then

$$
\Delta_{i j}^{D}(g)=0
$$

so the row vector $\left(g\left(e_{i j}\right) g\left(e_{i j 1}\right) \ldots g\left(e_{i j}\right)\right)$ is a linear combination of the vectors $\left(g\left(e_{i_{j}}\right) g\left(e_{i_{j}}\right) \ldots g\left(e_{i_{j}}\right)\right)(1 \leq a \leq r)$, hence it is a linear combination of the vectors $\left(f\left(e_{i_{j}}\right) f\left(e_{i_{\alpha_{j}}}\right) \ldots f\left(e_{i_{j}}\right)\right)(1 \leq a \leq r)$. It follows that

$$
\operatorname{det}\left(\begin{array}{cccc}
f\left(e_{i_{\sigma(1}}\right) & f\left(e_{i_{ब 1} j_{1}}\right) & \ldots & f\left(e_{i_{\sigma 1} j^{\prime}}\right) \\
\vdots & \vdots & & \vdots \\
f\left(e_{i_{\alpha(\lambda j}}\right) & f\left(e_{i_{\sigma(\lambda j 1}}\right) & \ldots & f\left(e_{i_{\sigma(\lambda j}}\right) \\
g\left(e_{i j}\right) & g\left(e_{i_{1}}\right) & \ldots & g\left(e_{i j}\right)
\end{array}\right)=0 .
$$

Since $\Delta_{y j}^{D}(f)=0$ we conclude that

$$
R_{i j}^{( }(g)=0
$$

On the other hand suppose that ( $i, j) \in D$. Then (as in the proof of proposition 3.1.2) the row vector $\left(g\left(e_{i j}\right)-\varphi(i, j) g\left(e_{i j 1}\right) \ldots g\left(e_{i j}\right)\right)$ is a linear combination of the vectors $\left(g\left(e_{i j}\right) g\left(e_{i j_{1}}\right) \ldots g\left(e_{i_{j}}\right)\right)(1 \leq a \leq r)$ and the argument above shows that

Since

$$
\cdots \quad \Delta_{i j}^{D}(f)=(-1)^{r} \varphi\left(i_{\sqrt{ }}\right) \Delta_{j_{1} \cdots j_{r}}^{i_{\alpha} \cdots \cdots i_{\alpha}}(f)
$$

(see the proof ofproposition 3.1.2) we deduce that

$$
R_{i j}^{(\theta}(g)=0
$$

Our claim follows.
Finally since $R_{i j}^{(\cap}, K\left[Y_{i j}, Y_{a b}(a, b) \in S(D)\right]$ is a non-zero polynomial we conclude
that the polynomial function $\boldsymbol{t}_{i j}$ is algebraically dependent of the functions $\boldsymbol{t}_{a b}$, $(a, b) \in S(D)$. Since $(i, j) \in R(D)$ is arbitrary this means that

$$
\operatorname{rr} \cdot \operatorname{deg}_{K} K\left(t_{i j}(i, j) € \Phi(n)\right) \leq(D)
$$

as required. It follows that

$$
\operatorname{dim} V_{D}(\varphi)=t r \cdot \operatorname{deg}_{K} K\left(t_{i j}(i, j) \in \Phi(n)\right) \leq s(D)
$$

By (3.2.9) we deduce that

$$
\operatorname{dim} V_{D}(\varphi)=s(D)
$$

and the proof is complete.

Now we assume that $K$ is the algebraic closure of $F_{q}$ where $q$ is a power of a prime number $p \geq n$. We let $F=F_{q}: u_{n}(K)^{*} \rightarrow u_{n}(K)^{*}$ be the usual Frobenius map. Moreover we assume that $\varphi(D) \leq F_{q}$. Then (by (3.1.7) the variety $V_{D}(\varphi)$ is $F$-stable and the (finite) set $V_{D}(\varphi)^{F}$ is the disjoint union

$$
V_{D}(\varphi)^{F}=\bigcup_{0} O^{F}
$$

where $O$ runs over all $F$-stable $U_{n}(K)$-orbits which are contained in $V_{D}(\varphi)$. Since

$$
\left|V_{D}(\varphi)^{F}\right|_{=q} q^{\operatorname{dim} V_{D}(\varphi)}=q^{(D)}
$$

(by the previous theorem) and

$$
x_{0}(1)=\sqrt{\left|O^{F}\right|}=\sqrt{q^{\operatorname{dim} 0}}
$$

(by proposition 1.2.5) for all $F$-stable $U_{n}(K)$-orbit $O \subseteq U_{n}(K)^{*}{ }^{(1)}$ we conclude the following:

Corollary 3.2.4. Let $D$ be a basic subset of $\Phi(n)$ and let $\varphi: D \rightarrow F_{q}^{*}$ be a map. Then

$$
\sum_{x \in I_{D}(\varphi)} x(1)^{2}=q^{s(D)}
$$

where $I_{D}(\varphi)$ is the set consisting of all irreducible components of the character $\xi_{D}(\varphi)$ of $U_{n}(q)$.

Another corollary is the following number-theoretical equality:

[^22]Corollary 3.2.5. Let $t$ be an indeterminate over the ring $\mathbf{Z}$ and let $n$ be a positive integer. Then the identity

$$
\sum_{\substack{D=氏(n) \\ D \text { basic }}}(t-1)^{\operatorname{lot}} r^{(D)}=r^{n(n-1) / 2}
$$

holds in the polynomial ring $\mathcal{Z} t]$.

Proof. Let $p \geq n$ be any prime number and consider the finite group $U_{n}(p)$. Then

$$
p^{n(n-1) / 2}=\left|U_{n}(p)\right|=\sum_{x=\ln \left(U_{A}(p)\right)} x(1)^{2}
$$

where $\operatorname{Ir}\left(U_{n}(p)\right)$ is the set of all the irreducible characters of $U_{n}(p)$. By theorem 2.2.1 $\operatorname{Ir}\left(U_{n}(p)\right)$ is the disjoint union

$$
\operatorname{Ir}\left(U_{n}(p)\right)=\bigcup_{D . \varphi} I_{D}(\varphi)
$$

where the union is over all basic subsets $D$ of $\Phi(n)$ and all maps $\varphi \cdot D \rightarrow \boldsymbol{F}_{p}{ }^{*}$. Therefore

$$
p^{n(n-1) / 2}=\sum_{D . \varphi} \sum_{x \in I_{D}(\varphi)} x(1)^{2}
$$

where the sum is over all basic subsets $D$ of $\Phi(n)$ and all maps $\varphi: D \rightarrow F_{p}{ }^{*}$. By the previous corollary we obtain

$$
p^{n(n-1) / 2}=\sum_{D . \varphi} p^{s(D)}
$$

where the sum is as above. Finally, for each basic subset $D$ of $\Phi(n)$, there are exactly $(p-1)^{|D|}$ distinct maps $\varphi: D \rightarrow \boldsymbol{F}_{\boldsymbol{p}}{ }^{*}$. Hence

$$
p^{n(n-1) / 2}=\sum_{\substack{D \in \psi^{\prime}(n) \\ D \text { basic }}}(p-1)^{|D|} p^{L S(D) \mid}
$$

and the result follows because the set of all prime numbers is infinite.

We will give a different proof of this result which is independent of the varieties $V_{D}(\varphi)$. In fact we will establish a more general identity. Firstly we introduce some notation and we recall some well-known facts. Let $\alpha=S_{n}$ and consider the set

$$
\Phi_{a b \omega}(n)=\{(i, j) e \Phi(n) ; \omega(i)>\omega(j)\}
$$

where $a_{b} S_{n}$ is the permutation defined in (1.1.16). It is well-known that

$$
\left|\Phi_{a_{b} \omega}(n)\right|=\ell(\omega)
$$

where $\mathcal{L}(\omega)$ is the length of $\omega\left(^{1}\right)$. Moreover $\omega_{0}$ is the unique permutation of maximal length and we have

$$
L\left(\omega_{0}\right)=\frac{n(n-1)}{2}
$$

Finally let $D$ be a basic subset of $\Phi(n)$ and suppose that $D \in \Phi_{a_{b a}}(n)$. Then we define

$$
S_{a a_{b}}(D)=S(D) \cap \Phi_{a b a}(n)
$$

Proposition 3.2.6. Let $t$ be an indererminate over $Z$ and let $\omega \in S_{n}$. Then the identity
holds in the polynomial ring $\bar{Z} t]$. In particular if $\omega=\omega_{0}$ we obtain the identity of corollary 3.2.5.

Proof. We proceed by induction on the length $\ell(\omega)$ of $\omega$. If $\ell(\omega)=0$ then $\omega=1$. In this case

$$
\Phi_{a b a}(n)=\varnothing
$$

and (obviously) the empty set is the unique basic subset of $\Phi_{\text {a⿻丷 }}^{0} 2(n)$. The required identity is trivial. If $\mathcal{L}(\omega)=1$ then $\omega$ is a simple reflection, i.e. $\omega=(i i+1)$ for some $i \in(1, \ldots, n\}$. In this case

$$
\Phi_{a_{0} \omega}(n)=\{(i, i+1)\}
$$

and there exist two basic subsets of $\Phi_{\omega_{0} \omega}(n)$, namely the empty set and the set $\Phi_{a b 00}(n)$. Since

$$
S_{a b \omega}(\varnothing)=S_{a a_{0} \omega}\left(\Phi_{a b \omega}(n)\right)=\varnothing
$$

the required identity reads

$$
1+(t-1)=t
$$

Now suppose that $\mathcal{f}(\omega)>1$ and assume that the result is proved for all $\omega^{\circ} \in S_{n}$ such

[^23]that $f(\omega)<\mathcal{f}(\omega)$. Let $\pi=(i i+1) \in S_{n}(1 \leq i \leq n-1)$ be a simple reflection such that
$$
\ell(\omega \tau)=f(\omega)-1
$$

Then

$$
\Phi_{a_{b} \omega}(n)=\{(i, j+1)\} \cup\left\{\left(\Phi_{a_{b} \omega}(n)\right)\right.
$$

where $\omega^{\prime}=\omega \tau$. Let $D$ be a basic subset of $\Phi_{\omega_{0} \omega}(n)$. Then $(i, i+1) \equiv D$ if and only if $\pi(D) \subset \Phi_{a_{0} \omega_{0}}(n)$. On the other hand if $(i, i+1) \in D$ then $D=\{(i, i+1)\} \cup D_{0}$ where $D_{0}$ is a basic subset of $\Phi_{a_{0} \omega}(n)$ such that $\tau\left(D_{0}\right)=\Phi_{a, \omega}(n)$ and $(i, i+1) \in S\left(D_{0}\right)$. Moreover for any basic subset of roots $D^{\prime}$ of $\Phi_{\alpha_{0} \omega}(n)$ such that $(i, i+1) \in S\left(\tau\left(D^{\prime}\right)\right.$ the subset $\{(i, i+1)\} \cup \tau\left(D^{\prime}\right)$ of $\Phi_{a_{b} \omega}(n)$ is basic. It follows that


Now let $D$ be a basic subset of $\Phi_{a b \omega}(n)$. Suppose that $(i, i+1)$ e $S(\tau(D))$. Then

$$
S(\tau(D))= \begin{cases}\tau(S(D)) & \text { if }(i, i+1) \in S(D) \\ \tau(S(D)) \backslash\{(i+1, i)\} & \text { if }(i, i+1) \in S(D)\end{cases}
$$

In both cases we have

$$
S_{a_{b} \omega}(\tau(D))=\tau\left(S_{a_{b} \omega}(D)\right)
$$

hence

$$
\left|S_{a_{0} \omega}(\tau(D))\right|=\left|S_{a_{0} \infty}(D)\right| .
$$

On the other hand suppose that $(i, i+1) \in S(\tau(D))$. Then

$$
S(\tau(D))= \begin{cases}\tau(S(D)) \cup\{(i, i+1)\} & \text { if }(i, i+1) \in S(D) \\ (\tau(S(D)) \backslash((i+1, i)\}) \cup\{(i, i+1)\} & \text { if }(i, i+1) \in S(D)\end{cases}
$$

In this case we obtain

$$
S_{0 q_{0} \omega}(\tau(D))=\{(i, i+1)\} \cup \tau\left(S_{c_{0} \infty}(D)\right)
$$

hence

$$
\left|S_{a_{0} 0 \mathrm{D}}(\tau(D))\right|=\left|S_{a_{b} \infty}(D)\right|+1
$$

It follows that

whereas

Therefore

$$
\sum_{\substack{D=\Phi_{a \alpha \rho}(n) \\ D \text { basic }}}(t-1)^{|D|} t^{\left|S_{\alpha b a}(D)\right|}=t\left(\sum_{D=\Phi_{a-\alpha \omega}(n)}(t-1)^{|D|} t^{\left|S_{a \sigma_{0}}(D)\right|}\right)=t t^{(\omega)}=t^{N(\omega)}
$$

because
(by induction because $\boldsymbol{\ell}\left(\omega^{\prime}\right)=\boldsymbol{\ell}(\omega)-1$ ). The proof is complete.

### 3.3. Homogeneous $V_{D}(\varphi)$ 's

This section is concerned with the transitivity of the action of $U_{n}(K)$ on the varieties $V_{D}(\varphi)$ (as usual $D$ is a basic subset of $\Phi(n)$ and $\varphi: D \rightarrow K^{*}$ is a map). To be more specific we will determine all the pairs $(D, \varphi)$ for which the variety $V_{D}(\varphi)$ is a single $U_{n}(K)$-orbit. The answer to this problem is purely combinatorial and it depends only on the "geometrical configuration" of the basic set $D$. As a consequence we will also obtain a necessary and sufficient conditon to decide about the pairs $(D, \varphi)$ for which the character $\xi_{D}(\varphi)$ of $U_{n}(q)$ has a unique irreducible component (here the image of the map $\varphi$ has to be a subset of $F_{q}{ }^{*}$ ). In general the homogeneity of an $F$-stable variety $V_{D}(\varphi)$ does not imply that the corresponding character $\xi_{D}(\varphi)$ is irreducible. In fact the unique irreducible component of $\xi_{D}(\varphi)$ may occur with multiplicity greater than one. However it is not very difficult to calculate this multiplicity (cf. corollary 2.2.17).

> A subset $C$ of $\Phi(n)$ is called a chain if $C=\left\{\left(i_{1}, i_{2}\right),\left(i_{2}, i_{3}\right), \ldots,\left(i_{r-1}, i_{r}\right)\right\}$

Since $\left(i_{a}, i_{a+1}\right) \in \Phi(n)$ for all $a \in\{1, \ldots, r-1\}$, we have $i_{1}<i_{2}<\ldots<i_{r}$. The cardinality $|C|$ of $C$ will be referred to as the length of $C$. In the adjacent picture we show a chain of length 4 (as usual the symbol represents a root in the chain).


It is clear that a chain $C$ is a basic subset of $\Phi(n)$. Hence the variety $V_{C}(\varphi)$ is defined for all maps $\varphi: C \rightarrow K^{\top}$. We have:

Lemma 3.3.1. Let $C_{\Phi} \Phi(n)$ be a chain and let $\varphi: C \rightarrow K^{*}$ be a map. Then $V_{C}(\varphi)$ is a single $U_{n}(K)$-orbit.

Proof. Let $\mathrm{C}=\left\{\left(i_{1}, i_{2}\right),\left(i_{2}, i_{3}\right), \ldots,\left(i_{r-1}, i_{r}\right)\right\}$. By theorem 3.2.3

$$
\operatorname{dim} V_{C}(\varphi)=s(C)=\sum_{a=1}^{r-1} 2\left(i_{a+1}-i_{a}-1\right)=2\left(i_{r}-i_{1}\right)-2(r-1)
$$

On the other hand the element

$$
f=\sum_{a=1}^{r-1} \varphi\left(i_{a}, i_{a+1}\right) e_{i j_{a+1}} * \in U_{n}(K) *
$$

lies in $V_{C}(\varphi)$. By (1.3.3) we have

## $\operatorname{dimO}(f)=r a n k M(f)$

where $O(f)$ is the $U_{n}(K)$-orbit of $f$ and $M(f)$ is the skew-symmetric matrix which represents the bilinear form $B_{f}$ with respect to the canonical basis of $u_{n}(K)$. A similar argument to the one used in the proof of lemma 2.2.3 shows that

$$
\operatorname{rankM}(f) \geq 2\left(i_{r}-i_{1}\right)-2(r-1)
$$

Therefore

$$
\operatorname{dim} O(f)=\operatorname{dim} V_{C}(\varphi)
$$

Since $O(f)$ and $V_{C}(\varphi)$ are irreducible varieties we conclude that $V_{C}(\varphi)=O(f)$ and the result follows.

Let $C=\left\{\left(i_{1}, i_{2}\right),\left(i_{2}, i_{3}\right), \ldots,\left(i_{r-1}, i_{r}\right)\right\}$ and $C^{\prime}=\left\{\left(j_{1} j_{2}\right),\left(j_{2} j_{3}\right), \ldots,\left(j_{s-1}, j_{s}\right)\right\}$ be two chains in $\Phi(n)$ and suppose that $i_{1}<j_{1}$. We say that the chains $C$ and $C^{\prime}$ intertwine if one (and only one) of the following conditions is satisfied:
(a) $r=s$ and $i_{1}<j_{1}<i_{2}<j_{2}<\ldots<i_{r}<j_{r} ;$
(b) $r=s+1$ and $i_{1}<j_{1}<i_{2}<j_{2}<\ldots<i_{r-1}<j_{r-1}<i_{r}$.

In the adjacent picture we show a pair of intertwining chains (with $r=3$ and $s=2$ ) (as before the roots in both chains are represented by the symbol E).

It is clear that the union of two intertwinning chains is a basic set of roots. We have:


Proposition 3.3.2. Let $C, C^{\prime} \subseteq \Phi(n)$ be a pair of intertwining chains. We put $C=\left\{\left(i_{1}, i_{2}\right),\left(i_{2}, i_{3}\right), \ldots,\left(i_{r-1}, i_{r}\right)\right\}$ and $\left.C^{\prime}=\left\{\left(i_{1} j_{2}\right),\left(_{2} \sqrt{3}_{3}\right), \ldots, \mathcal{U}_{s-1} \mathcal{J}_{3}\right)\right\}$ and we suppose that $i_{1}<j_{1}$. Let $D=C \cup C^{\prime}$ and let $\varphi: D \rightarrow K^{*}$. Then:
(i) If $r=s+1 V_{D}(\varphi)$ is a single $U_{n}(K)$-orbit and we have

$$
\operatorname{dim} V_{D}(\varphi)=2\left(i_{r}-i_{1}\right)+2\left(j_{r-1}-j_{1}\right)-6(r-1)+4
$$

(ii) If $r=s$

$$
V_{D}(\varphi)=\bigcup_{a \in K} O(\alpha)
$$

is a disjoint union of $U_{n}(K)$-orbits $O(\alpha)(\alpha \in K)$. Moreover

$$
\operatorname{dim} O 4=2\left(i_{r}-i_{1}\right)+2\left(j_{r}-j_{1}\right)-6(r-1)
$$

for all $\alpha \in K$.

Proof. In both cases let

$$
f=\sum_{a=1}^{1-1} \varphi\left(i_{a}, i_{a+1}\right) e_{i j_{a+1}} *+\sum_{b=1}^{s-1} \varphi\left(j_{b} j_{b+1}\right) e_{j j_{b+1}} * u_{n}(K)^{*}
$$

It is clear that $f \in V_{D}(\varphi)$. We consider the dimension of the $U_{n}(K)$-orbit $O(f)$.
On the one hand let $(i, j) \in R(D)$. Then

$$
f\left(\left[e_{i j}, e_{j k}\right]\right)=f\left(e_{i k}\right)=0
$$

for all $k \in(j+1, \ldots, n)$ (otherwise $(i, k) \in D$ and $(i, j) \in S(D)$ ). Similarly

$$
f\left(\left[e_{k i}, e_{i j}\right]\right)=f\left(e_{k j}\right)=0
$$

for all $k \in\{1, \ldots, j-1\}$ (otherwise $\left(k_{j}\right) \in D$ and $(i, j) \in S(D)$ ). Therefore the subspace

$$
r=\sum_{(i, j) \in R(D)} K e_{i j}
$$

of $u_{n}(K)$ is contained in the radical of the bilinear form $B_{f}$
On the other hand let

$$
S^{\prime}= \begin{cases}\left\{\left(i_{1} j_{1}\right),\left(i_{1}, i_{2}\right), \ldots,\left(i_{r-1} j_{r-1}\right),\left(\left(_{r-1}, i_{r}\right)\right\}\right. & \text { if } r=s+1 \\ \left\{\left(i_{1} j_{1}\right),\left(l_{1}, i_{2}\right), \ldots,\left(i_{r-1} j_{r-1}\right),\left(l_{r-1}, i_{r}\right),\left(i_{r} j_{r}\right)\right\} & \text { if } r=s\end{cases}
$$

and let

$$
D=\sum_{(i,)_{0} S(D) N} K e_{U}
$$

Let

$$
v=\sum_{(i,)_{0} s(D) v} \alpha_{j v i j e}
$$

be an arbitrary non-zero vector and let $\left(i_{j}\right) \propto S(D) S^{\prime}$ be such that $\alpha_{i j} \neq 0$. Then either $i \in\left\{i_{a} ; 1 \leq a \leq r-1\right\} \cup\left\{j_{b} ; 1 \leq b \leq s-1\right\}$ or $j \in\left\{i_{a} ; 2 \leq a \leq r\right\} \cup\left\{j_{b} ; 2 \leq b \leq s\right\}$. Suppose that $i=i_{a}$ for some $a \in\{1, \ldots, r-1\}$. Then

$$
f\left(\left[v, e_{j i_{a+1}}\right]\right)=\alpha_{i, j} f\left(e_{i, i_{a+1}}\right)=\alpha_{i j} \varphi\left(i_{a}, i_{a+1}\right) \neq 0 .
$$

Similarly we have $f\left(\left[v, e_{j_{b+1}}\right]\right) \neq 0$ (if $\left.i=j_{b}, 1 \leq b \leq s-1\right), f\left(\left[v, e_{i_{a-1}}\right]\right) \neq 0$ (if $\left.j=i_{a}, 2 \leq a \leq r\right)$ and $f\left(\left[v, e_{j-1}\right)\right]=0$ (if $\left.j=j_{b}, 2 \leq b \leq r\right)$. Since $v$ is arbitrary we conclude that $v$ is a non-degenerate subspace of $u_{n}(\mathbb{K})$. Its dimension is

$$
\operatorname{dim} 0=2\left(i_{r}-i_{1}\right)+2\left(j_{s}-j_{1}\right)-4(r+s-2) .
$$

Moreover $\overline{0}$ is orthogonal to the subspace

$$
\sigma^{\prime}=\sum_{(i, j) \in s^{\prime}} K e_{i j}
$$

In fact consider a root $\left(i_{a} J\right) \in S(D) S^{\prime}(1 \leq a \leq r-1)$. Then for all $(r, s) \in \Phi(n) f\left(\left[e_{i_{j}}, e_{r s}\right]\right) \neq 0$ if and only if either $j=r$ and $s=i_{a+1}$ or $s=i_{a}$ and $(r j) \in D$. Suppose that $j=r$ and $s=i_{a+1}$. Then $(r, s)=\left(j, i_{a+1}\right) \in S^{\prime}$ if and only if $j=j_{a}$. This is impossible because $\left(i_{a}, j_{a}\right) \in S^{\prime}$ (hence $\left.\left(i_{a} j\right) \in S(D) \backslash S\right)$. On the other hand suppose that $s=i_{a}$ and $(r, j)=\left(i_{b}, i_{b+1}\right)(1 \leq b \leq r-1)$. Then $\left(r_{s} s\right)=\left(i_{b}, i_{a}\right) \in S^{\prime}$ (in fact $\left(i_{b}, i_{a}\right) \in S(D)$. Finally if $s=i_{a}$ and $(r, j)=\left(j_{b} j_{b+1}\right)(1 \leq b \leq s-1)$ then $(r, s)=\left(j_{b}, i_{a}\right) \in S^{\prime}$ if and only if $b=a-1$ (so $a>1$ ). This is impossible because $\left(i_{a} J\right)=\left(i_{a} j_{a}\right)=S^{\prime}$ (hence $\left(i_{a}, j\right) \in S(D) \backslash{ }^{\prime}$ ). The other possibilities for the root $(i, j)=S(D) \backslash S^{\prime}$ are discussed similarly. Therefore in order to determine the dimension of the orbit $O(f)$ it is enough to determine the rank of the skew-symmetric submatrix $M_{0}()$ of $M(f)$ whose entries correspond to the pairs $((i, j),(k, l))$ where $(i, j),(k, l) \in S^{\prime}-$ the $\left((i, j),(k, l)\right.$-th entry of $M_{0}(f)$ is $f\left(\left[e_{i j}, e_{k}\right]\right)$. Now for a suitable ordering of these roots, the matrix $M_{0}(f)$ has the form

$$
M_{0}(f)=\left(\begin{array}{rr}
0 & A \\
-A^{T} & 0
\end{array}\right)
$$

where

$$
\left.\left.A=\left(\begin{array}{ccccc}
\alpha_{1} & 0 & \cdots & 0 & 0 \\
-\beta_{1} & \alpha_{2} & \cdots & 0 & 0 \\
\vdots & \vdots & & \vdots & \vdots \\
0 & 0 & \cdots & \alpha_{r-2} & 0 \\
0 & 0 & \cdots & -\beta_{r-1} & \alpha_{r-1}
\end{array}\right) \text { (if } r=s+1\right) \text { or } A=\left(\begin{array}{ccccc}
\alpha_{1} & 0 & \cdots & 0 & 0 \\
-\beta_{1} & \alpha_{2} & \cdots & 0 & 0 \\
\vdots & \vdots & & \vdots & \vdots \\
0 & 0 & \cdots & -\beta_{r-2} & \alpha_{r-1} \\
0 & 0 & \cdots & 0 & -\beta_{r-1}
\end{array}\right) \text { (if } r=s\right) \text {. }
$$

In the first case the matrix $A$ is non-singular and in the second case it has rank $\boldsymbol{r}-1$. Therefore in both cases

$$
\operatorname{dim} O(f)=2\left(i_{r}-i_{1}\right)+2\left(j_{s}-j_{1}\right)-4(r+s-2)+2(r-1)=2\left(i_{r}-i_{1}\right)+2\left(j_{s}-j_{1}\right)-2(r+2 s-3)
$$

as required in our statement.
Now if $r=s+1$ then

$$
\operatorname{dim} V_{D}(\varphi)=2\left(i_{r}-i_{1}\right)+2\left(j_{r-1}-j_{1}\right)-6(r-1)+4
$$

so $V_{D}(\varphi)=O(f)$. On the other hand suppose that $r=s$. Then

$$
\operatorname{dim} V_{D}(\varphi)=2\left(i_{r}-i_{1}\right)+2\left(j_{r}-j_{1}\right)-6(r-1)+1
$$

so $O(f)$ is a proper subvariety of $V_{D}(\varphi)$. However for each $\alpha_{E} K$ the element

$$
f+\alpha e_{i_{\nu} j_{1}}=u_{n}(K)^{*}
$$

lies in $V_{D}(\varphi)$. We denote by $O(\alpha)$ the $U_{n}(K)$-orbit of $f+\alpha e_{i_{i}} *$ (then $O(0)=O(f)$. We claim that $O(\alpha) \neq O(\beta)$ whenever $\alpha, \beta \in K$ are distinct. Suppose that $O(\alpha)=O(\beta)$ and let $x \in U_{n}(K)$ be such that

$$
x \cdot\left(f+\beta e_{i j_{1}}{ }^{*}\right)=f+\alpha e_{i_{1} j_{1}}{ }^{*} .
$$

Then

$$
\begin{aligned}
& \alpha=\left(f+\alpha e_{i_{1} j_{1}}{ }^{*}\right)\left(e_{i_{j} j_{1}}\right)=\left(x \cdot\left(f+\beta e_{i_{i_{1}}}{ }^{*}\right)\right)\left(e_{i_{i_{1}}}\right)=\left(f+\beta e_{i_{1} j_{1}}^{*}\left(x e_{i_{i_{1}}} x^{-1}\right)\right. \\
& =f\left(x e_{i, j_{1}} x^{-1}\right)+\beta\left(x e_{i, j_{1}} x^{-1}\right)_{i, j_{1}}=f\left(x e_{i, j_{1}} x^{-1}\right)+\beta .
\end{aligned}
$$

On the other hand

$$
f\left(x e_{i, j_{1}} x^{-1}\right)=\sum_{a=1}^{r-1} \varphi\left(i_{a}, i_{a+1}\right) x_{i_{i} i_{i}}\left(x^{-1}\right)_{j_{1} i_{2+i}}+\sum_{b=1}^{s-1} \varphi\left(j_{b} j_{b+1}\right) x_{j_{b} i_{1}}\left(x^{-1}\right)_{j_{j} j_{b+1}} .
$$

Now for $1 \leq a \leq r-1 \quad x_{i_{d}} \neq 0$ only if $i_{a} \leq i_{1}$ and this happens if and only if $a=1$. Since $j_{b} \geq j_{1}>i_{1}$ for all $b \in\{1, \ldots, r-1\}$ we conclude that

$$
f\left(x e_{i_{1}, j_{1}} x^{-1}\right)=\varphi\left(i_{1}, i_{2}\right)\left(x^{-1}\right)_{j_{1} i_{2}}
$$

A similar argument shows that

$$
-\quad 0=\left(f+\alpha e_{i_{\nu_{1}}} *\right)\left(e_{i_{1} k}\right)=f\left(x e_{i_{1} k} x^{-1}\right)=\varphi\left(i_{1}, i_{2}\right)\left(x^{-1}\right)_{d_{2}}
$$

for all $k \in\left\{j_{1}+1, \ldots, i_{2}-1\right\}$. Hence $\left(x^{-1}\right)_{\mathbb{H}_{2}}=0$ for all $k a\left\{U_{1}+1 \ldots, i_{2}-1\right\}$ and this implies that

$$
\left(x^{-1}\right)_{j_{1} h_{2}}=-x_{j_{1} i_{2}}
$$

Now let sa $\{2, \ldots, r-1\}$. Then

$$
0=\left(f+\alpha e_{i, j_{1}}^{*}\right)\left(e_{i, j}\right)=f\left(x e_{i_{1}} x^{-1}\right)=\varphi\left(i_{s} i_{s+1}\right)\left(x^{-1}\right)_{j_{j+1}}+\varphi\left(j_{s-1} j_{s}\right) x_{j_{-1} l_{s}}
$$

- We note that for $1 \leq a \leq r-1 i_{a}<i_{s}$ and $j_{s}<i_{a+1}$ if and only if $a=5$; also for $1 \leq b \leq r-1, j_{b} \leq i$, and
$j_{s} \leq j_{b+1}$ if and only if $b=s-1$. As before we can prove that

$$
\left(x^{-1}\right)_{j j_{j+1}}=-x_{j / j+1} .
$$

Finally we have

$$
0=\left(f+\alpha e_{i_{1} j_{1}}\right)\left(e_{i, j_{r}}\right)=f\left(x e_{i, j_{r}} x^{-1}\right)=\varphi\left(j_{r-1} j_{r}\right) x_{j_{r} 1} i_{r}
$$

Hence we have obtained the equations

$$
\left\{\begin{array}{l}
\alpha=-\varphi\left(i_{1}, i_{2}\right) x_{j_{1} i_{2}}+\beta \\
0=-\varphi\left(i_{s} i_{s+1}\right) x_{j_{j} j_{r+1}}+\varphi\left(j_{s-1} j_{s}\right) x_{j_{-1} i_{s}} \quad(2 \leq r \leq r-1) \\
0=\varphi\left(j_{r-1} i_{r}\right) x_{j_{r} i_{r}}
\end{array}\right.
$$

This system has a solution if and only if $\alpha=\beta$. Therefore $O(\alpha)=O(\beta)$ if and only if $\alpha=\beta$.
Now consider the dimension of any $U_{n}(K)$-orbit $O(\alpha)(\alpha \in K)$. The argument used above shows that the space $D$ is non-degenerate of dimension

$$
\operatorname{dim} 0=2\left(i_{r}-i_{1}\right)+2\left(j_{r}-j_{1}\right)-7(r-1) .
$$

Moreover $\operatorname{dim} \nabla^{\prime}=r-1$. Therefore

$$
\operatorname{dim} O(\alpha) \geq 2\left(i_{r}-i_{1}\right)+2\left(j_{r}-j_{1}\right)-6(r-1)
$$

On the other hand

$$
\operatorname{dim} V_{D}(\varphi)=2\left(i_{r}-i_{1}\right)+2\left(j_{r}-j_{1}\right)-6(r-1)+1
$$

Since $\operatorname{dim} O(\alpha) \leq \operatorname{dim} V_{D}(\varphi)$ and $O(\alpha)$ is even-dimensional (by corollary 1.2.3) we conclude that

$$
\operatorname{dim} O(\alpha)=2\left(i_{r}-i_{1}\right)+2\left(j_{r}-j_{1}\right)-6(r-1)
$$

as required.
Finally we consider the disjoint union of all the $U_{n}(K)$-orbits $O(\alpha)(\alpha \in K)$. This union is a subvariety $V$ of $V_{D}(\varphi)$. To prove that $V=V_{D}(\varphi)$ let $V^{\prime}$ be an irreducible component of $V$. Since the algebraic group $U_{n}(K)$ is connected $V^{\prime}$ is $U_{n}(K)$-invariant (see [Hul ; proposition 8.2]). Hence $V^{\prime}$ is a union of some of the orbits $O(\alpha)(\alpha \in K)$. Let $\alpha_{n} K$ be such that

$$
O(\alpha) \subseteq V^{\prime}
$$

Since $O(\alpha), V^{\prime}$ and $V_{D}(\varphi)$ are irreducible varieties we have

$$
\operatorname{dim} O(\alpha) \leq \operatorname{dim} V ' s d i m V_{D}(\varphi)
$$

It follows that either $V^{\prime}=O(\alpha)$ or $V^{\prime}=V_{D}(\varphi)$. Since there are finitely many irreducible components of $V$ we may allways assume that $V^{\prime}$ includes at least two orbits $O(\alpha)$ and
$O(\beta)$ where $\beta=K, \beta \neq \alpha$. It follows that $V^{\prime}=V_{D}(\varphi)$, hence $V=V_{D}(\varphi)$.
The proof is complete.

Let $C \equiv\left\{\left(i_{1}, i_{2}\right), \ldots,\left(i_{r-1}, i_{r}\right)\right\}$ and $C^{\prime}=\left\{\left(j_{1} j_{2}\right), \ldots,\left(j_{r-1} j_{r}\right)\right\}$ be two intertwining chains of the same length and suppose that $i_{1}<j_{1}$. Then the root $\left(i_{1} j_{1}\right)$ is called the ( $C, C^{\prime}$ )-derived root. More generally we may define the $D$-derived roots for any basic subset $D$ of $\Phi(n)$ as follows.

Let $C=\left\{\left(i_{1}, i_{2}\right), \ldots,\left(i_{r-1}, i_{r}\right)\right\}$ and $C^{\prime}=\left\{\left(j_{1} j_{2}\right), \ldots,\left(j_{s-1} j_{s}\right)\right\}$ be two chains in $D$. Then the pair $\left(C, C^{\prime}\right)$ is called special if the following four conditions are satisfied:
(i) $C$ and $C^{\prime}$ have the same length, i.e. $r=s$.
(ii) $C$ and $C$ intertwine, i.e. $i_{1}<i_{1}<i_{2}<i_{2}<\ldots<i_{r}<j_{r}$
(iii) If there exists $j_{0} \in\left\{1, \ldots, j_{1}-1\right\}$ such that $\left(j_{0} j_{1}\right) \in D$ then $i_{1}<j_{0}$.
(iv) If there exists $i_{r+1} \in\left\{i_{r}+1, \ldots, n\right\}$ such that $\left(i_{r}, i_{r+1}\right) \in D$ then $i_{r+1}<j_{r}$

The root $\left(i_{1}, j_{1}\right)$ is an example of a $D$-derived root (we note that this root is the (C,C)-derived root). In general a root $(i, j) \in \Phi(n)$ is called a $D$-derived root if there exists a special pair of chains ( $C, C$ ) in $D$ such that $(i, j)$ is a ( $C, C$ )-derived root. The set of all $D$-derived roots is called the derived set of $D$ and it will be denoted by $D^{\prime}$. It is clear that

$$
\begin{equation*}
D^{\prime} S(D) \tag{3.3.1}
\end{equation*}
$$

In the adjacent picture we show a special pair of chains of length 2 (the roots represented by and by are in $D$ and the chains $C$ and $C^{\prime}$ correspond to the roots represented by $\boldsymbol{E}$; the symbol $\square$ represents a derived root).

The main result of this section is the following:


Theorem 3.3.3. Let $D_{\subseteq} \Phi(n)$ be a basic subset of $\Phi(n)$ and let $\varphi: D \rightarrow K^{*}$ be a map. Then $V_{D}(\varphi)$ is a single $U_{n}(K)$-orbit if and only if the derived ser $D^{\prime}$ of $D$ is empry.

Proof. We will use the argument suggested by the proof of proposition 3.3.2. We consider the element

$$
f=\sum_{(i, j) \in D} \varphi(i, j) e_{i j}^{*} \in u_{n}(K)^{*} .
$$

It is clear that this element lies in $V_{D}(\varphi)$. Therefore $V_{D}(\varphi)$ is a single $U_{n}(K)$-orbit if and only if $V_{D}(\varphi)=O(f)$. Since $V_{D}(\varphi)$ and $O(f)$ are irreducible varieties we have

$$
V_{D}(\varphi)=O(f) \Leftrightarrow \operatorname{dim} O(f)=s(D)
$$

(by theorem 3.2.3). Now (by (1.3.3))

$$
\operatorname{dim} O(f)=\operatorname{rankM}(f)
$$

where $M(f)$ is the skew-symmetric matrix which represents $B_{f}$ with respect to the canonical basis of $u_{n}(K)$. Therefore

$$
V_{D}(\varphi)=O(f) \Leftrightarrow \operatorname{rankM}(f)=s(D)
$$

Since $e_{i j} \in r(f)$ for all $\left(i_{j}\right) \in R(D)$ we have

$$
\operatorname{rankM}(f) \leq \operatorname{dim} u_{n}(K)-r(D)=s(D) .
$$

To prove that the equality holds we consider the matrix

$$
\left.M^{\prime}=\left(f\left(\left[e_{i j}, e_{k}\right]\right)\right)_{(i j)}\right)_{( }\left(k_{k}\right) \in S(D)
$$

Then there exists a permutation matrix $P$ (of size $|\Phi(n)|$ ) such that

$$
P^{-1} M(f) P=\left(\begin{array}{rr}
M^{\prime} & 0 \\
0 & 0
\end{array}\right)
$$

Therefore

$$
\text { rankM }(f)=\text { rankM'. }
$$

Hence

$$
\text { rankM }(\theta)=s(D) \Leftrightarrow M^{\prime} \text { is non-singular }
$$

and so

$$
V_{D}(\varphi)=O(f) \Leftrightarrow M^{\prime} \text { is non-singular. }
$$

Now we define an equivalence relation $\sim$ on the set $S(D)$ as follows. Let $(i,)_{,}\left(k_{,}\right) \in S(D)$. Then $(i, J) \sim\left(k_{\Omega}\right)$ if and only if either $(i, J)=\left(k_{1}\right)$ or there exists a sequence

$$
\left(i_{1} j_{1}\right)=\left(i_{\sqrt{ }}\right),\left(i_{2} j_{2}\right) \ldots,\left(i_{r-1} j_{r-1}\right),\left(i_{r} j_{r}\right)=(k, l)
$$

of $D$-singular roots such that

$$
f\left(\left[e_{i j,}, e_{i_{j+1}} j_{2+1}\right]\right) \neq 0
$$

for all $s \in\{1, \ldots, r-1\}$. Let $C_{1}, \ldots, C_{r} S(D)$ be all the equivalence classes of this relation. Then $S(D)$ is the disjoint union

$$
\begin{equation*}
S(D)=C_{1} \cup \ldots \cup C_{r} \tag{3.3.2}
\end{equation*}
$$

By definition of the relation $\sim$ we have

$$
f\left(\left[e_{i j}, e_{k l}\right]\right)=0
$$

whenever $(i, j) \in C_{s}(k, l) \in C_{s^{\prime}}$ and $s \neq s^{\prime}\left(1 \leq s_{s} s^{\prime} \leq t\right)$. Therefore the partition (3.3.2) of $S(D)$ implies that there exists a permutation matrix $Q$ (of size $s(D)=|S(D)|)$ such that

$$
Q^{-1} M \cdot Q=\left(\begin{array}{cccc}
M_{1} & 0 & \ldots & 0 \\
0 & M_{2} & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & M_{i}
\end{array}\right)
$$

where for each $s \in\{1, \ldots, t\} M_{s}$ is the matrix (of size $\left|C_{s}\right|$ )

$$
M_{s}=\left(f\left(\left[e_{i j}, e_{k l}\right]\right)\right)_{(i j),(k, l) e} C_{s}
$$

It follows that

$$
\operatorname{rank} M^{\prime}=\operatorname{rank} M_{1}+\ldots+r a n k M_{p}
$$

hence

$$
V_{D}(\varphi)=O(f) \Leftrightarrow M_{1}, \ldots, M_{t} \text { are non-singular. }
$$

Now let se $\{1, \ldots, t\}$ and consider the equivalence class $C_{s}$. We claim that $C_{s}$ is a chain. For let $\left(i_{1}, i_{2}\right)$ be the largest root in $C_{s}$ (we consider the order $<$ introduced in the proof of proposition 2.2.13). Since $C_{s} \Omega(D)$ the root $\left(i_{1}, i_{2}\right)$ is $D$-singular. Therefore at least one of the following cases occurs:
(i) there exists $a \in\left\{1, \ldots, i_{1}-1\right\}$ such that $\left(a, i_{2}\right) \in D$;
(ii) there exists $b \in\left(i_{2}+1, \ldots, n\right)$ such that $\left(i_{1}, b\right), D$. If case (i) occurs then $\left(a_{1}, i_{1}\right) \in S(D)$ and

$$
f\left(\left[e_{a i_{1}}, e_{i_{1},}, l_{2}\right]=f\left(e_{a i_{2}}\right) \neq 0\right.
$$

(because ( $a, i_{2}$ ) $\in D$ ). So $\left(a, i_{1}\right) \sim\left(i_{1}, i_{2}\right)$ and $\left(a, i_{1}\right) \in C_{5}$ Since $i_{1}<i_{2}$ we have $\left(i_{1}, i_{2}\right)<\left(a, i_{1}\right)$ which is in contradiction with the choice of ( $i_{1}, i_{2}$ ). Thus case (ii) occurs. In this case the root $\left(i_{2}, b\right)$ is $D$-singular and

$$
f\left(\left[e_{i_{1}}, e_{2}, i_{2}\right]\right)=f\left(e_{i_{1}, b}\right) \neq 0
$$

Therefore $\left(i_{1}, b\right) \in C_{s}$, hence we have constructed a chain

$$
C_{s}^{(2)}=\left\{\left(i_{1}, i_{2}\right),\left(i_{2}, i_{3}\right)\right\}
$$

(where $i_{3}=b$ ) such that

$$
C_{s}^{(2)} \in C_{s} .
$$

If $C_{s}=C_{s}^{(2)}$ then the claim is proved. On the other hand suppose that $C_{s} C_{s}^{(2)} \neq \varnothing$. By induction we assume that $r \geq 2$ and that we have constructed a chain

$$
C_{3}^{(r)}=\left\{\left(i_{1}, i_{2}\right), \ldots,\left(i_{r} \cdot i_{r^{r}+1}\right)\right\}
$$

such that

$$
C_{s}^{(r)} s C_{s}
$$

If $C_{s}=C_{s}^{(r)}$ our claim is proved. On the other hand suppose that $C_{s} C_{s}^{(r)} \neq \varnothing$ and let $(i, j) \in C_{s} C_{s}^{(n)}$. Then (by definition of $\sim$ ) there exists a sequence

$$
\left(i_{r}, i_{r^{\prime}+1}\right),\left(a_{1}, b_{1}\right), \ldots,\left(a_{\mu}, b_{k}\right)=\left(i_{j}\right)
$$

such that

$$
f\left(\left[e_{i, d_{r+1}}, e_{a_{1}, b_{1}}\right]\right) \neq 0 \text { and } f\left(e_{a_{n-1}, b_{w-1}, e_{a, b}, b_{0}}\right) \neq 0(2 \leq v \leq u) .
$$

Without loss of generality we may assume that the roots in this sequence are all distinct. For simplicity we write $(a, b)=\left(a_{1}, b_{1}\right)$. Since $f\left(\left[e_{i, j_{1+1}}, e_{a b}\right]\right) \neq 0$ either $a=i_{r^{\prime}+1}$ and $\left(i_{r}, b\right) \in D$ or $b=i_{r}$ and $\left(a, i_{r^{\prime}+1}\right) \in D$. If the second case occurs then $a=i_{r^{\prime}-1}$ (because $f\left(e_{i_{r-1}} i_{r} e_{i, i_{r+1}}\right)=0$, so $\left.\left(i_{r^{\prime}-1}, i_{r}\right) \in D\right)$. Thus $(a, b)=\left(i_{r^{-1}}, i_{r}\right)$ and an inductive argument shows that

$$
\left(i_{\sqrt{ }}\right)>\left(i_{1}, i_{2}\right)
$$

(because $(i,)_{1} C_{s}^{(r)}$. This is contrary to the choice of $\left(i_{1}, i_{2}\right)$, hence we conclude that

$$
a=i_{r^{\prime}+1} \text { and }\left(i_{r}, b\right) \in D \text {. }
$$

Now we put $b=i^{r}+2$ and

$$
C_{s}^{\left(r^{\prime}+1\right)}=\left\{( i _ { 1 } , i _ { 2 } ) \ldots \left(i_{\left.\left.r^{\prime}, i, i_{r^{\prime}+1}\right),\left(i_{r^{\prime}+1}, i_{r^{\prime}+2}\right)\right] . . . ~}^{\text {m }}\right.\right.
$$

$\mathbf{h}^{\prime}$ is clear that

$$
C_{s}^{\left(r^{\prime}+1\right)} s C_{s}
$$

Moreover $C_{s}^{(r)}$ is a proper subchain of $C_{s}^{\left(r^{\prime}+1\right)}$. Therefore (repeating this process a finite number of steps) we eventually get

$$
C_{s}=C_{s}^{(r-1)}=\left\{\left(i_{1}, i_{2}\right), \ldots,\left(i_{r-1}, i_{r}\right)\right\}
$$

for some $r \geq 2$. This proves our claim. Moreover $C_{s}$ determines a pair of intertwinning chains $C_{s 1}, C_{s 2}=D$ where

$$
\left\{\begin{array}{l}
c_{s 1}=\left\{\left(i_{1}, i_{3}\right),\left(i_{3}, i_{5}\right), \ldots,\left(i_{r-3}, i_{r-1}\right)\right\} \\
c_{s 2}=\left\{\left(i_{2}, i_{4}\right),\left(i_{4}, i_{6}\right) \ldots,\left(i_{r-2}, i_{r}\right)\right\}
\end{array} \quad \text { (if } r \text { is even }\right)
$$

or

$$
\left\{\begin{array}{l}
C_{s 1}=\left\{\left(i_{1}, i_{3}\right),\left(i_{3}, i_{5}\right), \ldots,\left(i_{r-2}, i_{r}\right)\right\} \\
C_{s 2}=\left(\left(i_{2}, i_{4}\right),\left(i_{4}, i_{6}\right), \ldots,\left(i_{r-3}, i_{r-1}\right)\right\}
\end{array} \quad \text { (if } r\right. \text { is odd) }
$$

The adjacent picture illustrates this situation (here the roots in $C_{s}$ correspond to the symbol $\square$, the roots in $C_{s 1}$ to the symbol - and the roots in $C_{s 2}$ to the symbol $\square$; we note that all the roots in $C_{s 1}$ and in $C_{s 2}$ lie in $D$ ). We note that either $\left|C_{s 1}\right|=\left|C_{s 2}\right|$ (if $r$ is even) or $\left|C_{s 1}\right|=\left|C_{\Omega}\right|+1$ (if $r$ is odd). By the previous proposition we conclude that:


$$
M_{s} \text { is non-singular } \Leftrightarrow\left|C_{s 1}\right|=\left|C_{s 2}\right|+1 \Leftrightarrow C_{s} \text { has even length. }
$$

Finally if $C_{s}(1 \leq s \leq r)$ has odd length (hence $r$ is even) the pair $\left(C_{s 1}, C_{s}\right)$ is special and the root $\left(i_{1}, i_{2}\right)$ is $D$-derived, i.e. $\left(i_{1}, i_{2}\right) \in D^{\prime}$. In fact we have

$$
C_{s} \text { has odd length } \Leftrightarrow\left(i_{1}, i_{2}\right) \in D^{\prime} \text {. }
$$

Conversely if $(i, j) \in D^{\prime}$ then ( $\left.i, j\right) \in S(D)$ and so ( $i, j, C_{s}$ for some se $\{1, \ldots, s\}$. Moreover (in the above notation) $(i, j)=\left(i_{1}, i_{2}\right)$ and the pair $\left(C_{31}, C_{32}\right)$ is the unique special pair in $D$ which determines ( $\mathbf{l}$, ). It follows that

$$
C_{1}, \ldots, C_{t} \text { have even lengths } \Leftrightarrow D^{\prime}=\varnothing .
$$

Hence

$$
V_{D}(\varphi)=O(\theta) \Leftrightarrow D^{\prime}=\varnothing
$$

and the proof is complete.

Next we translate the previous theorem to the character theory of the finite group $U_{n}(q)$ (as usual $q$ is a power of the prime number $p \geq n$ ). We let $K$ be the algebraic closure of the finite field $F_{q}$ and we realize $U_{n}(q)$ as the subgroup of $U_{n}(K)$ consisting of all fixed elements of the Frobenius $\operatorname{map} F=F_{q}: U_{n}(K) \rightarrow U_{n}(K)$.

Theorem 3.3.4. Let $D$ be a basic subset of $\Phi(n)$ and let $\varphi: D \rightarrow F_{q}^{*}$ be $a$ map. Then the character $\xi_{D}(\varphi)$ of $U_{n}(q)$ has a unique irreducible component if and only if the derived set $D^{\prime}$ is empty. Moreover this component has multiplicity $\frac{f^{(D)}}{\sqrt{q^{g(D)}}}$ where $l(D)$ and $s(D)$ are as in (2.2.7).

Proof. The first part follows from theorem 3.3.3 and the second part follows from corollary 2.2.17.

## CHAPTER 4

## A DECOMPOSITION OF $\boldsymbol{V}_{\boldsymbol{D}}(\boldsymbol{\varphi})$

In this chapter we discuss a certain decomposition of the variety $V_{D}(\varphi)$ into $U_{n}(K)$-invariant subvarieties (as usual $D$ is a basic subset of $\Phi(n)$ and $\varphi: D \rightarrow K^{*}$ is any map). By theorem $3.3 .3 V_{D}(\varphi)$ is a single $U_{n}(K)$-orbit if and only if the derived set $D^{\prime}$ is empty. Therefore we may assume that $D^{\prime}$ contains at least one element. The construction of the required subvarieties is similar to the construction of the varieties $V_{D}(\varphi)$. Firstly we define certain $U_{n}(K)$-invariant polynomial functions on the variety $V_{D}(\varphi)$ (instead of $\left.u_{n}(K)^{*}\right)$. These functions are associated with some $D$-singular roots (in fact with $D$-derived roots) and their definition is recursive as in the case of the functions $\Delta_{i j}^{D} u_{n}(K)^{*} \rightarrow K((i, j) \in R(D))$. However a different method is used to prove that the new functions are $U_{n}(K)$-invariant.

The decomposition of $V_{D}(\varphi)$ will be obtained in section 4.2. Firstly in section 4.1 we discuss some examples which suggest the use of permutation matrices to study the variety $V_{D}(\varphi)$. They suggest also that a knowledge of the coadjoint orbits of the groups $U_{\omega}(K), \omega \in S_{n}$, could be of fundamental importance for the understanding of the coadjoint orbits of $U_{n}(K)$. In fact the conjugation by a certain permutation matrix allows the "reduction" of our problem to the same problem in the smaller group $U_{n-1}(K)$. A similar method will be used in chapter 5 to establish the decomposition of the regular character of $U_{n}(q)$ as the sum of all the basic characters $\xi_{D}(\varphi)$ (see theorem 5.2.1).

### 4.1. Some examples

In this section we discuss some examples which will motivate our subsequent work. We denote by $K$ an algebraically closed field of arbitrary characteristic. We let $\boldsymbol{n}$ be a positive integer and we suppose that $n=2 r$ is even.

Let $f \in U_{n}(K)^{*}$ be such that

$$
\Delta_{r+1 \ldots n}^{1 \ldots r}(f) \neq 0
$$

Let $D$ be the (unique) basic subset of $\Phi(n)$ and let $\varphi: D \rightarrow K^{*}$ be the (unique) map such that $f \in V_{D}(\varphi)$. Then (by proposition 3.1.2) we must have

$$
D=\{(1, \tau(1)), \ldots,(r, \tau(r))\}
$$

for some permutation $\tau \in S_{r}$

We consider the $U_{n}(K)$-orbit $O(f)$ of $f$. For pratical reasons we define for each $g \in u_{n}(K)^{*}$ the upper triangular matrix $A(g)=\left(a_{i j}(g)\right)_{1 \leq i j \leq n}$ by

$$
a_{i j}(g)= \begin{cases}g\left(e_{i j}\right) & \text { if }\left(i_{j}\right) e \Phi(n) \\ 0 & \text { otherwise }\end{cases}
$$

for all $i, j \in(1, \ldots, n\}$. Let $x=\left(x_{i j}\right) \in U_{n}(K)$ be arbitrary. Then

$$
(x \cdot f)\left(e_{i j}\right)=f\left(x e_{i j} x^{-1}\right)=\sum_{i=1}^{i} \sum_{b=j}^{n} x_{a i}\left(x^{-1}\right)_{j b} f\left(e_{a b}\right)
$$

for all $(i, j) \Phi(n)$. Therefore

$$
\begin{equation*}
A(x \cdot f)=p_{n}\left(x^{T} A(f)\left(x^{-1}\right)^{T}\right)=p_{n}\left(x^{T} A(f)\left(x^{T}\right)^{-1}\right) \tag{4.1.1}
\end{equation*}
$$

where for any_matrix $X \in M_{n}(K)\left(^{1}\right) p_{n}(X)=\left(y_{l j}\right) \in M_{n}(K)$ is the upper triangular matrix defined by

$$
y_{i j}= \begin{cases}x_{i j} & \text { if }(i, j) \in \Phi(n) \\ 0 & \text { otherwise }\end{cases}
$$

for all $i, j e\{1, \ldots, n\}$. Since $x^{T}$ is lower triangular we conclude the following:

[^24]Lemma 4.1.1. Let $g \in U_{n}(K)^{*}$ and let $x \in U_{n}(K)$. Then $g=x \cdot f$ if and only if $p_{n}\left(x^{T} A(f)\right)=p_{n}\left(A(g) x^{T}\right)$.

Using this lemma one can show that:

Lemma 4.1.2. The $U_{n}(\mathbb{K})$-orbit of $f$ contains an element $g \in u_{n}(K)^{*}$ such that

$$
A(g)=\left(\begin{array}{cc}
A & H P(\tau) \\
0 & 0
\end{array}\right)
$$

where $A \in M_{r}(K)$ is upper triangular, $H=\left(h_{i j}\right) \in M_{r}(K)$ is the diagonal marrix such that

$$
h_{i i}=\varphi(i, \tau(i))
$$

for all ie $\{1, \ldots, r\}$, and $P(\tau)$ is the permutation matrix associated with $\tau=S_{r}$.

Proof. Let

$$
A(f)=\left(\begin{array}{cc}
A_{11} & A_{12} \\
0 & A_{22}
\end{array}\right)
$$

where $A_{11}, A_{12}, A_{22} \in M_{r}(K)$ (obviously $A_{11}$ and $A_{22}$ are upper niltriangular). Let $x \in U_{n}(K)$ be arbitrary and let $x_{11}, x_{22} \in U_{r}(K), x_{12} \in M_{r}(K)$ be such that

$$
x=\left(\begin{array}{cc}
x_{11} & x_{12} \\
0 & x_{22}
\end{array}\right)
$$

Then

$$
p_{n}\left(x^{\mathrm{T}} A(f)\right)=\left(\begin{array}{cc}
p_{r}\left(x_{11}{ }^{\mathrm{T}} A_{11}\right) & x_{11}{ }^{\mathrm{T}} A_{12} \\
0 & p_{r}\left(x_{12}{ }^{\mathrm{T}} A_{12}+x_{22}{ }^{\mathrm{T}} A_{22}\right)
\end{array}\right)
$$

and

$$
p_{n}^{\prime}\left(A(g) x^{\mathrm{T}}\right)=\left(\begin{array}{cc}
p_{r}\left(A x_{11}{ }^{\mathrm{T}}+H P(\tau) x_{12}{ }^{\mathrm{T}}\right) & H P(\tau) x_{22}{ }^{\mathrm{T}} \\
0 & 0
\end{array}\right) .
$$

Therefore (by the previous lemma) $g=x \cdot f$ if and only if the following equalities hold:
(i) $p_{r}\left(x_{11}{ }^{\mathrm{T}} A_{11}\right)=p_{r}\left(A x_{11}{ }^{\mathrm{T}}+H P(\tau) x_{12}{ }^{\mathrm{T}}\right)$
(ii) $x_{11}{ }^{\mathrm{T}} A_{12}=H P(\tau) x_{22}{ }^{\mathrm{T}}$
(iii) $p_{r}\left(x_{12}{ }^{T} A_{12}+x_{22}{ }^{T} A_{22}\right)=0$.

Consider the equation (ii). Since

$$
\operatorname{det} A_{12}=\Delta_{r+1 \ldots n}^{1 \ldots, \ldots}(f) \neq 0
$$

we have $A_{12} G L_{r}(K)$. By Bruhat's decomposition of $G L_{n}(K)$ there exist $\sigma_{s} S_{r}$ such that

$$
A_{12^{\epsilon}} U_{r}(K)^{-} H_{r}(K) P(\sigma) U_{r}(K)^{-}
$$

where $H_{r}(K)$ is the subgroup of $G L_{r}(K)$ consisting of all non-singular diagonal matrices and $U_{r}(K)^{-}$is the subgroup of $G L_{r}(K)$ consisting of all lower unitriangular matrices. Therefore there exist $H^{\prime} \in H_{r}(K)$ and $y, z \in U_{r}(K)^{\prime}$ such that

$$
A_{12}=y H^{\prime} P(\sigma) z
$$

We now claim that $H^{\prime}=H$ and $\sigma=\tau$. In fact the element

$$
x^{\prime}=\left(\begin{array}{ll}
y^{\mathbf{T}} & 0 \\
0 & z^{\mathrm{T}}
\end{array}\right)=U_{n}(K)
$$

transforms the element $f \in u_{n}(K)^{*}$ into an element $g^{\prime} \in U_{n}(K)$ such that

$$
A(g)=\left(\begin{array}{cc}
A^{\prime} & H^{\prime} P(\sigma) \\
0 & B^{\prime}
\end{array}\right)
$$

where $A^{\prime}, B^{\prime} \in M_{r}(K)$ are upper triangular. It follows that $g^{\prime} \in O(f)$. Since $f \in V_{D}(\varphi)$ we conclude that $g^{\prime} \in V_{D}(\varphi)$. Finally proposition 3.1 .2 (see also its proof) implies that $H^{\prime}=H$ and that $\sigma=\tau$.

Now equation (ii) is satisfied if we take $x_{11}=\left(y^{-1}\right)^{T}$ and $x_{22}=z^{T}$. Finally equation (iii) is clearly satisfied if we define $x_{12} G L_{r}(K)$ by

$$
x_{12}{ }^{\mathrm{T}}=-x_{22}{ }^{\mathrm{T}} A_{22} A_{12}{ }^{-1} .
$$

The lemma follows.

Now we may assume that $f \in u_{n}(K) *$ is such that

$$
A(f)=\left(\begin{array}{cc}
A\left(f^{\prime}\right) & H P(\tau) \\
0 & 0
\end{array}\right)
$$

where $f \in u_{r}(\Omega)^{*}$. We have:

Lemma 4.1.3. $V_{D}(\varphi)=O(f)$ if and only if $\tau_{4} S_{r}$ is the element defined by (1.1.16).

Proof. By theorem 3.3.3 $V_{D}(\varphi)=O(f)$ if and only if the derived set $D^{\prime}$ is empty. The lemma is clear because $D^{\prime}=\varnothing$ if and only if

$$
P(\tau)=\left(\begin{array}{cccc}
0 & \ldots & 0 & 1 \\
0 & \ldots & 1 & 0 \\
\vdots & & \vdots & \vdots \\
1 & \ldots & 0 & 0
\end{array}\right)=G L_{r}(K) .
$$

Next we consider particular elements $\tau \in S_{r}$

Lemma 4.1.4. Let $\tau=1 \in S_{r}$ and let $g \in U_{r}(K) *$ be such that

$$
A(g)=\left(\begin{array}{rr}
A\left(g^{\prime}\right) & H \\
0 & 0
\end{array}\right)
$$

where $g^{\prime} \Subset U_{r}(K)^{*}$ (we note that $P(\tau)=I_{r}$ ). Then $g \in O(f)$ if and only if $g^{\prime} \in O\left(f^{\prime}\right)$ - here $O\left(f^{\prime}\right)$ is the $U_{r}(K)$-orbit of $f^{\prime} \in U_{r}(K)^{*}$.

Proof. Let $x=\left(\begin{array}{rr}x_{11} & x_{12} \\ 0 & x_{22}\end{array}\right) \in U_{n}(K)\left(x_{11} x_{22} \in U_{r}(K), x_{12} \in M_{r}(K)\right)$. Then $g=x \cdot f$ if and only if
(i) $p_{r}\left(x_{11}{ }^{\mathrm{T}} A\left(f^{\prime}\right)\right)=p_{r}\left(A(g) x_{11}{ }^{\mathrm{T}}+H x_{12}{ }^{\mathrm{T}}\right)$
(ii) $x_{11}{ }^{\mathrm{T}} H=H x_{22}{ }^{\mathrm{T}}$
(iii) $p_{r}\left(x_{12}{ }^{\mathrm{T}} H\right)=0$.

Suppose that these equations are satisfied (hence $g \in O(f)$ ). Since $H$ is diagonal we have $p_{r}\left(x_{12}{ }^{\mathrm{T}} H\right)=0$ if and only if $x_{12}{ }^{\mathrm{T}}$ is lower triangular. Therefore $H x_{12}{ }^{\mathrm{T}}$ is lower triangular and

$$
p_{r}\left(x_{11}^{\mathrm{T}} A(f)\right)=p_{r}\left(A(g) x_{11}^{\mathrm{T}}\right)
$$

It follows that $g^{\prime}=x_{11} f^{\prime}$, so $g^{\prime} \in O\left(f^{\prime}\right)$.
Conversely suppose that $g^{\prime}=x_{11}, f^{\prime}$. Then equations (i), (ii) and (iii) are satisfied with $x_{22}{ }^{\mathrm{T}}=H^{-1} x_{11}{ }^{\mathrm{T}} H$ and $x_{12}{ }^{\mathrm{T}}=0$. Thus $g \subset O(f)$ and the lemma is proved.

By this lemma (and by lemma 4.1.2) we deduce that:

Corollary 4.1.5. Let $\tau=1 \in S_{r}$. Then the $U_{n}(K)$-orbits in $V_{D}(\varphi)$ are in one-to-one correspondence with the $U_{r}(K)$-orbits in $U_{r}(K)^{*}$.

This corollary might suggest that a decomposition of $V_{D}(\varphi)$ may be obtained by arguments analogous to the ones used in the previous chapter. However in general this is "impossible" as the next example shows.

Let $r=s t, s, t \geq 2$, and consider the element $\tau \in S_{r}$ such that $P(\tau)$ has the form

$$
P(\tau)=\left(\begin{array}{cccc}
J_{s} & 0 & \ldots & 0 \\
0 & J_{s} & \ldots & 0 \\
\vdots & \vdots & & \\
0 & 0 & \ldots & J_{s}
\end{array}\right)
$$

where $J_{5} M_{5}(K)$ is the matrix

$$
J_{s}=\left(\begin{array}{cccc}
0 & \ldots & 0 & 1 \\
0 & \ldots & 1 & 0 \\
\vdots & & \vdots & \vdots \\
1 & \ldots & 0 & 0
\end{array}\right) .
$$

We have:

Lemma 4.1.6. Let r=st and let $\tau \in S_{r}$ be as above. Let $A=\left(A_{i j}\right)_{1 \leq i j s t}$ where $A_{i j}=M_{s}(K)$ $(1 \leq i, j \leq r)$ and $A_{y}=0$ for all $i, j \in\{1, \ldots, t\}$ such that $i>j$. Let $g \in O(f)$ and suppose that

$$
A(g)=\left(\begin{array}{cc}
B & P(t) \\
0 & 0
\end{array}\right)
$$

where $B \in M_{r}(K)$ is upper triangular. Suppose also that $B=\left(B_{i j}\right)_{1 \leq i j \leq s}$ where $B_{i j} M_{s}(K)$ ( $1 \leq i, j \leq t$ ) and $B_{i}=0$ for all $i, j \in\{1, \ldots, t\}$ such that $i>j$. Then $A_{1 r}=B_{10}$.

Proof. Let $x=\left(\begin{array}{cc}x_{11} & x_{12} \\ 0 & x_{22}\end{array}\right) \in U_{n}(K)\left(x_{11}, x_{22} \in U_{r}(K), x_{12} M_{r}(K)\right)$ be arbitrary. Then $g=x \cdot f$ if and only if the following equalities hold
(i) $p_{r}\left(x_{11}{ }^{\mathrm{T}} A\right)=p_{r}\left(B x_{11}{ }^{\mathrm{T}}+P(\tau) x_{12}{ }^{\mathrm{T}}\right)$
(ii) $x_{11}{ }^{\mathrm{T}} P(\tau)=P(\tau) x_{22}{ }^{\mathrm{T}}$
(iii) $p_{r}\left(x_{12}{ }^{T} P(\tau)\right)=0$.

Consider the equation (iii). Let $x_{12}{ }^{T}=\left(y_{i j}\right)_{1 \leq i j \leq t}$ where $y_{i j} \in M_{s}(K)(1 \leq i, j \leq t)$. Then

$$
x_{12}{ }^{\mathrm{T}} P(\tau)=\left(y_{i j} J_{s}\right)_{1 \leq i j s t} .
$$

We have $p_{r}\left(x_{12}{ }^{\top} P(\tau)\right)=0$ if and only if $x_{12}{ }^{\top} P(\tau)$ is lower triangular. Thus $y_{i j} J_{s}=0$ and this implies that $y_{i j}=0$ for all $i j \in\left\{(1, \ldots, t), i>j\right.$ (because $J_{s}$ is non-singular). On the other hand

$$
p_{s}\left(y_{i i} J_{s}\right)=0
$$

for all $i \in\{1, \ldots, t\}$. Therefore $y_{i i} J_{s}$ is lower triangular for all $i \in\{1, \ldots, t)$.
Now we consider the equation (i). Let $x_{11}{ }^{\mathrm{T}}=\left(z_{i j}\right)_{1 \leq i, j s t}$ where $z_{i j} \in M_{s}(K)$ ( $1 \leq i j \leq t)$ - since $x_{11}{ }^{\mathrm{T}}$ is lower triangular we have $z_{i j}=0(1 \leq i<j \leq t)$ and $z_{i j} \in U_{s}\left(K^{-}(1 \leq i \leq t)\right.$. Let $x_{11}{ }^{\top} A=\left(u_{i j}\right)_{1 \leq i j s s}$ where $u_{i j} \in M_{s}(K)(1 \leq i j \leq r)$. Then

$$
u_{16}=\sum_{k=1}^{t} 2_{1 k} A_{k x}=z_{11} A_{16}
$$

On the other hand let $B x_{11}{ }^{\top}=\left(v_{i j}\right)_{1 \leq i j \leq t}$ where $v_{i j} \in M_{s}(K)(1 \leq i j \leq t)$. Then

$$
v_{1 t}=\sum_{k=1}^{1} B_{1 k^{2} k t}=B_{1 z^{2} t}
$$

Since $P(\tau) x_{12}{ }^{\top}=\left(J_{N} y_{i j}\right)_{1 s i j s t}$ and $y_{1 t}=0$, we conclude that

$$
z_{11} A_{1 u}=B_{14} z_{u l} .
$$

Finally consider the equation (ii). We have $x_{11}{ }^{T} P(\tau)=\left(z_{i j} J_{s}\right)_{1 s i j s i}$ and $P(\tau) x_{22}{ }^{\mathrm{T}}=\left(J_{s} w_{i j}\right)_{1 \leq i j \leq t}$ where $x_{22}{ }^{\mathrm{T}}=\left(w_{i j}\right)_{1 \leq i j \leq i}, w_{i j \in} M_{s}(K) \quad(1 \leq i, j \leq t)$. Since $x_{11}{ }^{T} P(\tau)-P(\tau) x_{11}{ }^{T}$ we obtain

$$
z_{i k} J_{s}=J_{s} w_{i i}
$$

for all $i \in\{1, \ldots, t\}$. Since $z_{i i}$ and $w_{i l}$ are lower unitriangular we conclude that

$$
z_{i j}=w_{i j}=I_{s}
$$

for all ic $\{1, \ldots, t\}$.
The lemma follows.

The previous lemma shows that in general a decomposition of $V_{D}(\varphi)$ cannot be obtained using the methods of chapter 3. In fact the eventual definition of a new subset of roots (which corresponds to the notion of basic subset of $\Phi(n)$ ) has to include a general condition allowing the existence of more than one root from each row and more than one root from each column (in the example above the columns $r-s+1, \ldots, r$ may contain more than one root $(i, j)$ such that $f\left(e_{i j}\right)=0$ ). In the general case it seems to be very difficult to guess what condition has to be imposed. The natural conjecture is that it envolves the rank of certain matrices whose entries are elements $f\left(e_{i j}\right)$ for some roots ( $i, j$ ) in the required set. In the previous example the orbits which are contained in $V_{D}(\varphi)$ depend on the rank of the matrix $A_{1 t}$ (the notation is as in lemma 4.1.6) - we note that (by lemma 4.1.6) this rank is an invariant for the action of $U_{n}(K)$ on $V_{D}(\varphi)$. In fact:

Lemma 4.1.7. Ler the notation be as in lemma 4.1.6.
(i) For each $i \in\{1, \ldots, s)$ we denote by $c_{i}\left(A_{1 t-1}\right)\left(\right.$ resp. $\left.c_{i}\left(B_{1 t-1}\right)\right)$ the $i$-th column of the matrix $A_{1 t-1}\left(\right.$ resp. $\left.B_{1 t-1}\right)$. Then the vector $c_{i}\left(A_{1 t-1}\right)-c_{i}\left(B_{1 t-1}\right)$ is a linear combination of the columns of the matrix $A_{1 r}$.
(ii) For each $i \in(1, \ldots, s\}$ we denote by $r_{i}\left(A_{2 f}\right)$ (resp. $\left.r_{i}\left(B_{2 f}\right)\right)$ the $i$-th row of the matrix $A_{2 s}\left(\right.$ resp. $\left.B_{2 t}\right)$. Then the vector $r_{i}\left(A_{2 s}\right)-r_{i}\left(B_{2 t}\right)$ is a linear combination of the rows of the matrix $A_{1}$.

Proof. We keep the notation of the proof of the lemma 4.1.6. Let $x \in U_{n}(K)$ be such that $g=x \cdot f$ and consider the equation

$$
p_{r}\left(x_{11}^{\mathrm{T}} A\right)=p_{r}\left(B x_{11}^{\mathrm{T}}+P(\tau) x_{12}^{\mathrm{T}}\right)=p_{r}\left(B x_{11}^{\mathrm{T}}\right)
$$

Since $u_{1 f-1}=A_{1 f-1}$ and $v_{1 t-1}=B_{1 t-1}+A_{1 t^{2} r-1}$ we have

$$
A_{1 t-1}-B_{1 t-1}=A_{1 t^{2} t t-1}
$$

and (i) follows immediately.
Similarly we have

$$
B_{2 t}-A_{2 t}=z_{21} A_{1 t}
$$

because $u_{21}=z_{21} A_{14}+A_{2 t}$ and $v_{2 \lambda}=B_{2 r}$. (ii) follows.

Another attempt to find the condition mentioned above is to consider the coadjoint orbits of the subgroups $U_{a}(K)$ of $U_{n}(K)$ for an arbitrary $a \in S_{n}$. In fact in the case $\tau=1$ the orbits contained in $V_{D}(\varphi)$ are in one-to-one correspondence with the orbits of $U_{\omega}(K)$ for $\omega \in S_{n}$ such that

$$
P(\omega)=\left(\begin{array}{ll}
0 & I_{r} \\
I_{r} & 0
\end{array}\right)
$$

where

$$
J_{r}=\left(\begin{array}{cccc}
0 & \ldots & 0 & 1 \\
0 & \ldots & 1 & 0 \\
\vdots & & \vdots & \vdots \\
1 & \ldots & 0 & 0
\end{array}\right)
$$

- we note that $U_{\omega}(K)=U_{n}(K) \cap P\left(\omega^{-1}\right) U_{n}(K) P(\omega)$ (see (1.1.15)).

On the other hand we have:

Lemma 4.1.8. Let $\tau \in S_{r}$ be as in lemmas 4.1.6 and 4.1.7. Then the $U_{n}(K)$-orbits in $V_{D}(\varphi)$ are in one-to-one correspondence with the $U_{\omega}(K)$-orbits in $u_{\infty}(K) *$ where $\omega \in S_{n}$ is such that

$$
P(\omega)=\left(\begin{array}{cc}
0 & J_{r} \\
P(\tau) & 0
\end{array}\right)
$$

Proof. We note that $U_{\omega}(K)$ consists of all matrices $\left(\begin{array}{cc}x_{11} & 0 \\ 0 & I_{r}\end{array}\right)=U_{n}(K)$ such that $x_{11} U_{r}(K) \sim P(\tau) U_{r}(K) P\left(\tau^{-1}\right)$ (hence $x_{11}$ has the form

$$
x_{11}=\left(\begin{array}{cccc}
I_{s} & * & \ldots & * \\
0 & I_{s} & \ldots & * \\
\vdots & \vdots & & \vdots \\
0 & 0 & \ldots & I_{s}
\end{array}\right)
$$

where the symbol * means that the corresponding block is any marix in $M_{3}(K)$.
Now for this proof we keep the notation of the proof of the lemma 4.1.6. We claim that there exists $g(O)(f)$ such that

$$
A(g)=\left(\begin{array}{cc}
B & P(x) \\
0 & 0
\end{array}\right)
$$

where $B=\left(B_{i j}\right)_{1 \leq i j \leq r} M_{r}(K)\left(B_{i j}-M_{s}(K), 1 \leq i, j \leq t\right)$ satisfies $B_{i i}=0$ for all $i \in\{1, \ldots, t\}$. In fact consider the equation

$$
p_{r}\left(x_{11}{ }^{\mathbf{T}} A\right)=p_{r}\left(B x_{11}{ }^{\mathrm{T}}+P(\tau) x_{12}{ }^{\mathrm{T}}\right)
$$

Let $i \in\{1, \ldots, r\}$. Then

$$
u_{i i}=\sum_{k=1}^{1} z_{i k} A_{k i}=z_{i 1} A_{1 i}+\ldots+z_{i \ddot{u}-1} A_{i-1 i}+A_{i i}
$$

(we recall that $z_{i i}=I_{2}$ ) and

$$
v_{i i}=\sum_{k=1}^{1} B_{i k^{2} k i}=B_{i i}+B_{i i+1} z_{i+1 i}+\ldots+B_{i z_{i t}}
$$

On the other hand $y_{i j} J_{s}$ is lower triangular so $J_{y} y_{i}=J_{y} y_{i i} J_{s} J_{s}$ is upper riangular. It follows that

$$
p_{s}\left(z_{i 1} A_{1 i}+\ldots+z_{i i-1} A_{i-1 i}+A_{i i}\right)=p_{s}\left(B_{i i}+B_{i i+1} z_{i+1 i}+\ldots+B_{i i} z_{t i}\right)+J_{s} y_{i i}
$$

Since $J_{s}$ is non-singular we can allways choose $y_{i j} \in M_{s}(K)$ such that this equation is satisfied with $B_{i j}=0$ (for any choice of $z_{i 1}, \ldots, z_{i j-1}, z_{i+1 i}, \ldots, z_{i j}$ ). Our claim follows.

Now let us assume that $f$ is such that

$$
A(f)=\left(\begin{array}{cc}
A & P(\tau) \\
0 & 0
\end{array}\right)
$$

where $A=\left(A_{i j}\right)_{1 \leq i j \leq t}$ where $A_{i j} \in M_{s}(K)(1 \leq i, j \leq t)$ and $A_{i i}=0$ for all $i \in\{1, \ldots, t\}$. Let ge $U_{n}(K)^{*}$ and suppose that $A(g)$ has the form

$$
A(g)=\left(\begin{array}{cc}
B & P(\gamma) \\
0 & 0
\end{array}\right)
$$

where $B=\left(B_{i j}\right)_{1 \leq i, j \leq t}, B_{i j \in} M_{s}(K)(1 \leq i, j \leq t)$ is upper triangular and $B_{i U}=0$ for all $i \in\{1, \ldots, s\}$. Then $g \in O(f)$ if and only if the equalities (i), (ii) and (iii) hold with
$x=\left(\begin{array}{cc}x_{11} & x_{12} \\ 0 & x_{22}\end{array}\right) U_{n}(K)$ such that $g=x \cdot f$. In particular we have $u_{i j}=v_{i j}$ for all $i, j \in\{1, \ldots, r\}$, $i>j$. This means that the element $x_{11} \in U_{n}(K)$ satisfies

$$
g^{\prime}=x_{11} \cdot f^{\prime}
$$

where $f, g^{\prime} \in U_{o}(K)^{*}$ are defined by

$$
f=\pi_{\infty}(f) \text { and } g^{\circ}=\pi_{\infty}(g)
$$

where $\pi_{\infty}: u_{n}(K)^{*} \rightarrow u_{\infty}(K)^{*}$ is the natural projection (i.e., for any $f \subset u_{\infty}(K)^{*}, \pi_{\infty}(f)$ is the restriction of $f$ to $u_{\alpha}(K)$ ). We conclude that $g^{\prime}$ is $U_{\infty}(K)$-conjugate to $f^{\prime}$.

Conversely let $f^{\prime}, g^{\prime} \in U_{\alpha}(K)^{*}$ and suppose that $g^{\prime}$ is $U_{\infty}(K)$-conjugate to $f$. Then there exists $x_{11} \in U_{\omega}(K)$ such that $g^{\prime}=x_{11} \cdot f^{\prime}$. By the argument of the first paragraph of this proof we can allways choose $x_{12^{\epsilon}} M_{r}(K)$ such that the equality

$$
p_{r}\left(x_{11}{ }^{\mathrm{T}} A\right)=p_{r}\left(B x_{11}{ }^{\mathrm{T}}+P(\tau) x_{12}^{\mathrm{T}}\right)
$$

is satisfied. Moreover $x_{12}$ can be choosed so that

$$
p_{r}\left(x_{12}{ }^{T} P(\tau)\right)=0 .
$$

Finally we define $x_{12^{e}} U_{r}(K)$ by

$$
x_{22}{ }^{\mathrm{T}}=P(\tau)^{-1} x_{11}{ }^{\mathrm{T}} P(\tau) .
$$

The lemma follows because any $U_{n}(K)$-orbit on $V_{D}(\varphi)$ contains an element $f \in u_{n}(K)^{*}$ such that

$$
A(f)=\left(\begin{array}{cc}
A & P(\tau) \\
0 & 0
\end{array}\right)
$$

for some upper triangular matrix $A \in M_{r}(K)$.

In general case we have:

Proposition 4.1.9. Let $t \in S_{r}$ and suppose that $\varphi(i, j)=1$ for all $(i, j), D$. Then the $U_{n}(K)$-orbits in $V_{D}(\varphi)$ are in one-to-one correspondence with the $U_{m}(K)$-orbits in $u_{a}\left(K^{*}\right.$ * where $\omega_{a} S_{n}$ is such that

$$
P(\omega)=\left\{\begin{array}{cc}
0 & J_{r} \\
P\left(\tau^{-1}\right) & 0
\end{array}\right\}
$$

Proof. In this general case $U_{\infty}(K)$ consists of all matrices $\left(\begin{array}{cc}x_{11} & 0 \\ 0 & I_{r}\end{array}\right)=U_{n}(K)$ such that $x_{11} \in U_{r}(K) \cap P(\tau) U_{r}(K) P\left(\tau^{-1}\right)$.

Let $f \in V_{D}(\varphi)$. Then (by lemma 4.1.2) we may assume that

$$
A(f)=\left(\begin{array}{cc}
A & P(\tau) \\
0 & 0
\end{array}\right)
$$

where $A_{\epsilon} M_{r}(K)$ is upper triangular. We claim that there exists $g \in O(f)$ such that

$$
A(g)=\left(\begin{array}{cc}
B & P(t) \\
0 & 0
\end{array}\right)
$$

where $\left.B \in u_{\tau}(K) \sim P(\tau) u_{\tau} K\right) P\left(\tau^{-1}\right)$. In fact let $g \in u_{n}(K) *$ be such that $A(g)$ has this form and let $x=\left(\begin{array}{cc}x_{11} & x_{12} \\ 0 & x_{22}\end{array}\right) \in U_{n}(K)\left(x_{11}, x_{22} \in U_{r}(K), x_{12} \in M_{r}(K)\right)$ be arbitrary. Then (as in the previous cases $g=x$.f if and only if the following equalities hold
(i) $p_{r}\left(x_{11}{ }^{T} A\right)=p_{r}\left(B x_{11}{ }^{T}+P(\tau) x_{12}{ }^{T}\right)$
(ii) $x_{11}{ }^{T} P(\tau)=P(\tau) x_{22}{ }^{T}$
(iii) $p_{r}\left(x_{12}{ }^{\mathrm{T}} P(\tau)\right)=0$.

The equation (iii) is satisfied if and only if the matrix $x_{12}{ }^{\mathrm{T}} P(\tau)$ is lower triangular. On the other hand the equation (ii) is satisfied if and only if

$$
x_{11}{ }^{\top} P P(\tau) x_{22}{ }^{\mathrm{T}} P\left(\tau^{-1}\right) \in U_{r}(K) \sim P(\tau) U_{r}(K)^{-} P\left(\tau^{-1}\right)
$$

where $U_{r}(K)^{-}$is the subgroup of $G L_{r}(K)$ consisting of all lower unitriangular matrices.
Now consider the equation (i). Since $A \in U_{r}(K)$ there exist $B \in u_{r}(K) \cap P(\tau) u_{r}(K) P\left(\tau^{1}\right)$ and $C \in u_{r}(K) \cap P(\tau) u_{r}(K)^{-P} P\left(\tau^{1}\right)$ such that

$$
A=B+C
$$

(see pg. 6). Now the equation (i) is trivially satisfied if we define

$$
x_{11}{ }^{\mathrm{T}}=I, \text { and } x_{12}{ }^{\mathrm{T}}=P\left(\tau^{-1}\right) C \text {. }
$$

Since Ce $u_{r}(K) \cap P(\tau) u_{r}(K)^{-P} P\left(\tau^{-1}\right)$ we conclude that

$$
x_{12}{ }^{\mathrm{T}} P(\tau)=P\left(\tau^{-1}\right) P(\tau) x_{12}{ }^{\top} P(\tau)=P\left(\tau^{-1}\right) C P(\tau) \& P\left(\tau^{-1}\right) P(\tau) u_{r}(\kappa)^{-} P\left(\tau^{-1}\right) P(\tau)=u_{r}(\kappa)^{-} .
$$

Hence $x_{12}{ }^{\top} P(\tau)$ is lower triangular and (iii) is satisfied. Finally (ii) is trivially satisfied if
we define $x_{22}{ }^{\mathbf{T}}=I_{r}$. Our claim follows.
Now we assume that

$$
A(f)=\left(\begin{array}{cc}
A & P(\tau) \\
0 & 0
\end{array}\right)
$$

where $A \in u_{r}(K) \cap P(\tau) u_{n}(K) P\left(\tau^{-1}\right)$. Let $x \in U_{n}(K)$ be as above and suppose that

$$
A(x \cdot f)=\left(\begin{array}{cc}
B & P(\tau) \\
0 & 0
\end{array}\right)
$$

where $\left.B \in u_{r}(K) \cap P(\tau) u_{\tau} K\right) P\left(\tau^{-1}\right)$. Then the above equations (i), (ii) and (iii) are satisfied.
Let $\pi_{\omega^{r}} \cdot u_{n}(K)^{*} \rightarrow u_{\omega}(K)^{*}$ be the natural projection (i.e. for any $f \in u_{n}(K)^{*}, \pi_{\omega}(f)$ is the restriction of $f$ to $u_{\omega}(K)$ ). We denote by $p_{\omega \dot{\prime}} \cdot u_{n}(K) \rightarrow u_{\omega}(K)$ the canonical projection (we recall that $u_{\omega}(K)$ is a direct summand of $u_{n}(K)$ ). Then, for any $f^{\prime}, g^{\prime} \in u_{\infty \alpha}(K)^{*}$, we have $g^{\prime}=y \cdot f^{\prime}$ if and only if $p_{\omega}\left(y^{\top} A(g)\right)=p_{\omega}\left(A\left(f^{\prime}\right) y^{\top}\right)$.

Now consider the equation (i), i.e.

$$
p_{r}\left(x_{11}^{\mathrm{T}} A\right)=p_{r}\left(B x_{11}{ }^{\mathrm{T}}+P(\tau) x_{12}{ }^{\mathrm{T}}\right)=p_{r}\left(B x_{11}{ }^{\mathrm{T}}\right)+p_{r}\left(P(\tau) x_{12}^{\mathrm{T}}\right) .
$$

Then

$$
p_{\tau}\left(x_{11}{ }^{\mathrm{T}} A\right)=p_{\tau}\left(B x_{11}{ }^{\mathrm{T}}\right)+p_{\tau}\left(P(\tau) x_{12}{ }^{\mathrm{T}}\right)
$$

where $p_{\tau} u_{r}(K) \rightarrow u_{\tau}(K)$ is the canonical projection. Since $p_{r}\left(x_{12}{ }^{T} P(\tau)\right)=0$ (by the equation (iii)) the matrix $x_{12}{ }^{T} P(\tau)$ is lower triangular. Hence

$$
P(\tau) x_{12}{ }^{\mathrm{T}}=P(\tau) x_{12}{ }^{\mathrm{T}} P(\tau) P\left(\tau^{-1}\right) \in P(\tau) u_{r}(K)^{-} P\left(\tau^{-1}\right)
$$

and

$$
P_{r}\left(P(\tau) x_{12}{ }^{\top}\right)=u_{r}(K) \sim P(\tau) u_{r}(K)^{-} P\left(\tau^{-1}\right) .
$$

It follows that

$$
p_{\tau}\left(P(\tau) x_{12}{ }^{T}\right)=0
$$

so

$$
p_{t}\left(x_{11}{ }^{\top} A\right)=p_{r}\left(B x_{11}{ }^{\top}\right)
$$

Since $x_{11}{ }^{T}=u_{r}(\mathbb{K}){ }^{P} P(\tau) u_{r}(\mathcal{K})^{-P}\left(\tau^{1}\right)$ (see the first part of the proof) we have

$$
x_{11} \in u_{r}(K) \cap P(\tau) u_{r}(K) P\left(\tau^{1}\right) .
$$

It follows that

$$
\pi_{\omega}(g)=y \cdot \pi_{a}(f)
$$

where $y=\left(\begin{array}{cc}x_{11} & 0 \\ 0 & I_{s}\end{array}\right)=U_{\omega}(K)$.
Conversely suppose that $\pi_{\alpha}(g)=y-\pi_{\omega}(f)$ for some $y_{\in} U_{\alpha}(K)$. Then

$$
y=\left(\begin{array}{cc}
x_{11} & 0 \\
0 & I_{s}
\end{array}\right)
$$

where $x_{11} \in u_{r}(K) \cap P(\tau) u_{r}(K) P\left(\tau^{-1}\right)$. Then

$$
p_{\tau}\left(x_{11}{ }^{\mathbf{T}} A\right)=p_{\tau}\left(B x_{11}{ }^{\mathrm{T}}\right) .
$$

Hence there exists $C e u_{r}(K) \sim P(\tau) u_{r}(K)^{-} P\left(\tau^{1}\right)$ such that

$$
p_{r}\left(x_{11}{ }^{\mathbf{T}} A\right)=p_{r}\left(B x_{11}{ }^{\mathbf{T}}\right)+C .
$$

Then we may define $x_{12}{ }^{T}=P\left(\tau^{-1}\right) C$ and (i) is clearly satisfied. Moreover (as before) $x_{12}{ }^{\mathbf{T}} P(\tau) \in \mu_{r}(K)^{-}$and (iii) is also satisfied. Finally (ii) holds because $x_{11}{ }^{\mathrm{T}} \in u_{r}(K) \cap P(\tau) u_{r}(K)^{-P}\left(\tau^{1}\right)$. It follows that $g \in O(f)$.

The proposition is proved.

Corollary 4.1.10. Let $\tau \in S$, and let $\varphi: D \rightarrow K^{*}$ be arbitrary. Then the $U_{n}(K)$-orbits in $V_{D}(\varphi)$ are in one-to-one correspondence with the $U_{\alpha}(K)$-orbits in $u_{\alpha}(K)^{*}$ where $\omega=S_{n}$ is such that

$$
P(\omega)=\left\{\begin{array}{cc}
0 & J_{r} \\
P\left(\tau^{-1}\right) & 0
\end{array}\right)
$$

Proof. Let $\psi \cdot D \rightarrow K^{*}$ be the map defined by $\psi(i, j)=1$ for all $(i, j) \in D$. We define the map $\vartheta: V_{D}(\psi) \rightarrow V_{D}(\varphi)$ as follows. If $f \in V_{D}(\psi)$ then $\vartheta(f) \in V_{D}(\varphi)$ is the element such that

$$
A\left(\vartheta(f)=x A(f) x^{-1}\right.
$$

where $x_{e} G L_{n}(K)$ is the diagonal matrix whose diagonal entries are

$$
x_{i i}= \begin{cases}\varphi(i, \tau(\Omega)) & \text { if } 1 \leq i \leq r \\ 1 & \text { otherwise }\end{cases}
$$

Then $\boldsymbol{\psi}$ is an isomorphism of algebraic varieties. The result follows by the previous proposition because

$$
\theta(y \cdot f)=\left(x y x^{-1}\right) \cdot \theta(x)
$$

for all $y_{a} U_{n}(K)$ and all $f \in V_{D}(\psi)$. In fact

$$
\begin{aligned}
& A(\partial(y \cdot f))=x A(y \cdot f) x^{-1}=x p_{n}\left(y^{\mathrm{T}} A(f)\left(y^{\mathrm{T}}\right)^{-1}\right) x^{-1}=p_{n}\left(x y^{\mathrm{T}} A(f)\left(y^{\mathrm{T}}\right)^{-1} x^{-1}\right) \\
& =p_{n}\left(x y^{\mathrm{T}} x^{-1} x A(f) x^{-1} x\left(y^{T}\right)^{-1} x^{-1}\right)=p_{n}\left(x y^{\mathrm{T}} x^{-1} A\left(\partial(f) x^{-1} x\left(y^{\mathrm{T}}\right)^{-1} x^{-1}\right)\right. \\
& =p_{n}\left(\left(x y x^{-1}\right)^{\mathrm{T}} x A(f) x^{-1}\left(\left(x y x^{-1}\right)^{\mathrm{T}}\right)^{-1}\right)=A\left(\left(x y x^{-1}\right) \cdot \theta(f)\right)
\end{aligned}
$$

for all $y \in U_{n}(K)$ and all $f \in V_{D}(\psi)$.

### 4.2. A decomposition of $\boldsymbol{V}_{\boldsymbol{D}}(\boldsymbol{\varphi})$

In this section we fix a basic subset $D$ of $\Phi(n)$ and a map $\varphi: D \rightarrow K^{*}$. As usual $K$ is an algebraically closed field either of characteristic zero or of prime characteristic $p \geq n$. We assume that the smallest root of $D$ lies in the $n$-th column, i.e. there exists ie $\{1, \ldots, n\}$ such that $(i, n)=D$. Moreover we assume that $i<n-2$ and that the set

$$
D^{\prime}(i)=D^{\prime} \cap\{(a, i) ; 1 \leq a<i-1\}
$$

is non-empty (here $D^{\prime}$ is the derived set of $D$ ). Then (by theorem 3.3.3) the variery $V_{D}(\varphi)$ contains at least two $U_{n}(K)$-orbits.

Our aim is to obtain a decomposition of the variety $V_{D}(\varphi)$. This decomposition depends on the roots which lie in the set $D^{\prime}(i)$. In fact we will associate to each root in $D^{\prime}(i)$ a certain polynomial function (defined on $\left.U_{n}(K)^{*}\right)$. Moreover if the root is chosen conveniently we will show that the function is $U_{n}(K)$-invariant (hence it can be used to define a proper subvariety of $V_{D}(\varphi)$ ). In the following we motivate the introduction of these functions.

Let $f \in V_{D}(\varphi)$ be arbitrary and let $x=\left(x_{a b}\right) \in U_{n}(K)$ be the element defined by

$$
x_{a b}= \begin{cases}-\varphi(i, n)^{-1} f\left(e_{i a}\right) & \text { if } i<a<n \text { and } b=n  \tag{4.2.1}\\ \varphi(i, n)^{-1} f\left(e_{b n}\right) & \text { if } a=i \text { and } i<b<n \\ 1 & \text { if } a=b \\ 0 & \text { otherwise }\end{cases}
$$

(cf. (3.1.6)). Then the element $x \cdot f V_{D}(\varphi)$ satisfies

$$
(x \cdot \bar{f})\left(e_{i n}\right)=\varphi(i, n) \text { and }(x \cdot f)\left(e_{a n}\right)=(x \cdot f)\left(e_{i b}\right)=0(i<a, b<n) .
$$

We let $g=x \cdot f$. Since $V_{D}(\varphi)$ is $U_{n}(K)$-invariant we have $g \in V_{D}(\varphi)$. Now let $a=(n-1 \ldots i+1 i) e S_{n}$. Then the matrix $A(g)$ (as defined in section 4.1) lies in the subalgebra $u_{\alpha}(K)=u_{n}(K) \cap \omega^{-1} u_{n}(K) \omega$ (cf. (1.1.13)). We define the matrix $A_{\alpha}(g)$ by

$$
A_{\omega}(g)=P(\omega) A(g) P\left(\omega^{-1}\right)
$$

where $P(\omega)$ is the permutation matrix associated with $\omega \in S_{n}$. Then

$$
A_{\omega}(g) \in u_{n}(K) \cap \omega u_{n}(K) \omega^{-1}=u_{\sigma^{1}}(K)
$$

Let

$$
A(g)=\left(\begin{array}{llll}
A & a & C & 0 \\
0 & 0 & 0 & \alpha \\
0 & 0 & B & 0 \\
0 & 0 & 0 & 0
\end{array}\right)
$$

where $A \in u_{i-1}(K), B \in u_{n-i-1}(K), C$ is a matrix of type $(i-1) \times(n-i-1), a$ is a row vector of lenght $i-1$ and $\alpha=\varphi(i, n)$. Since

$$
P(\omega)=\left(\begin{array}{cccc}
I_{i-1} & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & I_{n-i-1} & 0 & 0 \\
0 & 0 & 0 & 1
\end{array}\right)
$$

we have

$$
A_{\omega}(g)=\left(\begin{array}{cccc}
A & C & a & 0 \\
0 & B & 0 & 0 \\
0 & 0 & 0 & \alpha \\
0 & 0 & 0 & 0
\end{array}\right)
$$

Therefore $A_{a}(g)$ defines an element $g_{\mu} \equiv U_{n}(K)^{*}$, i.e.

$$
A_{\omega}(g)=A\left(g_{\omega}\right) .
$$

By theorem 3.1.7 there exists a unique basic subset $D_{\omega}$ of $\Phi(n)$ and a unique map $\varphi_{\omega 0}: D_{\omega} \rightarrow K^{*}$ such that $g \omega^{e} V_{D_{\omega}}\left(\varphi_{\omega}\right)$. It is clear that the smallest root in $D_{\omega}$ is $(n-1, n)$. Therefore the variety $V_{D_{\omega}}\left(\varphi_{\omega}\right)$ is canonically isomorphic to the variety $V_{D_{a 0}}\left(\varphi_{a 0}\right)$ where $D_{a 0}=D_{\infty} \Phi \Phi(n-1)$ and $\varphi_{a 0}$ is the restriction of $\varphi_{\omega}$ to $D_{\mu, 0-}$

Now we consider the set $D_{m 0}$. For simplicity we write $D_{1}=D_{m 0}$ and $\varphi_{1}=\varphi_{a 0}$. Let $\left(r_{s}\right)=\Phi(n)$ be the smallest root in $D_{1}$ and suppose that $s=n-1$. Then we must have $r<i-1$ and $g_{\infty}\left(e_{r n-1}\right)=g\left(e_{r i}\right)$. We know that the function $\Delta_{r n-1}^{D_{1}}: V_{D_{1}}\left(\varphi_{1}\right) \rightarrow K$ is $U_{n}(K)$-invariant (we note that this function is defined by $\Delta_{r-1}^{D_{1}}(f)=f\left(e_{r n-1}\right)=\varphi_{1}(r, n-1)$ for all $f \in V_{D_{1}}\left(\varphi_{1}\right)$. Moreover for any $a \in\{1, \ldots, r-1\}$ the function $\Delta_{e_{1}-1}^{D_{1}}: V_{D_{1}}\left(\varphi_{1}\right) \rightarrow K$ is $U_{n}(K)$-invariant and we have $\Delta_{a n-1}^{D_{1}}(f)=0$ for all $f a V_{D_{1}}\left(\varphi_{1}\right)$. Therefore $g\left(e_{a i}\right)=g_{e}\left(e_{a n-1}\right)=\Delta_{a n-1}^{D_{1}}\left(g_{c}\right)=0$. Next we will prove that for any $a \in\{1, \ldots, r\}$ there exists a $U_{n}(K)$-invariant polynomial function
$\Psi_{a i}: V_{D}(\varphi) \rightarrow K$ such that $\Psi_{a i}(h)=g\left(e_{a i}\right)$ for all $h \in V_{D}(\varphi)$. In particular we must have $\Psi_{r i}(h)=\varphi_{1}(r, n-1)=0$ and $\Psi_{a i}(h)=0$ for all $a \in\{1, \ldots, r-1\}$ and all $h \in V_{D}(\varphi)$.

Let $f \in V_{D}(\varphi)$ be our initial element and let $x \in U_{n}(K)$ be as in (4.2.1). Then $x \cdot f=g$ and

$$
g\left(e_{a i}\right)=(x \cdot f)\left(e_{a i}\right)=-\varphi(i, n)^{-1}\left(\sum_{b=i}^{n-1} f\left(e_{a b}\right) f\left(e_{b n}\right)\right)
$$

for all $a_{G}\{1, \ldots, i-1\}$. Therefore we may define $\Psi_{a i}: V_{D}(\varphi) \rightarrow K$ by

$$
\Psi_{a i}(h)=-\varphi(i, n)^{-1}\left(\sum_{b=i}^{n-1} h\left(e_{a b}\right) h\left(e_{b n}\right)\right)
$$

for all $h \in V_{D}(\varphi)$. However we will consider the polynomial function $\Theta_{a i}: u_{n}(K)^{*} \rightarrow K$ which is determined by the polynomial

$$
\Theta_{a i}\left(T_{r s i}(r, s) \in \Phi(n)\right)=\sum_{b=i}^{n-1} T_{a b} T_{b n} \in K\left[T_{r s i}(r, s) \in \Phi(n)\right]
$$

where $T_{r s}\left(r_{r} s\right) \in \Phi(n)$, are $\frac{n(n-1)}{2}$ indeterminates over $K$. Then we have

$$
\Theta_{a i}(h)=-\varphi(i, n) \Psi_{a i}(h)
$$

for all $h \in V_{D}(\varphi)$. It follows that $\Theta_{a i}: V_{D}(\varphi) \rightarrow K$ is $U_{n}(K)$-invariant if and only if $\Psi_{a i}: V_{D}(\varphi) \rightarrow K$ is $U_{n}(K)$-invariant.

In order to prove that the function $\Theta_{a i}: V_{D}(\varphi) \rightarrow K$ is $U_{n}(K)$-invariant we establish a general result which can be applied in later cases. Let $V$ be $U_{n}(K)$-invariant subvariety of $u_{n}(K)^{*}$ and let $P: V \rightarrow K$ be a polynomial function. Then there exists a polynomial $P\left(T_{a b i}(a, b) \in \Phi(n)\right)$ in $\frac{n(n-1)}{2}$ indeterminates $T_{a b}(a, b) \in \Phi(n)$, such that

$$
P(f)=P\left(f\left(e_{a b}\right) ;(a, b) \in \Phi(n)\right) .
$$

Therefore we may define the differential map $d P: V \rightarrow U_{n}(K)$ by the rule, i.e.

$$
(d P)(f)=\sum_{(a, b)=\sigma(n)}\left(\partial_{a b} P\right)(f) e_{a b}
$$

for all $f a V$ (we recall that $\partial_{a b} P$ denotes the $(a, b)$-th partial derivative $\frac{\frac{c}{\partial}}{\partial T_{a b}}$ of the polynomial $P$ ).

Theorem 4.2.1. Let $V$ be any $U_{n}(K)$-invariant subvariety of $u_{n}(K)^{*}$ and let $P: V \rightarrow K$ be a polynomial funcrion. For each $(i, j) \in \Phi(n)$ let $n_{i j}$ be the degree of the polynomial

$$
P_{i j}(t)=P\left(f\left(e_{a b}\right)+t f\left(\left[e_{i j}, e_{a b}\right]\right) ;(a, b) \in \Phi(n)\right) \in K[t]
$$

If $K$ has prime characteristic $p$, we assume that $p \geq \max \left\{n_{i j} ;(i, j) \in \Phi(n)\right\}$. Then $P$ is $U_{n}(K)$-invariant if and only if $(d P)(f) \in r(f)$ for all $f \in V\left({ }^{1}\right)$.

Since every element of $U_{n}(K)$ can be written as a product of elements

$$
x_{i j}(\alpha)=1+\alpha e_{i j}
$$

where $(i, j) \in \Phi(n)$ and $\alpha_{\in} K$, the function $P: V \rightarrow K$ is $U_{n}(K)$-invariant if and only if

$$
P\left(x_{i j}(\alpha) \cdot f\right)=P(f)
$$

for all $(i, j) \in \Phi(n)$, all $\alpha \in K$ and all $f \in V$. In other words $P$ is $U_{n}(K)$-invariant if and only if $P$ is $X_{i j}(K)$-invariant for all $(i, j) \in \Phi(n)$ (we recall that $X_{i j}(K)$ denotes the $(i, j)$-th root subgroup of $U_{n}(K)$ ). Therefore the theorem is a consequence of the following:

Proposition 4.2.2. Let $(i, j) \in \Phi(n)$ be arbitrary. Let $V$ be $a X_{i j}(K)$-invariant subvariery of $u_{n}(K)$ and let $P: V \rightarrow K$ be a polynomial function. For each $\left(i_{j}\right) \in \Phi(n)$ we let $n_{i j}$ be as in the theorem and we assume that $p \geq \max \left\{n_{i j} ;(i, j) \in \Phi(n)\right\}$ whenever $K$ has prime characteristic $p$. Then $P$ is $X_{i j}(K)$-invariant if and onty if $f\left(\left[\epsilon_{i j}(d P)(f)\right]\right)=0$ for all $f \in V$.

Proof. Let $t$ be an indeterminate over $K$. For each $f \in V$ and each $(a, b) \in \Phi(n)$ we define the polynomial $\phi_{a b}^{(n)}(t) \in K[t]$ by

$$
\phi_{a b}^{(\eta}(t)=f\left(e_{a b}\right)+t f\left(\left[e_{i j}, e_{a b}\right]\right) .
$$

Then

$$
-\phi_{a b}^{(f)}(\alpha)=f\left(e_{a b}\right)+\alpha_{j}\left(\left[e_{i j}, e_{a b}\right]\right)=\left(x_{i j}(\alpha) \cdot f\right)\left(e_{a b}\right)
$$

for all $\alpha_{\in} K$ and all $(a, b) \in \Phi(n)$. Therefore

$$
P\left(x_{i j}(\alpha) \cdot f\right)=P\left(\phi_{a b}^{(n}(\alpha) ;(a, b) \in \Phi(n)\right)
$$

for all $\alpha \in K$. Let $\phi^{(n)}(t) \in K[t]$ be the polynomial

$$
\phi^{(n}(t)=P\left(\phi_{a b}^{(n}(t) ;(a, b)=\Phi(n)\right) .
$$

[^25]It follows that

$$
P \text { is } X_{\bar{i}}(K) \text {-invariant } \Leftrightarrow \phi^{(n}(\alpha)=\phi^{(n}(0)=P(f) \text { for all } f \in V
$$

Since $K$ is infinite we conclude that

$$
P \text { is } X_{i j}(K) \text {-invariant } \Leftrightarrow \phi^{( }(t)=P(\delta) \text { for all } f \in V
$$

Now suppose that $P$ is $X_{i j}(K)$-invariant (hence $\phi(t)$ is constant) and let $f \in V$ be arbitrary. For simplicity we will write $\phi(t)$ and $\phi_{a b}(t)$ instead of $\phi^{(n)}(t)$ and of $\phi_{n b}^{\left.()^{( }\right)}$ respectively. We also denote by $\phi^{\prime}(t)$ and by $\left(\phi_{a b}\right)^{\prime}(t)((a, b) \in \Phi(n))$ the derivatives of $\phi(t)$ and of $\phi_{a b}(t)((a, b) \in \Phi(n))$ respectively. Then (by the chain rule) we have

$$
\begin{aligned}
\phi^{\prime}(t) & =\sum_{(a, b) \in \Phi(n)}\left(\partial_{a b} P\right)\left(\phi_{a b}(t) ;(a, b) \in \Phi(n)\right)\left(\phi_{a b}\right)^{\prime}(t) \\
& \left.=\sum_{(a, b)=\Phi(n)}\left(\partial_{a b} P\right)\left(\phi_{a b}(t) ;(a, b) \in \Phi(n)\right)\right]\left(\left[e_{i j}, e_{a b}\right]\right) .
\end{aligned}
$$

Since $\phi(t)$ is constant we have $\phi^{\prime}(t)=0$ and so

$$
\begin{aligned}
0=\phi^{\prime}(0) & =\sum_{(a, b) \in \phi_{(n)}}\left(\partial_{a b} P\right)\left(\phi_{a b}(0) ;(a, b) \in \Phi(n)\right) f\left(\left[e_{i j}, e_{a b}\right]\right) \\
& =\sum_{(a, b)_{0} \Phi(n)}\left(\partial_{a b} P\right)\left(f\left(e_{a b}\right) ;(a, b) \in \Phi(n)\right) f\left(\left[e_{i j}, e_{a b}\right]\right) \\
& =f\left(\left[e_{i j} \sum_{(a, b)=\Phi(n)} \partial_{a b} P(f) e_{a b}\right]\right) \\
& \left.=f\left[e_{i j},(d P)(f)\right]\right) .
\end{aligned}
$$

Conversely suppose that

$$
f\left(\left[e_{i j} ;(d P)(f)\right]\right)=0
$$

for all $f \in V$. We let $f \in V$ be arbitrary and we define

$$
\left.\phi(t)=\Phi^{n}(t) \in K T t\right]
$$

as above. We claim that $\phi^{\prime \prime}(t)=0$. By the chain rule we have

$$
\left.\phi^{\prime}(t)=\sum_{(a, b),} \phi_{(n)}\left(\partial_{a b} P\right)\left(\phi_{a b}(t) ;(a, b) \in \Phi(n)\right) f\left[e_{i j}, e_{a b}\right]\right)
$$

where for each $(a, b) \pi \Phi(n)$ the polynomial
$\phi_{a b}(t)=\phi_{a b}^{(f)}(t) \in K[t]$
is defined above. Now let $\alpha_{a} K$ be arbitrary. Then

$$
\begin{aligned}
(d P)\left(x_{i j}(\alpha) \cdot f\right) & =\sum_{(a, b)=\alpha(n)}\left(\partial_{a b} P\right)\left(x_{j}(\alpha) \cdot f\right) e_{a b} \\
& =\sum_{(a, b) \cdot \alpha(n)}\left(\partial_{a b} P\right)\left(\phi_{a b}(t) ;(a, b) \in \Phi(n)\right) e_{a b}
\end{aligned}
$$

and

$$
\left(x_{i j}(\alpha) \cdot f\right)\left(\left[e_{i j}, v\right]\right)=f\left(\left[e_{i j}, v\right]\right)+\alpha f\left(\left[e_{i j},\left[e_{i j}, v\right]\right]\right)=f\left(\left[e_{i j}, v\right]\right)
$$

for all $\nu \in u_{n}(K)$. In particular consider the vector

$$
(d P)\left(x_{i j}(\alpha) \cdot f\right) \in u_{n}(K)
$$

Then

$$
\left(x_{i j}(\alpha) \cdot f\right)\left(\left[e_{i j}(d P)\left(x_{i j}(\alpha) \cdot f\right)\right]\right)=f\left(\left[e_{i j}(d P)\left(x_{i j}(\alpha) \cdot f\right)\right]\right)
$$

Since $V$ is $X_{i j}(K)$-invariant we have

$$
x_{i j}(\alpha) \cdot f \in V
$$

Therefore (by hypothesis)

$$
\left(x_{i j}(\alpha) \cdot f\right)\left(\left[e_{i j}(d P)\left(x_{i j}(\alpha) \cdot f\right)\right]\right)=0
$$

It follows that

$$
\begin{aligned}
\phi^{\prime}(\alpha) & =\sum_{(a, b)=\Phi(n)}\left(\partial_{a b} P\right)\left(\phi_{a b}(\alpha) ;(a, b) \in \Phi(n)\right) f\left(\left[e_{i j} e_{a b}\right]\right) \\
& =f\left(\left[e_{i j}(d P)\left(x_{i j}(\alpha) \cdot f\right)\right]\right)=0 .
\end{aligned}
$$

Since $\alpha_{E} K$ is arbitrary and $K$ is an infinite field we conclude that $\phi^{\prime}(t)=0$ as claimed. This implies that the polynomial $\mathscr{\mathscr { L }}(t) \in K[t]$ is constant - we note that (by our assumption) $p$ is larger than the degree of $\phi(t)$ whenever $K$ has prime characteristic $\boldsymbol{p}$.

The result follows.

Now we consider the differential

$$
d \theta_{a i}: u_{n}(K)^{*} \rightarrow u_{n}(K)
$$

of the polynomial map $\theta_{a i}: u_{n}(K)^{*} \rightarrow K(1 \leq a<i)$. For any $f \in u_{n}(K)^{*}$ and any $a \in\{1, \ldots, l-1\}$ we have

$$
\left(d \theta_{a i}\right)(f)=\sum_{b=i}^{n-1} f\left(e_{a b}\right) e_{b n}+\sum_{b=i}^{n-1} f\left(e_{b n}\right) e_{a b}
$$

Lemma 4.2.3. Let $f \in V_{D}(\varphi)$. Then

$$
f\left[e_{r s}\left(d \Theta_{a i}()(f)\right]\right)= \begin{cases}\Theta_{r i}(f) & \text { if } s=a \\ 0 & \text { otherwise }\end{cases}
$$

for all as $\{1, \ldots, i-1\}$ and all $(r, s) \in \Phi(n)$.

Proof. Let $a \in\{1, \ldots, j-1\}$ and $\left(r_{s}\right) \in \Phi(n)$ be arbitrary. Then

$$
\left.f\left(\left[e_{r s}\left(d \theta_{a i}\right)(f)\right]\right)=\sum_{b=i}^{n-1} f\left(e_{a b}\right) f\left(e_{r s} e_{b n}\right]\right)+\sum_{b=i}^{n-1} f\left(e_{b n}\right) f\left(\left[e_{r s} e_{a b}\right]\right)
$$

Suppose that $s=\{a, i, \ldots, n-1\}$. If $r \in(i, \ldots, n\}$, it is clear that

$$
f\left(\left[e_{r s}\left(d \Theta_{a i}\right)(\theta)\right]\right)=0
$$

If $r \in\{i, \ldots, n\}$ then we must have $s=n$ (because $i \leq r<s)$. Hence $r<n$ and

$$
f\left(\left[e_{r n}\left(d \Theta_{a i}\right)(f)\right]\right)=-f\left(e_{r n}\right) f\left(e_{a n}\right)=0
$$

(because $a<i$ and $f \in V_{D}(\varphi)$ ). On the other hand suppose that $s \in\{i, \ldots, n-1\}$. Then $r \in(i, \ldots, n\}$ (because $r<s<i)$ so

$$
\left.f\left(\left[e_{r s}\left(d \Theta_{a i}\right)(f)\right]\right)=f\left(e_{a s}\right)\right)\left(e_{r n}\right)=0
$$

(because $r<i$ and $f \in V_{D}(\varphi)$ ). Finally suppose that $s=a$. Then $r=(i, \ldots, n\}$ (because $\left.a<i\right)$ and

$$
f\left(\left[e_{r a}\left(d \Theta_{a i}\right)(f)\right]\right)=\sum_{b=i}^{n-1} f\left(e_{b n}\right) f\left(e_{r b}\right)=\Theta_{r i}(f)
$$

The lemma is proved.

For each $a \in\{1, \ldots, i-1\}$ we define the subvariety $V_{d}$ of $V_{D}(\varphi)$ by

$$
\begin{equation*}
V_{a}=\left\{f_{\in} V_{D}(\varphi) ; \theta_{l i}(f)=\theta_{2 i}(f)=\ldots=\theta_{a i}(f)=0\right\} . \tag{4.2.2}
\end{equation*}
$$

We claim that $V_{a}$ is $U_{n}(K)$-invariant for all $a \in\{1, \ldots, i-1\}$. Since

$$
V_{i-1} \subseteq \ldots \subseteq V_{1} \subseteq V_{0}=V_{D}(\varphi),
$$

this claim is a corollary of the following:

Lemma 4.2.4. Let $a \in\{1, \ldots, i-1\}$ be arbitrary. Then the polynomial function $\Theta_{a i}: V_{a-1} \rightarrow K$ is $U_{n}(K)$-invariant.

Proof. By the previous lemma we have

$$
\left(d \Theta_{d i}\right)(\theta) \in r(\theta)
$$

for all $f \in V_{a-1}$. If $\boldsymbol{K}$ has characteristic zero this is enough to conclude the proof (by theorem 4.2.1). On the other hand suppose that $K$ has prime characteristic $p$. Then in order to apply theorem 4.2.1 we must prove that for all $f \in V_{b-1}$ and all $(r, s) \in \Phi(n)$ the polynomial

$$
\left.\phi(t)=\Theta_{a i}\left(f e_{u v}\right)+t f\left(\left[e_{r s} e_{w v}\right]\right) ;(u, v) \in \Phi(n)\right) \in K[t]
$$

has degree less than $p$. In fact for each $b \in\{i, \ldots, n-1\}$ the monomial

$$
\phi_{b}(t)=\left(f\left(e_{a b}\right)+t f\left(\left[e_{r s}, e_{a b}\right]\right)\right)\left(f\left(e_{b n}\right)+t f\left(\left[e_{r s}, e_{b n}\right]\right)\right) \in K[t]
$$

has degree at most one (because either $f\left(\left[e_{r s}, e_{a b}\right]\right)=0$ or $f\left(\left[e_{r s}, e_{b n}\right]\right)=0$ ). Since

$$
\phi(t)=\sum_{b=i}^{n-1} \phi_{b}(t),
$$

we conclude that $\phi(t)$ has degree at most one. The lemma follows.

Corollary 4.2.5. Let $a \in\{1, \ldots, i-1\}$ be arbitrary. Then the variety $V_{a} \subseteq V_{D}(\varphi)$ is $U_{n}(K)$-invariant. Moreover suppose that the function $\Theta_{i a}: V_{a-1} \rightarrow K$ is not identically zero (here $V_{0}=V_{D}(\varphi)$ ). Then for each $\alpha_{E} K$, the subvariety

$$
V_{a}(\alpha)=\left\{f \in V_{a-1} ; \Theta_{a i}(\gamma)=\alpha\right\}
$$

of $V_{a-1}$ is $U_{n}(K)$-invariant (we note that $V_{a}(0)=V_{a}$ ).

Next we consider the minimum number of equations necessary to describe the variety $V_{a}(1 \leq a<i)$. In fact there could exist $a \in\{1, \ldots, i-1\}$ such that $\theta_{a i}(f)=0$ for all $f \in V_{a-1}$. For example if $(1, i) \in R(D)$ we clearly have $\Theta_{1 i}(f)=0$ for all $f \in V_{D}(\varphi)$. More generally we have:

Lemma 4.2.6. Let $a \in\{1, \ldots, i-1\}$ and suppose that $(a, i) \in R(D)$. Then

$$
V_{a}= \begin{cases}\varnothing & \text { if }(a, i) \in D \\ V_{a-1} & \text { if }(a, i) \in D\end{cases}
$$

Proof. Let $f \in V_{e-1}$ be arbitrary and let $x \in U_{n}(K)$ be such that the element $g=x \cdot f \in u_{n}(K)$ satisfies $g\left(e_{m}\right)=0$ for all $b \in\{i+1, \ldots, n-1\}$. Then

$$
\Theta_{c i}(g)=g\left(e_{c i}\right) g\left(e_{i n}\right)=g\left(e_{c i}\right) \varphi(i, n)
$$

for all $c \in\{1, \ldots, j-1\}$. Since $V_{a-1}$ is $U_{n}(K)$-invariant we have $g \in V_{a-1}$ so $\theta_{c i}(g)=0$ for all $c \in\{1, \ldots, a-1\}$. Since $\varphi(i, n)=0$ we deduce that

$$
\begin{equation*}
g\left(e_{c i}\right)=0 \tag{4.2.3}
\end{equation*}
$$

for all $c \in\{1, \ldots, a-1\}$.
Now we consider the polynomial function $\Delta_{a i}^{D}: U_{n}(K)^{*} \rightarrow K$. Let $D(a, i)=\left\{\left(i_{1} j_{1}\right), \ldots,\left(i_{r} j_{r}\right)\right\}, j_{1}<\ldots<j_{r}$ and let $\sigma \in S_{r}$ be such that $i_{\sigma(1)}<\ldots<i_{\sigma(r)}$. Then (by (4.2.3))

$$
\begin{equation*}
\Delta_{a i}^{D}(g)=(-1) r g\left(e_{a i}\right) \Delta_{j_{1} \cdots j_{r}}^{i_{\alpha(1)} \cdots i_{\alpha(t)}}(g) \tag{4.2.4}
\end{equation*}
$$

Suppose that $(a, i) \in D$. Then $\Delta_{a i}^{D}(g)=0$. Hence $g\left(e_{a i}\right)=0$ and

$$
\Theta_{a i}(g)=g\left(e_{a i}\right) g\left(e_{i n}\right)=0 .
$$

Since $\Theta_{a i}: V_{a-1} \rightarrow K$ is $U_{n}(K)$-invariant we deduce that

$$
\theta_{a i}(f)=\theta_{a i}(x \cdot f)=\theta_{a i}(g)=0
$$

Since $f$ is arbitrary we conclude that $V_{a}=V_{a-1}$ as required.
On the other hand suppose that $(a, i) \in D$. Then

$$
\Delta_{a i}^{D}(g)=(-1)^{r} \varphi(a, i) \Delta_{j_{1} \ldots j_{r}}^{i_{\alpha(1)} \cdots i_{\alpha(r)}}(g)
$$

Thus (by (4.2.4)) $g\left(e_{a i}\right)=\varphi(a, i)$ and so $\Theta_{a i}(g)=\varphi(a, i) \varphi(i, n)=0$. As before we deduce that

$$
\Theta_{a i}(f)=\Theta_{a i}(x \cdot f)=\Theta_{a i}(g)=\varphi(a, i) \varphi(i, n) \neq 0
$$

and this implies that $V_{a}=0$.
The proof is complete.

Lemma 4.2.7. Let $a \in\{1, \ldots, i-1\}$ such that $(a, i) \in D^{\prime}(i)$. Suppose that $V_{a-1}$ is non-empty. Then for each $\alpha_{E} K$ the variety $V_{a}(\alpha)$ is non-empty and $V_{a-1}$ is the disjoint union

$$
V_{a-1}=\bigcup_{\alpha \in K} V_{a}(\alpha) .
$$

Proof. Let $\alpha_{\in} K$ and let $f \in V_{a-1}$ be such that $f\left(e_{b w}\right)=0$ for all $b \in\{i+1, \ldots, n-1\}$. Then the element

$$
g=f+\left(\varphi(i, n)^{-1} \alpha_{-} f\left(\epsilon_{a i}\right)\right), \varepsilon_{a i}
$$

satisfies

$$
\Theta_{a i}(g)=g\left(e_{a i}\right) g\left(e_{i n}\right)=\left(f\left(e_{a i}\right)+\varphi(i, n)^{-1} \alpha-f\left(e_{a i}\right)\right) \varphi(i, n)=\alpha^{\prime}
$$

Hence $g \in V_{a}(\alpha)$ and so the variety $V_{a}(\alpha)$ is non-empty. The remaining assertions are clear because $\Theta_{a i}: V_{a} \rightarrow K$ is $U_{n}(K)$-invariant.

The following result is an obvious consequence of the previous results (its proof uses an eas: argument of induction):

Theorem 4.2.8. Let $D$ be a basic subset of roots and let $\varphi: D \rightarrow K^{*}$. Suppose that $(i, n) \in D$ and that $D^{\prime}(i)=D^{\prime} \cap\{(k, i) ; 1 \leq k<i\} \neq \varnothing$. Let

$$
D^{\prime}(i)=\left\{\left(k_{1}, i\right), \ldots,\left(k_{t}, i\right)\right\}, k_{1}<\ldots<k_{r}
$$

Let $s \in\{1, \ldots, t\}$. Then

$$
V_{k_{z}}=\left\{f \in V_{D}(\varphi) ; \Theta_{k_{1} i}(\theta)=\ldots=\Theta_{k_{j}}(\theta)=0\right\}
$$

On the other hand let $\alpha_{\in} K$. Then the set

$$
V_{k_{z}}(\alpha)=\left\{f \in V_{k_{j-1}} ; \theta_{k_{j}}(f)=\alpha\right\}
$$

is a non-empty $U_{n}(K)$-invariant subvariety of $V_{k_{k-1}}$ (we put $V_{k_{0}}=V_{D}(\varphi)$ ). Moreover $V_{k_{--1}}$ is the disjoint union

$$
V_{k_{s-1}}=\bigcup_{\alpha \in K} V_{k_{s}}(\alpha)
$$

Finally suppose that there exists $a \in\{1, \ldots, i-1\}$ such that $(a, i) \in D$. Then

$$
V_{a}(\alpha)= \begin{cases}\varnothing & \text { if } \alpha \neq \varphi(a, i) \varphi(i, n) \\ V_{k_{1}} & \text { if } \alpha=\varphi(a, i) \varphi(i, n)\end{cases}
$$

for all $\alpha_{\in} K$. In particular $V_{a}=\varnothing$.

Since $V_{k_{1}} \subseteq V_{k_{2}} \subseteq \ldots \subseteq V_{k_{1}} \subseteq V_{D}(\varphi)$ (the notation is as in the theorem) we conclude the following:

Corollary 4.2.9. Let the notation be as in the previous theorem. Then the variety $V_{D}(\varphi)$ is the disjoint union

$$
V_{D}(\varphi)=V_{k_{t}} \cup\left(\bigcup_{s=1}^{t} \bigcup_{\alpha_{f} K^{*}} V_{k_{2}}\left(\alpha_{p}\right)\right)
$$

Now let $f \in V_{D}(\varphi)$ and suppose that there exists $a \in\{1, \ldots, i-1\}$ such that $f \in V_{\alpha}(\alpha)$ for some $\alpha \in K^{*}$. Then we have $\Theta_{b i}(f)=0(1 \leq b \leq a)$ and $\Theta_{a i}(f)=\alpha=0$.

Hence $a$ is the smallest integer $b \in\{1, \ldots, i-1\}$ such that $\theta_{b i}(f) \neq 0$. Moreover (by theorem 4.2.8) either $(a, i) \in D$ or $(a, i) \in D^{\prime}(i) \in D^{\prime}$. If $(a, i) \in D$ then

$$
\alpha=\varphi(a, i) \varphi(i, n) .
$$

On the other hand suppose that $(a, i) \in D^{\prime}(i)$. For convenience we put $a=a_{1}$ and $\alpha=\alpha_{1}$. Since $\left(a_{1}, i\right) \in D^{\prime}$ there exists $b_{1} \in\{i+1, \ldots, n-1\}$ such that $\left(a_{1}, b_{1}\right) \in D$. Our aim is to decompose the variety $V_{a_{1}}\left(\alpha_{1}\right)$ as a disjoint union of $U_{n}(K)$-invariant subvarieties. For we define a new set of polynomial functions on $\mu_{n}(K) *$ and we imitate the arguments used before.

Let $g \in V_{D}(\varphi)$ be such that $g\left(e_{j n}\right)=0 \quad . \quad(1 \leq j \leq n-1)$ and $g\left(e_{i n}\right)=\varphi(i, n)=\alpha$. Let $\omega=(n-1 \ldots i+1 i) \in S_{n}$ and define $8 \omega^{\varepsilon} U_{n}(K)^{*}, D_{1} \subseteq \Phi(n-1)$ and $\varphi_{1}: D_{1} \rightarrow K^{*}$ as before. Let $a \in\left\{a_{1}+1, \ldots, i-1\right\}$ and suppose that the root $\left(a, b_{1}-1\right)$ is $D_{1}$-regular (we note that the root ( $a_{1}, b_{1}-1$ ) is $D_{1}$-singular because $\left(a_{1}, n-1\right) \in D_{1}$; however there does not exist $c \in\left\{1, \ldots, a_{1}-1\right\}$ such that $\left.\left(c, b_{1}-1\right) \in D_{1}\right)$. We consider the function $\Delta_{a b_{1}-1}^{D_{1}}: V_{D_{1}}\left(\varphi_{1}\right) \rightarrow K$. This function is $U_{n}(K)$-invariant and we have
where $\left(i_{1} j_{1}\right)=\left(a_{1}, b_{1}\right), D_{1}\left(a, b_{1}-1\right)=\left\{\left(i_{2} j_{2}\right), \ldots,\left(i_{r} j_{r}\right),\left(a_{1}, n-1\right)=\left(i_{1}, n-1\right)\right\}, j_{2}<\ldots<j_{r}<n-1$, and $\sigma \in S_{n}$ is such that $i_{\sigma(1)}<i_{\sigma(2)}<\ldots<i_{\sigma(r)}$. As in the previous case this suggests the definition of a polynomial function $\Lambda_{a i}: u_{n}(K)^{*} \rightarrow K$ as follows.

Let $a \in\left\{a_{1}+1, \ldots, i-1\right\}$. Let

$$
D\left(a, b_{1}-1\right)=\left\{\left(i_{1}, j_{1}\right), \ldots,\left(i_{r} j_{r}\right)\right\}, J_{1}<\ldots</_{m}
$$

(we note that $\left.\left(i_{1} \sqrt{1}\right)=\left(a_{1}, b_{1}\right)\right)$ and let $\sigma_{a} S$, be such that $i_{(1)}<\ldots<i_{\sigma(r)}$. We define the polynomial function $\Lambda_{\mathrm{m}}: u_{n}(K)^{*} \rightarrow K$ by
for all $f \in u_{n}(K)^{*}$.

As in the previous case the first step is to show that for each $a \in\left\{a_{1}+1, \ldots, i-1\right\}$ the function $\Lambda_{a i}: u_{n}(K)^{*} \rightarrow K$ is $U_{n}(K)$-invariant when restricted to a certain subvariety of $V_{a_{1}}\left(\alpha_{1}\right)$. This subvariety is defined by

$$
V_{a_{1} a}\left(\alpha_{1}\right)=\left\{f \in V_{a_{1}}\left(\alpha_{1}\right) ; \Lambda_{b i}(f)=0, a_{1}+1 \leq b \leq a,\left(b, b_{1}\right) \in S^{(r)}(D)\right\}
$$

(for the definition of the set $S^{(r)}(D)$ see pg. 85) (1). We note that

$$
V_{a_{1} a}\left(\alpha_{1}\right)=V_{a_{1} a-1}\left(\alpha_{1}\right)
$$

whenever $\left(a, b_{1}\right) \in S^{(r)}(D)$. We have:

Proposition 4.2.10. Let $a \in\left\{a_{1}+2, \ldots, a-1\right\}$ be such that $\left(a, b_{1}\right) \& S^{(r)}(D)$ and let $f \in V_{a_{1} a-1}\left(\alpha_{1}\right)$. Then the vector $\left(d \Lambda_{a i}\right)(f) \in u_{n}(K)^{*}$ lies in the radical $r(f)$ of the bilinear form $B_{f}$ i.e.

$$
\left.f\left(e_{r s}\left(d \Phi_{a i}\right)(f)\right]\right)=0
$$

for all $(r, s) \in \Phi(n)$.

Proof. For each root $(r, s) \in \Phi(n)$, we define the polynomial function $\vartheta_{r s}: u_{n}(K)^{\star} \rightarrow K$ by

$$
\vartheta_{r s}(f)= \begin{cases}\Theta_{r i}(f) & \text { if } s=i \\ f\left(e_{r s}\right) & \text { otherwise }\end{cases}
$$

for all $f \in u_{n}(K)^{*}$. Then we obtain a morphism of algebraic varieties $\theta_{i} u_{n}(K)^{*} \rightarrow u_{n}(K)^{*}$ if we define

$$
v(f)\left(e_{r g}\right)=\theta_{r s}(f)
$$

for all $f \in u_{n}(K)^{*}$ and all $\left(r_{r} s\right) \in \Phi(n)$. Moreover if $D\left(a_{r} b_{1}-1\right)=\left\{\left(i_{1} \sqrt{1}\right) \ldots, \ldots\left(i_{r} j_{r}\right)\right\}, j_{1}<\ldots</_{n}$

[^26]and if $\sigma \in S_{r}$ is such that $i_{\alpha(1)}<\ldots<i_{\alpha(r)}$, we have
$$
\Lambda_{a i}(f)=\Delta_{i i_{1} \ldots j_{r}}^{i_{\alpha} \cdots i_{\alpha}}(\vartheta(f))
$$
for all $f \in u_{n}(K) *$. For simplicity we will denote by $\Delta$ the polynomial function $\Delta_{i_{1} \ldots j_{r}}^{i_{\alpha(1)} \cdots i_{\alpha \prime}}: u_{n}(K)^{*} \rightarrow K$.

Let $f \in u_{n}(K)^{*}$. Then (by the chain rule)

$$
\left(\partial_{r s} \Lambda_{a i}\right)(f)=\sum_{(m, v)=\Phi_{(n)}}\left(\partial_{u v} \Delta\right)(\vartheta(f))\left(\partial_{r s} \vartheta_{u v}\right)(f)
$$

for all $(r, s) \in \Phi(n)$. Therefore

$$
\begin{aligned}
\sum_{(r, s) \in \Phi(n)}\left(\partial_{r s} \Lambda_{a i}\right)(f) e_{r s} & =\sum_{(r, s) \in \Phi(n)}\left(\sum_{(u, v) \in \Phi(n)}\left(\partial_{u v} \Delta\right)(\vartheta(f))\left(\partial_{r s} \vartheta_{u v}\right)(f)\right) e_{r s} \\
& =\sum_{(\mu, v) \in \Phi(n)}\left(\partial_{u v} \Delta\right)(\vartheta(f))\left(\sum_{(r, s) \in \Phi(n)}\left(\partial_{r s} \vartheta_{u v}\right)(f) e_{r s}\right),
\end{aligned}
$$

i.e.

$$
\left(d \Lambda_{a i}\right)(f)=\sum_{(u, v)=\sigma(n)}\left(\partial_{u v} \Delta\right)(\vartheta(f))\left(d \vartheta_{u v}\right)(f)
$$

Since

$$
\left(d \vartheta_{u v}\right)(f)= \begin{cases}\left(d \Theta_{u i}\right)(f) & \text { if } v=i \\ e_{u v} & \text { otherwise }\end{cases}
$$

we conclude that

$$
\left(d \Lambda_{a i}(f)=c_{a i}(f)\left(d \theta_{a i}\right)(f)+\sum_{v=1}^{r} c_{i_{\alpha(v)}}(f)\left(d \theta_{i_{\alpha(m)} i}\right)(f)+\sum_{v=1}^{r} c_{a j_{v}}(f) e_{a j_{v}}+\sum_{v=1}^{r} \sum_{v=1}^{r} c_{i_{\sigma(\omega)} j_{v}}(f) e_{i_{\sigma(v)}} j_{v}\right.
$$

where for each $k \in\left\{a_{r} i_{1}, \ldots, i_{r}\right\}$ and each $l \in\left\{i_{V}, \ldots j_{r}\right\} c_{k l}(f) \in K$ is the $r x r$ minor of $\Lambda_{a i}(f)$ "complementary" to the position ( $k, l$ ).

Now let $f \in V_{a_{1} a}\left(\alpha_{1}\right)$ and let $(r, s) \in \Phi(n)$. We compute the "scalar" product $f\left(\left[c_{r s}\left(d \Phi_{a i}\right)(f)\right]\right)$. By lemma 4.2 .3 we have

$$
\left.f\left(\epsilon_{r s}\left(d \theta_{b i}\right)(f)\right]\right)=\delta_{s b} \theta_{r i}(\rho)
$$

for each be $\{1, \ldots, i-1\}$.
Suppose that se $\left\{a, i_{1}, \ldots, i_{r}\right\}$. Then

$$
\left.f\left[e_{r s}\left(d \theta_{b i}\right)(f)\right]\right)=0
$$

for all $b \in\left\{i_{1}, \ldots j_{r}\right\}$, If $r \in\left\{j_{1}, \ldots j_{r}\right\}$, it is obvious that

$$
f\left(\left[e_{r s}\left(d \Lambda_{a i}\right)(f)\right]\right)=0 .
$$

Now let $r=j_{v}$ for some $v \in\{1, \ldots, r\}$. Then

$$
f\left(\left[e_{j_{v} s}\left(d \Lambda_{a i}\right)(f)\right]\right)=-c_{a j_{v}}(f) f\left(e_{a s}\right)-\sum_{v=1}^{r} c_{\left.i_{\alpha \omega}\right)_{v}}(f) f\left(e_{i_{\alpha(v)}}\right)=-\Delta_{i j_{1} \cdots j_{v-1} j_{v+1} \ldots j_{r}}^{i_{\alpha(1)}}(v(f))
$$

We claim that this determinant is zero. For we will show that the column-vector

$$
w_{s}=\left(f\left(e_{i_{\alpha(1)}}\right) \ldots f\left(e_{i_{\alpha(n)}}\right) f\left(e_{a s}\right)\right)^{\mathrm{T}}
$$

is a linear combination of the column-vectors

$$
w_{j_{u}}=\left(f\left(e_{i_{a, 1} j_{n}}\right) \ldots f\left(e_{i_{a n} j_{n}}\right) f\left(e_{a j_{k}}\right)\right)^{\mathrm{T}}
$$

for $u \in\{v+1, \ldots, r\}$ (we note that $\left.j_{v}=r<s\right)$. This is obvious if $s=j_{u}$ for some $u \in\{v+1, \ldots, r\}$. On the other hand if $j_{r}<s$ we have

$$
f\left(e_{\left.i_{\alpha(1)}\right)}\right)=\ldots=f\left(e_{i_{\alpha\left(n^{s}\right)}}\right)=f\left(e_{a s)}\right)=0
$$

(we note that $\left(a, b_{1}\right) \in S^{(r)}(D)$ so $\left.(a, s) \in R(D) \backslash D\right)$ and the claim is obvious. Finally let $u \in\{v+1, \ldots, r\}$ be such that $j_{u-1} \lll j_{\mu}$. Then

$$
D\left(a_{r} s\right)=\left\{\left(i_{k} j_{w}\right), \ldots,\left(i_{r} j_{r}\right)\right\}
$$

and

$$
\left(i_{1}, s\right), \ldots,\left(i_{u-1}, s\right) \in R(D)
$$

By theorem 3.1.7 we have

$$
V_{D}(\varphi)=\sum_{i=u}^{r} o_{i j}\left(\varphi\left(i_{i} j_{l}\right)\right)+V_{D_{0}}\left(\varphi_{0}\right)
$$

where $O_{i j_{1}}\left(\varphi\left(i_{t} j_{i}\right)\right)$ is the $\left(i_{r} j_{1}\right)$-th elementary $U_{n}(K)$-orbit associated with $\varphi\left(i_{1} j_{t}\right)=K^{*}$ (usisr), $\left.D_{0}=D \backslash\left(i_{u} j_{w}\right), \ldots,\left(i_{r} j_{r}\right)\right\}$ and $\varphi_{0}$ is the restriction of $\varphi$ to $D_{0}$. Therefore

$$
f=f_{u}+\ldots+f_{r}+f
$$

where $f_{f} \in O_{i j}\left(\varphi\left(i_{r} j_{\nu}\right)(u \leq r \leq r)\right.$ and $f \in V_{D_{0}}\left(\varphi_{0}\right)$. Thus for each be $\left(s_{j} j_{\mu} \ldots j_{r}\right)$ the vector $w_{b}$ is a linear combination of the vectors

$$
w_{t b}=\left(f_{t}\left(e_{\left.i_{\sigma a 1}\right)^{b}}\right) \ldots f_{i}\left(e_{i_{\alpha a n} b}\right) f_{t}\left(e_{a b}\right)\right)^{\mathrm{T}}
$$

for ta $(u, \ldots, r)$ (we note that $(a, s) \in R(D) N)$. On the other hand (by lemma 3.1.1) for each $t \in\left\{u_{1}, \ldots, r\right\}$ and each $b_{e}\left\{s_{j_{1}}, \ldots j_{r}\right\}$ the vector $w_{t b}$ is a scalar multiple of $w_{v_{1}}$. It follows that

$$
w_{b} \in \sum_{t=w}^{r} K w_{t b}=\sum_{t=u}^{r} K w_{t j_{t}}
$$

for all $b \in\left\{s j_{u}, \ldots j_{r}\right\}$. Thus

$$
\operatorname{dim} V \leq r-u+1
$$

where

$$
V=K w_{s}+\sum_{i=\mathbb{m}}^{r} K w_{j_{i}}
$$

Since $\Delta_{j_{w} \cdots j_{r}}^{i_{j_{2}} \ldots i_{r}}(f)=0$ (see the proof of proposition 3.1.2), the vectors $w_{j_{u}}, \ldots, w_{j_{r}}$ are linearly independent. So

$$
\operatorname{dim} V=r-u+1
$$

and this implies that $w_{s}$ is a linear combination of the vectors $w_{j_{u}}, \ldots, w_{j_{r}}$ as required. It follows that

$$
\Delta_{i j_{1} \cdots j_{w 1}}^{i_{\alpha(1)} \cdots j_{v+1} \cdots j_{r}}{ }_{a}^{a}(\vartheta(f))=0
$$

so

$$
f\left(\left[e_{j_{v} s i}\left(d \Lambda_{a i}\right)(f)\right]\right)=0
$$

Now suppose that $s=a$. Then $r<s=a<i<j_{u}(1 \leq u \leq r)$, so $r \in\left\{j_{1}, \ldots j_{r}\right\}$ and

$$
\left.f\left[e_{r a}\left(d \Lambda_{a i}\right)(f)\right]\right)=c_{a i}(f) \Theta_{r i}(f)+\sum_{v=1}^{r} c_{a j v}(f) f\left(e_{r j v}\right)
$$

(we recall that $f\left(\left[e_{r a}\left(d \Theta_{a i}\right)(f)\right]\right)=\Theta_{r i}(f)$ (by lemma 4.2.3)). Therefore

$$
f\left(\left[e_{r a}\left(d \Lambda_{a i}\right)(f)\right]\right)=\Delta_{i j_{1} \cdots j_{r}}^{i_{\alpha(1)} \ldots i_{\sigma\left(n^{r}\right.}^{r}}(\vartheta(f))
$$

As before we claim that this determinant is zero. This is obvious if $r \in\left\{i_{1}, \ldots, i_{r}\right\}$ so we assume that $r\left(i_{1}, \ldots, i_{r}\right\}$. If $i_{\alpha r}<r$ then

$$
\Delta_{i j_{1} \ldots j_{r}}^{i_{\alpha}\left(1 i^{\prime}\right.}(\vartheta(f))=\Phi_{r i}(f)=0
$$

because $r<s=a$ and $\left(r, b_{1}\right) \in S^{(r)}(D)$ (otherwise $\left.r \in\left\{i_{1}, \ldots, i_{r}\right)\right\}$ ). On the other extreme if $\sim_{o(1)}$ then $f\left(e_{r b}\right)=0$ for all $b \in\{i, \ldots, n\}$ and

$$
\Theta_{r i}(\delta)=f\left(e_{r i}\right) f\left(e_{i n}\right)=0
$$

Therefore we clearly have

$$
\Delta_{i_{1} \cdots j_{r}}^{i_{\alpha}(1) \ldots d_{\alpha n}( }(o())=0
$$

Finally we suppose that $i_{\alpha(u)}<r<i_{\sigma(u+1)}$ for some $u \in\{1, \ldots, r-1\}$ and we consider the matrix

We claim that $A$ has rank $u$. Since $\Delta_{j_{\alpha(1)} \cdots j_{\alpha()}}^{i_{\alpha(1)} \cdots i_{n}}(f) \neq 0$ (see the proof of proposition 3.1.2) we have

$$
\text { rankA }\{u, u+1\}
$$

Suppose that rankA=u+1. Then there exists a non-singular submatrix $A^{\prime}$ of $A$ of size $u+1$. Since $\left(r, j_{v}\right) \in R(D)$ for all $v \in\{1, \ldots, r\} \backslash\{\sigma(1), \ldots, \sigma(u)\}$, the column-vector

$$
w_{j_{v}}=\left(f\left(e_{i_{\sigma(1)} j_{v}}\right) \ldots f\left(e_{i_{\sigma_{( }} j_{v}}\right) f\left(e_{r j_{v}}\right)\right)^{\mathrm{T}}
$$

is a linear combination of the vectors

$$
w_{j_{a n}}=\left(f\left(e_{i_{\alpha 1} j_{a n}}\right) \ldots f\left(e_{i_{\sigma(\omega)} j_{\alpha n}}\right) f\left(e_{r j_{\alpha n}}\right)\right)^{\mathrm{T}}
$$

for $t \in\{1, \ldots, u\}$ (see the previous paragraph). Thus the submatrix $A^{\prime}$ (if it exists) has to be

Now if $r<a_{1}$ then

$$
\theta_{i_{\alpha(1)}{ }^{j}}(f)=\ldots=\theta_{i_{\alpha(\mu)}}(f)=\theta_{r i}(f)=0
$$

(by definition of $a_{\mathrm{T}}$ - we note that $i_{\alpha(v)}<r$ for all ve $(1, \ldots, u)$ ). Therefore det $A^{\prime}=0$ and we must have $a_{1}<r$. Then

$$
\left\{\left(i_{\sigma 1}, J_{\alpha(1)}\right), \ldots\left(i_{\sigma(\mu)} J_{\sigma(\mu)}\right)\right\}=\left\{\left(a_{1}, b_{1}\right)\right\} \cup \mathrm{D}\left(r, b_{1}\right)
$$

Thus

$$
\operatorname{des} A^{\prime}= \pm \Lambda_{r}(0)=0
$$

because $r<a$ and $\left(r_{1} b_{1}\right) \in S^{(r)}(D)$. We conclude that the non-singular submatrix $A^{\prime}$ of $A$
does not exist and so rankA=u as required. This implies that

$$
\Delta_{i i_{1} \cdots j_{r}}^{i_{r} \cdots i_{1}}(\vartheta(f))=0
$$

as it was also required. Therefore

$$
f\left(\left[e_{r a}\left(d \Phi_{a i}\right)(f)\right]\right)=0 .
$$

Finally suppose that $s=i_{\alpha(u)}$ for some $u \in(1, \ldots, r\}$. Since $r<s=i_{\mu}<a<i<j_{v}(1 \leq \nu \leq r)$, we have $r e\left(j_{1}, \ldots j_{r}\right)$. Therefore

$$
\begin{aligned}
& f\left(\left[e_{r_{i \alpha \omega}}\left(d \Phi_{\alpha i}\right)(f)\right]\right)=c_{i_{\alpha \omega i}}(f) \Theta_{r i}(f)+\sum_{v=1}^{r} c_{i_{\alpha \omega \omega_{v}} j}\left(f f f\left(e_{r j_{v}}\right)\right. \\
& =4_{i j_{1} \ldots j_{p}}^{\left.i_{\alpha(1)} \cdots i_{\alpha(1)}\right)^{i} i_{\alpha(1) 1} \ldots i_{\alpha n}{ }^{a}} \text { (v(f))}
\end{aligned}
$$

and we may repeat the above argument to conclude that this determinant is zero.
The proof is complete.

As a corollary we obtain:

Lemma 4.2.11. Let $a \in\left\{a_{1}+2, \ldots, i-1\right\}$ be such that $\left(a, b_{1}\right) \in S^{(r)}(D)$. Then the polynomial function $\Lambda_{a i}: V_{a_{1}-1}\left(\alpha_{1}\right) \rightarrow K$ is $U_{n}(K)$-invariant.

Proof. If $\boldsymbol{K}$ has characteristic zero the lemma follows immediately from the previous proposition and from theorem 4.2.1.

On the other hand suppose that $K$ has prime characteristic and let us determine the maximal degree of the polynomials

$$
\phi(t)=\Lambda_{a i}\left(f\left(e_{p q}\right)+z f\left(\left[e_{r s} e_{p q}\right]\right) ;(p, q)=\Phi(n)\right)=K[t]
$$

where $f \in V_{a_{1}-1}\left(\alpha_{1}\right)$ and $(r, s), \Phi(n)$ are arbitrary. By definition we have

$$
\left.\phi(t)=\sum_{m S_{m+1}} \sum_{b=i}^{n-1} M_{b, r} d f\left(e_{p q}\right)+t f\left(\left[e_{r s} e_{p q}\right]\right) ;(p, q) \in \Phi(n)\right)
$$

where for each $b \in\{i, \ldots, n-1\}$ and each $\tau=S_{n+1}$

$$
M_{b, n}\left(T_{p q i}(p, q) \in \Phi(n)\right) \in K\left[T_{p q ;}(p, q) \in \Phi(n)\right]
$$

is the monomial (in the indeterminates $T_{p p}(p, q) \in \Phi(n)$ )

$$
M_{b . t}\left(T_{p q} ;(p, q) \in \Phi(n)\right)=s g n(\tau) T_{b n} T_{\left.i_{\pi 1}\right)} T_{i_{\alpha(2)} j_{1}} \cdots T_{i_{\| n+1} j_{r}}
$$

where $D\left(a, b_{1}-1\right)=\left\{\left(i_{1} j_{1}\right), \ldots,\left(i_{r} j_{r}\right)\right\}, j_{1}<\ldots<j_{r}$, and $i_{r+1}=a$. Let $b \in\{i, \ldots, n-1\}$ and let $\tau \in S_{r+1}$. Then the polynomial $M_{b, t}\left(T_{p q} ;(p, q) \in \Phi(n)\right)$ is not constant if and only if there
 possible only if $s \in\left\{b, i_{\{1}, \ldots, i_{\chi r+1)}\right\}$ or $r \in\left\{b j_{1}, \ldots j_{r}\right\}$ (we note that $r<s \leq n$ ).

Suppose that $s_{巴}\left\{b, i_{\tau(1)} \ldots, i_{\{r+1)}\right\}$ and that $r \in\left\{b j_{1}, \ldots j_{r}\right\}$. Then the polynomial

$$
M_{b, t}\left(f\left(e_{p q}\right)+t f\left(\left[e_{r s}, e_{p q}\right]\right) ;(p, q) \in \Phi(n)\right) \in K[t]
$$

is not constant and its degree is less or equal to two. Suppose that it has degree two. Then $r=b=j_{\mu}$ for some $u \in\{1, \ldots, r\}$ and the coefficient of $t^{2}$ is

$$
\operatorname{sgn}(\tau) f\left(e_{j_{\mu}}\right) f\left(e_{\left.i_{\pi 1}\right)^{s}}\right) f\left(e_{i_{\pi(2} j_{1}}\right) \ldots f\left(e_{\left.i_{\pi(1)}\right)_{m=1}}\right) f\left(e_{\left.i_{\pi \omega+1}\right)^{s}}\right) f\left(e_{i_{n+2}} j_{m+1}\right) \ldots f\left(e_{i_{\pi n+1} j_{i}}\right)
$$

On the other hand let $\omega$ be the transposition $(1 u+1) \in S_{r+1}$ and consider the polynomial

$$
M_{j_{n}, \tau \omega}\left(f\left(e_{p q}\right)+t f\left(\left[e_{j_{s}}, e_{p q}\right]\right) ;(p, q) \in \Phi(n)\right) \in K[t]
$$

This polynomial has degree two and the coefficient of $t^{2}$ is

Now suppose that $s \in\left\{b, i_{\pi 1)}, \ldots, i_{\tau(r+1)}\right\}$. If $s=i_{\tau(u)}$ for some $u \in\{1, \ldots, r+1\}$, then $r \in\left\{b, j_{1}, \ldots j_{r}\right\}$ (because $r<s=i_{\tau(u)}<a<i, i \leq b \leq n-1$ and $\left.i<j_{1}<\ldots<j_{r}\right)$ and the polynomial

$$
M_{b, \tau}\left(f\left(e_{p q}\right)+t f\left(\left[e_{r i_{\tau(\mu)}}, e_{p q}\right]\right) ;(p, q) \in \Phi(n)\right) \in K[t]
$$

has degree at most one. On the other hand suppose that $s=b$ and that

$$
M_{b, t}\left(f\left(e_{p q}\right)+r f\left(\left[e_{r b}, e_{p q}\right]\right) ;(p, q) \in \Phi(n)\right) \in K[t]
$$

has degree two. Then we must have $r=j_{\mu}$ for some $u \in\{1, \ldots, r\}$, and the coefficient of $r^{2}$ in

$$
M_{b, t}\left(f\left(e_{p q}\right)+t f\left(\left[e_{j_{k}, b}, e_{p q}\right]\right) ;(p, q) \in \Phi(n)\right) \in K[t]
$$

is

As before we may consider the transposition $\omega=(1 u+1)$ and the polynomial

$$
M_{j_{w}, r \infty}\left(f\left(e_{p q}\right)+t f\left(\left[e_{j_{\delta}} b e_{p q}\right]\right) ;(p, q) e \Phi(n)\right) \in K[t]
$$

This polynomial has deqree two and the coefficient of $t^{2}$ is

It follows that the polynomial $\phi(t)$ has degree at most one. Finally since the root $(r, s) \in \Phi(n)$ is arbitrary we may apply the previous proposition and theorem 4.2 .1 to conclude the proof.

As in the initial situation the next step is to show that

$$
V_{a_{1} a}\left(\alpha_{1}\right)=V_{a_{1} a_{-1}}\left(\alpha_{1}\right)
$$

whenever $(a, i) \in R(D) \subset$. In fact:

Lemma 4.2.12. Let $a \in\left\{a_{1}+2, \ldots, i-1\right\}$ and suppose that ( $a, i$ ) is $D$-regular (hence $\left.\left(a, b_{1}\right) \in S^{(r)}(D)\right)$. Let $f \in V_{a_{1} a-1}\left(\alpha_{1}\right)$. Then $\Lambda_{a i}(f)=0$ if and only if $(a, i) \in D$.

Proof. As before let $D\left(a, b_{1}-1\right)=\left\{\left(i_{1} j_{1}\right), \ldots,\left(i_{r} j_{r}\right)\right\}, j_{1}<\ldots<j_{r}$, and let $\sigma_{\in} S_{r}$ be such that $i_{\alpha(1)}<\ldots<i_{\alpha(r)}$. Then (by definition)

$$
\Lambda_{a i}(f)=\Delta_{i j_{1} \ldots j_{r}}^{i_{\alpha(1)} \ldots i_{\sigma}}{ }^{a}(\vartheta(f))
$$

where $\vartheta_{:} u_{n}(K)^{*} \rightarrow u_{n}(K)^{*}$ is defined as in the proof of proposition 4.2.10.
We claim that there exists an element $x=\left(x_{w v}\right) \in U_{n}(K)$ such that $x \cdot f$ satisfies

$$
(x \cdot f)\left(e_{a j_{u}}\right)=0
$$

for all $u \in\{1, \ldots, r\}$ and

$$
(x-f)\left(e_{a i}\right)= \begin{cases}\varphi(a, i) & \text { if }(a, i) \in D \\ 0 & \text { if }(a, i) \in D\end{cases}
$$

In fact let $D(a, i)=\left\{\left(r_{1}, s_{1}\right), \ldots,\left(r_{p} s_{p}\right)\right\}, s_{1}<\ldots<s_{p}$, let $\tau \in S_{p}$ be such that $r_{k 1}<\ldots<r_{\tau(p)}$ and consider the system of linear equations

$$
\left(y_{1} \ldots y_{p}\right) A=\left(-f\left(e_{r_{1}}\right) \ldots-f\left(e_{r} \rho\right)\right)
$$

where

$$
A=\left(\begin{array}{ccc}
f\left(e_{r_{1} s_{1}}\right) & \ldots & f\left(e_{r_{1} q_{p}}\right) \\
\vdots & & \vdots \\
f\left(e_{r_{2}, 1}\right) & \ldots & f\left(e_{r, \Omega}\right)
\end{array}\right)
$$

Since

$$
\operatorname{der} A=\operatorname{sgn}(t) \Delta_{s_{1} \ldots s_{p}}^{r_{\pi(1)} \cdots r^{2}(t)}(t) \approx 0
$$

this system has a unique solution $\left(\beta_{1} \ldots \beta_{p}\right)$. We define $x=\left(x_{k v}\right) \in U_{n}(K)$ by

$$
x_{u v}= \begin{cases}\beta_{q} & \text { if }(u, v)=\left(r_{q}, a\right), 1 \leq q \leq p \\ 1 & \text { if } u=v \\ 0 & \text { otherwise }\end{cases}
$$

Then

$$
(x \cdot f)\left(e_{a b}\right)=f\left(x e_{a b} x^{-1}\right)=f\left(e_{a b}\right)+\sum_{a=1}^{p} x_{r_{d}} f\left(e_{r,}\right)
$$

for all $b \in\{a+1, \ldots, n\}$. Therefore

$$
(x \cdot f)\left(e_{a b}\right)=0
$$

for all $b \in\left\{s_{1}, \ldots, s_{p}\right\}$. If $b \in\{i, \ldots, n\} \backslash\left\{s_{1}, \ldots, s_{p}\right\}$ then we consider the function $\Delta_{a b}^{D}: V_{D}(\varphi) \rightarrow K$ (we note that $(a, b) \in R(D)$ ). The last row of the determinant $\Delta_{a b}^{D}(x \cdot f)$ is

$$
\left((x \cdot f)\left(e_{a b}\right)(x \cdot f)\left(e_{a s_{q}}\right) \ldots(x \cdot f)\left(e_{a s_{p}}\right)\right)=\left((x \cdot f)\left(e_{a b}\right) 0 \ldots 0\right)
$$

where $s_{q-1}<b<s_{q}$ and $s_{0}=i$. So

$$
\Delta_{a b}^{D}(x \cdot f)=(-1)^{p-q+1}(x \cdot f)\left(e_{a b}\right) \Delta_{s_{q}, \cdots,}^{r_{p}(q) \cdots r_{p}(v)}(f)
$$

where $\tau_{\in}^{\prime} S_{p-q+1}$ is such that $r_{\tau(q)}<\ldots<r_{\tau(p)}$. Now suppose that $i<b$. Then $(a, b) \in D$ and

$$
\Delta_{a b}^{p}(x \cdot f)=0
$$



$$
(x \cdot f)\left(e_{a b}\right)=0
$$

The same argument justifies that

$$
(x \cdot f)\left(e_{a b}\right)=0
$$

whenever $(a, i) \in D$. Finally suppose that $(a, i) \in D$. Then

$$
-\quad \Delta_{a b}^{D}(x \cdot f)=(-1) \varphi \varphi\left(a_{x}\right) \Delta_{s_{1} \ldots v_{p}}^{r_{(a)}}(f)
$$

(by proposition 3.1.2) and $(x \cdot f)\left(e_{a i}\right)=\varphi(a, i)$.
Now (by the previous proposition) the function $\Lambda_{a i}: V_{a_{1}-1}\left(\alpha_{1}\right) \rightarrow K$ is $U_{n}(K)$-invariant. Therefore

$$
\Lambda_{a i}(f)=\Lambda_{a i}(x-j)=(-1)^{r} \Theta_{a i}(x \cdot f) \Delta_{j_{1} \cdots j_{r}}^{i \alpha(1) \cdots i_{\alpha n}}(x \cdot f)
$$

By definition of the polynomial function $\Theta_{a i}: U_{n}(K)^{*} \rightarrow K$ we have

$$
\Theta_{a i}(x \cdot f)=(x \cdot f)\left(e_{a i}\right)(x \cdot f)\left(e_{i n}\right)= \begin{cases}\varphi(a, i) \varphi(i, n) & \text { if }(a, i) \in D \\ 0 & \text { if }(a, i) \in D\end{cases}
$$



This lemma allows us to write a similar version of theorem 4.2.8:

Theorem 4.2.13. Let $D$ be $a$ basic subset of $\Phi(n)$ and suppose that $(i, n),\left(a_{1}, b_{1}\right) \in D$ where $a_{1}<i<b_{1}$. Suppose that the set $X=\left\{(k, i) \in D^{\prime} ; a_{1}<k,\left(b_{1}, k\right) \in S^{(r)}(D)\right\}$ is non-empty and let

$$
X=\left\{\left(k_{1}, i\right), \ldots,\left(k_{t}, i\right)\right\}
$$

where $k_{1}<\ldots<k_{t}$. Let $\alpha_{1} \in K^{*}$. Then for all $s \in\{1, \ldots, t\}$ and all $\beta \in K$ we have

$$
V_{a_{1} k_{2}}\left(\alpha_{1}\right)=\left[f \in V_{a_{1}}\left(\alpha_{1}\right) ; \Lambda_{k_{1}}(f)=\ldots=\Lambda_{k_{3}}(f)=0\right]
$$

for all $s \in\{1, \ldots, r\}$. Moreover for each $\beta \in K$ and each se $\{1, \ldots, t\}$ the subvariety

$$
V_{a_{1} k_{j}}\left(\alpha_{1}, \beta\right)=\left[f \in V_{a_{1} k_{k-1}}\left(\alpha_{1}\right) ; \Lambda_{k_{g-1}}(f)=\beta\right]
$$

of $V_{a_{1}}\left(\alpha_{1}\right)$ is non-empry and $U_{n}(K)$-invariant, and $V_{a_{1} k_{-1}}\left(\alpha_{1}\right)$ is the disjoint union

$$
V_{a_{1} k_{+1}}\left(\alpha_{1}\right)=\bigcup_{\beta_{0} K} V_{a_{1} k_{p}}\left(\alpha_{1}, \beta\right)
$$

(here $V_{a_{1} k_{0}}\left(\alpha_{1}\right)=V_{a_{1}}\left(\alpha_{1}\right)$ ). Finally suppose that there exists $a_{\in}\left\{k_{t}+1, \ldots, i-1\right\}$ such that $(a, i) \in D$. Let $D\left(a, b_{1}-1\right)=\left\{\left(i_{1} j_{1}\right), \ldots,\left(i_{r} j_{r}\right)\right\}, j_{1}<\ldots<j_{r}$, and let $\sigma \in S_{r}$ be such that $i_{\alpha(1)}<\ldots<i_{\alpha r)}$. Then

$$
V_{a_{1} a}\left(\alpha_{1}, \beta\right)= \begin{cases}v_{a_{1} k_{1}}\left(\alpha_{1}\right) & \text { if } \beta=(-1)^{r} s g n(\sigma) \varphi(a, i) \varphi(i, n) \prod_{k=1}^{r} \varphi\left(i_{k} J_{k}\right) \\ \varnothing & \text { otherwise }\end{cases}
$$

for all $\alpha_{3} K$. In particular $V_{a_{1}}\left(\alpha_{1}\right)=0$.

Proof. Let se $\{1, \ldots, r\}$ and let $\beta_{1} K$. We claim that the variety $V_{\alpha_{1}, k_{j}}\left(\alpha_{1}, \beta\right)$ is non-empty. By induction we suppose that the variety $V_{a_{1} k_{-1}}\left(\alpha_{1}\right)$ is non-empty. Let $f_{a} V_{a_{1} k_{-1}}\left(\alpha_{1}\right)$ be an element such that $f\left(e_{j n}\right)=0$ for all $j \subset(1 \ldots, n-1\}$. Then the element $f+x_{k, j} \in u_{n}(\mathbb{K})$ lies in
the variety $V_{a_{1} k_{p-1}}\left(\alpha_{1}\right)$ for all $\gamma_{\boldsymbol{k}} K$. Since we may choose $\gamma$ such that $\Lambda_{k_{s-1}}(f)=\beta$ we conclude that $V_{a_{1} k_{j}}\left(\alpha_{1}, \beta\right)$ is non-empty. The remaining assertions of the theorem are consequences of the previous lemmas except the statement about $V_{e_{1}}\left(\alpha_{1}, \beta\right)$ when $(a, i) \in D$. However this follows from the proof of the lemma 4.2.12 and also from the proof of proposition 3.1.2. In fact

$$
\Delta_{j_{1} \cdots j_{r}}^{i_{\alpha(1)} \cdots i_{\alpha n}}(x \cdot j)=\operatorname{sgn}(\sigma) \prod_{k=1}^{r} \varphi\left(i_{k} j_{k}\right)
$$

for all $f \in V_{D}(\varphi)$.

Next we will describe the situation on the whole of the $i$-th column. As before we assume that $(i, n) \in D$ for some $i \in\{1, \ldots, n-1\}$. We suppose also that the set

$$
D^{\prime}(i)=D^{\prime} \cap\{(a, i) ; 1 \leq a<i\}
$$

has at least $i \geq 2$ elements and that there exists a sequence ( $a_{1}, a_{2}, \ldots, a_{1}$ ) with the following properties:
(i) $1 \leq a_{1}<a_{2}<\ldots<a_{1}<i$.
(ii) $\left(a_{s, i}\right) \in D^{\prime}$ for all $s \in\{1, \ldots, t\}$.
(iii) If $b_{s} \in\{1, \ldots, n\}$ is such that $\left(a_{s} b_{s}\right) \in D(1 \leq r \leq t)$ then $b_{1}>b_{2}>\ldots>b_{r}$ We note that (by (ii)) we have $b_{1}<n, i<b_{1}$ and $a_{t}<a$ whenever ( $a, i$ ) $\in D$ for some $a \in\{1, \ldots, i-1\}$. A sequence satisfying properties (i)-(iii) will be referred to as a special sequence (with respect to the basic subset $D$ of $\Phi(n)$ and to the root $(i, n), D$ ).

In the adjacent diagram we show a special sequence with 3 elements. The roots in thts sequence are repreisented by the symbol $\square$ (as usual the symbol $\square$ represents a root in $D$ ). If we apply the element $\alpha=(n-1 \ldots i+1) e S_{n}$ to an element corresponding to this diagram we obtain the diagram shown below on the left.
 The diagram on the right corresponds to the
situation in $D_{\omega}$. In this diagram the symbol $\square$ indicates that the corresponding root was "transformed" in the root of $D_{\omega}$ which lies in the same column (the roots in $D_{\infty}$ are represented by the symbol $\quad$ ).


Now let $(a, i) \in D^{\prime}(1 \leq a<i)$ and let $b_{\in}\{i+1, \ldots, n-1\}$ be such that $(a, b) \in D$. Let $c \in\{a+1, \ldots, i-1\}$, let $D(c, b-1)=\left\{\left(i_{1} j_{1}\right) \ldots,\left(i_{r} j_{r}\right)\right\}, j_{1}<\ldots<j_{r}$, and let $\sigma \in S_{r}$ be such that $i_{\alpha(1)}<\ldots<i_{\alpha(r)}$. Then we define the polynomial function $A_{c i}^{(a, i)}: u_{n}(K) * \rightarrow K$ by

$$
\Lambda_{c i}^{(a, i)}(f)=\operatorname{der}\left(\begin{array}{cccc}
\theta_{i_{\alpha(1)}}(f) & f\left(e_{i_{\alpha 1} j_{1}}\right) & \ldots & f\left(e_{i_{\alpha 1} j_{r}}\right)  \tag{4.2.6}\\
\vdots & \vdots & & \vdots \\
\Theta_{i i_{n j}}(f) & f\left(e_{i_{\alpha(n} j_{1}}\right) & \ldots & f\left(e_{i_{\alpha j_{j}} j_{r}}\right) \\
\Theta_{c i}(f) & f\left(e_{c j_{1}}\right) & \ldots & f\left(e_{c j_{r}}\right)
\end{array}\right)
$$

for all $f \in u_{n}()^{*}$.

Now we consider a special sequence $\left(a_{1}, a_{2}, \ldots, a_{1}\right)$ as above. For simplicity we write $\Lambda_{c i}^{(i)}$ instead of $\Lambda_{c i}^{\left(a_{j}\right)}$ for all $(c, i) \in D^{\prime}$ such that $a_{s}<c(1 \leq s \leq t)$. Let $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{t}$ be non-zero elementsof $K$. Then we define the variety $V_{a_{1} a_{2} \ldots a_{1}}\left(\alpha_{1}, \ldots, \alpha_{3}\right)$ recursively as follows. If $t=1$ then $V_{a_{1}}\left(\alpha_{1}\right)$ is defined as before. If $s \in\{2, \ldots, t)$ then $V_{a_{1} \ldots a_{8}}\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{s}\right)$ is the variety consisting of all $f a V_{a_{1} \ldots a_{j-1}}\left(\alpha_{1}, \ldots, \alpha_{s-1}\right)$ which satisfy the equations

$$
\Lambda_{c l}^{(s)}(\theta)=0
$$

for all $c \in\left\{a_{s-1}+1, \ldots, a_{3}\right\}$ such that $(c, i) \in D^{\prime}$ and $\left(c, b_{s}\right) \in S^{(r)}(D)$, and

$$
\Lambda_{a j}^{(s)}(f)=\alpha_{s}
$$

By induction we assume that the varictics $V_{a_{1} a_{2} \ldots a_{s}}\left(\alpha_{1}, \ldots, \alpha_{s}\right)(1 \leq s \leq t)$ are $U_{n}(K)$-invariant.

For each $a \in\left\{a_{t}+1, \ldots, i-1\right\}$ we define the subvariety $V_{a_{1} \ldots a_{d}}\left(\alpha_{1}, \ldots, \alpha_{1}\right)$ of $V_{a_{1} \ldots a_{t}}\left(\alpha_{1}, \ldots, \alpha_{t}\right)$ by

$$
V_{a_{1} \ldots a \rho}\left(\alpha_{1}, \ldots, \alpha_{i}\right)=\left\{f \in V_{a_{1} \ldots a_{1}}\left(\alpha_{1}, \ldots, \alpha_{i}\right) ; \Lambda_{b i}^{(f)}(f)=0, a_{t}<b \leq a,\left(c, b_{t}\right) ઘ S^{(r)}(D)\right\}
$$ (as above $\Lambda_{b i}^{(t)}$ simplifies $\Lambda_{b i}^{(a, i)}$ ).

In order to prove the similar version of proposition 4.2 .10 we define for each $b \in\left\{1, \ldots, a_{8}-1\right\}$ a new polynomial function $\eta_{b i}: U_{n}(K)^{*} \rightarrow K$ as follows. We let $D\left(b, b_{f}\right)=\left\{\left(i_{1} j_{1}\right), \ldots,\left(i_{r} j_{r}\right)\right\}, j_{1}<\ldots<i_{m}$ and let $\sigma \in S_{r}$ be such that $i_{\alpha(1)}<\ldots<i_{\alpha r)}$. Then

$$
\eta_{b i}(f)=\left(\begin{array}{cccc}
\theta_{i_{\alpha(1)}}(f) & f\left(e_{i_{\sigma 11} j_{1}}\right) & \ldots & f\left(e_{i_{\sigma a 1} j}\right)  \tag{4.2.7}\\
\vdots & \vdots & & \vdots \\
\Theta_{i_{\alpha n}}(f) & f\left(e_{i_{\alpha \cdots j} j_{1}}\right) & \ldots & f\left(e_{i_{\sigma(n)} j_{r}}\right) \\
\Theta_{b i}(f) & f\left(e_{b j_{1}}\right) & \ldots & f\left(e_{b j_{r}}\right)
\end{array}\right)
$$

for all $f \in u_{n}(K)^{*}$. This function has the following property:

Lemma 4.2.14. Let $b \in\left\{1, \ldots, a_{i}-1\right\}$ and suppose that $\left(b, b_{i}\right) \in R(D)\left(1 \leq b<a_{i}\right)$. Then $\eta_{b i}(f)=0$ for all $f \in \nabla_{a_{1} a_{2} \ldots a_{1}}\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{1}\right)$.

Proof. We proceed by induction on $b$. Let $D\left(b_{r} b_{l}\right)=\left\{\left(i_{1} j_{1}\right), \ldots,\left(i_{r} j_{r}\right)\right\}, j_{1}<\ldots<l_{n}$, and let $\sigma: S_{r}$ be such that $i_{\sigma(1)}<\ldots<i_{\alpha(\gamma)}$.

Firstly we suppose that there is no $c a\{1, \ldots, b-1\}$ with $\left(c, b_{1}\right) \in R(D)$. We claim that

## $\left(d \eta_{b i}\right)(f) \in r(f)$

for all $f \in V_{a_{1} a_{2} \ldots a_{1}}\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{1}\right)$. For we have (using the argument of the proof of proposition 4.2.10)

$$
\left(d \eta_{b i}\right)(f)=c_{b i}(f)\left(d \Theta_{b i}\right)(f)+\sum_{v=1}^{r} c_{i_{\alpha(v)}}(f)\left(d \Theta_{i_{\alpha(v)}}\right)(f)+\sum_{v=1}^{r} c_{b j_{v}}(f) e_{b j_{v}}+\sum_{v=1}^{r} \sum_{v=1}^{r} c_{i_{\alpha \omega v} j_{v}}(f) e_{i_{\alpha(v)}} j_{v}
$$

where, for each $p \in\left\{b, i_{1}, \ldots, i_{r}\right\}$ and each $q \in\left\{i, j_{1}, \ldots j_{r}\right\}, c_{p q}(f) \in K$ is the $r \times r$ minor of $\boldsymbol{\eta}_{\boldsymbol{c} i}(f)$ "complementary" to the position $(p, q)$. Now let $(k, l) \in \Phi(n)$ be arbitrary. If $k \in\left\{j_{1}, \ldots j_{r}\right\}$ and $k \in\left\{b, i_{1}, \ldots, i_{r}\right\}$ then

$$
\left.f\left(e_{k \prime}\left(d \eta_{b i}\right)(f)\right]\right)=0
$$

If $k=j_{s}$ for some $s \in\{1, \ldots, r\}$ then $i_{p}<b<i<j_{s}=k<l$ for all $p \in\{1, \ldots, r\}$, so

$$
f\left(\left[e_{j_{2} l}\left(d \eta_{b i}\right)(f)\right]\right)=-\Delta_{i j_{1} \cdots j_{r 1} j_{j+1} \ldots j_{r}}^{i_{\alpha 1} \cdots i_{\alpha n} b}(\vartheta(f))
$$

where $\boldsymbol{\vartheta}: u_{n}(K)^{*} \rightarrow u_{n}(K)^{*}$ is the morphism defined in the proof of proposition 4.2.10 Since the column

$$
\left(f\left(e_{i_{a(1)}}\right) \ldots f\left(e_{\left.i_{\alpha}\right)}\right) f\left(e_{b l}\right)\right)^{T}
$$

is a linear combination of the columns

$$
\left(f\left(e_{i_{\alpha 1} j_{\mu}}\right) \ldots f\left(e_{i_{\alpha n} j_{\mu}}\right) f\left(e_{b j_{n}}\right)\right)^{T}
$$

for $u \in\{s, \ldots, r\}$ (see the proof of proposition 4.2.10), we conclude that

$$
\Delta_{i_{1} \cdots j_{r-1} j_{j+1} \cdots j_{r}}^{i_{\alpha}\left(\cdots j_{2}\right.}(\vartheta(f))=0,
$$

i.e.

$$
\left.f\left(e_{j_{j} l}\left(d \eta_{b i}\right)(f)\right]\right)=0
$$

Suppose that $k a\left\{j_{1}, \ldots j_{r}\right\}$ and that $l=b$. Then

$$
f\left(\left[e_{k b}\left(d \eta_{b i}\right)(f)\right]\right)=\Delta_{i j_{1} \cdots j_{r}}^{i_{\alpha(1)}}\left(v l_{\alpha r^{k}}^{k}(v(f))\right.
$$

By choice of $b$ the root $\left(b, b_{r}\right)$ is the smallest $D$-regular root in the $b_{r}$-th column. So $\left(k, b_{r}\right) \in S(D)$ and this implies that $k \in\left\{i_{1}, \ldots, i_{r}\right\}$. It follows that

$$
\Delta_{i j_{1} \cdots j_{r}}^{i_{\alpha} \cdots i^{\prime} n^{k}}(\vartheta(f))=0
$$

i.e.

$$
\left.f\left[e_{k b}\left(d \eta_{b}\right)(f)\right]\right)=0
$$

The same argument applies to the case $k=l_{s}(1 \leq s \leq r)$. This concludes the proof of our
claim.
Now the argument of the proof of lemma 4.2.11 shows that the function $\eta_{b i}: V_{a_{1} a_{2} \ldots a_{1}}\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{1}\right) \rightarrow K$ is $U_{n}(K)$-invariant.

Finally let $f \in V_{a_{1} a_{2} \ldots a_{f}}\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{1}\right)$ be arbitrary. Then (as in the proof of lemma 4.2.12) there exists $x \in U_{n}(K)$ such that the element $x \cdot f=u_{n}(K)^{*}$ satisfies

$$
(x \cdot f)\left(e_{b j_{u}}\right)=0
$$

for all ue $\{1, \ldots, r\}$. Since the variety $V_{a_{1} a_{2} \ldots a_{1}}\left(\alpha_{1}, \alpha_{2}, \ldots, a_{1}\right)$ is $U_{n}(K)$-invariant we have $x \cdot f \in V_{a_{1} a_{2} \ldots a_{1}}\left(\alpha_{1}, \alpha_{2}, \ldots, a_{1}\right)$ and so

$$
\boldsymbol{\eta}_{b i}(f)=\boldsymbol{\eta}_{b i}(x \cdot f)
$$

Since $(x \cdot f)\left(e_{b j}\right)=0$ for all $u \in\{1, \ldots, r]$ we conclude that

$$
\begin{equation*}
\eta_{b i}(f)=(-1)^{r} \Theta_{b i}(f) \Delta_{j_{1} \ldots j_{r}}^{i^{i}(1) \ldots i_{\alpha(x)}}(\vartheta(x \cdot f)) \tag{4.2.8}
\end{equation*}
$$

We claim that

$$
\theta_{b i}(x \cdot f)=0
$$

If $b<a_{1}$ this follows because $V_{a_{1}}\left(\alpha_{1}\right)$ is $U_{n}(K)$-invariant and $f \in V_{a_{1}}\left(\alpha_{1}\right)$. So suppose that $a_{1}<b$ and let $u \in\{1, \ldots, t-1\}$ be such that $a_{u}<b<a_{u+1}$ (we cannot have $b \in\left\{a_{1}, \ldots, a_{r}\right\}$ because $\left(b_{t}, b\right) \in R(D)$ and $\left.b_{1}>\ldots>b_{t}\right)$. We consider the function $\Lambda_{b i}^{(u)}: u_{n}(K)^{*} \rightarrow K$. Since $x \cdot f \in V_{a_{1} a_{2} \ldots a_{n}}\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{u}\right)\left(^{1}\right)$ we have

$$
\Lambda_{b i}^{(k)}(x \cdot f)=0
$$

But $(x \cdot f)\left(e_{b j_{u}}\right)=0$ for all ue $\{1, \ldots, r\}$ so

$$
A_{b i}^{(\mu)}(x, f)=\theta_{b i}(f) c(f)
$$

where $c(f) \in K$ is non-zero. It follows that $\Theta_{b i}(f)=0$ as required. By (4.2.8) we conclude that

$$
\eta_{b i}(f)=\eta_{b i}(x \cdot f)=0
$$

and the first step of the induction is complete.
Now let $\left(b, b_{\gamma}\right), R(D)\left(1 \leq b<a_{k}\right)$ be arbitrary and assume that

$$
\eta_{b i}(f)=0
$$

[^27]for all $f \in V_{a_{1} a_{2} \ldots a_{1}}\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{1}\right)$ and all $b^{\prime} \in\{1, \ldots, b-1\}$ such that $\left(b^{\prime}, b_{r}\right) \in R(D)$. As before we claim that
$$
'\left(d \eta_{b i}\right)(f)=r(f)
$$
for all $f=V_{a_{1} a_{2} \ldots a_{1}}\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{1}\right)$. Let $(k, l) \in \Phi(n)$ be arbitrary and consider the scalar product $f\left(\left[e_{\mu l}\left(d \eta_{b i}\right)(f)\right]\right)$. We keep the notation of the first step of the induction. If $k e\left\{j_{1}, \ldots, j_{r}\right\}$ we may repeat the previous argument to conclude that
$$
f\left(\left[e_{k_{t}}\left(d \eta_{b i}\right)(f)\right]\right)=0
$$

Now suppose that $k=\left\{j_{1} \ldots j_{r}\right\}$ and that $l=b$. Then

$$
f\left(\left[e_{k b}\left(d \eta_{b i}\right)(f)\right]\right)=\Delta_{i j_{1} \ldots j_{r}}^{i_{\alpha(1)} \cdots i_{a(r)}^{k}}(\vartheta(f)) .
$$

We claim that the row-vector $\left(\Theta_{k i}() f\left(e_{k j_{1}}\right)\right.$... $\left.f\left(e_{k j j}\right)\right)$ is a linear combination of the remaining rows. This is clearly true if either $k \in\left\{i_{1}, \ldots, i_{r}\right\}$ or $k<i_{\sigma(1)}$. If $k>i_{\sigma(r)}$ then

$$
\Delta_{i j_{1} \cdots j_{r}}^{i_{a 12} \cdots i_{\sigma v)^{k}}}(\vartheta(f))=\eta_{k i}(f)=0
$$

(by induction because $k<l=b$ and $\left(k, b_{f}\right) \in R(D)$ - otherwise $\left.k \in\left\{i_{1}, \ldots, i_{r}\right\}\right)$. On the other hand, suppose that $i_{\alpha(\mu)}<k<i_{\alpha \mu+1)}$ for some $u=\{1, \ldots, r-1\}$. We consider the matrix

The argument used in the proof of proposition 4.2.10 shows that this matrix has rank $u+1$ if and only if the matrix
is non-singular. Since $\left(k, b_{t}\right) \in R(D)$ (because $k\left(i_{1}, \ldots, i_{r}\right)$ ) and

$$
D\left(k, b_{1}\right)=\left\{\left(l_{\alpha(1)} J_{\alpha(1)}\right) \ldots . .\left(i_{\sigma(\mu)} J_{\alpha(\mu)}\right)\right\}
$$

we have

$$
\operatorname{det} A^{\prime}= \pm \eta_{k i}(\theta) .
$$

Since $\eta_{k i}(f)=0$ (by induction because $k<b$ ) we conclude that $\operatorname{der} A^{\prime}=0$ and this implies that rankA $=\boldsymbol{m}$. It follows that the row-vector

$$
\left(\theta_{k i}(f) f\left(e_{k j_{1}}\right) \ldots f\left(e_{k k_{i}}\right)\right)
$$

is a linear combination of the rows

$$
\left(\Theta_{i_{\alpha N i}}(f) f\left(e_{i_{\alpha(v)} i_{1}}\right) \ldots f\left(e_{i_{\alpha v}, j},\right)\right)
$$

for $v e\{1, \ldots, u\}$ as required. The case $l=j_{s}$ for some se $\{1, \ldots, r\}$ is discussed similarly.
Finally we repeat the proof of lemma 4.2.11 to show that the function $\eta_{b i}: V_{a_{1} a_{2} \ldots a_{t}}\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{t}\right) \rightarrow K$ is $U_{n}(K)$-invariant. Then for each $f \in V_{a_{1} a_{2} \ldots a_{1}}\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{t}\right)$ we choose the element $x \in U_{n}(K)$ as in the first step of the induction and we imitate that argument to complete the proof.

We are now able to establish the similar version of proposition 4.2.10:

Proposition 4.2.15. Let $a \in\left\{a_{1}+2, \ldots, i-1\right\}$ be such that $\left(a, b_{1}\right) \in S^{(r)}(D)$ and let $f \in V_{a_{1} \alpha_{2} \ldots a-1}\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{7}\right)$. Then

$$
f\left(\left[e_{k l^{\prime}}\left(d \Lambda_{a i}^{(l)}\right)(f)\right]\right)=0
$$

for all $(k, 1) \in \Phi(n)$.

Proof. Let $D\left(a, b_{i}-1\right)=\left\{\left(i_{1} J_{1}\right) \ldots,\left(i_{r}, J_{r}\right)\right\}, j_{1}<\ldots<j_{r}$, and let $\sigma_{\&} S_{r}$ be such that $i_{\alpha(1)}<\ldots<i_{\alpha(r)}$. In this case we have where, for each $p \in\left\{b, i_{1}, \ldots, i_{r}\right\}$ and each $q \in\left\{i j_{1}, \ldots j_{r}\right\}, c_{p q}() \in K$ is the $r_{x}$ minor of $\Phi_{a i}^{(1)}(f)$ "complementary" to the position $(p, q)$.

Let $\left(k_{1}\right) \subset \Phi(n)$ be arbitrary. We claim that

$$
\left.\mathcal{K}\left[e_{k_{1}}\left(d \Lambda_{e}^{(C)}\right)(f)\right]\right)=0 .
$$

The argument used in the proof of proposition 4.2.10 applies here (with obvious minor
changes) except in the case $l \in\left[a, i_{1}, \ldots, i_{r}\right\}$. Then $k=\left\{j_{1}, \ldots, j_{r}\right\}$ (because $\left.k<l \leq a<i<j_{1}<\ldots<j_{r}\right)$. Suppose that $l=a$. We have

$$
f\left(\left[e_{k a}\left(d \Lambda_{a i}^{(j)}\right)(f)\right]\right)=\Delta_{i i_{1} \cdots j_{r}}^{i_{r}(\alpha) i_{\alpha s}}(\vartheta(f))
$$

where the morphism $\delta^{2}: u_{n}(K)^{*} \rightarrow u_{n}(K)^{*}$ is as before. We claim that the row-vector $\left.\left(\theta_{k i}() f\left(e_{k_{j}}\right) \ldots f\left(e_{k j}\right)\right)\right)$ is a linear combination of the remaining rows. This is clearly true if either $k \in\left\{i_{1}, \ldots, i_{r}\right\}$ or $k<i_{(1)}$. If $k>i_{(r)} \geq a_{t}$ then

$$
\Delta_{i_{1} \cdots j_{r}}^{i_{1}(a) i_{\sigma(f)}^{k}}(\vartheta(f))=\Lambda_{\mathrm{ki}}^{(i)}(f)=0
$$

(because $f \in V_{a_{1} a_{2} \ldots, \ldots-1}\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{1}\right), k<l=a$ and $\left(k, b_{t}\right) \in R(D)$ otherwise $\left.k \in\left\{i_{1}, \ldots, i_{r}\right\}\right)$. Now suppose that $i_{\sigma_{(\mu)}}<k<i_{\sigma(\mu+1)}$ for some $u \in\{1, \ldots, r-1\}$. As before, we consider the marrix

This matrix has rank $u+1$ if and only if the matrix
is non-singular (the justification of this assertion is the same as in the proof of proposition 4.2.10). If $l>a_{t}$ then

$$
-D\left(k, b_{t}-1\right)=\left\{\left(l_{\alpha(1)} J_{\sigma(1)}\right), \ldots,\left(i_{\sigma(u)} j_{\alpha(u)}\right)\right\}
$$

and we have that

$$
\operatorname{det} A^{\prime}= \pm \Lambda_{k i}^{(t)}(f)
$$

(we note that $\left(k_{r}, b_{1}\right) \in R(D)$ because $\left.k \in\left(i_{1}, \ldots, i_{r}\right\}\right)$. Since $f_{i} V_{a_{1}, a_{2}, \ldots, a_{-1}}\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{1}\right)$ and $k<l=a$ we have $A_{k}^{(i)}()=0$. Finally suppose that $k<a_{r}$ Then

$$
D\left(k, b_{1}\right)=\left\{\left(i_{\sigma(1)} v_{\sigma(1)}\right) \ldots,\left(i_{\sigma(\mu)} j_{\sigma(u)}\right)\right\}
$$

and so

$$
\operatorname{det} A^{\prime}=\eta_{k i}(f)=0
$$

(by the previous lemma). It follows that

$$
\operatorname{rank} A=u
$$

and (as before) this implies that

$$
f\left(\left[e_{k a v}\left(d \Lambda_{a i}^{(t)}\right)(f)\right]\right)=\Delta_{i j_{1} \cdots j_{r}}^{\left.i \alpha(1) \cdots i_{\alpha}\right)^{k}}(\vartheta(f))=0 .
$$

The case $l=j_{s}$ for some se $\{1, \ldots, r\}$ is discussed similarly.

The next result has the "same" proof as lemma 4.2.11.

Lemma 4.2.16. Let $a \in\left\{a_{1}+2, \ldots, i-1\right\}$ be such that $\left(a, b_{f}\right) \in S^{(r)}(D)$. Then the function $\Lambda_{a i}^{(t)}: V_{a_{1} a_{2} \ldots a \mu-1}\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{t}\right) \rightarrow K$ is $U_{n}(K)$-invariant.

This lemma implies that

$$
V_{a_{1} a_{2} \ldots a_{\mu}}\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{1}\right)=V_{a_{1} a_{2} \ldots a_{2}-1}\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{1}\right)
$$

whenever $(a, h) \in R(D) \cup D$. In fact we have the similar version of lemma 4.2.12:

Lemma 4.2.17. Let $a \in\left\{a_{t}+2, \ldots, i-1\right\}$ be such that $\left(a, b_{i}\right) \in S^{(r)}(D)$ and suppose that $(a, i) \in R(D)$. Let $f \in V_{a_{1} a_{2} \ldots a-1}\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{1}\right)$. Then $\Lambda_{a i}^{(t)}(f) \neq 0$ if and only if $(a, i) \in D$.

Finally we state the generalization of theorem 4.2.13 (its proof is similar to the proof of that theorem).

Theorem 4.2.18. Let $D$ be a basic subset of $\Phi(n)$ and suppose that $(i, n),\left(a_{1}, b_{1}\right), \ldots,\left(a_{p} b_{1}\right) \in D$ are such that $\left(a_{1}, \ldots, a_{1}\right)$ is a special sequence (with respect to $D$ and to $(i, n))$. Suppose that the ser $X=D^{\prime} \cap\left\{(k, i) ; a_{t}<k<i,\left(k, b_{i}\right) \in S^{(r)}(D)\right\}$ is non-empty and let

$$
X=\left\{\left(k_{1}, i\right),\left(k_{2}, i\right), \ldots,\left(k_{m}, i\right)\right\}
$$

where $k_{1}<k_{2}<\ldots<k_{r}$. Let $\alpha_{1}, \ldots, \alpha_{1} \in K^{*}$. Then

$$
V_{a_{1}, \ldots a_{2} k_{2}}\left(\alpha_{1}, \ldots, \alpha_{i}\right)=\left\{f \in V_{a_{1} \ldots a_{2} k_{k-1}}\left(\alpha_{1}, \ldots, \alpha_{2}\right) ; \Lambda_{k_{j}}^{(t)}(f)=0\right\}
$$

for all sє $\{1, \ldots, r\}\left(\right.$ here $\left.V_{A_{1} \ldots \alpha_{0}}\left(\alpha_{1}, \ldots, \alpha_{2}\right)=V_{a_{1} \ldots a_{1}}\left(\alpha_{1}, \ldots, \alpha_{1}\right)\right)$. Moreover for each $\beta \in K$ and each se $(1, \ldots, r)$ the set

$$
V_{a_{1} \ldots a_{1} k_{2}}\left(\alpha_{1}, \ldots, \alpha_{i}, \beta\right)=\left\{f \in V_{a_{1} \ldots a_{l} k_{k-1}}\left(\alpha_{1}, \ldots, \alpha_{l}\right) ; \Lambda_{k_{j}}^{(t)}(f)=\beta\right\}
$$

is a non-empty $U_{n}(K)$-invariant subvariety of $V_{a_{1} \ldots a_{t} k_{t-1}}\left(\alpha_{1}, \ldots, \alpha_{i}\right)$ and $V_{n_{1}, \ldots \alpha_{d-1}}\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ is the disjoint union

$$
V_{a_{1} \ldots a_{1} k_{k-1}}\left(\alpha_{1}, \ldots, \alpha_{1}\right)=\bigcup_{\beta_{-K} K} V_{a_{1}, \ldots a_{c} k_{2}}\left(\alpha_{1}, \ldots, \alpha_{t}, \beta\right)
$$

Finally suppose that there exists af $\left\{a_{t}+1, \ldots, i-1\right\}$ such that $(a, i) \in D$. Let $D\left(a, b_{r}-1\right)=\left\{\left(i_{1} j_{1}\right), \ldots,\left(i_{r} j_{r}\right)\right\}, j_{1}<\ldots<j_{r}$, and let $\sigma \in S_{r}$ be such that $i_{\sigma(1)}<\ldots<i_{\sigma(r)}$. Then

$$
V_{a_{1} \ldots, \ldots a}\left(\alpha_{1}, \ldots, \alpha_{i}, \beta\right) \nRightarrow \theta \beta \beta=(-1)^{r} \operatorname{sgn}(\sigma) \varphi(a, i) \varphi(i, n) \prod_{k=1}^{r} \varphi\left(i_{k} j_{k}\right)
$$

Moreover

$$
V_{a_{1}, \ldots a_{1} a}\left(\alpha_{1}, \ldots, \alpha_{i} \beta\right)=V_{a_{1} \ldots a_{t}}\left(\alpha_{1}, \ldots, \alpha_{t}\right)
$$

where $\beta_{=(-1)^{\prime}}^{\operatorname{sgn}}(\sigma) \varphi(a, i) \varphi(i, n) \prod_{k=1}^{r} \varphi\left(i_{k} j_{k}\right)$.

Now let $a=\left(a_{1}, \ldots, a_{1}\right)$ be a special sequence. We define the subset $D^{(a)}$ of $\Phi(n)$ by

$$
D^{(a)}=D \cup\left[\left(a_{s, ~}\right) ; 1 \leq r \leq t\right]
$$

and we consider maps $\varphi^{(e)}: D^{(a)} \rightarrow K^{*}$ which satisfy

$$
\phi^{(\sigma)}(u, v)=\varphi(u, v)
$$

for all $(u, v) \in D$. Then we will denote by

$$
V_{D(\infty)}\left(\varphi^{(c)}\right)
$$

the $U_{n}(K)$-invariañt subvariety $V_{a_{1} \ldots a_{1}}\left(\alpha_{1}, \ldots, \alpha_{q}\right)$ of $V_{D}(\varphi)$ where

$$
\alpha_{s}=\Lambda_{a j}^{\left(\epsilon_{j}\right)}(\delta)(1 \leq r \leq r)
$$

and $f: V_{D}(\varphi)$ is such that $f\left(e_{j}\right)=0$ for all $j \in(i+1, \ldots, n-1)$ and

$$
f\left(e_{i a_{2}}\right)=\phi^{(c)}\left(i_{5} a_{0}\right) \quad(1 \leq s \leq)
$$

We have:

Theorem 4.2.19. Let $D$ be a basic subset of $\Phi(n)$ and let $\varphi: D \rightarrow K$ be a map. Suppose that $D^{\prime}(i)$ is non-empty and let $a=\left(a_{1}, \ldots, a_{4}\right)$ be a special sequence. Then $V_{D^{(\omega)}}\left(\varphi^{(a)}\right)$ is a non-empty $U_{n}(K)$-invarians proper subvariety of $V_{D}(\varphi)$.

Finally theorem 4.2.19 implies the following:

Theorem 4.2.20. Let $D$ be a basic subset of $\Phi(n)$ and let $\varphi: D \rightarrow K$ be a map. Let $f \in V_{D}(\varphi)$. Then there exists a unique special sequence $a=\left(a_{1}, \ldots, a_{t}\right)$ and $a$ unique map $\varphi^{(a)}: D^{(a)} \rightarrow K^{*}$ such that $f \in V_{\left.D^{(\infty}\right)}\left(\varphi^{(a)}\right)$.

## CHAPTER 5

## A DECOMPOSITION OF THE REGULAR CHARACTER

In this chapter we establish the decomposition of the regular character $\rho$ of $U_{n}(q)$ as the sum of all basic characters $\xi_{D}(\varphi)$ (as usual $D$ is a basic subset of $\Phi(n)$ and $\varphi: D \rightarrow K^{*}$ is a map). We prove this result using an inductive argument suggested by the methods of chapter 4. In fact we may define a total order on the set of all basic subsets of $\Phi(n)$ (see next page) and the "action" of a convenient element of $S_{n}$ allows the definition of a basic subset $D_{1}$ of $\Phi(n)$ which is smaller than a given subset $D$. In section 5.1 we construct this basic subset. Then in section 5.2 we prove the result mentioned above. For this proof we establish a series of lemmas which relate the multiplicity of any irreducible component of $\xi_{D}(\varphi)$ and the multiplicity of a corresponding irreducible component of $\boldsymbol{\xi}_{D_{1}}\left(\varphi_{1}\right)$ where $\varphi_{1}: D_{1} \rightarrow \mathbb{F}_{q}{ }^{*}$ is a map which depends on a given map $\varphi: D \rightarrow \mathbb{E}_{q}{ }_{q}$. Each lemma is concerned with a different case depending on the relative position of the roots in $D$ (and in $D_{1}$ ).

### 5.1. Weyl conjugation of orbits

In this section we fix a basic subset $D$ of $\Phi(n)$ and a map $\varphi: D \rightarrow K^{*}$ ( $n$ and $K$ are as before). Without loss of generality we assume that $(i, n) \in D$ for some $i \in\{1, \ldots, n-1\}$. Moreover we assume that $i \leq n-2\left({ }^{1}\right)$.

Our aim is to describe an inductive process which allows us to get information about a given $U_{n}(K)$-orbit $O_{\subseteq} V_{D}(\varphi)$ once we have some knowledge about the $U_{n}(K)$-orbits $O_{1}$ which are contained in a "smaller" variety $V_{D_{1}}\left(\varphi_{1}\right)$. We consider the total order < on the set of roots $\Phi(n)$ as defined in the proof of proposition 2.2.13. Then the set of all subsets of $\Phi(n)$ is totally ordered as follows. Let $A=\left\{\left(a_{1}, b_{1}\right), \ldots,\left(a_{r}, b_{r}\right)\right\}$, $\left(a_{1}, b_{1}\right)<\ldots<\left(a_{r}, b_{r}\right)$, and $B=\left\{\left(c_{1}, d_{1}\right)_{1}, \ldots,\left(c_{s}, d_{s}\right)\right\},\left(c_{1}, d_{1}\right)<\ldots<\left(c_{s}, d_{s}\right)$, be arbitrary subsets of $\Phi(n)$. Then we define $A<B$ if one of the following conditions is satisfied:
(i) $r<s$ and $\left(a_{1}, b_{1}\right)=\left(c_{1}, d_{1}\right), \ldots,\left(a_{r}, b_{r}\right)=\left(c_{r}, d_{r}\right) ;$
(ii) there exists $t \in\{1, \ldots, r\}$ such that $\left(a_{1}, b_{1}\right)=\left(c_{1}, d_{1}\right), \ldots,\left(a_{t-1}, b_{t-1}\right)=\left(c_{t-1}, d_{t-1}\right)$ and $\left(a_{t}, b_{t}\right)>\left(c_{t}, d_{t}\right)$.

Now we consider the simple reflection $\omega=(i i+1) \in S_{n}$. Let $O_{\subseteq} V_{D}(\varphi)$ be any $U_{n}(K)$-orbit and let $f \in O$ be an element satisfying

$$
f\left(e_{i+1 n}\right)=0
$$

(the existence of this element was justified in the proof of lemma 3.1.1). Then we define the element $f_{\omega^{*}} u_{n}(K)^{*}$ by

$$
-\quad f_{\omega}\left(e_{a b}\right)= \begin{cases}f\left(e_{a x(a) \propto(b)}\right) & \text { if }(a, b) \neq(i, i+1)  \tag{5.1.1}\\ 0 & \text { if }(a, b)=(i, i+1)\end{cases}
$$

(cf. section 4.2).By theorem 3.1.7 there exists a unique basic set of roots $D_{\omega} \boldsymbol{\sim} \Phi(n)$ and a

[^28]unique map $\varphi_{a} \cdot D_{\omega} \rightarrow K^{*}$ such that
$$
f_{\omega^{\varepsilon}} V_{D_{\omega}}\left(\varphi_{\omega}\right) .
$$

In the next lemmas we will determine the set $D_{\omega}$ and the map $\varphi_{a r}$ Since the set $D_{\omega}$ depends on the choice of the element $f \in O$ we will fix this element throughout the section.

The set $D_{\omega}$ is closely related with the set

$$
\omega(D)=\{(\omega(a), a \times b) ;(a, b) \in D\}
$$

and the map $\varphi_{\omega}$ with the map $\varphi 0 \omega: \omega(D) \rightarrow K^{*}$ - in fact in many cases $D_{\omega}=\omega(D)$ and $\varphi_{\omega}=\varphi \circ \omega$.

Lemma 5.1.1. Let $(a, b) \in \Phi(n)$ be such that $i+1<b$. Then

$$
(a, b) \in D_{\omega} \Leftrightarrow \omega(a, b) \in D .
$$

Moreover

$$
\varphi_{a}(a, b)=\varphi_{\circ} \omega(a, b)
$$

whenever $(a, b) \in D_{\omega}$

Proof. We proceed by recursion on the set $\{(a, b) \in \Phi(n) ; i+1<b\}$. We have $f_{\omega}\left(e_{a n}\right)=f\left(e_{a n}\right)=0$ for all $a \in\{1, \ldots, i-1\}$ and $f_{\omega}\left(e_{i n}\right)=f\left(e_{i+1 n}\right)=0$ (by the choice of $f$ ). On the other hand $f_{\omega}\left(e_{i+1 n}\right)=f\left(e_{i n}\right)=\varphi(i, n) \neq 0$. Hence the lemma is tue whenever $b=n$. Now let $(a, b) \in \Phi(n)$ be such that $i+1<b<n$ and assume that the result is proved for all $\left(a^{\prime}, b\right) \in \Phi(n)$ with $\left(a^{\prime}, b\right)<(a, b)$.

Firstly we claim that

$$
(a, b) \in R\left(D_{\omega}\right) \Leftrightarrow(\omega(a), b) \in R(D) .
$$

For we will prove that

$$
(a, b) \in S\left(D_{\omega}\right) \Leftrightarrow(a(a), b) \in S(D)
$$

(this statement is equivalent to the previous one).
Suppose that $(a(a), b) \in S(D)$. If $(\omega(a), b) \in D$ for some $b^{\prime} \in\{b+1, \ldots, n\}$ then $(a(a), b)<(a, b)$ (because $\left.b^{\prime}>b\right)$. By induction we obtain $(a, b) \in D_{\omega}$ Thus ( $\left.a, b\right) \in S\left(D_{\omega}\right)$. On the other hand suppose that $\left(a^{\prime}, b\right) \in D$ for some $a^{\prime} \in\{1, \ldots, \omega(a)-1\}$. If $a(a)>a=\omega a(a)$ then $\left.\left(a^{\prime}, a \times a\right)\right)=(i, i+1)$. Since $(i, n) \in D$ we conclude that $b=n$. This contradiction implies
that $a(a)<a$. Since $\left(a^{\prime}, b\right) \in D$ we obtain (by induction) $(\omega(a), b) \in D_{\omega}$ So $(a, b) \in S\left(D_{\alpha}\right)$.
Conversely suppose that $(a, b) \in S\left(D_{\omega}\right)$. If $(a, b) \in D$ for some $b^{\prime} \in\{b+1, \ldots, n\}$ then $(a(a), b) \in D$ (by induction) so $(\omega(a), b) \in S(D)$. On the other hand suppose that $\left(a^{\prime}, b\right) \in D_{\omega}$ for some $a^{\prime} \in\{1, \ldots, a-1\}$. Then (by induction) $(a(a), b) \in D$. Now if $a(a)>a=\omega \omega(a)$ then $\left(a^{\prime}, a(a)\right)=(i, i+1)$. Thus $a^{\prime}=i=a$. This contradiction implies that $a(a)<a$ so $(a, b) \in S(D)$. Our claim is proved.

Now we consider the functions $\Delta_{\alpha(\alpha) b}^{D}: u_{n}(K)^{*} \rightarrow K$ and $\Delta_{a b}^{D_{a}} \cdot U_{n}(K)^{*} \rightarrow K$. If $(a, b) \in D(i, i+1)$ then $\omega(a)=a$. Moreover $D_{\omega}(a, b)=D(a, b)$ and $f_{\omega}\left(e_{r s}\right)=f\left(e_{r s}\right)$ for all $(r, s) \in D_{\omega}(a, b)$. Therefore

$$
\Delta_{a b}^{D}{ }^{0}\left(f_{\omega}\right)=\Delta_{a b}^{D}(f) .
$$

If follows that

$$
\Delta_{a b}^{D_{0}}\left(f_{\omega}\right) \neq 0 \Leftrightarrow \Delta_{a b}^{D}(f) \neq 0
$$

and this implies that

$$
(a, b) \in D_{\omega} \Leftrightarrow(a, b) \in D .
$$

Moreover (by (3.1.7)) we have

$$
\varphi_{a}(a, b)=\varphi(a, b)=\varphi_{0} a(a, b)
$$

for all $(a, b) \in D_{\alpha r}$
Now suppose that $a=i$. By induction we have $D(i+1, b)=D_{\alpha}(i, b) \cup\{(i, n)\}$ and so

$$
\Delta_{i+1 b}^{D}(f)=-f\left(e_{i n}\right) \Delta_{i b}^{D}\left(f_{\omega}\right) .
$$

Since $f\left(e_{i n}\right) \neq 0$ we conclude that

$$
\Delta_{i b}^{D}\left(f_{\omega}\right) \neq 0 \Leftrightarrow \Delta_{i+1 b}^{D}(f) \neq 0 .
$$

i.e.

$$
(i, b) \in D_{\omega} \Leftrightarrow(i+1, b) \propto D
$$

Suppose that $(i, b) \in D_{\omega}$ (hence $\left.(i+1, b) \in D\right)$. Then (by (3.1.7)) we have

$$
\Delta_{i b}^{D}\left(f_{\omega}\right)=(-1)^{\prime} \varphi_{d}(i, b) c\left(f_{\omega}\right) \text { and } \Delta_{l+1 b}^{D}(f)=(-1)^{n+1} \varphi(i+1, b) c(f)
$$

where $r=\left|D_{\infty}(i, b)\right|=|D(i+1, b)|-1$ and $c: u_{n}(K)^{*} \rightarrow K$ is a well-determined polynomial function which satisfies $c(f)=c(f)$. It follows that

$$
\varphi_{\alpha}(i, b)=\varphi(i+1, b)=\varphi_{0} \alpha(i, b) .
$$

Finally suppose that $a>i$. Then we must have $a>i+1$ (otherwise $b=n$ ). In this case

$$
D_{\omega}(a, b)=\alpha(D(a, b)) .
$$

If there is no $b^{\prime} \in[b+1, \ldots, n-1)$ with $(i, b) \in D_{\omega}$ (hence there is no $b^{\prime} \in\{b+1, \ldots, n-1\}$ with $(i+1, b) \in D)$ then

$$
\Delta_{a b}^{D_{a}}\left(f_{\omega}\right)=\Delta_{a b}^{D}(f)
$$

and (as before) we conclude that

$$
(a, b)=D_{\omega} \Leftrightarrow(a, b) \in D
$$

Moreover

$$
\varphi_{a}(a, b)=\varphi(a, b)=\varphi \rho a(a, b)
$$

for all $(a, b) \in D_{\omega}$. On the other hand if $(i, b) \in D_{\infty}$ for some $b^{\prime} \in\{b+1, \ldots, n-1\}$ (hence $\left(i+1, b^{\prime}\right) \in D$ for some $\left.b^{\prime} \in\{b+1, \ldots, n-1\}\right)$ then the determinant $\Delta_{a b}^{D_{a}}\left(f_{\omega}\right)$ is obtained from $\Delta_{a b}^{D}(f)$ by permuting the columns corresponding to the roots $(i, n)$ and $(i+1, b)$ of $D$. Therefore

$$
\Delta_{a b}^{D_{a}}\left(f_{\omega}\right)=-\Delta_{a b}^{D}(f)
$$

As before, we deduce that

$$
(a, b) \in D_{\omega} \Leftrightarrow(a, b) \in D
$$

Suppose that $(a, b) \in D_{a r}$ Then (by (3.1.7)) we have

$$
\Delta_{a b}^{D_{a b}}\left(f_{\omega}\right)=(-1)^{r} \varphi_{\omega}(a, b) c\left(f_{\omega}\right) \text { and } \Delta_{a b}^{D}(f)=(-1)^{r} \varphi(a, b) c(f)
$$

where $r=\left|D_{0}(a, b)\right|=|D(a, b)|$ and $c: u_{n}(K)^{*} \rightarrow K$ is a polynomial function which satisfy $c\left(f_{\omega}\right)=-c(f)$. It follows

$$
\varphi_{a}(i, b)=\varphi(i+1, b)=\varphi \circ a(i, b)
$$

The proof is complete.

Next we consider the roots in the $i$-th and in the ( $i+1$ )-th columns. By theorem 4.2.20 there exists a unique special sequence $a=\left(a_{1} \ldots, a_{2}\right)$ (with respect to $D$ and to ( $i, n$ )) and a unique map $\psi^{(a)}: D^{(a)} \rightarrow K^{*}$ such that

$$
f \in V_{D(\omega)}\left(\varphi^{(\omega)}\right)
$$

For each io $\{1, \ldots, b\}$ we let $b_{i} \leq\{i+1, \ldots, n-1\}$ be such that $\left(a_{i}, b_{i}\right) \in D$.

Lemma 5.1.2. Let the notation be as above.
(i) If $b_{l}=i+1$ then $\left(a_{t}, i+1\right)=D_{\omega}$ and

$$
\varphi_{\Delta}\left(a_{r} i+1\right)=\varphi^{(a)}\left(a_{r} i\right) .
$$

(ii) If $b_{i} \rightarrow i+1$ then, for all $a \in\{1, \ldots, i-1\}$,

$$
(a, i+1) \in D_{\omega} \Leftrightarrow(a, i) \in D .
$$

Moreover if $(a, i+1)=D_{\omega}$ we have $a_{1}<a$ and

$$
\varphi_{\omega}(a, j+1)=\varphi(a, i) .
$$

Proof. Firstly we suppose that $(b, i+1) \in D$ for all $b \in\{1, \ldots, i-1\}$. Let $a \in\{1, \ldots, i-1\}$ be arbitrary. We claim

$$
(a, i+1) \in R\left(D_{\omega}\right) \Leftrightarrow(a, i) \in R(D)
$$

For we will prove that

$$
(a, i+1) \in S\left(D_{\omega}\right) \Leftrightarrow(a, i) \in S(D)
$$

We proceed by induction on a.
Suppose that $(1, i+1) \in S\left(D_{\omega}\right)$. Then $(1, c) \in D_{\omega}$ for some $c \in\{i+2, \ldots, n\}$. By the previous lemma we have $(1, b) \in D$. Since $b>i+1>i$, we conclude that $(1, i+1) \in S(D)$. Conversely suppose that $(1, i+1) \in S(D)$. Then $(1, c) \in D$ for some $c \in\{i+1, \ldots, n\}$. Since $(1, i+1) \in D$ (by our hypothesis), we have $c>i+1$. By the previous lemma we have $(1, c) \in D_{\omega}$ and so $(1, i+1) \in S\left(D_{\omega}\right)$.

Now we assume that $a>1$ and that the claim is proved for all $a^{\prime} \in\{1, \ldots, a-1\}$. Suppose that $(a, i+1) \in S\left(D_{\omega}\right)$. If $(a, c) \in D_{\omega}$ for some $c \in\{i+2, \ldots, n\}$ then we repeat the argument above to conclude that $(a, i) \in S(D)$. On the other hand suppose that $\left(a^{\prime}, i+1\right) \in D_{\omega}$ for some $a^{\prime} \in(1, \ldots, a-1)$. Then $\left(a^{\prime}, i\right) \in R(D)$ (by induction and by the previous lemma) we have

$$
\Delta_{a i l}^{P}(f)=\Delta_{a i+1}^{D_{u}}\left(f_{\omega}\right)
$$

(because there is no $b_{e}\{1, \ldots, i-1\}$ with $\left.(b, i+1)=D\right)$. Since $\left(a^{\prime}, j+1\right) \in D_{\omega}$ we have

$$
\Delta_{a i}^{D}(f)=\Delta_{a i+1}^{D}\left(f_{\omega}\right)=0
$$

Therefore $(a ; n) \in D$ and this implies that $(a, b) \in S(D)$.

Conversely suppose that ( $a, i$ ) $S(D)$. If $(a, c) \in D$ for some $c \in\{i+1, \ldots, n\}$ we must have $c>i+2$ (by our hypothesis). Hence (by the previous lemma) ( $a, c$ ) $\in D_{\infty}$, so $(a, i+1) \in S\left(D_{\infty}\right)$. On the other hand suppose that $\left(a^{\prime}, i\right) \in D$ for some $a^{\prime} \in\{1, \ldots, a-1\}$. Then ( $\left.a^{\prime}, i+1\right) \in R\left(D_{Q}\right)$ (by induction) and we have

$$
\Delta_{a i}^{D}(f)=\Delta_{a_{i} i+1}^{D_{0}}\left(f_{\omega}\right) .
$$

Now an imitation of the argument used in the previous paragraph justifies that $\left(a^{\prime}, i+1\right) \in D_{\omega}$ and this implies that $(a, i+1) \in S\left(D_{\omega}\right)$. This completes the proof of the claim.

Now we may use the equality

$$
\Delta_{a i}^{D}(f)=\Delta_{a i+1}^{D_{e}}\left(f_{\omega}\right)
$$

to conclude that

$$
(a, i+1) \in D_{\omega} \Leftrightarrow(a, i) \in D
$$

Moreover (by (3.1.7)) we obtain

$$
\varphi_{a}(a, i+1)=\varphi(a, i)
$$

whenever $(a, i+1) \in D_{\alpha}$. The assertion $a_{1}<a$ follows from the definition of special sequence.
Now we suppose that there exists $b \in\{1, \ldots, i-1\}$ such that $(b, i+1) \in D$. Then we have $b=a_{t}$ if and only if $b_{f}=i+1$. Let $a \in\{1, \ldots, b-1\}$. Then the argument of the previous case can be repeated to prove that

$$
(a, i+1) \in R\left(D_{\omega}\right) \Leftrightarrow(a, i) \in R(D)
$$

Moreover we have

$$
\Delta_{a i}^{D}(f)=\Delta_{a i+1}^{D_{a}}\left(f_{\omega}\right)
$$

and so

$$
(a, i+1), D_{\omega} \Leftrightarrow(a, n) \propto D .
$$

If this is the case then $a_{1}<a$ (by definition of special sequence) and

$$
\varphi_{0}(a, l+1)=\varphi(a, i)
$$

(by (3.1.7)).
On the other hand suppose that $(a, i+1) \in D_{\omega}$ (hence $\left.(a, i) \in D\right)$ for all $a \in\{1, \ldots, b-1\}$. We claim that $(b, i+1) \in R\left(D_{\omega}\right)$. In fact if $(b, l+1) \in S\left(D_{\omega}\right)$ then $(b, c) \in D_{\mu}$ for some ca $\{i+2, \ldots, n-1\}$. By lemma 5.1.1 we have $(b, c) \in D$ and this is in contradiction with
$(b, i+1) \in D$. Now let $D_{\omega}(b, i+1)=\left\{\left(i_{1} j_{1}\right), \ldots,\left(i_{r} j_{r}\right)\right\}, j_{1}<\ldots<j_{r}$ and let $\sigma_{e} S_{r}$ be such that $i_{\alpha 1)}<\ldots<i_{\alpha(r)}$. Then

$$
\Delta_{b i+1}^{D_{0}}\left(f_{\omega}\right)=\Delta_{i i_{1} \ldots j_{r}}^{i_{\alpha i} \cdots i_{\alpha o n}{ }^{\prime}}(f) .
$$

Since $V_{D}(\varphi)=O_{D}(\varphi)$ (theorem 3.1.7) we have

$$
f=g+h
$$

where $\left.g \in O_{b i+1}(\alpha), \alpha=\varphi(b, i+1), h \in V_{D_{0}}\left(\varphi_{0}\right), D_{0}=D \backslash(b, i+1)\right\}$ and $\varphi_{0}$ is the restriction of $\varphi$ to $D_{0}$. Therefore we get

Since $(b, i) \in R\left(D_{0}\right) D_{0}$ we have

$$
\Delta_{b i}^{D_{0}}(\mathrm{~h})=0 .
$$

On the other hand

$$
\Delta_{j_{1} \cdots j_{r}}^{i_{\alpha(1)} \cdots i_{\alpha n}}(f) \neq 0
$$

(see the proof of proposition 3.1.2). Thus

$$
\Delta_{b i+1}^{D_{e}}\left(f_{\omega}\right) \neq 0 \Leftrightarrow g\left(e_{b i}\right) \neq 0,
$$

and (by (3.1.7)) this means that

$$
(b, i+1) \in D_{\omega} \Leftrightarrow g\left(e_{b i}\right) \neq 0 .
$$

Now we claim that

$$
(b, i+1) \in D_{\omega} \Leftrightarrow b=a_{t} .
$$

Firsuly we assume that $b * a_{r}$ Then $b_{r} \neq i+1$. To prove that $(b, i+1) \notin D_{\omega}$ we must show that $g\left(e_{b}\right)=0$. For we consider the function $\Theta_{b i}: u_{n}(K)^{*} \rightarrow K$. We have

$$
\begin{aligned}
-\theta_{b i}(f) & =\sum_{c=i}^{n-1} f\left(e_{b c}\right) f\left(e_{c n}\right) \\
& =g\left(e_{b i}\right) f\left(e_{i n}\right)+h\left(e_{b i}\right) f\left(e_{i n}\right)+\sum_{c=1+1}^{n-1} f\left(e_{b c}\right) f\left(e_{c n}\right) \\
& =g\left(e_{b i}\right) f\left(e_{i n}\right)+\theta_{b i}(h) .
\end{aligned}
$$

If $b<a_{1}$ then

$$
\Theta_{b i}(f)=0
$$

(we recall that $\left.a=\left(a_{1}, \ldots, a_{1}\right)\right)$. On the other hand the sequence $a=\left(a_{1}, \ldots, a_{1}\right)$ is special with respect to $D_{0}$ (and to ( $\left.i, n\right)$ ). Moreover it is clear that

$$
h \in V_{D_{0}(\infty)}\left(\varphi_{0}{ }^{(a)}\right)
$$

where $\varphi_{0}{ }^{(a)}$ is the restriction of $\varphi^{(a)}$ to $D_{0}^{(a)}$ (we note that $\left.D_{0}^{(a)}=D^{(a \lambda}\{(b, i+1)\}\right)$. Since $(b, i) \in R\left(D_{0}\right)$ we have

$$
\Theta_{b i}(h)=0
$$

(by lemma 4.2.6). Since $f\left(e_{i n}\right) \neq 0$ we conclude that

$$
g\left(e_{b i}\right)=0
$$

Now we suppose that $a_{s}<b<a_{s+1}$ for some $s \in\{1, \ldots, t\}$ (if $s=t$ we put $a_{t+1}=a$, if $(a, i) \in D$ for some $a \in\left\{a_{t}+1, \ldots, i-1\right\}$ and $a_{t+1}=i$, otherwise). We note that

$$
b \in\left[a_{1}, \ldots, a_{t}\right\}
$$

because $(b, i+1) \in \mathrm{D}$ and $b \neq a_{i}$. We consider the function $\Lambda_{b i}^{(s-1)}: u_{n}(K)^{*} \rightarrow K$ (the notation is as in section 4.2, pg. 172). Let $D_{\omega}\left(b, b_{s}-1\right)=\left\{\left(i_{1} j_{1}\right), \ldots,\left(i_{r} j_{r}\right)\right\}, j_{1}<\ldots<j_{r}$, and let $\sigma_{B} S_{r}$ be such that $i_{\sigma(1)}<\ldots<i_{\alpha(r)}$. Then

As above

$$
h \in V_{D_{0}(-)}\left(\varphi_{0}^{(\alpha)}\right)
$$

Since $(b, i) \in R\left(D_{0}\right)$ we have

$$
\Lambda_{b i}^{(s-1)}(h)=0
$$

(by lemma 4.2.12). Since $\Lambda_{b i}^{(s-1)}(f)=0$ (because $\left.b * a_{i}\right), f\left(e_{i n}\right)=0$ and $\Delta_{j_{1} \cdots j_{r}}^{i(1) \cdots i_{\sigma(1)}}(f) \neq 0$ we conclude that

$$
g\left(e_{b i}\right)=0 .
$$

We have proved that

$$
(b, i+1) \in D_{\omega} \Rightarrow b=a_{t} .
$$

Conversely suppose that $b=a_{r}$. Then we repeat the above argument to conclude that

$$
\Phi_{a_{i}}^{(l-1)}(f)=(-1)^{\prime} f\left(e_{i n}\right) g\left(e_{a i}\right) \Delta_{j_{1} \cdots j_{r}}^{i_{1} \cdots i_{r}}(f)
$$

where $D_{\omega}\left(a_{r}, b_{t-1}-1\right)=\left\{\left(i_{1} j_{1}\right) \ldots,\left(i_{r} j_{r}\right)\right\}, j_{1}<\ldots<j_{r}$, and $\sigma \in S_{r}$ is such that $i_{\sigma(1)}<\ldots<i_{\sigma r r)}$. Since $\Lambda_{a, i}^{(s-1)}(f) \neq 0$ we deduce that $g\left(e_{a, j}\right) \neq 0$, so $\left(a_{l}, i+1\right) \in D_{\alpha .}$. This completes the proof of our claim, i.e.

$$
(b, i+1)_{\in} D_{\omega} \Leftrightarrow b=a_{r} .
$$

Now suppose that $b=a_{t}$. Then $\left(a_{t}, i+1\right) \in D_{\omega r} B y(5.1 .2)$ we have $\varphi_{\alpha}\left(a_{t}, i+1\right)=g\left(e_{a_{i}}\right)$ and by (5.1.3) $g\left(e_{a_{j} j}\right)=\varphi^{(\omega)}\left(a_{t}, i\right)$. So

$$
\varphi_{\phi}\left(a_{r} i+1\right)=\phi^{(a)}\left(a_{i} i\right)
$$

and part (i) of the lemma is proved.
Finally we suppose that $b \neq a_{t}$ (we note that by assumption $(b, i+1) \in D$ ). We consider the roots $(a, i+1)$ for an arbitrary $a \in\{b+1, \ldots, i-1\}$. An inductive argument (analogous to the one used in the first part of the proof) shows that

$$
(a, i+1) \in R\left(D_{\omega}\right) \Leftrightarrow(a, i) \in R\left(D_{0}\right) .
$$

On the other hand we have

$$
g\left(e_{a i}\right)=\alpha^{-1} g\left(e_{b i}\right) g\left(e_{a i+1}\right)
$$

(see lemma 3.1.1) Since $g\left(e_{b i}\right)=0$ we deduce that $f\left(e_{a i}\right)=h\left(e_{a i}\right)+g\left(e_{a i}\right)=h\left(e_{a i}\right)$. Moreover (by (5.1.2))

$$
\Delta_{a i+1}^{D_{e}}\left(f_{a}\right)=\Delta_{a i}^{D_{0}}(h) .
$$

This implies that

$$
(a, i+1) \in D_{\omega} \Leftrightarrow(a, i), D_{0} .
$$

Since $\left.D_{0}=D \backslash(b, l+1)\right\}$ we conclude that

$$
\left(a_{,} i+1\right) \in D_{\omega} \Leftrightarrow\left(a_{\Omega}\right) \in D .
$$

Finally if $(a, l+1) \in D_{\omega}$ (hence $\left.(a, i), D\right)$ we must have $a>a_{1}$ and
$\varphi_{c}(a, l+1)=\varphi_{0}(a, i)=\varphi(i, a)$.
The proof of the lemma is complete.

Remark 5.1.3. Let the notation be as above and suppose that $(i, i+1) \in R\left(D_{\omega}\right)$. Then ( $i, i+1) \in D_{\omega}$ if and only if $\Delta_{i i+1}^{D_{e}}\left(f_{\omega}\right) \geqslant 0$. If this is the case then there exists a unique $\alpha=K^{*}$ such that

$$
\Delta_{i i+1}^{D_{e}}\left(f_{\omega}+\alpha e_{i+1}{ }^{*}\right)=0
$$

(in fact $\alpha=-\varphi(i, i+1)$ ). Moreover we have

$$
\left.f_{\omega_{0}}+\alpha e_{i+1}{ }^{*} \in V_{D_{j} \backslash((i,+1))}\right)\left(\left(\varphi_{\omega}\right)_{0}\right)
$$

where $\left(\varphi_{\omega}\right)_{0}$ is the restriction of $\varphi_{\infty}$ to $\left.D_{\omega} \backslash(i, i+1)\right\}$.

In the next result we consider the roots in the $i$-th column.

Lemma 5.1.4. Let the notation be as above.
(i) If $b_{i}=i+1$ then, for all $a \in\{1, \ldots, i-1\}$,

$$
(a, i) \in D_{\omega} \Leftrightarrow(a, i) \in D .
$$

If $(a, i) \in D_{\omega}$ then $a>a_{t}$ and

$$
\varphi_{\infty}\left(a_{1}\right)=-\varphi^{(\varepsilon)}\left(a_{r} i\right)^{-1} \varphi(a, i) \varphi\left(a_{t}, i+1\right) .
$$

(ii) If $b_{p} \neq i+1$ then, for all $a \in\{1, \ldots, i-1\}$,

$$
(a, i) \in D_{\omega} \Leftrightarrow(a, i+1) \in D .
$$

If $(a, j)=D_{\omega}$ then

$$
\varphi_{\Delta}(a, i)=\varphi\left(a_{i}, i+1\right) .
$$

Proof. Suppose that $b_{\boldsymbol{l}}=\boldsymbol{i + 1}$.
We claim that ( $\left.a_{1},\right)_{\in} D_{\omega}$ for all $a_{\in}\left\{1, \ldots, a_{1}-1\right\}$. In fact let $a_{0}\left\{1, \ldots, a_{1}-1\right\}$ and suppose that $\left(a_{r}\right) \in R\left(D_{\mu}\right)$. Since $a<a_{t}$ and $\left(a_{p}, i+1\right) \in D$ there is no $a^{\prime} \subset\left\{(1, \ldots, a-1\}\right.$ with $\left(a^{\prime}, i+1\right), D$. On the other hand since $(a, h) \in R\left(D_{\ldots}\right)$ there is no $b^{\prime} \in\{i+1, \ldots, n\}$ with $(a, b) \in D$ (otherwise $(a, b) \in D_{\omega}$ - by lemma 5.1.1). Therefore ( $\left.a, i+1\right) \in R(D)$. Since $\left(a_{n}, i+1\right) \in D_{\infty}$ (by the previous lemma) we have ( $\left.a^{\prime}, i+1\right), D_{\omega}$ for all $a^{\prime} ;(1, \ldots, a-1\}$. Thus

$$
\Delta_{a i}^{D_{a i}}\left(f_{\omega}\right)=\Delta_{a i+1}^{D}(f)
$$

Since $(a, i+1) \in D$ (because $a<a_{1}$ ) we obtain

$$
\Delta_{a i}^{D_{e i}}\left(f_{\omega}\right)=\Delta_{a i+1}^{D}(f)=0 .
$$

and this implies that $(a, i) \in D_{\omega}$ as required. On the other hand we have $\left(a_{r} i\right) \in D_{\omega}$ because ( $\left.a_{p} i+1\right) \in D_{\omega}$ (by the previous lemma).

Finally let $a \in\left\{a_{t}+1, \ldots, i-1\right\}$ and suppose that $(a, i) \in D_{a r}$ We claim that $(a, i) \in R(D)$. In fact suppose that $(a, i) \in S(D)$. If $(a, b) \in D$ for some $b \in\{i+1, \ldots, n\}$ then $b>i+1$ (because $a>a_{t}$ and $\left.\left(a_{f}, i+1\right) \in D\right)$ and $(a, b) \in D_{\omega}$ (by lemma 5.1.1). This is in contradiction with $(a, i) \in D_{a r}$ On the other hand suppose that there exists $a^{\prime} \in\{1, \ldots, a-1\}$ such that $\left(a^{\prime}, i\right) \in D$. Then $a_{t}<a^{\prime}$ (by definition of special sequence). If ( $\left.a^{\prime}, i\right) \in S\left(D_{\omega}\right)$ then there exists $b^{\prime} \in\{i+1, \ldots, n\}$ such that $\left(a^{\prime}, b\right) \in D_{\omega}$ (we note that $\left.(a, i) \in D_{\omega}\right)$. Since $\left(a_{t}, i+1\right) \in D_{\omega}$ (by the previous lemma) we have $b^{\prime}>i+1$, so ( $\left.a^{\prime}, b^{\prime}\right) \in D$ (by lemma 5.1.1). This contradicts the assumption $\left(a^{\prime}, i\right) \in D$. Therefore $\left(a^{\prime}, i\right) \in R\left(D_{\omega}\right)$. Now the determinant $\Delta_{a i l}^{D_{a}}\left(f_{\omega}\right)$ is obtained from the determinant $\Delta_{a^{\prime} i}^{D}(f)$ by permuting the columns corresponding to the roots ( $a^{\prime}, i$ ) and $\left(a_{i}, i+1\right)$. It follows that

$$
\Delta_{a^{\prime i}}^{D_{a}}\left(f_{\omega}\right)=-\Delta_{a^{\prime} i}^{D}(f) .
$$

Since $\left(a^{\prime}, i\right) \in D$ we obtain

$$
\Delta_{a^{\prime} i}^{D}\left(f_{\omega}\right)=-\Delta_{a^{\prime} i}^{D}(f) \neq 0
$$

This implies that $\left(a^{\circ}, i\right) \in D_{\omega}$ which is in contradiction with $(a, i) \in D_{\omega r}$ It follows that $(a, i) \in R(D)$ as required.

Now we have (as above)

$$
\Delta_{a i}^{D_{a i}}\left(f_{\omega}\right)=-\Delta_{a i}^{D}(f)
$$

Since $\left(a_{i}\right) \in D_{\omega}$ we conclude that

$$
\Delta_{a i}^{p}(f) \neq 0
$$

and so $(a, i) \in D$. Moreover (using (3.1.7)) we deduce that

$$
\varphi_{a}\left(a_{r}\right) \varphi_{\omega}\left(a_{r} i+1\right)=-\varphi\left(a_{i}\right) \varphi\left(a_{r}, i+1\right)
$$

By the previous lemma we have

$$
\varphi_{\omega}\left(a_{r} i+1\right)=\varphi^{(a)}\left(a_{r} i\right)
$$

Thus

$$
\varphi_{\Delta}\left(a_{,}\right)=-\varphi^{(a)}\left(a_{r},\right)^{-1} \varphi\left(a_{i}\right) \varphi\left(a_{r}, i+1\right)
$$

To conclude the proof of part (i) it remains to show that for any $a \in\{1, \ldots, i-1\}$ $(a, i) \in D \Rightarrow(a, i) \in D_{\omega}$. For suppose that $(a, i) \in D$. As before we claim that $(a, i) \in R\left(D_{\omega}\right)$. In fact if $(a, b) \in D_{\omega}$ for some $b \in\{i+1, \ldots, n\}$ then $b>i+2$ (because $\left.\left(a_{r}, i+1\right) \in D_{\omega}\right)$ and (by lemma 5.1.1) $(a, b) \in D$ which contradicts the assumption $(a, i) \in D$. On the other hand, if $\left(a^{\prime}, i\right) \in D_{\omega}$ for some $a^{\prime} \in\{1, \ldots, a-1\}$ then $\left(a^{\prime}, i\right) \in D$ (by the first part of the proof) and this is also in contradiction with $(a, i) \in D$. It follows that $(a, i) \in R\left(D_{\omega}\right)$ as claimed. Finally we use the equality

$$
\Delta_{a i}^{D_{a}}\left(f_{\omega}\right)=-\Delta_{a i}^{D}(f)
$$

(see above) to conclude that $(a, i) \in D_{\omega}$
Now we assume that $b_{l} \neq i+1$ and we let $a \in\{1, \ldots, i-1\}$. We have two distinct cases: either $(b, i+1) \in D_{\omega}$ for all $b \in\{1, \ldots, a-1\}$ or $(b, i+1) \in D_{\omega}$ for some $b \in\{1, \ldots, a-1\}$.

Firstly we assume that $(b, i+1) \in D_{\omega}$ for all $b \in\{1, \ldots, a-1\}$. Suppose that $(a, i) \in D_{\omega}$ As in the previous cases we claim that $(a, i+1) \in R(D)$. For suppose that $(a, i+1) \in S(D)$. If $\left(a, b^{\prime}\right) \in D$ for some $b^{\prime} \in\{i+2, \ldots, n\}$ then $\left(a, b^{\gamma}\right) \in D_{\omega}$ (by lemma 5.1.1) which is in contradiction with $(a, i) \in D_{a r}$ On the other hand suppose that $\left(a^{\prime}, i+1\right) \in D$ for some $a^{\prime} \in\{1, \ldots, a-1\}$. If $\left(a^{\prime}, i\right) \in S\left(D_{\omega}\right)$ then there exists $b^{\prime} \in\{i+1, \ldots, n\}$ such that $\left(a^{\prime}, b\right) \in D_{\omega}$. By our hypothesis $b^{\prime}>i+2$, so $\left(a^{\prime}, b^{\prime}\right) \in D$ (by lemma 5.1.1) and this is in contradiction with $\left(a^{\prime}, i+1\right) \in D$. It follows that $\left(a^{\prime}, i\right) \in R\left(D_{\omega}\right)$. Now we have

$$
\Delta_{a^{\prime \prime}}^{D_{a}}\left(f_{\omega}\right)=\Delta_{a^{\prime} i+1}^{D}(f)
$$

Since $\left(a^{\prime}, j+1\right) \in D$ we obtain

$$
\Delta_{\alpha^{\prime \prime}}^{D^{\prime}}\left(f_{\omega}\right)=\Delta_{a^{\prime} i+1}^{D}(f) \neq 0
$$

and this implies that $\left(a_{,}^{\prime}, j\right) \in D_{\omega}$ which is in contradiction with $(a, D) \in D_{\infty}$. It follows that $(a, ~ /+1) \in R(D)$.

Finally we have

$$
\Delta_{a i}^{D_{e i}}\left(f_{\omega}\right)=\Delta_{a i+1}^{D}(f)
$$

Since $\left(a_{N}\right) \in D_{\infty}$ we obtain

$$
\Delta_{a i+1}^{D}(f)=\Delta_{a i}^{D}\left(f_{\omega i}\right) \neq 0
$$

and so $(a, i+1) \in D$. Moreover (3.1.7) implies that

$$
\varphi_{a}(a, i)=\varphi(a, i+1)
$$

To complete the proof in this case suppose that $(a, i+1) \in D$ and suppose also that $(a, i) \in S\left(D_{\omega}\right)$. If $\left(a, b^{\prime}\right) \in D_{\omega}$ for some $b^{\prime} \in\{i+1, \ldots, n\}$ then $b^{\prime}>i+1$ (by hypothesis) and $(a, b) \in D$ (by lemma 5.1.1) which contradicts the assumption $(a, i+1) \in D$. On the other hand if $\left(a^{\prime}, i\right) \in D_{\omega}$ for some $a^{\prime} \in\{1, \ldots, a-1\}$ then $\left(a^{\prime}, i+1\right) \in \mathrm{D}$ (by the reverse implication) and this is also in contradiction with $(a, i+1) \in D$. Thus $(a, i) \in R\left(D_{\omega}\right)$. Now the equality

$$
\Delta_{a i}^{D_{a}}\left(f_{\omega}\right)=\Delta_{a i+1}^{D}(f)
$$

implies that $(a, i) \in D_{\omega}$ and the proof is complete in this case.
On the other hand suppose that there exists $b \in\{1, \ldots, a-1\}$ such that $(b, i+1) \in D_{\text {ar }}$ Suppose that $(a, i) \in D_{\omega}$. As before we have $(a, i+1) \in S(D)$ if and only if $\left(a^{\prime}, i+1\right) \in D$ for some $a^{\prime} \in\{1, \ldots, a-1\}$. Suppose that this is so. Then

$$
\left(a^{\prime}, i\right) \in S\left(D_{\omega}\right) \Leftrightarrow\left(a^{\prime}, i+1\right) \in D_{\omega}
$$

In fact if $\left(a^{\prime}, b\right) \in D_{\omega}$ for some $b^{\prime} \in\{i+2, \ldots, n\}$ then $\left(a^{\prime}, b\right) \in D$ (by lemma 5.1.1) and this is impossible because ( $a^{\prime}, i+1$ ) $D$. By lemma 5.1 .2 we have

$$
\left(a^{\prime}, i+1\right) \in D_{\infty} \Leftrightarrow\left(a^{\prime}, j\right) \in D
$$

Since $\left(a^{\prime}, i+1\right) \in D$ we conclude that $\left(a^{\prime}, i\right) \in R\left(D_{a}\right)$. If $a^{\prime}<b$ then

$$
\Delta_{a^{\prime \prime}}^{D_{a}}\left(f_{\omega}\right)=\Delta_{a^{\prime} i+1}^{D}(f)
$$

and we deduce that $\left(a^{\prime}, i\right) \in D_{\omega}$ because $\left(a^{\prime}, i+1\right) \in D$. This is in contradiction with $(a, i) \in D_{\omega}$ Therefore $b<a^{\prime}$. Since $(b, i+1) \in D_{,,}$we have $(b, i) \in D$ (by lemma 5.1.2) so
where $i_{1}=b, D\left(a_{0}^{\prime}, i+1\right)=D_{\omega}\left(a^{\prime}, i+1\right)=\left\{\left(i_{2} j_{2}\right), \ldots,\left(i_{r} j_{r}\right)\right\}$ and $\sigma \in S_{r}$ is such that $i_{\alpha(1)}<\ldots<i_{\sigma(r)}$. Since $(b, i),\left(a^{\prime}, i+1\right) \in D$ we conclude that

$$
\Delta_{a i}^{D}\left(f_{\omega}\right)=0
$$

(see the proof of proposition 3.1.2). It follows that $\left(a^{\prime}, i\right) \in D_{\omega}$ which is in contradiction with $(a, i) \in D_{\omega}$ This contradiction implies that ( $\left.a, i+1\right) \in R(D)$.

Finally to conclude that $(a, i+1) e D$ we use the equality
where $i_{1}=b, D(a, i+1)=D_{\omega}(a, i+1)=\left\{\left(i_{2} j_{2}\right), \ldots,\left(i_{r} j_{r}\right)\right\}$ and $\sigma \in S_{r}$ is such that $i_{\alpha(1)}<\ldots<i_{\sigma(r)}$. If $(a, i+1) \in D$ the second column of this determinant is a linear combination of the remaining columns (see the proof of proposition 4.2.10) so

$$
\Delta_{a i}^{D_{a}}\left(f_{\omega}\right)=0
$$

which is in contradiction with $(a, i) \in D_{\alpha}$. Thus $(a, i+1) \in D$.
Now the determinant of the rigth hand side of the equality (5.1.4) is equal to

$$
\operatorname{sgn}(\sigma \omega) \varphi\left(b_{r}\right) \varphi(a, i+1) \varphi\left(i_{2} j_{2}\right) \ldots \varphi\left(i_{r} j_{r}\right)
$$

(see the proof of proposition 3.1.2) whereas

$$
\left.\Delta_{a i}^{D^{2}} \sigma_{\alpha}\right)=s g n(\sigma) \varphi_{\omega}(a, i) \varphi_{\omega}(b, i+1) \varphi\left(i_{2} j_{2}\right) \ldots \varphi\left(i_{r} j_{r}\right)
$$

(by (3.1.7) and by lemma 5.1.1). Since $\operatorname{sgn}(\sigma)=-s g n(\sigma \omega)$ we deduce that

$$
\varphi_{\alpha}(a, i) \varphi_{\alpha}(b, i+1)=\varphi(b, i) \varphi(a, i+1) .
$$

Since $\varphi_{\alpha}(b, i+1)=\varphi(b, i)$ (by lemma 5.1.2) we obtain

$$
\varphi_{\omega}(a, i)=\varphi(a, i+1) .
$$

To finish the proof we must justify that

$$
(a, l+1) \in D \Rightarrow(a, i) \in D_{\omega}
$$

In fact suppose that $(a, i+1) \in D$ and that $(a, i) \in S\left(D_{\omega}\right)$. If $(a, b) \in D_{\infty}$ for some $b^{\prime} \in\{i+2, \ldots, n\}$ then $(a, b) \in D$ (by lemma 5.1.1) which contradicts ( $a, i+1$ ) $\subset$. If $(a, l+1)=D_{\mu}$ then $(a, j) \in D$ (by lemma 5.1.2) which is also in contradiction with ( $\left.a_{r} i+1\right) \in D$. Finally if $\left(a^{\prime}, D\right), D_{\omega}$ for some $a^{\prime} \in(1, \ldots, a-1\}$ then ( $\left.a^{\prime}, i\right), D$ (by the reverse implication) and
this is again in contradiction with $(a, i+1) \in D$. It follows that $(a, i) \in R\left(D_{\omega}\right)$. Now we use the equality (5.1.4) to conclude that $(a, i) \in D_{\omega}$ as required.

The proof of the lemma is complete.

Finally we consider roots $(a, b) \in \Phi(n)$ with $b<i$.

Lemma 5.1.5. Let the notation be as before and let $(a, b) \in \Phi(n)$ be such that bei. Then

$$
(a, b) \in D_{\omega} \Leftrightarrow(a, b) \in D .
$$

If $(a, b) \in D_{\omega}$ then

$$
\varphi_{\omega}(a, b)=\varphi(a, b)
$$

Proof. We proceed by induction on the set $\{(a, b) \in \Phi(n) ; b<i\}$. The smallest root in this set is ( $1, i-1$ ). Suppose that $(1, i-1) \in S\left(D_{\omega}\right)$. Then there exists $b^{\circ} \in\{i, \ldots, n\}$ such that $(1, b) \in D_{a r}$ If $b^{\prime}>i+1$ then $(1, b) \in D$ (by lemma 5.1.2) so $(1, i-1) \in S(D)$. If $b^{\prime}=i+1$ then (by lemma 5.1.2) either $(1, i) \in D$ (if $b_{i}=i+1$ ) or $(1, i+1) \in D$ (if $b_{i} \neq i+1$ ). In both cases we conclude that $(1, i-1) \in S(D)$. Finally if $b^{\prime}=i$ then (by lemma 5.1.3) either $(1, i+1) \in D$ (if $\left.b_{f} \neq i+1\right)$ or $(1, i) \in D$ (if $b_{t}=i+1$ ). In both cases we also conclude that $(1, i-1) \in S(D)$. The implication $(1, i-1) \in S(D) \Rightarrow(1, i-1) \in S\left(D_{\omega}\right)$ is proved similarly. It follows that

$$
(1, i-1) \in R\left(D_{\omega}\right) \Leftrightarrow(1, i-1) \in R(D) .
$$

Now we have $(1, i-1)=D_{\omega}$ if and only if $f_{\omega}\left(e_{1 i}\right)=\ldots=f\left(e_{1 n}\right)=0$ and $f_{\infty}\left(e_{1 i-1}\right) \neq 0$. $f_{\omega}\left(e_{1 b}\right)=f\left(e_{1 a x b)}\right)$ for all be $\{2, \ldots, n\}$ we conclude that

$$
(1, i-1) \in D_{\omega} \Leftrightarrow(1, i-1) \in D .
$$

Moreover

$$
\varphi_{\omega}(1, i-1)=f_{\omega}\left(e_{1 i-1}\right)=f\left(e_{1 i-1}\right)=\varphi(1, i-1)
$$

and the lemma is proved for the root $(1, i-1)$.
Suppose that $(a, b)>(1, i-1)$ and that the lemma is proved for all $\left(a^{\prime}, b\right) \in \Phi(n)$ such that $(1, j-1) \leq\left(a^{\prime}, b\right)<(a, b)$. A similar argument to the one used above shows that

$$
(a, b) \propto S\left(D_{\omega}\right) \Leftrightarrow(a, b) \triangle S(D)
$$

(we note that (by induction) for all $a^{\prime} \in\{1, \ldots, a-1\}\left(a^{\prime}, b\right) \in D_{\infty}$ if and only if $\left.\left(a^{\prime}, b\right) \in D\right)$. It
follows that

$$
(a, b) \in R\left(D_{\omega}\right) \Leftrightarrow(a, b) \in R(D)
$$

Now we assume that $b_{c} \boldsymbol{\sim} i+1$.
On the one hand suppose that there exist $a^{\prime}, b^{\prime} \in\{1, \ldots, a-1\}$ such that ( $a^{\prime}, i$ ) and ( $b^{\circ}, i+1$ ) lie in $D_{0}(a, b)$. Then $\left(a^{\circ}, j+1\right),\left(b^{\circ}, b\right) \in D$ (by lemmas 5.1.2 and 5.1.3) and we have

$$
\Delta_{a b}^{D}\left(f_{\omega}\right)=-\Delta_{a i j}^{D}(f)
$$

because the determinant $\Delta_{a b}^{D_{a b}}\left(f_{\omega}\right)$ is obtained from $\Delta_{a b}^{D}(f)$ by permuting the columns which correspond to the roots $\left(a^{\prime}, i+1\right),\left(b^{\prime}, i\right) \in D$. This implies that

$$
(a, b) \in D_{\omega} \Leftrightarrow(a, b) \in D .
$$

By (3.1.7) (and by the previous lemmas) we conclude that

$$
\varphi_{\omega}(a, b)=\varphi(a, b)
$$

whenever $(a, b) \in D_{a r}$
On the other hand suppose that at least one of the following cases occurs:
(i) $\left(a^{\prime}, i\right) \in D_{\omega}$ for all $a^{\prime} \in\{1, \ldots, a-1\}$ - hence (by lemma 5.1.4) $\left(a^{\prime}, i+1\right) \in D$ for all $a^{\prime} \in\{1, \ldots, a-1\} ;$
(ii) $\left(b^{\prime}, i+1\right) \in D_{\omega}$ for all $b^{\prime} \in\{1, \ldots, a-1\}$ - hence (by lemma 5.1.2) ( $\left.b^{\prime}, i\right) \quad a$ for all $b^{\prime} \in\{1, \ldots, a-1\}$.

Then we have (in both cases)

$$
\Delta_{a b}^{D}(f)=\Delta_{a b}^{D}(f)
$$

and the conclusion of the proof is as in the previous case.
Finally suppose that $b_{i}=i+1$. Then (by lemma 5.1.2) $\left(a_{p} i+1\right) \in D_{\infty}$
If $a<a_{1}$ then we have

$$
\Delta_{a b}^{D_{c}}\left(f_{\omega}\right)=\Delta_{a b}^{D}(\theta)
$$

and the lemma follows as above. On the other hand suppose that $a>a_{f}$. Then one (and only one) of the following cases occurs:
(i) $\left(a^{\prime}, D\right) \in D_{\omega}$ for some $a^{\prime} \leqslant\left\{a_{1}+1, \ldots, i-1\right\}$ - hence (by lemma 5.1.4) $\left(a^{\prime}, \downarrow\right)=D_{\text {; }}$
(ii) $\left(a^{\prime}, b\right) \in D_{\infty}$ for all $a^{\prime} \in\{1, \ldots, i-1\}$ - hence (by lemma 5.1 .4$)\left(a^{\prime}, d\right) \in D$ for all

$$
a^{\prime} \in\{1, \ldots, i-1\} .
$$

If case (i) occurs and $a>a^{\prime}$ then

$$
\Delta_{a b}^{D_{a b}}\left(f_{\omega}\right)=-\Delta_{a b}^{D}(f)
$$

and the result follows as before. Finally suppose that either the first case occurs and $a<a^{\prime}$ or the second case occurs. Let $D_{\infty}(a, b)=\left\{\left(i_{1} j_{1}\right), \ldots,\left(i_{r} j_{r}\right)\right\}, j_{1}<, \ldots<j_{r}$, and let $\sigma \in S_{r}$ be such that $i_{\sigma(1)}<\ldots<i_{\sigma r)}$. Then $\left(a_{n} i+1\right)=\left(i_{s} j_{s}\right)$ for some $s \in\{1, \ldots, r\}$. Since $(a, i) \in R(D) \cup D$ the column-vector

$$
c_{i}=\left(f\left(e_{i_{\alpha(1)}} i\right) \cdots f\left(e_{i_{\alpha n}}\right) f\left(e_{e_{a i}}\right)\right)^{\mathrm{T}}
$$

is a linear combination of the vectors

$$
c_{i+1}=\left(f\left(e_{\left.i_{\sigma(1)}\right)^{i+1}}\right) \ldots f\left(e_{i_{\alpha \theta}} i+1\right) f\left(e_{a i+1}\right)\right)^{\mathrm{T}}
$$

and

$$
c_{j_{s}}=\left(f\left(e_{i_{\alpha 1} j_{j}}\right) \ldots f\left(e_{i_{\alpha \sigma} j_{s}}\right) f\left(e_{\alpha j_{g}}\right)\right)^{\mathrm{T}}
$$

for $s^{\prime} \in\{s+1, \ldots, r\}$ (see the proof of proposition 4.2.10). Therefore the vector space spanned by the vectors $c_{i}, c_{j_{\rho+1}} \ldots, c_{j_{r}}$ is also spanned by the vectors $c_{i+1}, c_{j_{\rho+1}}, \ldots, c_{j_{i}}$. It follows that

$$
\Delta_{a b}^{D_{a b}}\left(f_{\omega}\right) \neq 0 \Leftrightarrow \Delta_{a b}^{D}(f) \neq 0
$$

and this implies that

$$
(a, b) \in D_{\omega} \Leftrightarrow(a, b) \in D .
$$

To conclude the proof let $\alpha_{1} \alpha_{s+1}, \ldots, \alpha_{r} \in K$ be such that

$$
c_{i}=\alpha c_{i+1}+\alpha_{s+1} c_{j_{r+1}}+\ldots+\alpha_{r} c_{j_{r}}
$$

We claim that

$$
\alpha=\varphi\left(a_{t}, i+1\right)^{-1} \phi^{(d)}\left(a_{t}, i\right)
$$

For let $D_{0}=D \backslash\left\{\left(a_{0} i+1\right)\right\}$ and and let $\varphi_{0}$ is the restriction of $\varphi$ to $D_{0}$. Then there exist $f^{()} \in O_{a_{j+1}}\left(\varphi\left(a_{r} j+1\right)\right)$ and $f^{\prime} \in V_{D_{0}}\left(\varphi_{0}\right)$ such that

$$
f=f^{(t)}+f
$$

Therefore

$$
c_{i+1}=c^{(f)}+c^{\prime}
$$

where

$$
\left.c^{(t)}=\left(0 \ldots 0 \varphi\left(a_{\ell, i} i+1\right) f^{(t)}\left(e_{i_{\alpha+1}}\right)^{i+1}\right) \ldots f^{(t)}\left(e_{i} \alpha_{j^{i+1}}\right) f^{(t)}\left(e_{a i+1}\right)\right)^{\mathrm{T}}
$$

$s^{\prime}=\sigma^{-1}(s)$ and

$$
c^{\prime}=\left(f\left(e_{\left.i_{a(1)}\right)^{i+1}}\right) \ldots f\left(e_{i_{a n} i+1}\right) f\left(e_{a i+1}\right)\right)^{T}
$$

Now we have

$$
f\left(e_{a^{\prime} i}\right)=f^{(i)}\left(e_{a^{2} i}\right)+f^{\prime}\left(e_{a^{i} i}\right)=\varphi\left(a_{t} i+1\right)^{-1} f^{(i)}\left(e_{a_{j} j}\right) f^{(i)}\left(e_{a^{\prime} i}\right)+f^{\prime}\left(e_{a^{\prime} i}\right)
$$

for all $a^{\prime} \in\{1, \ldots, i-1\}$. It follows that

$$
c_{i}=\varphi\left(a_{i}, i+1\right)^{-1} f^{(i)}\left(e_{a, j}\right) c^{(i)}+c^{\prime}=\varphi\left(a_{i}, i+1\right)^{-1} f^{(i)}\left(e_{a j}\right) c_{i+1}+\beta c^{\prime}
$$

where

$$
\beta=1-\varphi\left(a_{t} i+1\right)^{-1} f^{(l)}\left(e_{a j}\right)
$$

Since $\left(a^{\prime}, i+1\right) \equiv D_{0}$ for all $a^{\prime} \in\{1, \ldots, j\}$ the vector $c^{\prime}$ is a linear combination of the vectors $c_{j_{m+1}} \ldots, c_{j_{r}}$ (see the proof of proposition 4.2.10). Since the vectors $c_{i+1}, c_{j_{r+1}}, \ldots, c_{j_{1}}$ are linearly independent we conclude that

$$
\alpha=\varphi\left(a_{t}, i+1\right)^{-1} f^{(t)}\left(e_{a j}\right)
$$

Our claim follows because

$$
f^{(t)}\left(e_{a_{j}}\right)=\varphi^{(a)}\left(a_{p}, l\right)
$$

(see the proof of lemma 5.1.2).
Now we conclude that

$$
\Delta_{a b}^{D_{a}}\left(f_{\omega}\right)=\varphi\left(a_{t}, i+1\right)^{-1} \varphi^{(a)}\left(a_{t}, i\right) \Delta_{a b}^{D}(f)
$$

Finally suppose that $(a, b) \in D_{\omega}$ (hence $\left.(a, b) \in D\right)$. Then (by (3.1.7))

$$
\Delta_{a b}^{D^{a}}\left(f_{\omega}\right)=\left(-1 Y_{s g n}(\sigma) \varphi_{\omega}(a, b) \varphi_{d}\left(a_{t}, i+1\right) \prod_{s^{\prime}=1, s^{\prime}, s}^{r} \varphi_{\infty}\left(i_{s^{\prime}} d_{s}\right)\right.
$$

and

$$
-\Delta_{q b}^{D}(f)=(-1)^{r} \operatorname{sgn}(\sigma) \varphi(a, b) \varphi\left(a_{t} i+1\right) \prod_{s^{\prime}=1}^{r} \int_{s^{\prime} \omega g} \varphi\left(i_{s} j_{s}\right) .
$$

By the previous lemmas (and also by induction) we have

$$
\varphi_{\omega( }\left(i_{s^{\prime}} J_{s}\right)=\varphi\left(i_{s^{\prime}} j_{s^{\prime}}\right)
$$

for all s's $\{1, \ldots, t\}$ with s'ts. Moreover (by lemma 5.1.2)

$$
\varphi_{\omega}\left(a_{n} i+1\right)=\varphi^{(\ell)}\left(a_{t} t\right)
$$

It follows that

$$
\varphi_{\omega}(a, b)=\varphi(a, b)
$$

as required.

To finish this section we collect our lemmas in the following:

Theorem 5.1.7. Let $D$ be a basic subset of $\Phi(n)$ and suppose that $(i, n) \in D$ for some $j \in\{1, \ldots, n-2\}$. Let $\varphi: D \rightarrow K^{*}$ be any map and let $f \in V_{D}(\varphi)$ be such that $f\left(e_{i+1 n}\right)=f\left(e_{i i+1}\right)=0$. Let $a=\left(a_{1}, \ldots, a_{r}\right)$ be the (unique) special sequence such that $f \in V_{D^{(a)}}\left(\phi^{(a)}\right)$. Let $\omega=(i i+1) \in S_{n}$ and define $f_{\omega^{\varepsilon}} u_{n}(K)^{*}$ by

$$
f_{\omega}\left(e_{a b}\right)= \begin{cases}f\left(e_{\omega(a) \omega(b)}\right) & \text { if }(a, b) \neq(i, i+1) \\ 0 & \text { if }(a, b)=(i, i+1)\end{cases}
$$

for all $(a, b) \in \Phi(n)$. Let $D_{\omega}$ be the basic subset of $\Phi(n)$ and let $\varphi_{a} \cdot D_{\omega} \rightarrow K^{*}$ be the map such that $f_{\omega} \in V_{D_{a}}\left(\varphi_{\omega}\right)$. Then:
(i) If either $a=\varnothing$ or $\left(a_{t}, i+1\right) \in D$,

$$
D_{\omega}= \begin{cases}\omega(D) \cup[(i, i+1)\} & i f(i, i+1) \in R(\omega(D)) \text { and } \Delta_{i i+1}^{\omega(D)}\left(f_{\omega}\right) \neq 0 \\ \omega(D) & \text { otherwise }\end{cases}
$$

and

$$
\varphi_{\omega}(u, v)=\varphi(\omega(u), \omega(v))
$$

for all $(u, v) \in \omega(D) \in D_{\omega r}$ If $(i, i+1) \in D_{\omega}$ then $\varphi_{\omega}(i, i+1)$ is well-determined by the value $\Delta_{i l+1}^{a(D)}\left(f_{\omega}\right)$ and there exists a unique $\alpha^{(K} K$ such that

$$
\Delta_{i i+1}^{\approx(D)}\left(f_{\omega}+\alpha e_{i i+1}^{*}\right)=0
$$

(ii) If $\left(a_{t}, i+1\right) \in D$ and there is no $a \in\{1, \ldots, i-1\}$ such that $(a, b) \in D$,

$$
D_{\infty}=(\omega \times D) \backslash\left\{\left(a_{t}, n\right)\right\} \cup\left\{\left(a_{t} i+1\right)\right\}
$$

and

$$
\varphi_{\omega}(u, v)= \begin{cases}\phi^{(a)}\left(a_{l}, i\right) & i f(u, v)=\left(a_{t}, i+1\right) \\ \varphi(\omega(u), \omega(v)) & \text { otherwise }\end{cases}
$$

for all $(u, v) \in D_{\alpha}$
(iii) If $\left(a_{t} i+1\right) \in D$ and there exists $a \in\{1, \ldots, i-1\}$ such that $(a, i) \in D$,

$$
\left.D_{\omega}=(\omega)(D) \backslash\left\{\left(a_{r} i\right),(a, i+1)\right\}\right) \cup\left\{\left(a_{t}, i+1\right),(a, i)\right\}
$$

and

$$
\varphi_{\omega}(u, v)= \begin{cases}\varphi^{(u)}\left(a_{r}, i\right) & \text { if }(u, v)=\left(a_{i}, i+1\right) \\ -\varphi^{(k)}\left(a_{r}, i\right)^{-1} \varphi\left(a_{,} i\right) \varphi\left(a_{r}, i+1\right) & \text { if }(u, v)=(a, i) \\ \varphi(\omega(u), \omega(v)) & \text { otherwise }\end{cases}
$$

for all if $(u, v) \in D_{a r}$

### 5.2. A decomposition of the regular character

The aim of this section is to prove the following result.

Theorem 5.2.1. Let $\rho$ be the regular character of $U_{n}(q)$. For each basic subser $D$ of $\Phi(n)$ we define the character

$$
\xi_{D}=\sum_{\varphi} \xi_{D}(\varphi)
$$

where the sum is over all maps $\varphi: D \rightarrow F_{q}{ }^{*}$. Then

$$
\rho=\sum_{\substack{D=\phi(n) \\ D \text { basic }}} q^{s(D)-l(D)} \xi_{D}
$$

where for each basic subset $D$ of $\Phi(n) s(D)=|S(D)|$ and $l(D)=\left|S^{(c)}(D)\right|=\left|S^{(r)}(D)\right|$ (see (2.2.7)).

Here $q=p^{e}, e \geq 1$, is the $e$-th power of the prime number $p$. As usual we let $K$ be the algebraic closure of the finite field $F_{q}$ and we realize the finite group $U_{n}(q)$ as the subgroup of $U_{n}(K)$ consisting of all fixed elements of the Frobenius map $F=F_{q}: U_{n}(K) \rightarrow U_{n}(K)($ see (1.1.1)).

Theorem 5.2.1 will be a consequence of the following result (which is in fact equivalent to it ):

Proposition 5.2.2. Let $D$ be a basic subset of $\Phi(n)$ and let $\varphi: D \rightarrow P_{q}{ }^{\phi}$ be any map. Let $\chi$ be an irreducible component of $\xi_{D}(\varphi)$. Then

$$
\chi(1)=q^{s(D)-l(D)}\left(\chi, \xi_{D}(\varphi)\right)
$$

where (...) denotes the Frobenius product between characters.

To prove this proposition we will use induction on the set of all basic subsets of $\Phi(n)$ (with the order introduced in section 5.1). If $D_{\Phi} \Phi(n)$ is the empty set then
$\varphi: D \rightarrow F_{q}^{*}$ is the empty map and

$$
\xi_{D}(\varphi)=1 U_{U_{n}(q)}
$$

is the unit character of $U_{n}(q)$. The result is obvious because $s(\varnothing)=l(\varnothing)=0$.

If $D=\left\{\left(i_{j}\right)\right\}$ consists only of one root $\left(i_{j}\right) \in \Phi(n)$ then for any map $\varphi: D \rightarrow F_{q}{ }^{*}$

$$
\xi_{D}(\varphi)=\xi_{i j}(\alpha)
$$

is the ( $i, j$-th elementary character associated with $\alpha=\varphi(i \sqrt{ }) \in F_{q}{ }_{q}^{*}$. By definition this character is irreducible and

$$
\xi_{i j}(\alpha)(1)=q^{j-i-1}
$$

The result is aiso ciear because $s(D)-l(D)=2(j-i-1)-(j-i-1)=j-i-1$.
Now suppose that $|D| \geq 2$ and let $(i, j)$ be the smallest root in $D$ (hence $b<i$ whenever $(a, b) \in D)$. If $j<n$ then the proposition follows by induction on $n$. On the other hand suppose that $(i, n) \in D$ for some $i \in\{1, \ldots, n-1\}$. If $i=n-1$ then there exists a unique irreducible character $\chi_{1}$ of $U_{n}(q)$ such that

$$
\chi=\xi_{n-1 n}(\alpha) \chi_{1}
$$

where $\alpha=\varphi(n-1, n)$. In fact since $\xi_{n-1 n}(-\alpha)$ is linear the character

$$
\chi_{1}=\xi_{n-1 n}(-\alpha) \chi
$$

is irreducible. By lemma 2.2 .9 we have

$$
\xi_{n-1 n}(-\alpha) \xi_{n-1 n}(\alpha)=1 U_{n}(q)
$$

On the other hand let $\left.D_{1}=D \backslash(n-1, n)\right\}$ and let $\varphi_{1}$ be the restriction of $\varphi$ to $D_{1}$. Since $\xi_{m-1 n}(\alpha)$ is linear and

$$
\overline{\xi_{n-1 n}(\alpha)}=\xi_{n-1 n}(-\alpha)
$$

(see the proof of proposition 2.2.16) we have

$$
\left(\chi_{1}, \xi_{D_{1}}\left(\varphi_{1}\right)\right)=\left(\xi_{n-1 n}(\alpha) \chi_{1}, \xi_{n-1 n}(\alpha) \xi_{D_{1}}\left(\varphi_{1}\right)\right)=\left(\chi, \xi_{D}(\varphi)\right)
$$

The result follows by induction on $n$ because $s\left(D_{1}\right)=s(D)$ and $l\left(D_{1}\right)=l(D)$.
Finally suppose that $i<n-1$. Let $f \in V_{D}(\varphi)$ be an $F$-fixed element such that the irreducible character $\chi$ corresponds to the ( $F$-stable) $U_{n}(K)$-orbit $O(N)$, i.e. $\chi=\chi_{O(N}$. Let $\omega \pm S_{n}$ be the transposition $\omega=(i i+1)$ and $\operatorname{let} f_{\alpha} U_{n}(K)^{*}$ be the element defined by (5.1.1).

Let $\left(D_{\alpha} \varphi_{\omega}\right)$ be the pair defined as in theorem 5.1.7. Then $f_{\omega} V_{D_{\omega}}\left(\varphi_{\omega}\right)$. Moreover $f_{\omega}$ is an $F$-fixed element hence its $U_{n}(K)$-orbit $O\left(f_{\omega}\right)$ is $F$-stable (we note that $V_{D_{\mu}}\left(\varphi_{\omega}\right)$ is also $F$-stable because $\varphi_{\alpha}\left(D_{\alpha}\right) \in F_{q}{ }^{*}$ - in fact for $(a, b) \in D_{\alpha,}$ the value $\varphi_{\alpha}(a, b)$ is a function of the entries of the element $f_{\boldsymbol{\sigma}}$ Let

$$
x_{\omega}=\chi_{0 \sigma_{\nu}}
$$

be the irreducible character of $U_{n}(q)$ which corresponds to $O\left(f_{\omega}\right)$. Since $O\left(f_{\omega}\right)=V_{D_{\infty}}\left(\varphi_{\omega}\right)$ (because $V_{D_{\alpha}}\left(\varphi_{\omega}\right)$ is $U_{n}(K)$-invariant, $f_{\omega} \in V_{D_{\alpha}}\left(\varphi_{\omega}\right)$ ) and

$$
V_{D_{\omega}}\left(\varphi_{\omega}\right)=O_{D_{\omega}}\left(\varphi_{\omega}\right)
$$

(by theorem 3.1.7) we have

$$
\left(\chi_{\alpha_{\Delta}} \xi_{D_{\omega}}\left(\varphi_{\omega} \nu\right) \neq 0\right.
$$

(see corollary 1.3.11). Since $D_{\omega}<D$, we may assume (by induction) that the result is proved for the basic subset $D_{\omega}$ of $\Phi(n)$. Therefore

$$
\begin{equation*}
\chi_{\omega}(1)=q^{s\left(D_{\alpha}\right)-\left(D_{\alpha}\right)}\left(\chi_{\alpha} \xi_{D_{\alpha}}\left(\varphi_{\omega}\right)\right) . \tag{5.2.1}
\end{equation*}
$$

Now we prove the following:

Lemma 5.2.3. The $U_{n}(K)$-orbit $O(f)$ is of the second kind with respect to the normal subgroup $U_{\alpha}(K)$.

Proof. By definition $O(f)$ is of the second kind if $f+\alpha e_{i \ddot{+1}}{ }^{*} \in O(f)$ for all $\alpha_{d} K$. Let $\alpha_{e} K$ be arbitrary and consider the element

$$
x_{i+1 n}\left(-\alpha f\left(e_{i n}\right)^{-1}\right)=1-\alpha f\left(e_{i n}\right)^{-1} e_{i+1 n} U_{n}(K)
$$

Then

$$
\left(x_{i n}\left(-\alpha f\left(e_{i n}\right)^{-1}\right) \cdot f\left(e_{r s}\right)= \begin{cases}f\left(e_{r s}\right) & \text { if }\left(r_{s} s\right)=(i, i+1) \\ f\left(e_{i l+1}\right)+\alpha & \text { if }(r, s)=(i, i+1)\end{cases}\right.
$$

and the lemma follows.

Since the subgroup $U_{\omega}(K)$ is $F$-stable we conclude that there exists a unique irreducible character $\theta$ of $U_{\omega}(q)$ such that

$$
\begin{equation*}
x=\theta^{U_{n}(q)} \tag{5.2.2}
\end{equation*}
$$

(see theorem 1.3.9). Therefore (by Frobenius reciprocity) we deduce that

$$
\left.\left(\chi, \xi_{D}(\varphi)\right)_{v_{\alpha}(q)}=\left(\theta, \zeta_{D}(\varphi)\right)\right)_{v_{\omega}(q)}
$$

where

$$
\zeta_{D}(\varphi)=\xi_{D}(\varphi) U_{\alpha}(q)
$$

is the restriction of $\xi_{D}(\varphi)$ to $U_{\omega}(q)$. Since

$$
\xi_{D}(\varphi)=\prod_{(a, b), D} \xi_{a b}(\varphi(a, b))
$$

we have

$$
\zeta_{D}(\varphi)=\prod_{(a, b) \in D} \zeta_{a b}(\varphi(a, b))
$$

where for each $(r, s) \in \Phi(n)$ and each $\alpha_{\in} \boldsymbol{F}_{\boldsymbol{q}}$

$$
\zeta_{r s}(\alpha)=\xi_{r s}(\alpha) U_{\alpha(q)}
$$

is the restriction of $\xi_{r s}(\alpha)$ to $U_{\omega}(q)$.

Next we consider the decomposition (into irreducible components) of any character $\zeta_{r s}(\alpha)$ where $(r, s) \in \Phi(n)$ and $\alpha \in F_{q}$. Since $\xi_{r s}(0)=1 \nu_{\nu_{n}(q)}$ we have

$$
\zeta_{r s}(0)=1 U_{U_{\alpha}(q)} .
$$

On the other hand we have the following:

Lemma 5.2.4. Let $(r, s) \in \Phi(n)$ and let $\alpha_{\in} F_{q}{ }^{*}$. Then:
(i) If rai and swi+1, $\zeta_{r s}(\alpha)$ is an irreducible character of $U_{\omega}(q)$.
(ii) If $s * i+1$,

$$
\zeta_{i s}(\alpha)=\sum_{\beta_{2} F_{q}} \zeta_{i s}(\alpha, \beta)
$$

where for each $\beta_{\mathbb{A}} F_{q} \zeta_{i s}(\alpha, \beta)$ denotes the irreducible character of $U_{\omega}(q)$ which corresponds to the ( $F$-stable) $U_{\omega}(K)$-orbit of the element $\alpha e_{i,}{ }^{*}+\beta e_{i+10^{*}} \in U_{\infty}(K)^{*}$. Moreover

$$
\zeta_{i s}(\alpha, \beta) \neq \zeta_{i s}(\alpha, \beta)
$$

whenever $\beta, \beta^{\prime} \in F_{q}$ are distinct.
(iii) If $r \neq$ i,

$$
\zeta_{r i+1}(\alpha)=\sum_{\beta=F_{q}} \zeta_{r i+1}\left(\alpha_{R} \beta\right)
$$

where for each $\beta_{\in} \boldsymbol{F}_{q} \zeta_{r i+1}(\alpha, \beta)$ denotes the irreducible character of $U_{\omega}(q)$ which corresponds to the ( $F$-stable) $U_{\omega}(K)$-orbit of the element $\alpha e_{r i+1}{ }^{*}+\beta e_{r i}{ }^{*} \in u_{\infty}(K) *$. Moreover

$$
\zeta_{r i+1}(\alpha, \beta) \neq \zeta_{r i+1}(\alpha, \beta)
$$

whenever $\beta, \beta_{6} \in F_{q}$ are distinct.
(iv) $\zeta_{i_{i+1}}(\alpha)=1_{\left.U_{\alpha} q\right)}$ is the unit character of $U_{\omega}(q)$.

Proof. By proposition 2.1.8

$$
\xi_{r s}(\alpha)=\chi_{0_{m}(\alpha)}
$$

is the irreducible character of $U_{n}(q)$ corresponds to the $U_{n}(K)$-orbit $O_{r s}(\alpha)$ of the element $\alpha e_{r s}{ }^{*} \in u_{n}(K)^{*}$.

Let $\pi: u_{n}(K)^{*} \rightarrow u_{\omega}(K)^{*}$ be the natural projection. Then (by theorem 1.3.10) an irreducible character of $U_{\omega}(q)$ is an irreducible component of $\zeta_{r s}(\alpha)$ if and only if it corresponds to an ( $F$-stable) $U_{\omega}(K)$-orbit which is contained in the image $\pi\left(O_{r s}(\alpha)\right.$ ). Since $O_{i i+1}(\alpha)=\left\{\alpha \varepsilon_{i i+l^{*}}\right\}$ we have

$$
\pi\left(O_{i+1}(\alpha)\right)=\{0\} .
$$

Therefore the unit character ${ }_{U_{\alpha}(q)}$ of $U_{\omega}(q)$ is the unique (irreducible) component of $\zeta_{i i+1}(\alpha)$. (iv) follows because

$$
\zeta_{i l+1}(\alpha)(1)=\xi_{i l+1}(\alpha)(1)=1 .
$$

Now suppose that $(r, s) \neq(i, i+1)$. Then

$$
\pi\left(\alpha e_{r t}{ }^{*}\right)=\alpha e_{r t}{ }^{*} \in u_{\alpha}(K)^{*} .
$$

For an arbitrary $\beta_{\mathbf{c}} F_{\boldsymbol{q}}$ we consider the element

$$
\alpha c_{r s}^{*}+\beta e_{i i+1}{ }^{*} \varepsilon u_{n}\left(N^{*} .\right.
$$

By lemma 3.1.1 this element is $U_{n}(K)$-conjugate to $\alpha e_{r s} *$ if and only if either $r=i$ or
$s=i+1$. By definition we conclude that the $U_{n}(K)$-orbit $O_{r s}(\alpha)$ is of the second kind (with respect to $U_{\omega}(K)$ ) if and only if either $r=i$ or $s=i+1$. By theorem 1.3 .8 we deduce that the character $\zeta_{r s}(\alpha)$ is reducible if and only if either $r=i$ or $s=i+1$. The proof of $(i)$ is complete.

On the other hand suppose that either $r=i$ or $s=i+1$. Then (by theorem 1.3.8)

$$
\zeta_{r s}(\alpha)=\sum_{\beta \in F_{t}} \zeta_{r s}(\alpha, 0)^{x_{i u+1}(\beta)}
$$

where $x_{i i+1}(\beta)=1+\beta e_{i u+1}$ for all $\beta \in F_{q}$. Moreover for each $\beta \in F_{q}$ the irreducible character $\zeta_{r s}(\alpha, 0)^{x_{i+1}(\beta)}$ of $U_{\omega}(q)$ corresponds to the $U_{\omega}(K)$-orbit of the element

$$
x_{i i+1}(\beta) \cdot\left(\alpha e_{r s}{ }^{*}\right) \in u_{\omega}(K)^{*} .
$$

The lemma follows because

$$
x_{i i+1}(\beta) \cdot\left(\alpha e_{r s}^{*}\right)= \begin{cases}\alpha e_{i s}^{*}+\beta e_{i+1 s}^{*} & \text { if } r=i \\ \alpha e_{r i+1}^{*}+\beta e_{r i}^{*} & \text { if } s=i+1\end{cases}
$$

for all $\beta_{\in} \boldsymbol{F}_{\boldsymbol{q}}$.

On the other hand we have:

Corollary 5.2.5. Let $(r, s) \in \Phi(n)$ and let $\alpha_{\in} F_{q}{ }^{*}$. Then:
(i) If $r \neq i$ and $s \neq i+1$,

$$
\zeta_{r s}(\alpha)^{U_{\alpha}(q)}=\sum_{\beta \in F_{q}} \xi_{r s}(\alpha) \xi_{i i+1}(\beta)
$$

- We note that (by theorem 2.2.1) the characters $\xi_{r s}(\alpha) \xi_{i i+1}(\beta), \beta_{\geq} F_{q}$, are all distinct.
(ii) If $(r, s) \neq(i, i+1)$ and either $r=i$ or $s=i+1$,

$$
\zeta_{r s}(\alpha, \beta)^{U_{s}(q)}=\xi_{r s}(\alpha)
$$

for all $\beta \in F_{q}$.
(iii) $\left(1_{U_{\alpha(q)}}{ }^{U_{\alpha(q)}}=\sum_{\beta \in F_{G}} \xi_{i+1}(\beta)\right.$.

Proof. Suppose that $r \not m i$ and $s \neq i+1$. Then (by the previous lemma) $\zeta_{r s}(\alpha)$ is irreducible and $\zeta_{i i+1}(\beta)=1 U_{\alpha_{\alpha}(q)}$. Therefore (by Frobenius reciprocity) we have

$$
\left(\zeta_{r s}(\alpha)^{U_{n}(q)}, \xi_{r s}(\alpha) \xi_{i i+1}(\beta)\right) U_{n}(q)=\left(\zeta_{r s}(\alpha), \zeta_{r s}(\alpha) \zeta_{i i+1}(\beta)\right)_{U_{\alpha}(q)}=\left(\zeta_{r s}(\alpha), \zeta_{r s}(\alpha)\right)_{U_{\omega}(q)}=1
$$

for all $\beta \in F_{q}$. The proof of $(i)$ is complete.
For (ii) by the previous lemma we have

$$
\left(\zeta_{r s}(\alpha, \beta)^{U_{n}(q)}, \xi_{r s}(\alpha)\right)_{U_{n}(q)}=\left(\zeta_{r s}\left(\alpha_{1} \beta\right), \zeta_{r s}(\alpha)\right)_{U_{\alpha}(q)}=1
$$

for all $\beta_{\in} \boldsymbol{F}_{\boldsymbol{q}}$ Hence $\xi_{r s}(\alpha)$ is an irreducible component of $\left.\zeta_{r s}(\alpha, \beta)\right)^{U_{n}(q)}$ for all $\beta_{\in} F_{q}$. The result follows because

$$
\xi_{r s}(\alpha)(1)=q^{s-r-1} \text { and } \zeta_{r s}(\alpha, \beta)=q^{s-r-2}\left(\beta \in F_{q}\right)
$$

The proof of (iii) is analogous to the proof of (i).

In order to complete the proof of proposition 5.2.2 we establish a series of lemmas relating the multiplicity $\left(\chi, \xi_{D}(\varphi)\right)$ with the multiplicity $\left(\chi_{\omega}, \xi_{D_{\omega}}\left(\varphi_{\omega}\right)\right)$. Each lemma depends on the "type" of the root ( $i, i+1$ ). Firstly we prove the following:

Lemma 5.2.6. Let $\theta^{\infty}$ be the irreducible character of $U_{\mathcal{\alpha}}(q)$ defined by

$$
\theta^{\omega}(x)=\theta\left(\omega x \omega^{-1}\right)
$$

for all $x \in U_{\omega}(q)$. Then

$$
\left(\chi_{\omega p}\left(\theta^{a}\right)^{U_{N}(q)}\right)=1
$$

and $\chi_{\omega}$ is the unique irreducible component of $\left(\theta^{\omega}\right)^{U_{\alpha}(q)}$ with the property

$$
\left(\chi_{\omega} \xi_{D_{\omega}}\left(\varphi_{\omega}\right)\right) \neq 0
$$

In fact we have:
(i) If the $U_{n}(K)$-orbit $O\left(f_{\omega}\right)$ of $f_{\omega}$ is of the first kind with respect to $U_{\omega}(K)$ then

$$
\left(\chi_{\omega}\right) U_{\Omega(q)}=\theta^{\omega}
$$

and

$$
\left(\theta^{\alpha)^{U_{\alpha}(q)}}=\sum_{\alpha \in F_{i}} x_{\omega} \xi_{i i+1}(\alpha)\right.
$$

(ii) If the $U_{n}(K)$-orbit $O\left(f_{\omega}\right)$ of $f_{\omega}$ is of the second kind with respect to $U_{\infty}(K)$ then

$$
\chi_{\alpha}=\left(\theta^{\infty}\right)^{U_{\alpha}(q)}
$$

and

$$
\left(\chi_{\omega}\right) U_{\alpha}(q)=\sum_{\alpha=F_{q}} \theta^{\infty}(\alpha)
$$

where

$$
\theta^{\omega}(\alpha)=\left(\theta^{\alpha}\right)^{x_{i+1}}(\alpha) .
$$

Proof. We claim that $\theta^{\omega}$ corresponds to the ( $F$-stable) $U_{\omega}(K)$-orbit $O\left(\pi\left(f_{\omega}\right)\right)$ of the element $\pi\left(f_{\omega}\right) \in u_{\omega}(K)^{*}$ (here $\pi \cdot u_{n}(K)^{*} \rightarrow u_{\omega}(K)^{*}$ is the natural projection). For we shall use proposition 1.2.5. In fact let $g \in u_{\alpha}(K)^{*}$ and define $\omega^{-1} g \omega_{E} u_{\alpha}(K)^{*}$ by

$$
\left(\omega^{-1} g \omega\right)(a)=g\left(\omega a \omega^{-1}\right)
$$

for all $a \in u_{\alpha}(K)$. We note that

$$
\pi(f)=\omega^{-1} \pi(f) \omega .
$$

Then it is not difficult to show that

$$
g \in O(\pi(f)) \Leftrightarrow \omega^{-1} g \omega \in O\left(\pi\left(f_{\omega}\right)\right)
$$

where $O\left(\pi(f)\right.$ ) denotes the $U_{\omega}(K)$-orbit of the element $\pi(f) \in U_{\omega}(K) *$. It follows that

$$
\sum_{g \in O(\pi \Omega) F^{\prime}} \psi_{0}\left(g\left(\omega a \omega^{-1}\right)\right)=\sum_{\left.\omega^{1} g \omega_{0} O\left(\pi f_{\alpha}\right)\right)^{\prime}} \psi_{0}\left(\left(\omega^{-1} g \omega\right)(a)\right)
$$

for all $a \in u_{\omega}(K)=u_{\omega}(K) \cap \omega^{-1} u_{\omega}(K) \omega$ (here $\psi_{0}$ is a non-trivial irreducible character of $\boldsymbol{F}_{\boldsymbol{q}}{ }^{\dagger}$ ). By proposition 1.2.5 we conclude that

$$
\begin{aligned}
& \theta^{\omega}(\exp a)=\theta\left(\omega(\exp a) \omega^{-1}\right)=\theta\left(\exp \left(\omega a \omega^{-1}\right)\right) \\
& =\frac{1}{\sqrt{1 O(\pi(f))^{F} \mid}} \sum_{\omega^{-1} g \omega_{0} O\left(\pi v_{0}\right) \gamma^{\prime}} \psi_{0}\left(\left(\omega^{-1} g \omega\right)(a)\right)
\end{aligned}
$$

and our claim follows because

$$
|O(\pi(f))|=|O(\pi(f \omega))|
$$

Now suppose that the $U_{n}(K)$-orbit $O\left(f_{\omega}\right)$ is of the first kind (with respect to $U_{\omega}(K)$ ). Then (by theorem 1.3 .8 ) the character $\left(\chi_{\omega}\right) U_{\omega(\varphi)}$ is irreducible. Since $\pi\left(f_{\omega}\right)=\pi\left(O\left(f_{\omega}\right)\right)$ we conclude that

$$
\left(\chi_{\omega}\right) U_{\Delta(q)}=\theta^{\omega} .
$$

On the other hand we have (by lemma 5.2.4)

$$
\zeta_{i i+1}(\alpha)=1 U_{\alpha(q)}
$$

for all $\alpha_{\boldsymbol{A}} \boldsymbol{P}_{\boldsymbol{q}}$ Therefore (by Frobenius reciprocity)

$$
\left(\chi_{\omega} \xi_{i+1}(\alpha),\left(\theta^{\alpha}\right)^{U_{\alpha}(q)}\right)_{u_{\alpha}(q)}=\left(\left(\chi_{\omega}\right) v_{\alpha(q)}, \theta^{\omega}\right) U_{\alpha}(q)=1
$$

for all $\alpha_{\in} F_{q}$ (i) follows by degree considerations.
Now for each $\alpha \in F_{q}$ we have

$$
\left(\chi_{\omega} \xi_{i u+1}(\alpha), \xi_{D_{\omega}}\left(\varphi_{\omega}\right)\right)=\left(\chi_{\omega} \xi_{D_{\omega}}\left(\varphi_{\omega}\right) \xi_{i i+1}(-\alpha)\right)
$$

because

$$
\overline{\xi_{i i+1}(\alpha)}=\xi_{i+1}(-\alpha)
$$

(see the proof of the proposition 2.2.16).
Suppose that $(i, i+1) \in D_{\omega}$ and that $\alpha_{\in} F_{q}$ is non-zero. Then

$$
\left.\left(\chi_{\omega}, \xi_{D_{\omega}}\left(\varphi_{\omega}\right) \xi_{i i+1}(-\alpha)\right)=1\right)
$$

(by theorem 2.2.1 because $\left.\left(\chi_{\omega \nu} \xi_{D_{\alpha}}\left(\varphi_{\omega}\right)\right) \neq 0\right)$. Hence

$$
\left(\chi_{\omega} \xi_{i i+1}(\alpha), \xi_{D_{\omega}}\left(\varphi_{\omega}\right)\right)=0
$$

On the other hand suppose that $(i, i+1) \in D_{\omega}$. First we consider $\alpha=\varphi_{\omega}(i, i+1)$. Then (by lemma 2.2.9)

$$
\left.\xi_{D_{\omega}}\left(\varphi_{\omega}\right) \xi_{u+1}(-\alpha)=\xi_{\left(D_{\omega}\right.}\right)_{0}\left(\left(\varphi_{\omega}\right)_{0}\right)
$$

where $\left.\left(D_{\omega}\right)_{0}=D_{\omega} \backslash(l, i+1)\right\}$ and $\left(\varphi_{\omega}\right)_{0}$ is the restriction of $\varphi_{\omega}$ to $\left(D_{\omega}\right)_{0}$. It follows that

$$
\left(x_{\omega} \xi_{D_{\omega}}\left(\varphi_{\omega}\right) \xi_{i \dot{i+1}}(-\alpha)\right)=0
$$

(by theorem 2.2.1 because $\left.D_{\omega} \neq\left(D_{\omega}\right)_{0}\right)$, hence

$$
\left(x_{\infty} \xi_{\mathrm{ii}+1}(\alpha), \xi_{D_{\omega}}\left(\varphi_{\infty}\right)\right)=0
$$

Finally suppose that $\alpha \in F_{q} \backslash\left(0, \varphi_{0}(i, i+1)\right\}$. Then (by lemma 2.2.12)

$$
\xi_{D_{0}}\left(\varphi_{\omega}\right) \xi_{i i+1}(-\alpha)=\xi_{\left(D_{\omega_{0}}\right.}\left(\left(\varphi_{\omega}\right)_{0}\right) \xi_{i+1}\left(\varphi_{\omega}(i, i+1)-\alpha\right)
$$

where $\left(D_{\omega}\right)_{0}$ and $\left(\varphi_{\omega}\right)_{0}$ are as above. By theorem 2.2.1 we conclude that

$$
\left(\chi_{\omega \nu} \xi_{D_{\omega}}\left(\varphi_{\omega}\right) \xi_{i i+1}(-\alpha)\right)=0
$$

(because $\left.\varphi_{0}(i, i+1) \neq \varphi_{a}(i, i+1)-\alpha\right)$, hence

$$
\left(\chi_{\omega} \xi_{i i+1}(\alpha), \xi_{D_{\omega}}\left(\varphi_{\omega}\right)\right)=0
$$

This completes the proof of the lemma in case (i).
Now suppose that $O\left(f_{\omega}\right)$ is of the second kind (with respect to $U_{N}(K)$ ). Then (by theorem 1.3.9) the character $\left(\theta^{0}\right)^{U_{N}(q)}$ is irreducible so

$$
\chi_{\omega}=\left(\theta^{\alpha}\right)^{U_{N}(q)}
$$

The statement about the decomposition of $\left(X_{\omega}\right) U_{U_{\alpha}(q)}$ follows from theorem 1.3.8. The remaining assertion of the lemma is obvious in this case.

The proof is complete.

Corollary 5.2.7. Let the notation be as before.
(i) If $O\left(f_{\omega}\right)$ is of the first kind with respect to $U_{\omega}(K)$ then

$$
\chi_{\alpha}(1)=q^{-1} x(1)
$$

(ii) If $O\left(f_{\omega}\right)$ is of the second kind with respect to $U_{\omega}(K)$ then

$$
\chi_{\omega}(1)=\chi(1) .
$$

Proof. Suppose that $O\left(f_{\omega}\right)$ is of the first kind. Then (by the previous lemma) $\chi_{0,}(1)=\theta^{\omega}(1)$. (i) follows because $\theta^{\omega}(1)=\theta(1)$ and $\chi(1)=q \theta(1)$ (by (5.2.2)).

On the other hand suppose that $O\left(f_{\omega}\right)$ is of the second kind. Then

$$
\chi_{\omega}(1)=q \theta^{\omega}(1)=q \theta(1)=\chi(1)
$$

(by the previous lemma and by (5.2.2)).

Lemma 5.2.8. Suppose that $(i, i+1) \in R\left(D_{\omega}\right)$ and that $(i, i+1) \in S^{(c)}(D)$. Then

$$
\chi(1)=q \chi_{\omega}(1)
$$

and

$$
\left(\chi, \xi_{D}(\varphi)\right)=\left(\chi_{\omega}, \xi_{D_{\omega}}\left(\varphi_{\omega}\right)\right) .
$$

Proof. In this lemma we are concerned with the following situation


The first assertion follows because the $U_{n}(K)$-orbit $O\left(f_{\omega}\right)$ is of the first kind with respect
 Since

$$
\Delta_{i i+1}^{\omega(D)}\left(f_{\omega^{\prime}}+\alpha e_{i i+1}^{*}\right) \neq \Delta_{i i+1}^{\omega \times(D)}\left(f_{\omega}\right)
$$

(because $\left.(i, i+1) \in R\left(D_{\omega}\right)\right)$ we have

$$
f_{\omega}+\alpha e_{i i+1}{ }_{\Perp} V_{D_{\omega}}\left(\varphi_{\omega}\right) .
$$

Since $V_{D_{0}}\left(\varphi_{\omega}\right)$ is $U_{n}(K)$-invariant we conclude that

$$
f_{\omega}+\alpha e_{i i+1} * \in O\left(f_{\omega}\right)
$$

for all $\alpha \in K^{*}$.
Now (by theorem 5.1.7)

$$
D_{\omega}= \begin{cases}\omega(D) & \text { if } \Delta_{i+1}^{\omega(D)}\left(f_{\omega}\right)=0 \\ \omega(D) \cup\{(i, i+1)\} & \text { if } \Delta_{i+1}^{\omega(D)}\left(f_{\omega}\right) \neq 0\end{cases}
$$

Moreover $(a, i),\left(a^{\prime}, i+1\right),(i+1, b) \in D$ for all $a \in\{1, \ldots, i-1\}$, all $a^{\prime} \in\{1, \ldots, i\}$ and all $b \in\{i+2, \ldots, n\}$. Therefore

$$
\xi_{D}(\varphi)=\xi_{\text {in }}(\alpha) \xi_{D_{0}}\left(\varphi_{0}\right)
$$

where $\alpha=\varphi(i, n), D_{0}=D \backslash\{(i, n)\}$ and $\varphi_{0}$ is the restriction of $\varphi$ to $D_{0}$. On the other hand

$$
\xi_{D_{\omega}}\left(\varphi_{\omega}\right)= \begin{cases}\xi_{i+1 n}(\alpha) \xi_{D_{0}}\left(\varphi_{0}\right) & \text { if } D_{\omega}=\omega(D) \\ \xi_{i i+1}\left(\varphi_{\omega}(i, i+1)\right) \xi_{i+1 n}(\alpha) \xi_{D_{0}}\left(\varphi_{0}\right) & \text { if } \left.D_{\omega}=\omega \times(D) \cup(i, i+1)\right\}\end{cases}
$$

Next we consider the multiplicity $\left(\chi, \xi_{D}(\varphi)\right)$. By Frobenius reciprocity

$$
\left(x, \xi_{D}(\varphi)\right) U_{U_{n}(\varphi)}=\left(\theta^{U_{n}(\varphi)}, \xi_{D}(\varphi)\right) U_{U_{A}(q)}=\left(\theta_{,} \zeta_{D}(\varphi)\right) U_{U_{\alpha}(q)}
$$

By lemma 5.2.4 we have

$$
\zeta_{i n}(\alpha)=\sum_{\beta \in F_{q}} \zeta_{i n}(\alpha, \beta)
$$

where for each $\beta=F_{q} \zeta_{i n}(\alpha, \beta)$ is the irreducible character of $U_{\omega}(q)$ which corresponds to the ( $F$-stable) $U_{\omega}(K)$-orbit of the element $\alpha \varepsilon_{i n}{ }^{*}+\beta \varepsilon_{i+1 n}{ }^{*} \in u_{\alpha}(K) *$. Therefore

$$
\zeta_{D}(\varphi)=\zeta_{i n}(\alpha) \zeta_{D_{0}}\left(\varphi_{0}\right)=\sum_{\overline{p=F_{0}}} \zeta_{i n}(\alpha, \beta) \zeta_{D_{0}}\left(\varphi_{0}\right)
$$

Let $\beta=F_{q}$ be arbitrary. Then

$$
\left(\theta, \zeta_{i n}(\alpha, \beta) \zeta_{D_{0}}\left(\varphi_{0}\right)\right)_{U_{d q}(q)}=\left(\theta^{\infty}\left(\zeta_{i n}(\alpha, \beta) \zeta_{D_{0}}\left(\varphi_{0}\right)\right)^{\varphi} U_{U_{(q)}}\right.
$$

$$
=\left(\theta^{\infty}, \zeta_{i n}(\alpha, \beta)^{\infty} \zeta_{D_{0}}\left(\varphi_{0}\right)^{\infty}\right) U_{\omega}(q) .
$$

Since $\zeta_{i n}\left(\alpha_{,} \beta\right)$ corresponds to the $U_{\omega}(K)$-orbit of the element $\alpha e_{i n}{ }^{*}+\beta e_{i+1 n}{ }^{*} \in U_{\alpha}(K) *$ the character $\zeta_{i n}(\alpha, \beta)^{\omega}$ corresponds to the $U_{\omega}(K)$-orbit of the element $\beta e_{i n}{ }^{*}+\alpha e_{i+1 n}{ }^{*} \epsilon \mu_{\omega}(K)^{*}$ (see the first paragraph of the proof of lemma 5.2.6). It follows that

$$
\zeta_{i n}(\alpha, \beta)^{\omega}=\zeta_{i n}(\beta, \alpha)
$$

Since $\omega\left(D_{0}\right)=D_{0}$ we have

$$
\zeta_{a b}(\varphi(a, b))^{\omega}=\zeta_{a b}(\varphi(a, b))
$$

for all $(a, b) \in D_{0}$-because $\zeta_{a b}(\varphi(a, b))$ and $\zeta_{a b}(\varphi(a, b))^{\omega}$ both correspond to the $U_{a}(K)$-orbit of the eiement $\varphi(a, b) e_{a b}{ }^{*} \in U_{\alpha}(K)^{*}$. Therefore

$$
\zeta_{D_{0}}\left(\varphi_{0}\right)^{\omega}=\zeta_{D_{0}}\left(\varphi_{0}\right)
$$

and

$$
\left(\zeta_{i n}(\beta, \alpha) \zeta_{D_{0}}\left(\varphi_{0}\right)\right)^{U_{n}(q)}=\zeta_{i n}(\beta, \alpha)^{U_{n}(\varphi)} \xi_{D_{0}}\left(\varphi_{0}\right)
$$

- because $\xi_{D_{0}}\left(\varphi_{0}\right)_{U_{\alpha}(q)}=\zeta_{D_{0}}\left(\varphi_{0}\right)$. Since $\left(\chi_{\omega}\right) U_{U_{\alpha}(q)}=\theta^{\omega}$ we conclude that

$$
\begin{aligned}
\left(\theta^{\omega}, \zeta_{i n}(\alpha, \beta)^{\omega} \zeta_{D_{0}}\left(\varphi_{0}\right)^{\omega}\right)_{U_{\alpha}(q)} & =\left(\theta^{\omega}, \zeta_{i n}(\beta, \alpha) \zeta_{D_{0}}\left(\varphi_{0}\right)\right)_{U_{\alpha}(q)} \\
& =\left(\chi_{\omega s}\left(\zeta_{i n}(\beta, \alpha) \zeta_{D_{0}}\left(\varphi_{0}\right)\right)^{U_{N}(q)}\right) U_{U_{\alpha}(q)} \\
& =\left(\chi_{\omega} \zeta_{i n}(\beta, \alpha)^{U_{n}(q)} \xi_{D_{0}}\left(\varphi_{0}\right)\right)_{U_{n}(q)}
\end{aligned}
$$

If $\beta$ is non-zero the character $\zeta_{i n}(\beta, \alpha)^{U_{n}(q)}$ is irreducible (by corollary 5.2.5) and in fact

$$
\zeta_{i n}(\beta, \alpha)^{U_{a}(\varphi)}=\xi_{i n}(\beta)
$$

Since $\left(\chi_{\omega,} \xi_{D_{\omega}}\left(\varphi_{\omega}\right)\right) \neq 0$ and $(i, n) \notin D_{\omega}$ theorem 2.2.1 implies that

$$
\left(\chi_{\alpha u} \zeta_{\text {in }}(\beta, \alpha)^{U_{n}(\varphi)} \xi_{D_{0}}\left(\varphi_{0}\right)\right)_{U_{n}(q)}=0 .
$$

On the other hand we have

$$
\zeta_{i n}(0, \alpha)=\zeta_{i+1 n}(\alpha)
$$

because $\zeta_{n i+1}(\alpha)=\xi_{n i+1}(\alpha) U_{\alpha(q)}$ is irreducible (by lemma 5.2 .4$)$ and it corresponds to the $U_{\alpha}(K)$-orbit of $\alpha e_{i+1 n}{ }^{*}=u_{\alpha}(K)^{*}$. By corollary 5.2.5 we conclude that

$$
\zeta_{i n}(0, \alpha)^{U_{\alpha}(q)}=\sum_{\lambda \sim F_{q}} \xi_{i l+1}\left(\gamma \xi_{i+1 n}(\alpha) .\right.
$$

Therefore

$$
\left(\chi_{\alpha \omega} \zeta_{i n}(0, \alpha){ }^{U_{\alpha}(q)} \xi_{D_{0}}\left(\varphi_{0}\right)\right)_{U_{n}(q)}=\sum_{\gamma \in F_{q}}\left(\chi_{\alpha s} \xi_{i i+1}(\gamma) \xi_{i+1 n}(\alpha) \xi_{D_{0}}\left(\varphi_{0}\right)\right) U_{U_{n}(q)}
$$

If $(i, i+1) \in D_{\omega}$ then (by theorem 2.2.1)

$$
\left(\chi_{\omega}\right) \xi_{i+1}\left(\eta \xi_{i+1 n}(\alpha) \xi_{D_{0}}\left(\varphi_{0}\right)\right) v_{u_{\alpha}(\varphi)}=0
$$

for all $\gamma \in F_{q}^{*}$. On the other hand suppose that $(i, i+1) \in D_{a r}$. Then (by lemmas 2.2.9 and 2.2.12)

$$
\xi_{i i+1}\left(\gamma \xi_{i i+1}\left(\varphi_{\omega}(i, i+1)\right)=\xi_{i j+1}\left(\gamma+\varphi_{\omega}(i, i+1)\right)\right.
$$

for all $\chi \in \boldsymbol{F}_{\boldsymbol{q}}$. As before theorem $\mathbf{2 . 2}$.1 implies that

$$
\left(\chi_{\omega}, \xi_{i i+1}(\gamma) \xi_{i+1 n}(\alpha) \xi_{D_{0}}\left(\varphi_{0}\right)\right){U_{n}(\varphi)}=0
$$

for all $\gamma_{\in} F_{q}{ }^{*}$. Therefore (in both cases) we conclude that

$$
\left(\chi_{\omega} \zeta_{i n}(0, \alpha)^{U_{N}(q)} \xi_{D_{0}}\left(\varphi_{0}\right)\right)_{U_{n}(q)}=\left(\chi_{\alpha} \xi_{D_{\alpha}}\left(\varphi_{\omega}\right)\right)_{U_{n}(q)}
$$

because $\xi_{i j+1}(0)=1 U_{(q)}$.
The lemma is proved.

Lemma 5.2.9. Suppose that $(i, i+1) \in R\left(D_{\omega}\right)$ and that $(i, i+1) \in S^{(c)}(D)$. Then

$$
x(1)=q x_{\omega}(1)
$$

and

$$
\left(x, \xi_{D}(\varphi)\right)=\left(\chi_{\omega} \xi_{D_{0}}\left(\varphi_{\omega}\right)\right)
$$

Proof. In this lemma we are concerned with the following situation

$D_{\omega}$


As in the previous lemma the $U_{n}(K)$-orbit $O\left(f_{\omega}\right)$ is of the first kind with respect to $U_{\omega}(K)$. This implies that

$$
x(1)=q \chi_{\omega}(1)
$$

(by corollary 5.2.7).
Now (by theorem 5.1.7)

$$
D_{\omega} \begin{cases}\omega(D) & \text { if } \Delta_{i j+1}^{\omega(D)}\left(f_{\omega}\right)=0 \\ \omega(D) \cup\{(i, i+1)\} & \text { if } \Delta_{i j+1}^{\omega(D)}\left(f_{\omega}\right) \neq 0\end{cases}
$$

Also $(a, i),(i+1, b) \in D$ for all $a \in\{1, \ldots, i-1\}$ and all $b \in\{i+2, \ldots, n\}$. However there exists $a \in\{1, \ldots, i-1\}$ such that $(a, i+1) \in D$ (hence $\left.(a, i) \in D_{\omega}\right)$. Therefore

$$
\xi_{D}(\varphi)=\xi_{i n}(\alpha) \xi_{a i+1}(\beta) \xi_{D_{0}}\left(\varphi_{0}\right)
$$

where $\alpha=\varphi(i, n), \beta=\varphi(a, i+1), D_{0}=D \backslash\{(i, n),(a, i+1)\}$ and $\varphi_{0}$ is the restriction of $\varphi$ to $D_{0}$. On the other hand

$$
\xi_{D_{0}}\left(\varphi_{\omega}\right)= \begin{cases}\xi_{i+1 n}(\alpha) \xi_{a i}(\beta) \xi_{D_{0}}\left(\varphi_{0}\right) & \text { if } D_{\omega}=\omega(D) \\ \xi_{i i+1}\left(\varphi_{\omega}(i, i+1)\right) \xi_{i+1 n}(\alpha) \xi_{a i}(\beta) \xi_{D_{0}}\left(\varphi_{0}\right) & \text { if } D_{\omega}=\omega(D) \cup\{(i, i+1)\}\end{cases}
$$

As before we have

$$
\begin{aligned}
\left(\alpha, \xi_{D}(\varphi)\right) U_{U_{n}(q)} & =\left(\theta, \zeta_{i n}(\alpha) \zeta_{a i+1}(\beta) \zeta_{D_{0}}\left(\varphi_{0}\right)\right)_{U_{\alpha}(q)} \\
& =\sum_{\alpha^{\prime} \in F_{q}} \sum_{q} \beta_{F_{q}}\left(\theta, \zeta_{i n}(\alpha, \alpha) \zeta_{\alpha i+1}(\beta, \beta) \zeta_{D_{0}}\left(\varphi_{0}\right)\right)_{U_{\alpha}(q)} \\
& =\sum_{\alpha^{\prime} \in F_{q}} \sum_{\beta \in F_{q}}\left(\theta^{\infty}, \zeta_{i n}(\alpha, \alpha)^{\infty} \zeta_{\alpha i+1}\left(\beta, \beta^{\prime}\right)^{\infty} \zeta_{D_{0}}\left(\varphi_{0}\right)^{\alpha}\right)_{U_{\alpha}(q)} \\
& =\sum_{\alpha^{\prime} \in F_{q}} \sum_{\beta^{\circ} \in F_{q}}\left(\theta^{\omega}, \zeta_{i n}\left(\alpha^{\prime}, \alpha\right) \zeta_{\alpha i+1}\left(\beta^{\prime}, \beta\right) \zeta_{D_{0}}\left(\varphi_{0}\right)\right)_{U_{\alpha}(q)}
\end{aligned}
$$

Let $\alpha^{\prime}, \beta^{\prime} \in F_{q}$ and suppose that $\alpha^{\prime}$ is non-zero. Let $\phi$ be an irreducible component of $\zeta_{i n}\left(\alpha^{\prime}, \alpha\right) \zeta_{a i+1}\left(\beta^{\prime}, \beta\right) \zeta_{D_{0}}\left(\varphi_{0}\right)$ and let $O$ be the ( $F$-stable) $U_{a}(K)$-orbit which corresponds to $\phi$. Then (by corollary 1.3 .11 )

$$
O_{g} O_{i n}\left(\alpha^{\prime}, \alpha\right)+O_{a l+1}\left(\beta^{\prime}, \beta\right)+\pi\left(V_{D_{0}}\left(\varphi_{0}\right)\right)
$$

where $O_{l n}\left(\alpha^{\prime}, \alpha\right)$ is the $U_{\omega}(K)$-orbit which corresponds to $\zeta_{i n}\left(\alpha^{\prime}, \alpha\right), O_{a i+1}\left(\beta^{\prime}, \beta\right)$ is the $U_{\infty}(K)$-orbit which corresponds to $\zeta_{\alpha+1}\left(\beta^{\prime}, \beta\right)$ and $\pi: U_{n}(K)^{*} \rightarrow U_{\omega}(K)^{*}$ is the natural projection. Moreover $\pi\left(V_{D_{0}}\left(\varphi_{0}\right)\right)$ is the sum of all $U_{\omega}(K)$-orbits of the elements $\varphi(r, s) e_{r s}^{*} \in u_{\omega}(K) *$ with $(r, s) \in D_{0}$. Therefore any element $f \in O_{0}$ satisfies $f\left(e_{l_{N}}\right)=\ldots=f\left(e_{i-1 N}\right)=0$ and $f\left(e_{i n}\right)=\alpha^{\prime}=0$. Since $\theta^{\infty}$ corresponds to the $U_{N}(K)$-orbit of the element $\pi\left(f_{\omega}\right)=u_{\alpha}(K)$ and $f_{\omega}\left(e_{i n}\right)=0$ we conclude that

$$
\left.\left(\theta^{\omega}, \zeta_{\text {in }}\left(\alpha^{\prime}, \alpha\right) \zeta_{a i+1}\left(\beta^{\prime}, \beta\right) \zeta_{D_{0}}\left(\varphi_{0}\right)\right)\right)_{U_{\alpha}(q)}=0 .
$$

Since

$$
\left(\chi_{\omega}\right) U_{\alpha(q)}=\theta^{\omega} \text { and } \zeta_{D_{0}}\left(\varphi_{b}\right)=\xi_{D_{0}}\left(\varphi_{0}\right) U_{\alpha(q)}
$$

we obtain

$$
\begin{aligned}
\left(\chi, \xi_{D}(\varphi)\right)_{U_{a}(q)} & =\sum_{\beta \in F_{i}}\left(\theta^{\infty}, \zeta_{i n}(0, \alpha) \zeta_{\alpha i+1}(\beta ; \beta) \zeta_{D_{0}}\left(\varphi_{0}\right)\right)_{U_{\alpha}(q)} \\
& =\sum_{\beta \cdot F_{q}}\left(\chi_{\alpha \nu}\left(\zeta_{i n}(0, \alpha) \zeta_{a i+1}\left(\beta^{\prime}, \beta\right)\right)^{U_{n}(\varphi)} \xi_{D_{0}}\left(\varphi_{0}\right)\right)_{U_{\alpha}(q)}
\end{aligned}
$$

Since

$$
\zeta_{i n}(0, \alpha)=\zeta_{i+1 n}(\alpha)=\xi_{i+1 n}(\alpha)_{U_{\omega}(q)}
$$

we have

$$
\left(\zeta_{i n}(0, \alpha) \zeta_{a i+1}\left(\beta^{\prime}, \beta\right)\right)^{U_{n}(q)}=\xi_{i+1 n}(\alpha) \zeta_{a i+1}\left(\beta^{\prime}, \beta\right)^{U_{n}(q)}
$$

for all $\beta^{\bullet} \in F_{q}$. Let $\beta_{\in} F_{q}$ be non-zero. Then (by corollary 5.2.5)

$$
\zeta_{a i+1}\left(\beta^{\prime}, \beta\right)^{U_{n}(q)}=\xi_{a i+1}(\beta)
$$

is an irreducible character of $U_{n}(q)$. Since $(a, i+1) \in D_{\omega}$ we conclude that

$$
\left(\chi_{a v}\left(\zeta_{i n}(0, \alpha) \zeta_{a i+1}\left(\beta^{\prime}, \beta\right)\right)^{U_{n}(q)_{\xi^{2}}} \xi_{D_{0}}\left(\varphi_{0}\right)\right)_{U_{n}(q)}=0
$$

Thus

$$
\left(\chi_{,} \xi_{D}(\varphi)\right)_{U_{n}(\varphi)}=\left(\chi_{\omega}\left(\zeta_{i n}(0, \alpha) \zeta_{a i+1}(0, \beta)\right)^{U_{n}(\varphi)} \xi_{D_{0}}\left(\varphi_{0}\right)\right) U_{U_{n}(\varphi)}
$$

Since

$$
\zeta_{i n}(0, \alpha)=\zeta_{i+1 n}(\alpha)=\xi_{i+1 n}(\alpha) U_{n}(q) \text { and } \zeta_{\alpha i+1}(0, \beta)=\zeta_{a i}(\beta)
$$

we have

$$
\left(\zeta_{i n}(0, \alpha) \zeta_{a i+1}(0, \beta)\right)^{U_{n}(q)}=\xi_{i+1 n}(\alpha) \zeta_{a i}(\beta)^{U_{A}(q)}
$$

Since

$$
\zeta_{a i}(\beta)^{U_{n}(q)}=\sum_{\gamma \in F_{q}} \xi_{a i}(\beta) \xi_{i i+1}(\gamma)
$$

(by corollary 5.2.5) we conclude that

$$
\left(\chi_{n} \xi_{D}(\varphi)\right)_{U_{n}(q)}=\sum_{\gamma \in F_{q}}\left(\chi_{\infty} \xi_{i+1 n}(\alpha) \xi_{a i}(\beta) \xi_{i+1}(\gamma) \xi_{D_{0}}\left(\varphi_{0}\right)\right)_{U_{n}(\varphi)}
$$

Finally we may repeat the argument of the final paragraph of the previous proof to conclude that

$$
\left(x_{\infty} \xi_{i+1 n}(\alpha) \xi_{a i}(\beta) \xi_{i \dot{i}+1}(\gamma) \xi_{D_{0}}\left(\varphi_{0}\right)\right)_{U_{\alpha}(q)}=0
$$

for all $\gamma_{\mu} F_{\boldsymbol{q}}$ Therefore

$$
\left.\left(\chi, \xi_{D}(\varphi)\right)\right)_{v_{\Lambda}(q)}=\left(\chi_{\omega} \xi_{i+1 n}(\alpha) \xi_{a i}(\beta) \xi_{D_{0}}\left(\varphi_{0}\right)\right)_{v_{\alpha}(q)}=\left(\chi_{\omega} \xi_{D_{a}}\left(\varphi_{\omega}\right)\right) u_{v_{n}(q)}
$$

and the proof is complete.

Lemma 5.2.10. Suppose that $(i, i+1) \in S^{(r)}\left(D_{\omega}\right),(i, i+1) \in S^{(c)}\left(D_{\omega}\right)$ and $(i, i+1) \in S^{(c)}(D)$.
Then

$$
\left(x, \xi_{D}(\varphi)\right)=\left\{\begin{array}{ll}
\left(\chi_{\alpha \Delta} \xi_{D_{\omega}}\left(\varphi_{\omega}\right)\right) & \text { if } \chi(1)=q \chi_{\omega \omega}(1) \\
q^{-1}\left(\chi_{\omega r} \xi_{D_{\omega}}\left(\varphi_{\omega}\right)\right) & \text { if } \chi(1)=\chi_{\infty}(1)
\end{array} .\right.
$$

Proof. In this lemma we are concerned with the following situation

D

$D_{\omega}$


By theorem 5.1.7 the condition $(i, i+1) \in \mathcal{S}^{(c)}\left(D_{\omega}\right)$ implies that there is no $a \in\{1, \ldots, i-1\}$ such that $(a, i) \in D$. Moreover the condition $(i, i+1) \in S^{(r)}\left(D_{\omega}\right)$ implies that there exists $b \in\{i+2, \ldots, n-1\}$ such that $(i+1, b) \in D$. Therefore

$$
\xi_{D}(\varphi)=\xi_{i n}(\alpha) \xi_{i+1 b}(\beta) \xi_{D_{0}}\left(\varphi_{0}\right)
$$

where $\alpha=\varphi(i, n), \beta=\varphi(i+1, b)$ and $D_{0}=D\{(i, n),(i+1, b)\}$. On the other hand

$$
\xi_{D_{\alpha}}\left(\varphi_{\alpha}\right)=\xi_{i+1 n}(\alpha) \xi_{i b}(\beta) \xi_{D_{0}}\left(\varphi_{0}\right) .
$$

Now the argument of the previous proof shows that

$$
\left(\chi, \xi_{D}(\varphi)\right)_{U_{n}(\varphi)} \sum_{\chi=F_{q}}\left(\theta^{\infty}, \zeta_{i n}(\gamma, \alpha) \zeta_{i b}(\beta, 0) \zeta_{D_{0}}\left(\varphi_{0}\right)\right) U_{\alpha}(q)
$$

- we note that $\zeta_{i+1 b}(\beta)$ is the irreducible character of $U_{\omega}(q)$ (by lemma 5.2.4) which corresponds to the $U_{\infty}(K)$-orbit of $\beta e_{i+1 b}{ }^{*} \in U_{\alpha}(K)^{*}$, hence $\zeta_{i+1 b}(\beta)^{\infty}$ corresponds to the $U_{\alpha}(K)$-orbit of $\beta e_{i b}{ }^{*} \in u_{\alpha}(K) *$, i.e.

$$
\zeta_{i+1 b}(\beta)^{\infty}=\zeta_{u b}(\beta, 0) .
$$

Let $\gamma \in F_{q}$ be non-zero, let $\phi$ be an irreducible component of $\zeta_{\text {in }}(\gamma, \alpha) \zeta_{i b}(\beta, 0) \zeta_{D_{0}}\left(\varphi_{0}\right)$ and let $O$ be the $U_{\omega}(K)$-orbit which corresponds to $\phi$. Then we may use corollary 1.3.11 to conclude that any $f=0$ satisfies $f\left(e_{I n}\right)=\ldots=f\left(e_{i-1}\right)=0$ and $f\left(e_{i n}\right)=\gamma=0$. Therefore

$$
\left(\theta^{\omega}, \zeta_{i n}(\gamma, \alpha) \zeta_{i b}(\beta, 0) \zeta_{D_{0}}\left(\varphi_{0}\right)\right)_{U_{\alpha}(q)}=0
$$

(because $f_{\omega}\left(e_{i n}\right)=0$ ). Since

$$
\zeta_{i n}(0, \alpha)=\zeta_{i+1 n}(\alpha)
$$

we obtain

$$
\left.\left(\chi, \zeta_{D}(\varphi)\right)\right)_{U_{\alpha}(q)}=\left(\theta^{\infty}, \zeta_{i+1 n}(\alpha) \zeta_{i b}(\beta, 0) \zeta_{D_{0}}\left(\varphi_{0}\right)\right)_{U_{\alpha}(q)} .
$$

Now suppose that $\boldsymbol{X}(1)=q \chi_{\omega}(1)$. Then (by corollary 5.2.7) the $U_{n}(K)$-orbit $O\left(f_{\omega}\right)$ is of the first kind with respect to $U_{\alpha}(K)$. Thus

$$
\left(\chi_{\omega}\right) u_{\alpha q}=\theta^{\omega}
$$

and

$$
\left(\chi, \xi_{D}(\varphi)\right)_{U_{n}(\varphi)}=\left(\chi_{\alpha} \xi_{i+1 n}(\alpha) \zeta_{i b}(\beta, 0)^{U_{n}(\varphi)} \xi_{D_{0}}\left(\varphi_{0}\right)\right)_{U_{n}(\varphi)}
$$

because

$$
\left(\xi_{i+1 n}(\alpha) \xi_{D_{0}}\left(\varphi_{0}\right)\right)_{U_{\alpha}(q)}=\zeta_{i+1 n}(\alpha) \zeta_{D_{0}}\left(\varphi_{0}\right) .
$$

Since

$$
\zeta_{i b}(\beta, 0)^{U_{n}(q)}=\xi_{i b}(\beta)
$$

(by corollary 5.2.5) we conclude that

$$
\left.\left(\chi, \xi_{D}(\varphi)\right)\right)_{u_{a}(\varphi)}=\left(\chi_{\alpha_{r}} \xi_{D_{a}}\left(\varphi_{\omega}\right)\right)_{u_{\alpha}(\varphi)}
$$

as required.
On the other hand suppose that $\chi(1)=\chi_{\omega}(1)$. Then (by corollary 5.2.7) the $U_{n}(K)$-orbit $O\left(f_{\omega}\right)$ is of the second kind with respect to $U_{\omega}(K)$ so

$$
\chi_{\omega}=\left(\theta^{a \rho}\right)_{\alpha}(q)
$$

In this case we calculate the multiplicity $\left(\chi_{\infty} \xi_{D_{\infty}}\left(\varphi_{\omega}\right)\right)_{u_{n}(q)}$. By lemma 5.2 .4 we have

$$
\left(\chi_{\omega} \xi_{D_{0}}\left(\varphi_{\omega}\right)\right) U_{\Delta}(\varphi)=\sum_{\gamma=\bar{T}_{q}}\left(\theta^{\infty}, \zeta_{i+1 n}(\alpha) \zeta_{i b}\left(\beta, \gamma \zeta_{D_{0}}\left(\varphi_{0}\right)\right) U_{\alpha(q)} .\right.
$$

Now we claim that

$$
\zeta_{i+1 n}(\alpha) \zeta_{i b}(\beta, \gamma)=\zeta_{i+1 n}(\alpha) \zeta_{i b}(\beta, 0)
$$

for all $\gamma_{\mu} \boldsymbol{F}_{\boldsymbol{q}}$ Let $\gamma_{\boldsymbol{q}} \boldsymbol{F}_{\boldsymbol{q}}$ be arbitrary. Since

$$
\xi_{i+1 n}(\alpha) U_{\alpha(q)}=\zeta_{i+1 n}(\alpha) \text { and } \zeta_{i b}(\beta, \gamma)^{U_{n}(q)}=\xi_{i b}(\beta)
$$

(by lemma 5.2.4 and by corollary 5.2.5 respectively) we have

$$
\left(\zeta_{i+1 n}(\alpha) \zeta_{i b}(\beta, \gamma)\right)^{U_{n}(q)}=\xi_{i+1 n}(\alpha) \xi_{i b}(\beta)
$$

By lemma 2.2.6 (we note that $i<i+1<b<n$ ) the character $\xi_{i+1 n}(\alpha) \xi_{i b}(\beta)$ has $q$ irreducible components which correspond to the $U_{n}(\mathbb{K})$-orbits of the $q$ distinct elements

$$
\alpha e_{i+1 n^{*}}^{*}+\beta e_{b i}^{*}+\mu e_{i j+1}^{*}=u_{n}(K)^{*}
$$

where $\mu_{e} F_{q}$. All these components have the same restriction $\phi$ to $U_{\omega}(q)$. Moreover $\phi$ is an irreducible character of $U_{\omega}(q)$ (because the $U_{n}(K)$-orbit of $\alpha e_{i+1 n^{*}}{ }^{*}+\beta e_{b i}^{*}+\mu e_{i+1}{ }^{*}$ is of the first kind with respect to $U_{\omega}(K)$ - otherwise $\alpha e_{i+1 n^{*}}+\beta e_{b i}{ }^{*}+\mu e_{i i+1}^{*}$ is $U_{n}(K)$-conjugate to $\left.\alpha e_{i+1 n}{ }^{*}+\beta e_{b i}{ }^{*}\right)$. It follows that

$$
\left(\xi_{i+1 n}(\alpha) \xi_{i b}(\beta)\right)_{U_{\omega}(q)}=q \phi
$$

Since

$$
\left(\xi_{i+1 n}(\alpha) \xi_{i b}(\beta)\right)_{u_{\alpha}(q)}=\sum_{\gamma \in F_{p}} \zeta_{i+1 n}(\alpha) \zeta_{i b}(\beta, \gamma)
$$

(by lemma 5.2.4) we conclude that

$$
\zeta_{i+1 n}(\alpha) \zeta_{i b}(\beta, \gamma)=\phi
$$

and our claim is proved.
Finally we deduce that

$$
\begin{aligned}
\left(\chi_{\omega 0} \xi_{D_{a}}\left(\varphi_{\omega}\right)\right)_{U_{n}(q)} & =q\left(\theta^{\alpha}, \zeta_{i+1 n}(\alpha) \zeta_{i b}(\beta, 0) \zeta_{D_{0}}\left(\varphi_{0}\right)\right)_{U_{\alpha}(q)} \\
& =q\left(x, \xi_{D}(\varphi)\right)_{U_{n}(q)}
\end{aligned}
$$

The proof of the lemma is complete.

Lemma 5.2.11. Suppose that $(i, i+1) \in S^{(r)}\left(D_{\omega}\right),(i, i+1) 』 S^{(c)}\left(D_{\omega}\right)$ and $(i, i+1) \in S^{(c)}(D)$. Then

$$
\left(x_{1} \xi_{D}(\varphi)\right)= \begin{cases}\left(x_{\infty} \xi_{D_{\omega}}\left(\varphi_{\omega}\right)\right) & \text { if } x(1)=q x_{\omega}(1) \\ q^{-1}\left(x_{\omega>} \xi_{D_{\omega}}\left(\varphi_{\omega}\right)\right) & \text { if } x(1)=x_{\omega}(1)\end{cases}
$$

Proof. In this lemma we are concerned with the following situation


We follow the proof of the previous lemma. In this case there exists $a \in\{1, \ldots, i-1\}$ such that $(a, i+1) \in D$ and

$$
\xi_{D}(\varphi)=\xi_{i n}(\alpha) \xi_{i+1 b}(\beta) \xi_{a i+1}(\gamma) \xi_{D_{0}}\left(\varphi_{0}\right)
$$

where $\left.\alpha=\varphi(i, n), \beta=\varphi(i+1, b), \gamma=\varphi(a, i+1), D_{0}=D \backslash(i, n),(i+1, b),(a, i+1)\right\}$ and $\varphi_{0}$ is the restriction of $\varphi$ to $D_{0}$. On the other hand

$$
\xi_{D_{a}}\left(\varphi_{a}\right)=\xi_{i+1 n}(\alpha) \xi_{b b}(\beta) \xi_{a i}(\gamma) \xi_{D_{0}}\left(\varphi_{0}\right) .
$$

We have

$$
\left(\chi, \xi_{D}(\varphi)\right) U_{\alpha}(q)=\sum_{\alpha \in F_{i}, \gamma_{0} F_{q}}\left(\theta^{\omega}, \zeta_{\text {in }}\left(\alpha^{\prime}, \alpha\right) \zeta_{i b}(\beta, 0) \zeta_{a i+1}\left(\gamma^{\prime}, \gamma \zeta_{D_{0}}\left(\varphi_{0}\right)\right) v_{U_{\alpha}(q)} .\right.
$$

As before

$$
\left(\theta^{\omega}, \zeta_{i n}\left(\alpha^{\prime}, \alpha\right) \zeta_{i b}(\beta, 0) \zeta_{a i+1}\left(\gamma^{\prime}, \gamma\right) \zeta_{D_{0}}\left(\varphi_{0}\right)\right) u_{\alpha(q)}=0
$$

for all $\alpha^{\prime} \in F_{q}^{*}$. Thus

$$
\left(x, \xi_{D}(\varphi)\right)_{U_{\alpha}(q)}=\sum_{\gamma \in F_{G}}\left(\theta^{\infty}, \zeta_{i+1 n}(\alpha) \zeta_{i b}(\beta, 0) \zeta_{a i+1}\left(\gamma^{\prime}, \gamma\right) \zeta_{D_{0}}\left(\varphi_{0}\right)\right)_{U_{\alpha}(q)} .
$$

Let $\gamma^{\prime} \in \boldsymbol{F}_{\boldsymbol{q}}{ }^{*}$ be arbitrary and let $\phi$ be any irreducible component of $\zeta_{i+1 n}(\alpha) \zeta_{i b}(\beta, 0) \zeta_{a i+1}\left(\gamma^{\prime}, \gamma\right) \zeta_{D_{0}}\left(\varphi_{0}\right)$. By corollary 1.3 .11 the $U_{\infty}(K)$-orbit $O$ which corresponds to $\phi$ is contained in the sum of the $U_{\infty}(K)$-orbits of the elements $\alpha e_{i+1 n}{ }^{*}$, $\beta e_{i b}{ }^{*}, \gamma^{\prime} e_{a i+1}{ }^{*}+\gamma_{a i}{ }^{*}$ and $\varphi(u, v) e_{u v}{ }^{*}$ for all $(u, v) \in D_{0}$. It follows that any element $g \subset 0$ satisfics the equation

$$
\Delta_{a i+1}^{D_{e}}(g) \neq 0
$$

(cf. proposition 3.1.2). Since $f_{\omega} V_{D_{\omega}}\left(\varphi_{\omega}\right)$ and $(a, l+1) \in R\left(D_{\omega}\right) D_{\omega}$ we have

$$
\Delta_{a i+1}^{D_{\omega}}\left(f_{\omega}\right)=0
$$

(by (3.1.7)). Therefore

$$
\left(\theta^{\omega}, \zeta_{i+1 n}(\alpha) \zeta_{i b}(\beta, 0) \zeta_{\alpha i+1}\left(\gamma^{\prime}, \gamma\right) \zeta_{D_{0}}\left(\varphi_{0}\right)\right)_{U_{\alpha}(q)}=0
$$

Since $\gamma^{\prime} \in F_{q}^{*}$ is arbitrary and

$$
\zeta_{a i+1}(0, \gamma)=\zeta_{a i}(\gamma)
$$

we conclude that

$$
\left(x, \zeta_{D}(\varphi)\right)_{U_{a}(q)}=\left(\theta^{\infty}, \zeta_{i+1 n}(\alpha) \zeta_{i b}(\beta, 0) \zeta_{a i}(\gamma) \zeta_{D_{0}}\left(\varphi_{0}\right)\right)_{U_{m}(q)}
$$

Now suppose that $X(1)=q X_{\alpha}(1)$. Then (by corollary 5.2 .7$)$ the $U_{n}(K)$-orbit $O\left(f_{\omega}\right)$ is of the first kind with respect to $U_{\omega}(K)$. So (by lemma 5.2.6)

$$
\left(\chi_{\omega}\right) U_{\omega(q)}=\theta^{\omega}
$$

and

$$
\left(\chi, \xi_{D}(\varphi)\right)_{U_{A}(q)}=\left(\chi_{\omega} \xi_{i+1 n}(\alpha) \zeta_{i b}(\beta, 0)^{U_{A}(q)} \xi_{a i}(\gamma) \xi_{D_{0}}\left(\varphi_{0}\right)\right)_{U_{A}(q)}
$$

because

$$
\left(\xi_{i+1 n}(\alpha) \xi_{a i}(\gamma) \xi_{D_{0}}\left(\varphi_{0}\right)\right)_{U_{\alpha}(q)}=\zeta_{i+1 n}(\alpha) \zeta_{a i}(\gamma) \zeta_{D_{0}}\left(\varphi_{0}\right)
$$

Since

$$
\zeta_{i b}(\beta, 0)^{U_{A}(q)}=\xi_{i b}(\beta)
$$

we conclude that

$$
\left(\chi, \xi_{D}(\varphi)\right)_{U_{n}(q)}=\left(\chi_{\omega} \xi_{D_{\omega}}\left(\varphi_{\omega}\right)\right)_{U_{N}(q)}
$$

On the other hand suppose that $\chi(1)=\chi_{\omega}(1)$. Then $O\left(f_{\omega}\right)$ is of the first kind with respect to $U_{0}(K)$ so

$$
x_{\omega}=\left(\theta^{e \rho}\right)^{U(q)}
$$

In this case we repeat the proof of the previous lemma to conclude that

$$
\begin{aligned}
\left.\left(\chi_{\omega} \xi_{D_{0}}\left(\varphi_{\omega}\right)\right)\right)_{U_{A}(q)} & =q\left(\theta^{\omega}, \zeta_{i+1 n}(\alpha) \zeta_{i b}(\beta, 0) \zeta_{a i}\left(\gamma_{D_{0}}\left(\varphi_{0}\right)\right)_{U_{\alpha}(q)}\right. \\
& =q\left(\chi, \xi_{D}(\varphi)\right)_{U_{a}(q)} .
\end{aligned}
$$

The proof of the lemma is complete.

Lemma 5.2.12. Suppose that $(i, i+1) \in S^{(c)}\left(D_{\omega}\right),(i, i+1) 』 S^{(r)}\left(D_{\omega}\right)$ and $(i, i+1) \in S^{(c)}(D)$. Then

$$
\chi(1)=\chi_{\infty}(1)
$$

and

$$
\left(\chi, \xi_{D}(\varphi)\right)=\left(\chi_{\infty} \xi_{D_{0}}\left(\varphi_{\omega}\right)\right)
$$

Proof. In this lemma we are concerned with the following situation

D

$D_{\infty}$


Since $(i, i+1) \_S^{(c)}(D)$ there is no $a^{\prime} \in\{1, \ldots, i-1\}$ such that $\left(a^{\prime}, i+1\right) \in D$. Therefore $(i, i+1) \in S^{(c)}\left(D_{\omega}\right)$ if and only if there exists $a \in\{1, \ldots, i-1\}$ such that $(a, i+1) \in D_{\omega}$ and $(a, i) \in D$. Moreover the condition $(i, i+1) \in S^{(r)}\left(D_{\omega}\right)$ implies that there is no $b \in\{i+2, \ldots, n-1\}$ such that $(i+1, b) \in D$. It follows that

$$
\xi_{D}(\varphi)=\xi_{i n}(\alpha) \xi_{\alpha i}(\beta) \xi_{D_{0}}\left(\varphi_{0}\right)
$$

where $\alpha=\varphi(i, n), \beta=\varphi(a, i), D_{0}=D \backslash((i, n),(a, i)\}$ and $\varphi_{0}$ is the restriction of $\varphi$ to $D_{0}$. On the other hand

$$
\xi_{D_{0}}\left(\varphi_{\omega}\right)=\xi_{i+1 n}(\alpha) \xi_{a i+1}(\beta) \xi_{D_{0}}\left(\varphi_{0}\right) .
$$

To prove the first assertion of the lemma we claim that the $U_{n}(K)$-orbit $O\left(f_{\omega}\right)$ is of the second kind with respect to $U_{\omega}(K)$. For we suppose that $O\left(f_{\omega}\right)$ is of the first kind. Then (by proposition 1.3.6) the image $\pi\left(O f_{\omega}\right)$ ) is a single $U_{\omega}(K)$-orbit in $U_{\omega}(K) *$ (here $\pi: u_{n}\left(K^{*} \rightarrow u_{\infty}(K)^{*}\right.$ is the natural projection). Let $\lambda_{\Omega} K^{*}$ and consider the element $x_{i+1}(\lambda)=1+\lambda \varepsilon_{i+1} \in U_{n}(K)$. Then

$$
g_{\infty}(\lambda)=\pi\left(x_{i j+1}(\lambda) \cdot f_{\omega}\right)
$$

is $U_{\omega}(K)$-conjugate to $g_{\omega}=\pi\left(f_{\omega}\right)$. Thus $\omega^{-1} g_{\omega}(\lambda) \omega$ is $U_{\omega}(K)$-conjugate to $\omega^{-1} g_{\omega} \omega=\pi(f)$ (for the definition of $\omega^{-1} h \omega, h \in u_{\alpha}(K)^{*}$, see the proof of lemma 5.2.6). Let $f(\lambda)=u_{n}(K)^{*}$ be the (unique) element satisfying

$$
\pi(f(\lambda))=\omega^{-1} \delta_{\omega}(\lambda) \omega \text { and } f(\lambda)\left(e_{\mu+1}\right)=0
$$

Since the $U_{n}(N)$-orbit $O(f)$ is of the second kind with respect to $U_{\alpha}(K)$ we conclude that $f(\lambda)$ is $U_{n}(K)$-conjugate to $f$ (by proposition 1.3.7). Since

$$
x_{u+1}(\lambda) e_{r s} x_{i+1}(-\lambda)=e_{r s}+\lambda\left[e_{U+1}, e_{r s}\right]
$$

we have

$$
g_{\omega}(\lambda)\left(e_{r s}\right)= \begin{cases}f\left(e_{r s}\right) & \text { if } r \neq i+1 \text { and } s \neq i \\ f\left(e_{i s}\right)+\lambda f\left(e_{i+1 s}\right) & \text { if } r=i+1 \\ f\left(e_{r i+1}\right)-\lambda f\left(e_{r i}\right) & \text { if } s=i\end{cases}
$$

for all $(r, s) \in \Phi(n) \backslash\{(i, i+1)\}$. It follows that

$$
f(\lambda)\left(e_{r s}\right)=\left(\omega^{-1} g_{\omega}(\lambda) \omega\right)\left(e_{r s}\right)=g_{\alpha}(\lambda)\left(e_{\omega(r) \alpha(s)}\right)= \begin{cases}f\left(e_{r s}\right) & \text { if } r \neq i+1 \text { and } s \neq i \\ f\left(e_{i s}\right)+\lambda f\left(e_{i+1 s}\right) & \text { if } r=i \\ f\left(c_{r i+1}\right)-\lambda f\left(e_{r i}\right) & \text { if } s=i+1\end{cases}
$$

for all $\left(r_{w} s\right) \in \Phi(n) \backslash\{(i, i+1)\}$. Now we consider the function $\Delta_{a i+1}^{D}: u_{n}(K) * \rightarrow K$. Since $(a, i+1) \in R(D) D$ we have

$$
\Delta_{a i+1}^{D}(f(\lambda))=\Delta_{a i+1}^{D}(f)=0
$$

(we recall that $f \in V_{D}(\varphi)$ ). On the other hand

$$
\Delta_{a i+1}^{D}(f(\lambda))=\Delta_{a i+1}^{D}(f)+\lambda \Delta_{a i}^{D}(\theta)
$$

so

$$
\lambda \Delta_{a i}^{D}(f)=0
$$

This is a contradiction because $\lambda \neq 0$ and $(a, i) \in D$ (hence $\left.\Delta_{a i}^{D}(f) \neq 0\right)$. It follows that $O\left(f_{\infty}\right)$ is of the second kind with respect to $U_{\omega}(K)$ and this implies that

$$
\chi(1)=\chi_{\omega}(1)
$$

(by corollary 5.2.7).
Now we have (repeating the usual argument)

$$
\left(x, \xi_{D}(\varphi)\right)_{U_{n}(q)}=\left(\theta^{\infty}, \zeta_{i+1 n}(\alpha) \zeta_{a i+1}(\beta, 0) \zeta_{D_{0}}\left(\varphi_{0}\right)\right)_{U_{\alpha}(q)}
$$

On the other hand (by lemma 5.2.6)

$$
x_{\alpha}=\left(\theta^{\infty}\right)^{U_{N}(q)}
$$

So

$$
\begin{aligned}
\left(x_{\omega} \xi_{D_{e}}\left(\varphi_{\omega}\right)\right)_{U_{n}(q)} & =\left(\theta^{\infty}, \zeta_{D_{\theta}}\left(\varphi_{\omega}\right)\right)_{U_{\alpha}(q)} \\
& =\sum_{\beta \in F_{q}}\left(\theta^{\infty}, \zeta_{i+1 n}(\alpha) \zeta_{\alpha i+1}(\beta, \beta) \zeta_{D_{0}}\left(\varphi_{0}\right)\right)_{U_{\alpha}(q)}
\end{aligned}
$$

To conclude the proof of the lemma we claim that

$$
\left(\theta^{\omega}, \zeta_{i+1 \pi}(\alpha) \zeta_{\alpha i+1}(\beta, \beta) \zeta_{D_{0}}\left(\varphi_{0}\right)\right) U_{\alpha(\alpha)}=0
$$

for all $\beta^{\prime} \in F_{q}{ }^{*}$. Let $\boldsymbol{\beta}^{\prime} \in \boldsymbol{F}_{\boldsymbol{q}}{ }^{*}$ be arbitrary. Then

$$
\left(\theta^{\infty}, \zeta_{i+1 n}(\alpha) \zeta_{a i+1}(\beta, \beta) \zeta_{D_{0}}\left(\varphi_{0}\right)\right)_{U_{\alpha}(q)}=\left(\theta, \zeta_{i n}(\alpha, 0) \zeta_{a i+1}\left(\beta^{\prime}, \beta\right) \zeta_{D_{0}}\left(\varphi_{0}\right)\right)_{U_{\alpha}(q)}
$$

Let $\phi$ be any irreducible component of $\zeta_{i n}(\alpha, 0) \zeta_{a i+1}\left(\beta^{\prime}, \beta\right) \zeta_{D_{0}}\left(\varphi_{0}\right)$ and let $O$ be the $U_{\infty}(K)$-orbit which corresponds to $\phi$. Let $g \equiv u_{n}(K)$ be such that $\pi(g) \in O$. Then $g\left(e_{1 n}\right)=\ldots=g\left(e_{i-1 n}\right)=0$ and $g\left(e_{i n}\right)=0$. Thus the $U_{n}(K)$-orbit $O(g)$ is of the second kind with respect to $U_{\omega}(K)$ (see lemma 5.2.3). Therefore $\phi^{U_{n}(q)}$ is an irreducible character of $U_{n}(q)$ (by theorem 1.3.9). Since

$$
\left(\zeta_{\text {in }}(\alpha, 0) \zeta_{a i+1}\left(\beta^{\prime}, \beta\right)\right)^{U_{N}(q)}=\xi_{\text {in }}(\alpha) \xi_{a i+1}(\beta)
$$

(see the proof of the previous lemma) and

$$
\xi_{D_{0}}\left(\varphi_{0}\right)_{U_{\mu}(q)}=\zeta_{D_{0}}\left(\varphi_{0}\right)
$$

we conclude that $\phi^{U_{A}(q)}$ is an irreducible component of

$$
\left(\zeta_{\text {in }}\left(\alpha_{i}, 0\right) \zeta_{a i+1}\left(\beta^{\prime}, \beta\right) \zeta_{D_{0}}\left(\varphi_{0}\right)\right)^{U_{N}(\varphi)}=\xi_{i n}(\alpha) \xi_{\alpha i+1}(\beta) \xi_{D_{0}}\left(\varphi_{0}\right) .
$$

It follows that

$$
\Delta_{a i+1}^{D}(g) \neq 0
$$

for all $g \in O$. Since

$$
\Delta_{a+1}^{D}(\rho)=0
$$

(because $(a, i+1) \in R(D) \subset D)$ we conclude that

$$
\left(\theta, \zeta_{i n}(\alpha, 0) \zeta_{a i+1}\left(\beta^{\prime}, \beta\right) \zeta_{D_{0}}\left(\varphi_{0}\right)\right) U_{\omega(q)}=0
$$

(because $\theta$ corresponds to the $U_{\omega}(K)$-orbit of the element $\left.\pi(f) \in U_{\omega}(K) *\right)$. It follows that

$$
\left(\chi_{\omega \rightarrow} \xi_{D_{\omega}}\left(\varphi_{\omega}\right)\right)_{U_{n}(q)}=\left(\theta^{\omega}, \zeta_{i+1 n}(\alpha) \zeta_{a i+1}(\beta, 0) \zeta_{D_{0}}\left(\varphi_{0}\right)\right) U_{U_{\alpha}(q)}
$$

and the proof of the lemma is complete.

Lemma 5.2.13. Suppose that $(i, i+1) \in S^{(c)}\left(D_{\omega}\right),(i, i+1) \in S^{(r)}\left(D_{\omega}\right)$ and $(i, i+1) \in S^{(c)}(D)$. Suppose also that there is no be $(1, \ldots, i-1)$ such that $(b, i) \in D$. Then

$$
x(1)=\chi_{0}(1)
$$

and

$$
\left(\chi_{1} \xi_{D}(\varphi)\right)=\left(\chi_{\alpha} \xi_{D_{\infty}}\left(\varphi_{\omega}\right)\right) .
$$

Proof. In this lemma we are concerned with the following situation (the symbol represents a $D$-derived root)

D



In this case there exists $a \in\{1, \ldots, i-1\} \quad$ such that $(a, i+1) \in D$ and

$$
\xi_{D}(\varphi)=\xi_{i n}(\alpha) \xi_{a i+1}(\beta) \xi_{D_{0}}\left(\varphi_{0}\right)
$$

where $\left.\alpha=\varphi(i, n), \beta=\varphi(a, i+1), D_{0}=D \backslash(i, n),(a, i+1)\right\}$ and $\varphi_{0}$ is the restriction of $\varphi$ to $D_{0}$. On the other hand

$$
\xi_{D_{\alpha}}\left(\varphi_{\omega}\right)=\xi_{i+1 n}(\alpha) \xi_{a i+1}(\gamma) \xi_{D_{0}}\left(\varphi_{0}\right)
$$

where $\gamma=\varphi_{\mu}(a, i+1)$ (we note that $(a, i+1) \in D \cap D_{\omega}$ (see theorem 5.1.7)).
To prove the first assertion we claim that the $U_{n}(K)$-orbit $O\left(f_{\omega}\right)$ is of the second kind with respect to $U_{\omega}(K)$. For we suppose that $O\left(f_{\omega}\right)$ is of the first kind and we repeat the construction of the previous proof to obtain for each $\lambda_{\varepsilon} K^{*}$ the element $f(\lambda) \in O(f)$. Then

$$
\Delta_{a i+1}^{D}(f(\lambda))=\Delta_{a i+1}^{D}(f) \neq 0
$$

(we note that $(a, i+1), D)$. On the other hand

$$
\Delta_{a i+1}^{D}(f(\lambda))=\Delta_{a i+1}^{D}(f)+\lambda \Delta_{a i+1}^{D_{e}}(f) .
$$

Therefore

$$
\lambda \Delta_{a i+1}^{D_{i}}(f)=0 .
$$

This is a contradiction because $\lambda \in K^{*}$ and

$$
\Delta_{a i+1}^{D_{e}}(f)=\Delta_{a i+1}^{D_{\omega}}\left(f_{\omega}\right) \neq 0
$$

(we note that $\left.(a, l+1) \in D_{\omega}\right)$. This contradiction implies that $O\left(f_{\omega}\right)$ is of the second kind with respect to $U_{\alpha}(K)$. By corollary 5.2 .7 we conclude that

$$
\chi(1)=\chi_{\omega}(1) .
$$

Now (by the usual argument)

$$
\left(x, \xi_{D}(\varphi)\right) U_{U_{n}(q)}=\sum_{\beta \in F_{q}}\left(\theta^{\infty}, \zeta_{i+1 n}(\alpha) \zeta_{\alpha i+1}\left(\beta^{\top}, \beta\right) \zeta_{D_{0}}\left(\varphi_{0}\right)\right)_{U_{\omega}(q)}
$$

Let $\beta^{\prime} \in F_{q}$ be arbitrary. Let $\phi$ be any irreducible component of $\zeta_{i+1 n}(\alpha) \zeta_{\alpha i+1}\left(\beta^{\prime}, \beta\right) \zeta_{D_{0}}\left(\varphi_{0}\right)$ and let $O$ be the $U_{\omega}(K)$-orbit which corresponds to $\phi$. Then there exists a constant $\dot{c}(\beta) \in F_{q}$ such that

$$
\Delta_{a i+1}^{D_{\infty}}(g)=c(\beta)
$$

for all $g \in O$ (see (3.1.7)). Moreover for all $\beta^{\prime}, \beta^{\prime \prime} \in F_{q}$

$$
c\left(\beta^{\prime}\right)=c\left(\beta^{\prime \prime}\right) \Leftrightarrow \beta^{\prime}=\beta^{\prime \prime}
$$

Since

$$
\Delta_{a i+1}^{D_{\omega}}\left(f_{\omega}\right)=c(\gamma)
$$

we conclude that

$$
\left(\theta^{\alpha}, \zeta_{i+1 n}(\alpha) \zeta_{a i+1}\left(\beta^{\prime}, \beta\right) \zeta_{D_{0}}\left(\varphi_{0}\right)\right)_{U_{\alpha}(q)}=0
$$

for all $\left.\boldsymbol{\beta}^{\prime} \in \boldsymbol{F}_{q} \backslash \beta\right\}$. Therefore

$$
\left(\chi, \xi_{D}(\varphi)\right)_{U_{n}(q)}=\left(\theta^{\omega}, \zeta_{i+1 n}(\alpha) \zeta_{\alpha i+1}(\gamma, \beta) \zeta_{D_{0}}\left(\varphi_{0}\right)\right) U_{\omega(q)}
$$

On the other hand (by lemma 5.2.6)

$$
\chi_{\omega}=\left(\theta^{\alpha}\right)^{U_{n}(\varphi)}
$$

Thus

$$
\left.\left(\chi_{\alpha}, \zeta_{D_{\alpha}}\left(\varphi_{\omega}\right)\right)\right)_{U_{a}(q)}=\sum_{\gamma \in F_{q}}\left(\theta^{\omega}, \zeta_{i+1 n}(\alpha) \zeta_{a i+1}(\gamma, \gamma) \zeta_{D_{0}}\left(\varphi_{0}\right)\right) U_{U_{\alpha}(q)} .
$$

To conclude the proof of the lemma we claim that

$$
\left(\theta^{\infty}, \zeta_{i+1 n}(\alpha) \zeta_{a i+1}(\gamma, \gamma) \zeta_{D_{0}}\left(\varphi_{0}\right)\right)_{U_{\alpha}(q)}=0
$$

for all $\gamma^{\prime} \in F_{q} \backslash(\gamma)$. In fact

$$
\left(\theta^{\infty}, \zeta_{i+1 n}(\alpha) \zeta_{a i+1}(\gamma, \gamma) \zeta_{D_{0}}\left(\varphi_{0}\right)\right) U_{\alpha}(q)=\left(\theta, \zeta_{i n}(\alpha, 0) \zeta_{\alpha i+1}(\gamma, \gamma) \zeta_{D_{0}}\left(\varphi_{0}\right)\right)_{U_{\alpha}(q)}
$$

and an argument similar to the one used in the previous paragraph (using the function $\left.\Delta_{a+1}^{0}\right)$ shows that

$$
\left(\theta, \zeta_{i n}(\alpha, 0) \zeta_{a i+1}\left(\gamma^{\prime}, \gamma \zeta_{D_{0}}\left(\varphi_{0}\right)\right) U_{\alpha(q)}=0\right.
$$

for all $\gamma^{\prime} \in F_{q} \backslash(\beta)$.

The proof of the lemma is complete.

Lemma 5.2.14. Suppose that $(i, i+1) \in S^{(c)}\left(D_{\omega}\right),(i, i+1) \in S^{(r)}\left(D_{\omega}\right)$ and $(i, i+1) \in S^{(c)}(D)$. Suppose also that $(b, i) \in D \sim D_{\omega}$ for some $b \in\{1, \ldots, i-1\}$. Then

$$
\chi(1)=\chi_{\omega}(1)
$$

and

$$
\left(\chi, \xi_{D}(\varphi)\right)=\left(\chi_{\alpha}, \xi_{D_{\omega}}\left(\varphi_{\omega}\right)\right) .
$$

Proof. In this lemma we are concerned with the following situation

D


In this case there exists $a \in\{1, \ldots, i-1\}$

such that $(a, j+1) \in D$ (by theorem 5.1 .7 we must have $a<b)$. Hence

$$
\xi_{D}(\varphi)=\xi_{i z}(\alpha) \xi_{a i+1}(\beta) \xi_{b i}(\gamma) \xi_{D_{0}}\left(\varphi_{0}\right)
$$

where $\alpha=\varphi(i, n), \beta=\varphi(a, i+1), \gamma=\varphi(b, i), D_{0}=D \backslash\{(i, n),(a, i+1),(b, i)\}$ and $\varphi_{0}$ is the restriction of $\varphi$ to $D_{0}$. On the other hand

$$
\xi_{D_{\omega}}\left(\varphi_{\omega}\right)=\xi_{i+1 n}(\alpha) \xi_{a i+1}(\mu) \xi_{b i}(v) \xi_{D_{0}}\left(\varphi_{0}\right)
$$

where $\mu=\varphi_{\omega}(a, i+1)$ and $v=\varphi_{\omega}(b, i)$ (we note that $\left.(a, i+1) \in D \sim D_{\omega}\right)$.
An imitation of the previous proof shows that the $U_{n}(K)$-orbit which corresponds to the character $\boldsymbol{\chi}_{\omega}$ is of the second kind with respect to $U_{\omega}(K)$. Thus (by corollary 5.2.7)

$$
\chi(1)=\chi_{\omega}(1) .
$$

Now (by the usual argument)

$$
\left(x, \xi_{D}(\varphi)\right)_{U_{\alpha}(q)}=\sum_{\beta \in F_{q}}\left(\theta^{\infty}, \zeta_{i+1 n}(\alpha) \zeta_{a l+1}\left(\beta^{\prime}, \beta\right) \zeta_{b l+1}(\gamma, 0) \zeta_{D_{0}}\left(\varphi_{0}\right)\right)_{U_{\alpha}(q)}
$$

As in the previous case we have

$$
\left(\theta^{\omega}, \zeta_{i+1 n}(\alpha) \zeta_{a i+1}\left(\beta^{r}, \beta\right) \zeta_{b i+1}(\gamma, 0) \zeta_{D_{0}}\left(\varphi_{0}\right)\right)_{U_{\alpha}(q)}=0
$$

for all $\beta^{\top} \in F_{q} \backslash(\mu)$. Hence

$$
\left(\chi, \xi_{D}(\varphi)\right)_{U_{A}(q)}=\left(\theta^{\omega}, \zeta_{i+1 n}(\alpha) \zeta_{a i+1}(\mu, \beta) \zeta_{b i+1}(\gamma, 0) \zeta_{D_{0}}\left(\varphi_{0}\right)\right)_{U_{\alpha}(q)}
$$

On the other hand consider the character $\xi_{D_{\omega}}\left(\varphi_{\omega}\right)$. We claim that

$$
\xi_{D_{\omega}}\left(\varphi_{a}\right)=\left(\zeta_{i+1 n}(\alpha) \zeta_{a i+1}(\mu, \beta) \zeta_{b i+1}(\gamma, 0) \zeta_{D_{0}}\left(\varphi_{0}\right)\right)^{U_{a}(q)}
$$

Since

$$
\xi_{i+1 n}(\alpha)_{U_{\alpha}(q)}=\zeta_{i+1 n}(\alpha) \text { and } \xi_{D_{0}}\left(\varphi_{0}\right) U_{\alpha(q)}=\zeta_{D_{0}}\left(\varphi_{0}\right)
$$

the rigth hand side of that equality is equal to

$$
\xi_{i+1 n}(\alpha)\left(\zeta_{a i+1}(\mu, \beta) \zeta_{b i+1}(\gamma, 0)\right)^{U_{n}(q)} \xi_{D_{0}}\left(\varphi_{0}\right)
$$

Therefore our claim will follow once we prove the equality

$$
\left(\zeta_{a i+1}(\mu, \beta) \zeta_{b i+1}(\gamma, 0)\right)^{U_{a}(q)}=\xi_{a i+1}(\mu) \xi_{b i}(v)
$$

Since $a<b$, the character $\xi_{a i+1}(\mu) \xi_{b i}(v)$ of $U_{n}(q)$ is irreducible (by lemma 2.2.3). Moreover (by corollary 1.3 .11 ) it corresponds to the $U_{n}(K)$-orbit $O_{a i+1}(\mu)+O_{b i}(v)$ of the element $\mu e_{a i+1}^{*}+v e_{b i} \in U_{n}(K)^{*}$. By lemma 3.1.1 this orbit consists of all the clements $g \in u_{n}(K) *$ which satisfy $g\left(e_{u v}\right)=0$ for all $(u, v) \in \Phi(n)$ such that $u<a$ or $i+1<v, g\left(e_{a i+1}\right)=\mu$ and

$$
\operatorname{det}\left(\begin{array}{ll}
g\left(e_{a v}\right) & g\left(e_{a i+1}\right) \\
g\left(e_{k v}\right) & g\left(e_{u i+1}\right)
\end{array}\right)=-\delta_{u b} \delta_{v i j} \mu v
$$

for all $(u, v) \in D(a, i+1)$. Let $\phi$ be the irreducible component of $\zeta_{a i+1}(\mu, \beta) \zeta_{b i+1}(\gamma, 0)$ which corresponds to the $U_{\omega}(K)$-orbit $O$ of the element

$$
\pi\left(\mu e_{a i+1}^{*}+\beta e_{a i}^{*}+\gamma e_{b i+1}^{*}\right) e u_{\omega}(K)^{*}
$$

Since $\beta \gamma^{m}-\mu v$ (by theorem 5.1.7) the element $\mu c_{a i+1}^{*}+\beta e_{a i^{*}}+\mu_{b i+1}^{*}, u_{n}(K)^{*}$ satisfies the above equations. Therefore

$$
-\mu e_{a d+1}^{*}+\beta c_{a i}^{*}+\gamma e_{b i+1}^{*} \in \pi^{-1}(O) \cap\left(O_{a j+1}(\mu)+O_{b i}(v)\right) .
$$

By theorem 1.3.9 we conclude that

$$
\left(\xi_{a i+1}(\mu) \xi_{b i}(v), \phi_{n}^{U_{n}(q)}\right)=0
$$

Since $\xi_{a i+1}(\mu) \xi_{b i}(v)$ is irreducible and $\phi$ is a component of $\zeta_{a i+1}(\mu, \beta) \zeta_{b i+1}(\gamma, 0)$ we deduce that

$$
\left(\xi_{a i+1}(\mu) \xi_{b i}(v),\left(\zeta_{a i+1}(\mu, \beta) \zeta_{b i+1}(\gamma, 0)\right)^{U_{a}(\varphi)}\right) \neq 0 .
$$

On the other hand

$$
\begin{aligned}
\left(\zeta_{a i+1}(\mu, \beta) \zeta_{b i+1}(\gamma, 0)\right)^{U_{n}(q)}(1) & =q \zeta_{a i+1}(\mu, \beta)(1) \zeta_{b i+1}(\gamma, 0)(1) \\
& =q q^{j-a} q^{i-b}=q^{i-a} q^{i-b-1} \\
& =\xi_{a i+1}(\mu)(1) \xi_{b i}(v)(1)
\end{aligned}
$$

which completes the proof of the required equality.
Finally

$$
\begin{aligned}
\left(\chi_{\omega \nu} \xi_{D_{\alpha}}\left(\varphi_{\omega}\right)\right)_{U_{n}(q)} & =\left(\chi_{\alpha \omega}\left(\zeta_{i+1 n}(\alpha) \zeta_{\alpha i+1}(\mu, \beta) \zeta_{b i+1}(\gamma, 0) \zeta_{D_{0}}\left(\varphi_{0}\right)\right)^{U_{\Delta}(q)}\right)_{U_{\alpha}(q)} \\
& =\left(\left(\chi_{\omega}\right) U_{\alpha}(q) \zeta_{i+1 n}(\alpha) \zeta_{\alpha i+1}(\mu, \beta) \zeta_{b i+1}(\gamma, 0) \zeta_{D_{0}}\left(\varphi_{0}\right)\right) U_{U_{\alpha}(q)} .
\end{aligned}
$$

Since $O\left(f_{\omega}\right)$ is of the second kind with respect to $U_{a}(K)$ we have (by lemma 5.2.6)

$$
\left(\chi_{\omega}\right) U_{\alpha}(q)=\sum_{\lambda \in F_{q}} \theta^{\omega}(\lambda)
$$

where

$$
\theta^{\omega}(\lambda)=\left(\theta^{\omega}\right)^{x_{j+1}}(\lambda)
$$

for all $\lambda \in \boldsymbol{F}_{\boldsymbol{q}}$. Hence

$$
\left(\chi_{\omega} \xi_{D_{\alpha}}\left(\varphi_{\omega}\right)\right)_{U_{n}(q)}=\sum_{\lambda \in F_{q}}\left(\theta^{a}(\lambda), \zeta_{i+1 n}(\alpha) \zeta_{a i+1}(\mu, \beta) \zeta_{b i+1}(\gamma ; 0) \zeta_{D_{0}}\left(\varphi_{0}\right)\right)_{U_{\alpha}(q)}
$$

To conclude the proof of the lemma we claim that

$$
\left(\theta^{\infty}(\lambda), \zeta_{i+1 n}(\alpha) \zeta_{a i+1}(\mu, \beta) \zeta_{b i+1}(\gamma, 0) \zeta_{D_{0}}\left(\varphi_{0}\right)\right)_{U_{\alpha(q)}}=0
$$

for all $\lambda \in F_{q}^{*}$. Since

$$
\theta(\lambda)=\left(\theta^{\omega}(\lambda)\right)^{\omega}
$$

this equivalent to prove that

$$
\left(\theta(\lambda), \zeta_{i n}(\alpha, 0) \zeta_{a i+1}(\beta, \mu) \zeta_{b i}(\gamma) \zeta_{D_{0}}\left(\varphi_{0}\right)\right)_{U_{\alpha(q)}=0}
$$

for all $\lambda \in F_{q}{ }^{*}$. Let $\phi$ be an irreducible component of $\zeta_{i n}\left(\alpha_{0} 0\right) \zeta_{a i+1}(\beta, \mu) \zeta_{b i}(\gamma) \zeta_{D_{0}}\left(\varphi_{0}\right)$ and let $O$ be the $U_{\omega}(K)$-orbit which corresponds to $\phi$. Then (by (3.1.7)) there exists an element $c(\beta) \in F_{q}$ such that

$$
\Delta_{a i+1}^{D}(g)=c(\beta)
$$

for all $g \in O$. On the other hand let $\lambda \in F_{q}$ be arbitrary and let $O(\lambda)$ be the $U_{\infty}(K)$-orbit which corresponds to the irreducible character $\theta(\lambda)$. Then (by (3.1.7)) there exists an element $c^{\prime}(\lambda)=F_{q}$ (depending on $\lambda$ ) such that

$$
\Delta_{a i+1}^{D}(g)=c^{\prime}(\lambda)
$$

for all $g \Subset O(\lambda)$. Moreover $c^{\prime}(\lambda) \neq c^{\prime}(\lambda)$ for all $\lambda^{\prime} \in F_{q} \backslash\left\{\lambda^{\prime}\right\}$. Our claim follows because $c(\beta)=c^{\prime}(0)$ (as one can easily check). Since $\theta(0)=\theta$ the proof of the lemma is complete.

Lemma 5.2.15. Suppose that $(i, i+1) \in S^{(c)}\left(D_{\omega}\right),(i, i+1) \in S^{(r)}\left(D_{\omega}\right)$ and $(i, i+1) \in S^{(c)}(D)$. Suppose also that there exists be $\{1, \ldots, i-1\}$ such that $(b, i) \in D$ and $(b, i) \in D_{\text {a. }}$ Let $a \in\{1, \ldots, i-1\}$ be such that $(a, i+1) \in D$ and assume that $a<b$. Then

$$
\left(\chi, \xi_{D}(\varphi)\right)= \begin{cases}\left(\chi_{\omega} \xi_{D_{\omega}}\left(\varphi_{\omega}\right)\right) & \text { if } \chi(1)=q \chi_{\omega}(1) \\ q^{-1}\left(\chi_{\omega} \xi_{D_{\omega}}\left(\varphi_{\omega}\right)\right) & \text { if } \chi(1)=\chi_{\omega}(1)\end{cases}
$$

Proof. In this lemma we are concerned with the following situation


In this case we have

$$
\xi_{D}(\varphi)=\xi_{i n}(\alpha) \xi_{a i+1}(\beta) \xi_{b i}(\eta) \xi_{D_{0}}\left(\varphi_{0}\right)
$$

where $\alpha=\varphi(i, n), \beta=\varphi(a, i+1), \gamma=\varphi(b, i), D_{0}=D \backslash\{(i, n),(a, i+1),(b, i)\}$ and $\varphi_{0}$ is the restriction of $\varphi$ to $D_{0}$. On the other hand

$$
\xi_{D_{\omega}}\left(\varphi_{\omega}\right)=\xi_{i+1 n}(\alpha) \xi_{a i}(\beta) \xi_{b l+1}(\gamma) \xi_{D_{0}}\left(\varphi_{0}\right)
$$

because $D_{\infty}=a(D)$ and $\varphi_{\infty}=\varphi a$ (by theorem 5.1.7).
As usual we have

$$
\left(x, \xi_{D}(\varphi)\right)_{U_{a}(q)}=\sum_{\beta \in F_{q}}\left(\theta^{\omega}, \zeta_{i+1 n}(\alpha) \zeta_{a i+1}\left(\beta^{\prime}, \beta\right) \zeta_{b i+1}(\gamma, 0) \zeta_{D_{0}}\left(\varphi_{0}\right)\right)_{U_{d}(q)}
$$

Since $(a, \delta) \in D_{\omega}$ a similar argument to the one used in the previous proof shows that

$$
\left(\theta^{\infty}, \zeta_{i+1 n}(\alpha) \zeta_{\alpha i+1}\left(\beta^{\prime}, \beta\right) \zeta_{b i+1}(\gamma, 0) \zeta_{D_{0}}\left(\varphi_{0}\right)\right) U_{U_{\alpha}(q)}=0
$$

for all $\boldsymbol{\beta} \in \boldsymbol{F}_{\boldsymbol{q}}{ }^{*}$. Therefore

$$
\left(\chi_{0} \xi_{D}(\varphi)\right)_{u_{\alpha}(q)}=\left(\theta^{\infty}, \zeta_{i+1 m}(\alpha) \zeta_{a i}(\beta) \zeta_{b_{b}+1}\left(\gamma_{0} 0\right) \zeta_{D_{0}}\left(\varphi_{0}\right)\right) u_{\alpha}(q)
$$

because

$$
\zeta_{a i+1}(0, \beta)=\zeta_{a i}(\beta) .
$$

Now suppose that $\chi(1)=\chi_{0}(1)$. Then

$$
x_{\omega}=\left(\theta^{\infty}\right)^{U_{n}(q)}
$$

and so

$$
\left.\left(\chi_{\alpha} \xi_{D_{a}}\left(\varphi_{\omega}\right)\right)_{U_{a}(q)}\right)_{V_{\bullet}+F_{q}}\left(\theta^{\omega}, \zeta_{i+1 n}(\alpha) \zeta_{a i}(\beta) \zeta_{b i+1}(\gamma, \gamma) \zeta_{D_{0}}\left(\varphi_{0}\right)\right)_{U_{\alpha}(q)} .
$$

An argument similar to the one used in the proof of lemma 5.2.10 shows that

$$
\zeta_{a i}(\beta) \zeta_{b i+1}(\gamma, \gamma)=\zeta_{a i}(\beta) \zeta_{b i+1}(\gamma, 0)
$$

for all $\boldsymbol{\gamma}^{\prime} \in \boldsymbol{F}_{\boldsymbol{q}}$ Therefore

$$
\begin{aligned}
\left(\chi_{\omega}, \xi_{D_{\omega}}\left(\varphi_{a}\right)\right)_{U_{n}(q)} & =q\left(\theta^{\omega}, \zeta_{i+1 n}(\alpha) \zeta_{a i}(\beta) \zeta_{b i+1}(\gamma, 0) \zeta_{D_{0}}\left(\varphi_{0}\right)\right)_{U_{\alpha}(q)} \\
& =q\left(x, \xi_{D}(\varphi)\right)_{U_{A}(q)}
\end{aligned}
$$

as required.
On the other hand suppose that $\chi(1)=q \chi_{\omega}(1)$. Then

$$
\left(\chi_{\omega}\right) u_{\alpha q)}=\theta^{\infty}
$$

and so

Since

$$
\zeta_{i+1 n}(\alpha) \zeta_{a i}(\beta) \zeta_{D_{0}}\left(\varphi_{0}\right)=\left(\xi_{i+1 n}(\alpha) \xi_{a i}(\beta) \xi_{D_{0}}\left(\varphi_{0}\right)\right) U_{u_{\alpha}(\rho)}
$$

we have

$$
\left(\zeta_{i+1 n}(\alpha) \zeta_{a i}(\beta) \zeta_{b i+1}(\gamma, 0) \zeta_{D_{0}}\left(\varphi_{0}\right)\right)^{U_{n}(q)}=\xi_{i+1 n}(\alpha) \zeta_{a i}(\beta) \zeta_{b i+1}(\gamma, 0)^{U_{N}(\varphi)} \xi_{D_{0}}\left(\varphi_{0}\right) .
$$

The result follows because

$$
\zeta_{b i+1}(\gamma, 0)^{U_{\Delta}(q)}=\xi_{b i+1}(\gamma)
$$

(by corollary 5.2.5).

Lemma 5.2.16. Suppose that $(i, i+1) \in S^{(c)}\left(D_{\omega}\right),(i, i+1) \in S^{(r)}\left(D_{\omega}\right)$ and $(i, l+1) \in S^{(c)}(D)$. Suppose also that there exists bs $(1, \ldots, i-1)$ such that $(b, i) \in D$ and $(b, n), D$. Let an $\{1, \ldots, d-1\}$ be such thas $(a, 1+1) \in D$ and assume that $b<a$. Then

$$
x(1)=\chi_{\omega}(1)
$$

and

$$
\left(\chi, \xi_{D}(\varphi)\right)=q\left(\chi_{a}, \xi_{D_{\alpha}}\left(\varphi_{\omega}\right)\right) .
$$

Proof. In this lemma we are concerned with the following situation


As in the previous lemma we have

$$
\xi_{D}(\varphi)=\xi_{i n}(\alpha) \xi_{a i+1}(\beta) \xi_{b i}(\gamma) \xi_{D_{0}}\left(\varphi_{0}\right)
$$

where $\alpha=\varphi(i, n), \beta=\varphi(a, i+1), \gamma=\varphi(b, i), D_{0}=D \backslash\{(i, n),(a, i+1),(b, i)\}$ and $\varphi_{0}$ is the restriction of $\varphi$ to $D_{0}$. On the other hand

$$
\xi_{D_{a}}\left(\varphi_{\omega}\right)=\xi_{i+1 n}(\alpha) \xi_{a i}(\beta) \xi_{b i+1}(\gamma) \xi_{D_{0}}\left(\varphi_{0}\right)
$$

because $D_{\omega}=\omega(D)$ and $\varphi_{\omega}=\varphi \omega$ (by theorem 5.1.7).
The same argument used in the first part of the proof of lemma 5.2 .12 shows that the $U_{n}(K)$-orbit $O\left(f_{\omega}\right)$ is of the second kind with respect to $U_{\omega}(K)$. Therefore

$$
X(1)=X_{\omega}(1) \text { and } X_{\omega}=\left(\theta^{a}\right)^{U_{\alpha}(q)}
$$

(by corollary 5.2.7 and by lemma 5.2.6 respectively).
Now we have

We claim that

$$
\zeta_{a i+1}\left(\beta^{\prime}, \beta\right) \zeta_{b i+1}(\gamma, 0)=\zeta_{a i}(\beta) \zeta_{b i+1}\left(\gamma_{0}\right)
$$

for all $\beta^{\prime} \in F_{q}$. This is clear if $\beta^{\prime}=0$. Let $\beta^{\prime} F_{q}{ }^{*}$ and let $O$ be the $U_{\omega}(K)$-orbit of the element

$$
\beta^{\prime} c_{a l+1}^{*}+\gamma e_{b l+1}^{*}+\beta e_{a}{ }^{*} \in u_{\alpha}(K)^{*} .
$$

Since $O_{b i+1}(\gamma)+O_{a i}(\beta)$ is the $U_{n}(K)$-orbit of $\beta^{\prime} e_{a i+1}{ }^{*}+\mathcal{\mu}_{b i+1}^{*}+\beta e_{a i}^{*} \in u_{n}(K)^{*}$ (see lemma 3.1.1) we have

$$
\pi^{-1}(O) \cap\left(O_{b i+1}(\gamma)+O_{a i}(\beta)\right) \neq \varnothing
$$

where $\pi: u_{n}(K)^{*} \rightarrow u_{\omega}(K)^{*}$ is the usual projection. Therefore

$$
\left(\left(\zeta_{a i+1}\left(\beta^{\prime}, \beta\right) \zeta_{b i+1}(\gamma 0)\right)^{U_{n}(q)}, \xi_{a i}(\beta) \xi_{b i+1}(\gamma)\right)_{U_{a}(q)} \neq 0
$$

By Frobenius reciprocity we conclude that

$$
\left(\zeta_{a i+1}\left(\beta^{\prime}, \beta\right) \zeta_{b i+1}(\gamma, 0),\left(\xi_{a i}(\beta) \xi_{b i+1}(\gamma)\right)_{U_{\omega}(q)}\right) U_{U_{\omega}(q)} \neq 0 .
$$

Now (by lemma 5.2.4)

$$
\left(\xi_{a i}(\beta) \xi_{b i+1}(\gamma)\right)_{U_{a(q)}}=\sum_{\gamma \in F_{q}} \zeta_{a i}(\beta) \zeta_{b i+1}\left(\gamma_{i} \gamma^{\prime}\right)
$$

For each $\gamma^{\prime} \in \boldsymbol{F}_{\boldsymbol{q}}$ let $O\left(\gamma^{\prime}\right)$ be the $U_{\omega}(K)$-orbit which corresponds to the irreducible character $\zeta_{a i}(\beta) \zeta_{b i+1}(\gamma, \gamma)$ of $U_{\omega}(q)$. Then $g\left(e_{b i}\right)=\gamma^{\prime}$ for all $g \in O$ and so

$$
\left(\zeta_{a i+1}\left(\beta^{\prime}, \beta\right) \zeta_{b i+1}(\gamma, 0), \zeta_{a i}(\beta) \zeta_{b i+1}(\gamma, \gamma)\right)_{U_{\alpha}(q)}=0
$$

for all $\gamma_{\in} \in F_{q}$. It follows that

$$
\left(\zeta_{a i+1}\left(\beta^{\prime}, \beta\right) \zeta_{b i+1}(\gamma, 0), \zeta_{a i}(\beta) \zeta_{b i+1}(\gamma, 0)\right)_{U_{\omega}(q)} \neq 0
$$

i.e. the irreducible character $\zeta_{a i}(\beta) \zeta_{b i+1}(\gamma, 0)$ of $U_{\omega}(q)$ is a component of $\zeta_{\alpha i+1}\left(\beta^{\prime}, \beta\right) \zeta_{b i+1}(\gamma, 0)$. Finally we consider character degrees. On the one hand we have

$$
\left(\zeta_{a i}(\beta) \zeta_{b i+1}(\gamma, 0)\right)(1)=q^{i-a-1} q^{i+1-b-2}=q^{i-a-1} q^{i-b-1}
$$

On the other hand

$$
\left(\zeta_{a i+1}\left(\beta^{\prime}, \beta\right) \zeta_{b i+1}(\gamma, 0)\right)(1)=q^{i+1-a-2} q^{i+1-b-2}=q^{i-a-1} q^{i-b-1}
$$

The required equality follows. Therefore

$$
\left(\chi, \xi_{D}(\varphi)\right)_{U_{n}(q)}=q\left(\theta^{\omega}, \zeta_{i+1 n}(\alpha) \zeta_{a i}(\beta) \zeta_{b i+1}(\gamma, 0) \zeta_{D_{0}}\left(\varphi_{0}\right)\right)_{U_{a}(q)}
$$

Now

$$
\left(\chi_{a \nu} \xi_{D_{\phi}}\left(\varphi_{\omega}\right)\right) U_{n}(q)=\sum_{\gamma \in F_{Q}}\left(\theta^{\infty}, \zeta_{i+1 n}(\alpha) \zeta_{a i}(\beta) \zeta_{b i+1}(\gamma, \gamma) \zeta_{D_{0}}\left(\varphi_{0}\right)\right) U_{\alpha}(q)
$$

Since the $U_{\mu}(K)$-orbit associated with the character $\theta$ contains the element $\left.\pi f_{\omega}\right) \in u_{\infty}(K)^{*}$ $\left(\pi: u_{n}(K)^{*} \rightarrow u_{\infty}(K)^{*}\right.$ is the usual projection) and

$$
\Delta_{b i+1}^{D}\left(f_{\omega}\right)=0
$$

we have

$$
\left(\theta, \zeta_{\text {in }}(\alpha, 0) \zeta_{a i+1}(\beta, 0) \zeta_{b i+1}\left(\gamma^{\prime}, \eta \zeta_{D_{0}}\left(\varphi_{0}\right)\right) u_{\alpha(q)}=0\right.
$$

for all $\gamma^{\prime} \in F_{q}^{*}$. Hence

$$
\left(\chi_{\alpha \sim} \zeta_{\Sigma_{0}}\left(\varphi_{\nu}\right)\right) u_{\alpha_{\alpha}(q)}=\left(\theta_{0}^{\infty}, \zeta_{l+1 n}(\alpha) \zeta_{a l}(\beta) \zeta_{b i+1}(\gamma ; 0) \zeta_{D_{0}}\left(\varphi_{0}\right)\right) v_{\alpha(q)}
$$

and the lemma follows.

Lemma 5.2.17. Suppose that $(i, i+1) \in S^{(c)}\left(D_{\omega}\right) \cap S^{(r)}\left(D_{\omega}\right)$ and $(i, i+1) \in S^{(c)}(D)$. Then

$$
\chi(1)=\chi_{0}(1)
$$

and

$$
\left(\chi, \xi_{D}(\varphi)\right)=q^{-1}\left(\chi_{\omega} \xi_{D_{\alpha}}\left(\varphi_{\omega}\right)\right) .
$$

Proof. In this lemma we are concerned with the following situation


We follow the proof of lemma 5.2.12. The proof of the first assertion is precisely the same. For the second we have

$$
\xi_{D}(\varphi)=\xi_{i n}(\alpha) \xi_{i+1 j}(\beta) \xi_{b i}(\gamma) \xi_{D_{0}}\left(\varphi_{0}\right)
$$

where $j \in\{i+2, \ldots, n-1\}$ is such that $(i+1, j) \in D, \alpha=\varphi(i, n), \beta=\varphi(i+1, j), \gamma=\varphi(b, i)$, $D_{0}=D \backslash\{(i, n),(i+1, j),(b, i)\}$ and $\varphi_{0}$ is the restriction of $\varphi$ to $D_{0}$. On the other hand

$$
\xi_{D_{\omega}}\left(\varphi_{\omega}\right)=\xi_{i+1 n}(\alpha) \xi_{i j}(\beta) \xi_{b i+1}(\gamma) \xi_{D_{0}}\left(\varphi_{0}\right)
$$

By the usual kind of argument

$$
\left(\chi, \xi_{D}(\varphi)\right)_{U_{\alpha}(\varphi)}=\left(\theta^{\omega}, \zeta_{i+1 n}(\alpha) \zeta_{i j}(\beta, 0) \zeta_{b i+1}(\gamma, 0) \zeta_{D_{0}}\left(\varphi_{0}\right)\right)_{U_{\alpha}(q)}
$$

On the other hand we have

$$
x_{\infty}=\left(\theta^{m}\right)^{U_{\alpha}(q)}
$$

(by the first assertion of the lemma). Hence

$$
\left(\chi_{\omega \omega} \xi_{D_{\omega}}\left(\varphi_{\omega}\right)\right)_{U_{\alpha}(q)}=\sum_{\beta, \gamma^{i}+F_{f}}\left(\theta^{\alpha \theta}, \zeta_{i+1 n}(\alpha) \zeta_{i j}(\beta, \beta) \zeta_{b i+1}(\gamma, \gamma) \zeta_{D_{0}}\left(\varphi_{0}\right)\right) U_{\omega}(q) .
$$

Using the function $\Delta_{B+1}^{D}: u_{n}(K)^{*} \rightarrow K$ we may conclude that

$$
\left(\theta, \zeta_{i n}(\alpha, 0) \zeta_{i i}\left(\beta^{\prime}, \beta\right) \zeta_{b_{i+1}}\left(\gamma^{\prime}, \gamma\right) \zeta_{D_{0}}\left(\varphi_{0}\right)\right) u_{\alpha}(q)=0
$$

for all $\gamma^{\prime} \in F_{q}{ }^{*}$. Therefore

$$
\left(\theta^{\infty}, \zeta_{i+1 n}(\alpha) \zeta_{i j}(\beta, \beta) \zeta_{b i+1}(\gamma, \gamma) \zeta_{D_{0}}\left(\varphi_{0}\right)\right)_{\left.U_{\alpha q}\right)}=0
$$

for all $\gamma^{\prime} \in \boldsymbol{F}_{\boldsymbol{q}}{ }^{*}$. It follows that

$$
\left(\chi_{\omega \Delta} \xi_{D_{\alpha}}\left(\varphi_{\omega}\right)\right)_{U_{a}(q)}=\sum_{\beta \in F_{4}}\left(\theta^{\infty}, \zeta_{i+1 n}(\alpha) \zeta_{i j}(\beta, \beta) \zeta_{b i+1}(\gamma, 0) \zeta_{D_{0}}\left(\varphi_{0}\right)\right) U_{\alpha}(q) .
$$

As in the proof of lemma 5.2.10 we have

$$
\zeta_{i+1 n}(\alpha) \zeta_{i j}(\beta, \beta)=\zeta_{i+1 n}(\alpha) \zeta_{i j}(\beta, 0)
$$

for all $\beta^{\top} \in \boldsymbol{F}_{\boldsymbol{q}}$. Therefore

$$
\left(\chi_{a \nu} \xi_{D_{\alpha}}\left(\varphi_{\omega}\right)\right)_{U_{\alpha}(q)}=q\left(\theta^{\omega}, \zeta_{i+1 n}(\alpha) \zeta_{i j}(\beta, 0) \zeta_{b i+1}(\gamma, 0) \zeta_{D_{0}}\left(\varphi_{0}\right)\right)_{U_{\alpha}(q)}
$$

and the proof of the lemma is complete.

Lemma 5.2.18. Suppose that $(i, i+1) \in S^{(c)}\left(D_{\omega}\right) \cap S^{(r)}\left(D_{\omega}\right)$ and $(i, i+1) \in S^{(c)}(D)$. Suppose also that $(b, i) \propto D$ for all $b \in\{1, \ldots, i-1\}$. Then

$$
\chi(1)=\chi_{\omega}(1)
$$

and

$$
\left(\chi, \xi_{D}(\varphi)\right)=q^{-1}\left(\chi_{\alpha \sim} \xi_{D_{a}}\left(\varphi_{\omega}\right)\right)
$$

Proof. In this lemma we are concerned with the following situation

$D_{\omega}$


We follow the proof of lemma 5.2.13. The first assertion is a repecition of the
corresponding proof of that lemma. For the second we have

$$
\xi_{D}(\varphi)=\xi_{i n}(\alpha) \xi_{i+1 j}(\beta) \xi_{a i+1}(\gamma) \xi_{D_{0}}\left(\varphi_{0}\right)
$$

where $j \in\{i+2, \ldots, n-1\}$ is such that $(i+1, j) \in D, a \in\{1, \ldots, i-1\}$ is such that $(a, i+1) \in D$, $\alpha=\varphi(i, n), \beta=\varphi(i+1, j), \gamma=\varphi(a, i+1), D_{0}=D \backslash\{(i, n),(i+1, j),(a, i+1)\}$ and $\varphi_{0}$ is the restriction of $\varphi$ to $D_{0}$. On the other hand

$$
\xi_{D_{\omega}}\left(\varphi_{\omega}\right)=\xi_{i+1 n}^{E}(\alpha) \xi_{i j}(\beta) \xi_{a i+1}(\mu) \xi_{D_{0}}\left(\varphi_{0}\right)
$$

where $\mu=\varphi_{a}(a, i+1)$.
As in the proof of lemma 5.2.13

$$
\left(\chi, \xi_{D}(\varphi)\right)_{U_{n}(q)}=\left(\theta^{\omega}, \zeta_{i+1 n}(\alpha) \zeta_{i j}(\beta, 0) \zeta_{\alpha i+1}(\mu, \gamma) \zeta_{D_{0}}\left(\varphi_{0}\right)\right) U_{U_{\alpha}(q)}
$$

On the other hand we have

$$
\chi_{\omega^{\prime}}=\left(\theta^{a}\right)^{U_{n}(q)}
$$

(by the first assertion of the lemma). Hence

$$
\left(\chi_{a s} \xi_{D_{a}}\left(\varphi_{\omega}\right)\right)_{U_{a}(q)}=\sum_{\beta^{\prime}, \mu^{\prime} \in F_{q}}\left(\theta^{\omega}, \zeta_{i+1 n}(\alpha) \zeta_{i j}(\beta, \beta) \zeta_{\alpha i+1}(\mu, \mu) \zeta_{D_{0}}\left(\varphi_{0}\right)\right)_{U_{\omega}(q)}
$$

Using the function $\Delta_{b i+1}^{D}: U_{n}(K)^{*} \rightarrow K$ we may conclude that

$$
\left(\theta, \zeta_{i n}(\alpha, 0) \zeta_{i j}\left(\beta^{\prime}, \beta\right) \zeta_{a i+1}\left(\mu^{\prime}, \mu\right) \zeta_{D_{0}}\left(\varphi_{0}\right)\right) u_{U_{\alpha}(q)}=0
$$

for all $\mu^{\prime} \in F_{q} \backslash\{\gamma]$. Therefore

$$
\left(\theta^{\omega}, \zeta_{i+1 n}(\alpha) \zeta_{i j}\left(\beta, \beta^{\prime}\right) \zeta_{a i+1}\left(\mu, \mu^{\prime}\right) \zeta_{D_{0}}\left(\varphi_{0}\right)\right)_{U_{\alpha}(q)}=0
$$

for all $\mu^{\prime} \in F_{q} \backslash\{y\}$. It follows that

$$
\left.\left(\chi_{\alpha} \xi_{D_{0}}\left(\varphi_{a}\right)\right)\right)_{U_{n}(q)}=\sum_{\bar{\rho} \bullet F_{q}}\left(\theta^{\omega}, \zeta_{i+1 n}(\alpha) \zeta_{i j}(\beta, \beta) \zeta_{\alpha i+1}(\mu, \gamma) \zeta_{D_{0}}\left(\varphi_{0}\right)\right)_{U_{\alpha}(q)}
$$

As in the proof of lemma 5.2.10 we have

$$
\zeta_{i+1 n}(\alpha) \zeta_{i j}(\beta, \beta)=\zeta_{i+1 n}(\alpha) \zeta_{i j}(\beta, 0)
$$

for all $\beta \cdot F_{\boldsymbol{q}}$ Therefore

$$
\left(\chi_{\omega}=\xi_{D_{\omega}}\left(\varphi_{\omega}\right)\right){U_{n}(q)}^{=q}\left(\theta^{\omega}, \zeta_{i+1 n}(\alpha) \zeta_{i j}(\beta, 0) \zeta_{\alpha i+1}(\mu, \gamma) \zeta_{D_{0}}\left(\varphi_{0}\right)\right) U_{\omega}(q)
$$

and the proof of the lemma is complete.

Lemma 5.2.19. Suppose that $(i, i+1)$ a $S^{(c)}\left(D_{\omega}\right) \cap S^{(f)}\left(D_{\omega i}\right)$ and $(i, i+1) \in S^{(c)}(D)$. Suppose also that $(b, i) \in D \cap D_{\infty}$ for some $b \in\{1, \ldots, i-1\}$. Then

$$
\chi(1)=\chi_{\alpha}(1)
$$

and

$$
\left(\chi, \xi_{D}(\varphi)\right)=q^{-1}\left(\chi_{\alpha} \xi_{D_{\omega}}\left(\varphi_{\omega}\right)\right) .
$$

Proof. In this lemma we are concerned with the following situation


We follow the proof of lemma 5.2.14. The first assertion has the same proof. For the second we have

$$
\xi_{D}(\varphi)=\xi_{i n}(\alpha) \xi_{i+1 j}(\beta) \xi_{a i+1}(\gamma) \xi_{b i}(\delta) \xi_{D_{0}}\left(\varphi_{0}\right)
$$

where $j \in\{i+2, \ldots, n-1\}$ is such that $(i+1, j) \in D, a \in\{1, \ldots, i-1\}$ is such that $(a, i+1) \in D$. $\left.\alpha=\varphi(i, n), \beta=\varphi(i+1, j), \gamma=\varphi(a, i+1), \delta=\varphi(b, i), D_{0}=D \backslash(i, n),(i+1, j),(a, i+1),(b, i)\right\}$ and $\varphi_{0}$ is the restriction of $\varphi$ to $D_{0}$. On the other hand

$$
\xi_{D_{\omega}}\left(\varphi_{\omega}\right)=\xi_{i+1 n}(\alpha) \xi_{i j}(\beta) \xi_{a i+1}(\mu) \xi_{b i}(v) \xi_{D_{0}}\left(\varphi_{0}\right)
$$

where $\mu=\varphi_{\infty}(a, i+1)$ and $v=\varphi_{\alpha}(b, i)$ (we note that $(a, i+1) \in D \cap D_{\alpha}$
As in the proof of lemma 5.2.14 we have

$$
\left.\left(\chi, \zeta_{D}(\varphi)\right)_{U_{\alpha}(q)}=\left(\theta^{\omega}, \zeta_{i+1 n}(\alpha) \zeta_{i j}(\beta, 0) \zeta_{\alpha i+1}(\mu, \gamma) \zeta_{b i+1}(\delta, 0) \zeta_{D_{0}}\left(\varphi_{0}\right)\right)\right)_{U_{\alpha}(q)} .
$$

To calculate the Frobenius product $\left(\chi_{\alpha} \xi_{D_{\omega}}\left(\varphi_{\omega}\right)\right)_{\nu_{\alpha}(q)}$ we first prove the equality

$$
\xi_{D_{0}}\left(\varphi_{\omega}\right)=q\left(\zeta_{i+1 n}(\alpha) \zeta_{i j}(\beta, 0) \zeta_{a i+1}(\mu, \gamma) \zeta_{b i+1}(\delta, 0) \zeta_{D_{0}}\left(\varphi_{0}\right)\right)^{U_{\Delta}(\varphi)}
$$

By lemma 2.2.6 the character $\xi_{i+1 n}(\alpha) \xi_{i j}(\beta)$ has $q$ distinct irreducible components which are parametrized by the elements of the field $F_{q}$ For each $\lambda_{\ell} F_{q}$ let $\phi(\lambda)$ be the irreducible component of $\xi_{i+1 n}(\alpha) \xi_{i j}(\beta)$ which corresponds to $\lambda$. Then

$$
\left(\phi(\lambda), \xi_{i+1 n}(\alpha) \xi_{j j}(\beta)\right)=1
$$

and

$$
\xi_{i+1 n}(\alpha) \xi_{i j}(\beta)=\sum_{\lambda_{i} F_{q}} \phi(\lambda) .
$$

Therefore

$$
\xi_{D_{\alpha}}\left(\varphi_{\omega}\right)=\sum_{\lambda_{0} F_{q}} \phi(\lambda) \xi_{a i+1}(\mu) \xi_{b i}(\nu) \xi_{D_{0}}\left(\varphi_{0}\right) .
$$

The required equality will follow once we prove the equalities

$$
\phi(\lambda) \xi_{a i+1}(\mu) \xi_{a i}(v) \xi_{D_{0}}\left(\varphi_{0}\right)=\left(\zeta_{i+1 n}(\alpha) \zeta_{i j}(\beta, 0) \zeta_{a i+1}(\mu, \gamma) \zeta_{b i+1}(\delta, 0) \zeta_{D_{0}}\left(\varphi_{0}\right)\right)^{U_{a}(q)}
$$

where $\lambda$ runs over $F_{\boldsymbol{q}}$. Let $\lambda \in F_{\boldsymbol{q}}$ be arbitrary. Since

$$
\phi(\lambda)_{U_{\alpha}(q)}=\zeta_{i+1 n}(\alpha) \zeta_{i j}(\beta, 0)
$$

(see lemma 2.2.6) and

$$
\xi_{D_{0}}\left(\varphi_{0}\right) U_{\omega}(q)=\zeta_{D_{0}}\left(\varphi_{0}\right)
$$

the rigth hand side of the equality above is equal to

$$
\phi(\lambda)\left(\zeta_{a i+1}(\mu, \gamma) \zeta_{b i+1}(\delta, 0)\right)^{U_{A}(q)} \xi_{D_{0}}\left(\varphi_{0}\right)
$$

As in the proof of lemma 5.2.14 we have

$$
\left(\zeta_{a i+1}(\mu, \gamma) \zeta_{b i+1}(\delta, 0)\right)^{U_{A}(q)}=\xi_{a i+1}(\mu) \xi_{b i}(v)
$$

The proof of the lemma now follows as in lemma 5.2.14.

Lemma 5.2.20. Suppose that $(i, i+1) \in S^{(c)}\left(D_{\omega}\right) S^{(r)}\left(D_{\omega}\right)$ and $(i, i+1) \in S^{(c)}(D)$. Suppose also that there exists $b \in\{1, \ldots, i-1\}$ such that $(b, i) \in D$ and $(b, i) \in D_{\text {ar }}$ Let $a \in\{1, \ldots, i-1\}$ be such that $(a, i+1) \in D$ and assume that $a<b$. Then

$$
\left(x, \xi_{D}(\varphi)\right)= \begin{cases}q^{-1}\left(\chi_{\omega} \xi_{D_{\omega}}\left(\varphi_{\omega}\right)\right) & \text { if } x(1)=q \chi_{\omega}(1) \\ q^{-2}\left(\chi_{\omega} \xi_{D_{\omega}}\left(\varphi_{\omega}\right)\right) & \text { if } x(1)=\chi_{\omega}(1)\end{cases}
$$

Proof. In this lemma we are concerned with the following situation


We follow the proof of lemma 5.2.15. We have

$$
\xi_{D}(\varphi)=\xi_{i n}(\alpha) \xi_{i+1 j}(\beta) \xi_{a i+1}(\gamma) \xi_{b i}(\delta) \xi_{D_{0}}\left(\varphi_{0}\right)
$$

where $j \in\{i+2, \ldots, n-1\}$ is such that $(i+1, j) \in D, \alpha=\varphi(i, n), \beta=\varphi(i+1, j), \gamma=\varphi(a, i+1)$, $\delta=\varphi(b, i), D_{0}=D \backslash\{(i, n),(i+1, j),(a, i+1),(b, i)\}$ and $\varphi_{0}$ is the restriction of $\varphi$ to $D_{0}$. On the other hand

$$
\xi_{D_{\omega}}\left(\varphi_{\omega}\right)=\xi_{i+1 n}(\alpha) \xi_{i j}(\beta) \xi_{a i}(\gamma) \xi_{b i+1}(\delta) \xi_{D_{0}}\left(\varphi_{0}\right)
$$

because $D_{\omega}=\omega(D)$.
As in the proof of lemma 5.2.15

$$
\left(x, \xi_{D}(\varphi)\right)_{U_{a}(q)}=\left(\theta^{\omega}, \zeta_{i+1 n}(\alpha) \zeta_{i j}(\beta, 0) \zeta_{a i}(\gamma) \zeta_{b i+1}(\delta, 0) \zeta_{D_{0}}\left(\varphi_{0}\right)\right)_{U_{\omega}(q)}
$$

Now suppose that $\chi(1)=\chi_{\omega( }(1)$. Then

$$
\chi_{\omega}=\left(\theta^{a}\right)^{U_{n}(q)}
$$

so

$$
\left(\chi_{\omega 0} \xi_{D_{0}}\left(\varphi_{\omega i}\right)\right)_{U_{n}(q)}=\sum_{\beta \cdot, \bar{\delta} \cdot F_{q}}\left(\theta^{\omega}, \zeta_{i+1 n}(\alpha) \zeta_{i j}\left(\beta, \beta^{\prime}\right) \zeta_{a i}(\gamma) \zeta_{b i+1}(\delta, \delta) \zeta_{D_{0}}\left(\varphi_{0}\right)\right)_{U_{\omega}(q)}
$$

Now we have

$$
\zeta_{i+1 n}\left((x) \zeta_{i j}(\beta, \beta)=\zeta_{i+1 n}(0!) \zeta_{i j}(\beta, 0)\right.
$$

for all $\beta \boldsymbol{\beta} \in F_{q}$ (see the proof of lemma 5.2.10). On the other hand

$$
\zeta_{a i}(\gamma) \zeta_{b i+1}(\delta, \delta)=\zeta_{a i}(\gamma) \zeta_{b i+1}(\delta, 0)
$$

for all $\delta^{\prime} \in F_{q}$ (see the proof of lemma 5.2.15). Therefore

$$
\left(\chi_{\omega} \xi_{D_{N}}\left(\varphi_{\omega}\right)\right)_{U_{n}(q)}=q^{2}\left(\chi, \xi_{D}(q)\right)_{U_{n}(q)}
$$

as required.
On the other hand suppose that $\chi(1)=q \chi_{\omega}(1)$. Then

$$
\left(\chi_{\omega}\right) u_{\omega(q)}=\theta^{\omega}
$$

so

$$
\left(x_{i} \xi_{D}(\varphi)\right)_{U_{\alpha}(q)}=\left(\chi_{a i}\left(\zeta_{i+1 n}(\alpha) \zeta_{i j}(\beta, 0) \zeta_{a i}(\gamma) \zeta_{b i+1}(\delta, 0) \zeta_{D_{0}}\left(\varphi_{0}\right)\right)^{U_{n}(\varphi)}\right)_{U_{n}(q)}
$$

The result will follow once we prove the equality

$$
\xi_{D_{0}}\left(\varphi_{\omega}\right)=q\left(\zeta_{i+1 \sim}(\alpha) \zeta_{i j}(\beta, 0) \zeta_{a i}(\gamma) \zeta_{b i+1}(\delta, 0) \zeta_{D_{0}}\left(\varphi_{0}\right)\right)^{U_{a}(\rho)}
$$

Since

$$
\zeta_{a r}(\gamma) \zeta_{D_{0}}\left(\varphi_{0}\right)=\left(\xi_{a i}(\gamma) \xi_{D_{0}}\left(\varphi_{0}\right)\right)_{U_{a}(\varphi)}
$$

the rigth hand side of the equality above is equal to

$$
\left(\zeta_{i+1 n}(\alpha) \zeta_{i j}(\beta, 0) \zeta_{b i+1}(\delta, 0)\right)^{U_{A}(q)} \xi_{a i}(\gamma) \xi_{D_{0}}\left(\varphi_{0}\right)
$$

By theorem 3.3.3 the character $\xi_{i+1 n}(\alpha) \xi_{i j}(\beta) \xi_{b i+1}(\delta)$ has a unique irreducible component which appears with multiplicity $q$. We denote this component by $\phi$ and we claim that

$$
\phi=\left(\zeta_{i+1 \pi}(\alpha) \zeta_{i j}(\beta, 0) \zeta_{b i+1}(\delta, 0)\right)^{U_{n}(\alpha)}
$$

In fact $\phi$ corresponds to the $U_{n}(K)$-orbit of the element

$$
\alpha e_{i+1 n^{*}}^{*}+\beta e_{i j}^{*}+\delta e_{b i+1}^{*} \in u_{n}(K)^{*} .
$$

The image of this element under the projection $\pi \cdot u_{n}(K)^{*} \rightarrow u_{\omega}(K)^{*}$ lies in a $U_{\omega}(K)$-orbit which corresponds to an irreducible component of $\zeta_{i+1 n}(\alpha) \zeta_{i \dot{i}}(\beta, 0) \zeta_{d i+1}(\delta, 0)$. Therefore (by theorem 1.3.9)

$$
\left(\phi .\left(\zeta_{i+1 n}(\alpha) \zeta_{i j}(\beta, 0) \zeta_{b i+1}(\delta, 0)\right)^{U_{\alpha}(q)}\right){U_{\Delta}(q) \neq 0 .}
$$

Now we have

$$
\phi(1)=q^{-1} q^{n-(i+1)-1} q^{j-i-1} q^{(i+1)-b-1}=q^{n+j-i-b-4}
$$

whereas

$$
\left(\zeta_{i+1 n}(\alpha) \zeta_{i j}(\beta, 0) \zeta_{b i+1}(\delta, 0)\right)^{U_{N}(q)}(1)=q q^{n-(i+1)-1} q^{j-i-2} q^{(i+1)-b-2}=q^{n+j-i-b-4}
$$

The desired equalities follow and the proof of the lemma is complete.

Lemma 5.2.21. Suppose that $(i, i+1) \in S^{(c)}\left(D_{\omega}\right) \cap S^{(r)}\left(D_{\omega}\right)$ and $(i, i+1) \in S^{(c)}(D)$. Suppose also that there exists $b \in(1, \ldots, i-1\}$ such that $(b, i) \in D$ and $(b, i) \in D_{\text {ar }}$ Let $a \in\{1, \ldots, i-1\}$ be such that $(a, i+1) \in D$ and assume that $b<a$. Then

$$
\chi(1)=\chi_{\omega}(1)
$$

and

$$
\left(\chi, \xi_{D}(\varphi)\right)=\left(\chi_{\alpha}, \xi_{D_{\omega}}\left(\varphi_{\omega}\right)\right)
$$

Proof. In this lemma we are concerned with the following situation



As in the previous lemma we have

$$
\xi_{D}(\varphi)=\xi_{i n}(\alpha) \xi_{i+1 j}(\beta) \xi_{a i+1}(\gamma) \xi_{b i}(\delta) \xi_{D_{0}}\left(\varphi_{0}\right)
$$

and

$$
\xi_{D_{\omega}}\left(\varphi_{\omega}\right)=\xi_{i+1 n}(\alpha) \xi_{i j}(\beta) \xi_{a i}(\gamma) \xi_{b i+1}(\delta) \xi_{D_{0}}\left(\varphi_{0}\right)
$$

where $j \in\{i+2, \ldots, n-1\}$ is such that $(i+1, j) \in D, \alpha=\varphi(i, n), \beta=\varphi(i+1, j), \gamma=\varphi(a, i+1)$, $\delta=\varphi(b, j), D_{0}=D \backslash((i, n),(i+1, j),(a, i+1),(b, i)\}$ and $\varphi_{0}$ is the restriction of $\varphi$ to $D_{0}$.

The first assertion is proved exactly as in lemma 5.2.16. In particular

$$
\chi_{\omega}=\left(\theta^{\omega}\right)^{U_{N}(\varphi)}
$$

For the second we have

$$
\left(\chi, \xi_{D}(\varphi)\right)_{U_{n}(q)}=\sum_{\gamma \in F_{Q}}\left(\theta^{a j}, \zeta_{i+1 n}(\alpha) \zeta_{i j}(\beta, 0) \zeta_{a i+1}\left(\gamma^{\prime}, \gamma\right) \zeta_{b i+1}(\delta, 0) \zeta_{D_{0}}\left(\varphi_{0}\right)\right)_{U_{\omega}(q)}
$$

As in the proof of lemma 5.2.16

$$
\zeta_{a i+1}\left(\gamma^{0}, \gamma\right) \zeta_{b i+1}(\delta, 0)=\zeta_{a i}(\gamma) \zeta_{b i+1}(\delta, 0)
$$

for all $\gamma^{\prime} \in F_{q}$. Therefore

$$
\left(\chi, \xi_{D}(\varphi)\right)_{U_{n}(q)}=q\left(\theta^{\infty}, \zeta_{i+1 n}(\alpha) \zeta_{i j}(\beta, 0) \zeta_{a i}(\gamma) \zeta_{b i+1}(\delta, 0) \zeta_{D_{0}}\left(\varphi_{0}\right)\right)_{U_{\alpha}(q)}
$$

On the other hand

$$
\left(\chi_{\omega} \xi_{D_{\omega}}\left(\varphi_{\omega}\right)\right) U_{U_{n}(q)}=\sum_{\beta, \delta, F_{q}}\left(\theta^{\omega}, \zeta_{i+1 n}(\alpha) \zeta_{i j}(\beta, \beta) \zeta_{a i}(\gamma) \zeta_{b i+1}(\delta, \delta) \zeta_{D_{0}}\left(\varphi_{0}\right)\right)_{U_{\omega}(q)} .
$$

As in the previous cases

$$
\zeta_{i+1 n}(\alpha) \zeta_{i j}\left(\beta, \beta^{\prime}\right)=\zeta_{i+1 n}(\alpha) \zeta_{i j}(\beta, 0)
$$

for all $\beta_{\in} F_{q}$. On the other hand (repeating the argument in the proof of lemma 5.2.16) we have

$$
\left(\theta^{\alpha}, \zeta_{i+1 n}(\alpha) \zeta_{i j}(\beta, 0) \zeta_{a i}(\gamma) \zeta_{b i+1}(\delta, \delta) \zeta_{D_{0}}\left(\varphi_{0}\right)\right)_{U_{\alpha}(q)}=0
$$

for all $\delta \in F_{q}^{*}$. Hence

$$
\left(\chi_{\omega} \xi_{D_{0}}\left(\varphi_{\omega}\right)\right) U_{U_{A}(q)}=q\left(\theta^{\omega}, \zeta_{i+1 \pi}(\alpha) \zeta_{i j}(\beta, 0) \zeta_{a i}(\gamma) \zeta_{b i+1}(\delta, 0) \zeta_{D_{0}}\left(\varphi_{0}\right)\right)_{U_{\alpha}(q)}
$$

and the lemma follows.

Now we complete the proof of proposition 5.2.2. For a\& $\{1,2, \ldots, 14\}$, case (a) corresponds to the situation of lemma 5.2.(7+a).

Case 1. We have $\chi(1)=q \chi_{\omega}(1)$ and $\left(\chi, \xi_{D}(\varphi)\right)=\left(\chi_{\omega} \xi_{D_{\omega}}\left(\varphi_{\omega}\right)\right)$. Since

$$
s(D)=s\left(D_{\omega}\right)+2 \text { and } l(D)=l\left(D_{\omega}\right)+1
$$

we conclude that

$$
\begin{aligned}
& \chi(1)=q \chi_{\omega}(1)=q q^{\left(D_{\omega}\right)-\left(D_{\omega}\right)}\left(\chi_{\omega} \xi_{D_{\omega}}\left(\varphi_{\omega}\right)\right) \\
& =q q^{(D)-2-(D)+1}\left(\chi, \xi_{D}(\varphi)\right)=q^{\alpha(D)-l(D)}\left(x, \xi_{D}(\varphi)\right) .
\end{aligned}
$$

Case 2. As in the previous case $\chi(1)=q \chi_{\omega}(1)$ and $\left(\chi_{\omega}, \xi_{D_{\omega}}\left(\varphi_{0}\right)\right)=\left(\chi, \xi_{D}(\varphi)\right)$. Since

$$
s(D)=s\left(D_{\omega}\right)+3 \text { and } l(D)=l\left(D_{\omega}\right)+2
$$

we obtain

$$
\begin{aligned}
\chi(1) & =q \chi_{\omega}(1)=q q^{\gamma\left(D_{\omega}\right)-1\left(D_{\alpha}\right)}\left(\chi_{\alpha} \xi_{D_{\omega}}\left(\varphi_{\omega}\right)\right) \\
& =q q^{(D)-3-(D)+2}\left(x, \xi_{D}(\varphi)\right)=q^{(D)-l(D)}\left(\chi, \xi_{D}(\varphi)\right) .
\end{aligned}
$$

Case 3. In this case we have

$$
s(D)=s\left(D_{\omega}\right)+1 \text { and } l(D)=l\left(D_{\omega}\right) \text {. }
$$

Therefore either

$$
\begin{aligned}
\chi(1) & =q \chi_{\omega}(1)=q q^{r\left(D_{\alpha}\right)-\left(D_{\omega}\right)}\left(\chi_{\omega} \xi_{D_{\infty}}\left(\varphi_{a}\right)\right) \\
& =q q^{r(D)-1-\mu(D)}\left(\chi, \xi_{D}(\varphi)\right)=q^{\alpha(D)-(D)}\left(x, \xi_{D}(\varphi)\right)
\end{aligned}
$$

or

$$
\begin{aligned}
x(1) & =\chi_{\omega}(1)=q^{r\left(D_{\omega}\right)-l\left(D_{\alpha}\right)}\left(\chi_{\omega} \leqslant \xi_{D_{\omega}}\left(\varphi_{\omega}\right)\right) \\
& =q^{s(D)-1-(D)} q\left(\chi, \xi_{D}(\varphi)\right)=q^{s(D)-l(D)}\left(\chi, \xi_{D}(\varphi)\right) .
\end{aligned}
$$

Case 4. We have

$$
s(D)=s\left(D_{\omega}\right)+2 \text { and } l(D)=l\left(D_{\omega}\right)+1
$$

Therefore either

$$
\begin{aligned}
\chi(1) & =q \chi_{\omega}(1)=q q^{\alpha(D)-l(D)}\left(\chi_{\omega} \xi_{D_{\omega}}\left(\varphi_{\omega}\right)\right) \\
& =q q^{\alpha(D)-2-(D)+1}\left(x_{\cdot} \xi_{D}(\varphi)\right)=q^{\alpha(D)-l(D)}\left(\chi_{0} \xi_{D}(\varphi)\right)
\end{aligned}
$$

or

$$
\begin{aligned}
\chi(1) & =\chi_{\omega}(1)=q^{\alpha(D)-1\left(D_{2}\right)}\left(\chi_{\alpha} ; \xi_{D_{0}}\left(\varphi_{\omega}\right)\right) \\
& =q^{\sigma(D)-2-(D)+1} q\left(x_{\cdot} \xi_{D}(\varphi)\right)=q^{\sigma(D)-(D)}\left(x_{0} \xi_{D}(\varphi)\right) .
\end{aligned}
$$

Case 5. In this case $\chi(1)=\chi_{\omega}(1)$ and $\left(\chi_{\omega}, \xi_{D_{\omega}}\left(\varphi_{\omega}\right)\right)=\left(\chi, \xi_{D}(\varphi)\right)$. Proposition 5.2.2 follows immediately because

$$
s(D)=s\left(D_{\omega}\right) \text { and } l(D)=l\left(D_{\omega}\right) .
$$

Case 6. We have $\chi(1)=\chi_{\infty}(1)$ and $\left(\chi_{00} \xi_{D_{\alpha}}\left(\varphi_{a}\right)\right)=\left(\chi, \xi_{D}(\varphi)\right)$. Since

$$
s(D)=s\left(D_{\omega}\right)+1 \text { and } l(D)=l\left(D_{\omega}\right)+1
$$

we obtain

$$
\begin{aligned}
x(1) & =\chi_{\omega}(1)=q^{\alpha\left(D_{\omega}\right)-\left(D_{\omega}\right)}\left(\chi_{\omega \Delta} \xi_{D_{a}}\left(\varphi_{\omega}\right)\right) \\
& =q^{(D)-1 \cdot(D)+1}\left(\chi_{,} \xi_{D}(\varphi)\right)=q^{(D)+(D)}\left(\chi_{,} \xi_{D}(\psi)\right) .
\end{aligned}
$$

Case 7. This case has the same justification as the previous case.

Case 8. We have

$$
s(D)=s\left(D_{\omega}\right)+2 \text { and } l(D)=l\left(D_{\omega}\right)+1 .
$$

Therefore either

$$
\begin{aligned}
\chi(1) & =q \chi_{\omega}(1)=q q^{r(D \omega)-l\left(D_{\omega}\right)}\left(\chi_{\omega} \xi_{D_{\infty}}\left(\varphi_{\omega}\right)\right) \\
& =q q^{\alpha(D)-2-(D)+1}\left(\chi, \xi_{D}(\varphi)\right)=q^{s(D)-(D)}\left(\chi, \xi_{D}(\varphi)\right)
\end{aligned}
$$

or

$$
\begin{aligned}
x(1) & =\chi_{\omega}(1)=q^{r\left(D_{\alpha}\right)-l\left(D_{\alpha}\right)}\left(\chi_{\alpha} \xi_{D_{\omega}}\left(\varphi_{\omega}\right)\right) \\
& =q^{r(D)-2-(D)+1} q\left(x, \xi_{D}(\varphi)\right)=q^{r(D)-l(D)}\left(x, \xi_{D}(\varphi)\right) .
\end{aligned}
$$

Case 9. We have $\chi(1)=\chi_{\omega}(1)$ and $\left(\chi_{\omega r} \xi_{D_{\omega}}\left(\varphi_{\omega}\right)\right)=q^{-1}\left(\chi, \xi_{D}(\varphi)\right)$. Since

$$
s(D)=s\left(D_{\omega}\right) \text { and } l(D)=l\left(D_{\omega}\right)+1
$$

we conclude that

$$
\begin{aligned}
\chi(1) & =\chi_{\omega}(1)=q^{r\left(D_{\mu}\right)-\left(D_{\alpha}\right)}\left(\chi_{\omega} \xi_{D_{\omega}}\left(\varphi_{\omega}\right)\right) \\
& =q^{\sigma(D)-(D)+1} q^{-1}\left(\chi \cdot \xi_{D}(\varphi)\right)=q^{\sigma(D)-(D)}\left(\chi_{0} \xi_{D}(\varphi)\right) .
\end{aligned}
$$

Case 10. We have $\chi(1)=\chi_{\omega}(1)$ and $\left(\chi_{\omega} \xi_{D_{\mu}}\left(\varphi_{\omega}\right)\right)=q\left(x_{1} \xi_{D}(\varphi)\right)$. Since

$$
s(D)=s\left(D_{\omega}\right) \text { and } l(D)=l\left(D_{\omega}\right)-1
$$

we conclude that

$$
\begin{aligned}
\chi(1) & =\chi_{\omega}(1)=q^{s(D)-(D)}\left(\chi_{\omega} \xi_{D_{\omega}}\left(\varphi_{\omega}\right)\right) \\
& =q^{(D)-(D)-1} q\left(\chi, \xi_{D}(\varphi)\right)=q^{(D)-(D)}\left(\chi, \xi_{D}(\varphi)\right) .
\end{aligned}
$$

Case 11. In this case we have

$$
s(D)=s\left(D_{\omega}\right)+1 \text { and } l(D)=l\left(D_{\omega}\right) \text {. }
$$

Therefore

$$
\begin{aligned}
\chi(1) & =\chi_{\omega}(1)=q^{\alpha\left(D_{\omega}\right)-\left(D_{\omega}\right)}\left(\chi_{\omega}, \xi_{D_{0}}\left(\varphi_{\omega}\right)\right) \\
& =q^{s(D)-1-l(D)} q\left(\chi, \xi_{D}(\varphi)\right)=q^{s(D)-l(D)}\left(\chi, \xi_{D}(\varphi)\right) .
\end{aligned}
$$

Case 12. This case has the same justification as the previous one.

Case 13. We have

$$
s(D)=s\left(D_{\omega}\right)+2 \text { and } l(D)=l\left(D_{\omega}\right)
$$

Therefore either

$$
\begin{aligned}
\chi(1) & =q \chi_{\omega}(1)=q q^{r\left(D_{\omega}\right)-l\left(D_{\alpha}\right)}\left(\chi_{\omega}, \xi_{D_{\omega}}\left(\varphi_{\omega \Delta}\right)\right) \\
& =q q^{\sigma(D)-2-l(D)} q\left(\chi, \xi_{D}(\varphi)\right)=q^{s(D)-(D)}\left(\chi, \xi_{D}(\varphi)\right)
\end{aligned}
$$

or

$$
\begin{aligned}
\chi(1) & =\chi_{\omega}(1)=q^{\left(D_{\alpha}\right)-l\left(D_{\alpha}\right)}\left(\chi_{\omega}, \xi_{D_{0}}\left(\varphi_{a}\right)\right) \\
& =q^{s(D)-2-((D)} q^{2}\left(\chi, \xi_{D}(\varphi)\right)=q^{\Omega(D)-(D)}\left(\chi, \xi_{D}(\varphi)\right) .
\end{aligned}
$$

Case 14. We have $\chi(1)=\chi_{\omega}(1)$ and $\left(\chi_{\omega}, \xi_{D_{\omega}}\left(\varphi_{\omega}\right)\right)=\left(\chi, \xi_{D}(\varphi)\right)$. Proposition 5.2.2 follows immediately because

$$
s(D)=s\left(D_{\omega}\right) \text { and } l(D)=l\left(D_{\omega}\right) .
$$

The proof of proposition 5.2 .2 is complete.

Proof of theorem 5.2.1. Let $D$ be any basic subset of $\Phi(n)$. Then

$$
\xi_{D}=\sum_{x \in I_{D}}\left(x, \xi_{D}\right) x
$$

where $I_{D}$ denotes the set of all irreducible components of $\xi_{D}$. Let $\chi \in I_{D}$ and let $\varphi D \rightarrow P_{\psi}$ be the unique map such that

$$
\left(x, \xi_{D}(\varphi)\right)=0 .
$$

Then (by proposition 5.2.2)

$$
\left(\chi, \xi_{D}\right)=\left(\chi, \xi_{D}(\varphi)\right)=q^{(D)-(D)} \chi(1) .
$$

Hence

$$
q^{\xi(D)-((1))} \xi_{D}=\sum_{x \in I_{D}} x(1) x
$$

By theorem 2.2.1 we conclude that

$$
\rho=\sum_{x=1 m\left(U_{A}(q)\right)} x(1) \chi=\sum_{\substack{D \leq \in(n) \\ D \text { basic }}} \sum_{x \in I_{D}} x(1) \chi=\sum_{\substack{D \leq \subseteq(n) \\ D \text { basic }}} q^{s(D)-z(D) \xi_{D}}
$$

as required.

Corollary 5.2.22. Let $x \in U_{n}(q)$. Then

$$
\sum_{\substack{D \leq Q_{(n)} \\ D \text { basic }}} q^{\{D)-(C D)} \xi_{D}(x)=\delta_{x 1} q^{n(n-1) / 2}
$$

where $\delta_{x 1}$ is the Kronecker symbol.

Proof. This is an immediate consequence of theorem 5.2.1 and of the properties of the regular character $\rho$.

Finally we note that proposition 3.2 .15 is a consequence of the previous corollary. In fact

Corollary 5.2.23. The following equality holds

$$
\sum_{\substack{D \leq q(n) \\ D \text { basic }}}(q-1)^{\mid D 1} q^{\alpha(D)}=q^{n(n-1) / 2}
$$

Proof. This is clear from the previous corollary because

$$
\xi_{D}(1)=\sum_{Q} \xi_{D}(\varphi)(1)=\sum_{\varphi} q^{q(D)}=(q-1)^{|D|} q^{l(D)}
$$

where $\varphi$ runs over all maps from $D$ to $F_{q}{ }^{*}$.
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[^0]:    ${ }^{1}$ For the basic theory of affine algebraic varieties and of algebraic groups we refer to Humphreys' book [Hul].
    2 The coordinate ring of $U_{n}(K)$ is the polynomial ring $K\left[T_{4 ;} ; 1 \leq l<j \leq n\right]$ in $\frac{n(n-1)}{2}$ indeterminates $T_{\psi}$ ( $1 \leq 1<i \leq n$ ) over $K$.
    3 The expression "algebrac variety" abbreviates "afine algebraic variety". This sbbrevimion will be kept throughous our thesis.

[^1]:    ${ }^{1}$ By a subalgebra we understand a Lie subalgebra.

[^2]:    ${ }^{1}$ For the proof of the Campbell-Heusdorf formula (as well as for the proofs of the properties of the maps exp and $(n)$ wo refer to Jscobson [Ja; pg. 170-174] where this formula is established in the ring of formal power serios $K(X, Y)$ in two non-commutrive veribbles over a field of charncteristic zero (we calculane the sum of all homogencous components of degres less than $n$ of the formal power series $\ln (\exp X \exp h$ and then we specialise $X$ to a and $Y$ to $b$ ). The resull for a fiold $K$ of prime ch macteristic $p$ an can be obtelned smering with the polynomial ring $\boldsymbol{Z}(X, Y)$ over the field $E$, then roducing to tho polynomial ring $Z(X, Y)$ over the riag $Z$ and finally censoring (oves $Z$ ) with $K$. This process estrblishes the Cempbell-Hinusdorf formula in the polynomial ring $X[X, Y)$ over $K$. ( 1.1 .0 ) is dedveed apecinlizing $X$ io a and P to $b$.
    ${ }^{2}$ A more general definition of exponential group can be found in Kirillow's book [Kil].

[^3]:    ${ }^{1}$ In the standard verminology our expression "roor" menns "ponitive root".
    2 This notation dimplifies the standard notation ${ }^{\prime \prime}(n)$ for the set of poadtive roots.

[^4]:    ${ }^{1}$ We denove by $G L_{n}(K)$ the genernal linear group of degree $n$ over $K$. This group conaists of all non-singuler nun metrices with coefficiente in $\boldsymbol{K}$.

[^5]:    ${ }^{1}$ For the bexic notions of symplectic specas we refer to Artin's book [Ar].

[^6]:    ${ }^{1}$ If $A$ is any matrix we denote by $A^{T}$ the transpose of $A$.

[^7]:    ${ }^{1}$ We nove that $U$ is a subgroup of $U_{n}(K)$ becsuse $u$ is a subalgebre of $U_{A}(K)$.

[^8]:     for all $j=(1, \ldots, r)$. The syarem ( $\left.u_{1}{ }^{*} \ldots \ldots \mu_{r}^{*}\right)$ is called the dual bests of $\left(u_{1}, \ldots, \mu_{N}\right)$.

[^9]:    ${ }^{1}$ For the definition of F-conjugacy we refer to [Sr] or to [Ca].

[^10]:    

[^11]:    ${ }^{1}$ The subalgebra $u_{0}$ exisas. In fact let $(0)=l_{0} \in l_{1} \leq l_{y} \in \ldots . . . l_{m}=u$ be a chanin of $F$-stable ideals of $u$ such that
     subalgebra of $u$ for all as $(0,1, \ldots, m-1)$. Lot $a_{0}(1, \ldots, m-1)$ be such that $u=v_{n}=v_{m=1}=\ldots=v_{m 1}$ nd $v_{\mu} \mu u$. Then dimundim $\mathrm{O}_{\mathrm{a}}+1$ so we may whec $\mathrm{H}_{\mathrm{O}}=\mathrm{O}_{\sigma}$

[^12]:    ${ }^{1}$ The charcter $\chi_{1} \ldots x_{\text {, is }}$ defined by $\left(x_{1} \ldots \chi_{2}\right)(x)=\eta_{1}(x) \ldots z_{1}(x)$ for all $x_{0} U^{\prime \prime}$.
    2 The character $z_{1} \times \ldots \times x_{f}\left(o f\left(U^{\prime}\right)^{F}\right)$ is defined by $\left(x_{1} \times \ldots \times x_{p}\right)\left(x_{1} \ldots x_{j}\right)=x_{1}\left(x_{1}\right) \ldots x_{d}\left(x_{p}\right)$ for all $x_{p} U^{\prime \prime}$ (we nowe then (U) $U^{\prime}=\left(U^{\prime}\right)$ ).

[^13]:    ${ }^{1}$ For each in $(1, \ldots, n)$ the $i-$ th row of $\Phi(n)$ is the subsee $\{(i, 1+1) \ldots . . .(i, n)\}$ and the $i$-th column of $\Phi(n)$ is the subset $((1, N) \ldots, \ldots(l-1, N)$.

[^14]:    ${ }^{1}$ Wh note that, if $X$ and $Y$ are two sets, a function $\varphi: X \rightarrow Y$ may be considered as a subset of the Certesian product $\mathbf{X x Y}$.

[^15]:    ${ }^{1}$ Wo nose that the characters appearing in the given sum see not (In general) the irreducible componenss of $E(\alpha) \xi_{V}(-\alpha)$.

[^16]:    ${ }^{1} U(q)$ is identified with a subgroup of $U_{a}(q)$ as in section 2.1.

[^17]:    
    2 In section 3.2, we will prove that chese functions are algebraically independent. Then it will follow tha
     D-singular roots. This is the natural conjecture.

[^18]:    ${ }^{1}$ We nove that if $(a, b)$ dominates $(i, j)$ then $i+1 \leq a<b \leq j-1,80$ the roots $(a, j)$ and $(i, b)$ are $D$-singuiar.

[^19]:    ${ }^{1}$ We note that $V_{D}(\varphi)=O_{D}(\varphi)$ (by theorem 3.1.7) and that $O_{D}(\varphi)$ is an inreducible variety becsuse it is the image of an irreducible veriety under a morphism of algebraic varieties (ef. corollary 1.3.11)
    2 We abuse the nomtion and use the symbol $P$ to denose both the polynomial function and the polynomial associstod with it.

[^20]:    1 We recall that $s(D)=1 S(D) 1$.
    2 We recall the $(D)=1 R(D)$.

[^21]:    ${ }^{1}$ We order the rooss $\left(i_{1}\right)$ e $\oplus$ as in the proof of proposition 2.2.13.

[^22]:    1 We recall that $x_{0}$ is the ineducible character of $U_{n}(\varphi)$ which corresponds to 0 .

[^23]:    ${ }^{1}$ By definition $\mathcal{L}(\infty)$ is the minimal length of an expression of $\omega$ as product of simple reflections, i.e. transpositions of the form $(11+1)(1 \leq i \leq n)$.

[^24]:    1 We denove by $M_{n}(K)$ the set of all square matrices of size $n$ with coefficients in the field $K$.

[^25]:    ${ }^{1}$ We recall that for any $f_{0} u_{a}(K) * r(f)$ denotes the radical of the bilineer form Br

[^26]:    ${ }^{1}$ We nove that the condition ( $b, b_{1}$ ) $S^{\prime}(D)$ corresponds to the condition $\left(b, b_{1}\right), R\left(D_{1}\right)$.

[^27]:    1 We nove that $V_{a_{1} a_{2} \ldots a_{1}}\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{m}\right)$ is $U_{n}(K)$-invariant and $f a V_{a_{1} a_{2} \ldots a_{n}}\left(\alpha_{1}, a_{2} \ldots, a_{n}\right)$ (bocause $\left.V_{a_{1}, a_{2}} \ldots a_{1}\left(a_{1}, a_{2}, \ldots, a_{2}\right)=V_{a_{1} a_{2}} \ldots a_{n}\left(a_{1}, a_{2}, \ldots, a_{m}\right)\right)$.

[^28]:    ${ }^{1}$ If $i=n-1$ then the variety $V_{D}(\phi)$ is the sum of the zero-dimensional orbit $O_{n-1 n}(\varphi(n-1, n))$ and the variety $V_{D_{0}}\left(\oplus_{0}\right)$ where $D_{0}=D \backslash((n-1, n)\}$ and $\phi_{0}$ is the restriction to $D_{0}$ of the map a Therefore the $U_{n}(N)$-arbiss on $V_{D}(\varphi)$ re in one-to-one correspondence with the $U_{n-1}(N)$-arbite on $V_{D_{0}}\left(Q_{0}\right)$.

