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SUMMARY.

A Lie group G is  said to be uniformly f in ite ly  generated 

by one parameter subgroups exp(tX^) , i = l , . . . , n  , i f  there 

e x ists  a posit ive  integer k such that every element of G may 

be expressed as a product of at most k elements chosen a lte rnative ly  

from these one-parameter subgroups.

In th is  text we construct sets o f le ft  invariant vector fie ld s

on S0(n) , in particu lar pairs {A,B} , whose one-parameter

subgroups uniformly f in ite ly  generate S0(n) . As a consequence,

we also p a rt ia lly  solve the uniform c o n t ro lla b ilit y  problem for a
m

cla ss of systems x(t) = ( i u .(t )X .)x (t )  , x « S0(n) ,
i= l 1 1

(X ., i = l, . . . ,m )L A = so(n) by putting an upper bound on the 

number of switches in the tra jecto rie s, in positive  time, o f 

X . ( ...,X  that are required to join any two points of S0(n) .

This re su lt  i s  a lso  extended to any connected and paracompact
1/

C -manifold of dimension n using a re su lt o f N. Levitt and

H. Sussmann. An upper bound is  put on the minimum number o f 

switches of tra jecto rie s, in positive  time, required to jo in  any 

two states on M by two vector f ie ld s  on M . This bound depends 

only on the dimension of M .



INTRODUCTION.

Most in te re st in c o n t ro lla b ilit y  on connected Lie groups 

G , or homogeneous spaces of G has, so far, concentrated on 

finding conditions under which a system

x(t) =■ XQ(x (t)  ) + _r u .( t )X . (x ( t ) )  , x £ G , |ui (t) | i H s «

is  controllab le , where Xq , Xj Xn are le f t  (or r igh t)

invariant vector f ie ld s  on G . That i s ,  characterizing elements

Xq ,X.j,... ,Xn of the Lie algebra L(G) of G , which generate

L(G) , in such a way that the expression for g e G , can be

assumed to involve only elements o f the form 

n
exp(t(Xn + i  u .(t)X .) , 0 < t  < «> , where exp i s  the 

u i= l  1 1

exponential map on G . I f  Xq generates a compact one-parameter 

subgroup or G is  compact then the problem reduces to that of 

characterizing generators of the Lie algebra; see Jurdjevic and 

Sussmann f7] and Jurdjevic and Kupka [5].

L it t le  attention has been devoted to the problem of expressing 

particu lar elements of the group (o r related homogeneous space) as 

products of elements from the one-parameter subgroups generated 

by generators X ^ ,...,X n of the Lie algebra.
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I t  is  well known that i f  the Lie algebra of a connected 

Lie group G is  generated by the elements X ^ ,...,Xn , then every 

element g belonging to G may be expressed as a f in ite  product 

o f elements from the one-parameter subgroups generated by 

X .j,...,Xn ; see Jurdjevic and Sussmann [73. However the number 

of elements required in the expression fo r g may not be uniformly 

bounded as g ranges through G . I t  follows from an argument in  

Lowenthal [14] that i f  in addition G is  compact and the one- 

parameter subgroups generated by X j , . . . ,X n are also compact, 

then G is  uniformly f in it e ly  generated by exp(tX^) , . . . ,exp(tXn) . 

That i s ,  there ex ists  a posit ive  integer k such that every 

element of G may be expressed as a product of at most k elements 

from the one-parameter subgroups generated by X .,. .. ,X  .
i i n

The compactness of exp(tX^) , . . . ,exp(tXn) is  not a necessary 

condition fo r the uniform f in ite  generation of G even when G i s  

compact (an example of th is  w ill be given in Chapter I) .

Of particu la r in terest due to it s  immediate consequences fo r  

c o n t ro lla b ilit y  on Lie groups is  the problem of characterizing the 

Lie groups G which are uniformly f in ite ly  generated and the 

corresponding generators X , , . . . ,X n of L(G) .

In [12], Lev itt and Sussmann show that fo r any connected and
1/

paracompact C (2 s k s ®) manifold of dimension m , there e x ists



- iii

a pa ir {X,Y} of vector fie ld s  on M , such that any two points 

of M can be joined by trajectories, in  positive  time, of the 

vector f ie ld s X and Y , which involve a number of switches 

that is  uniformly bounded by an integer N(m) , depending only 

on m . However, i f  M is  a Lie Group, or homogeneous space of 

G , X and Y are not elements of the Lie algebra L(G) , and 

th is  result cannot be applied to the uniform f in ite  generation 

problem.

The complete solution of th is problem has been found by

LowenthaT and by Koch and Lowenthal but only for two and three-

dimensional Lie groups; [8], [9 ], [10], [13], [14], [15], [16].

In particu lar, in [14] the complete answer is  given for S0(3) ,

the real special orthogonal group of dimension three, with Lie

algebra so(3) . Lowenthal calculates the integer k of uniform

f in ite  generation and shows that i t  i s  a function of the angle between

the axes of two generators. (Note that any two linea rly  independent

elements of so(3) generate so(3) as a Lie algebra and the

corresponding one-parameter subgroups are compact.) In p a rt icu la r

k = 3 i f  and only i f  the generators are orthogonal (identify ing
3

elements of so(3) with vectors in 1R as usual). See a lso  

Davenport [1].

In th is case the decomposition o f S0(3) by one-parameter
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subgroups corresponds to the c la ss ic a l Euler decomposition.

The complete solution of the uniform f in ite  generation problem 

in general, does not appear to be e a s ily  answered. One of the main 

d if f ic u lt ie s  being lack of a complete characterization of the 

generators of a Lie algebra, although s ign if ica n t re su lts  have 

already been obtained in th is d irection. For instance see Jurdjevic 

and Kupka [51 and Jurdjevic and Sussmann [63.

This thesis takes the in i t ia l  steps in the uniform f in ite  

generation problem of S0(n) , the real, n(n-1)/2 - dimensional 

special orthogonal group, with L ie  algebra so(n) . The re su lts  

obtained here are orig ina l unless otherwise referred.

Chapter I is  mainly introductory but includes an alternative  

proof to a re su lt by Lowenthal [14] on the uniform generation of 

S0(3) and also pairs of generators of so(n) are constructed, 

some of which do not generate compact one-parameter subgroups.

Chapters I I ,  I I I  and IV are concerned with the main problem. 

Unlike the methods of [14], the basic idea is  to use a generalization 

of the Euler decomposition as in  Hermann [3 ],  which is  i t s e l f  a 

re su lt of a general decomposition theory for semisimple Lie groups 

G , based on the theory of symmetric spaces, and b r ie f ly  discussed 

in §1, Chapter I I .  (Presumably other decompositions of Lie groups



could also be used succe ssfu lly .) The resultant decomposition

o f the group into a f in ite  number of one-parameter subgroups

involves a certain set (A ,,...A  } of elements of L(G) , the
i m

corresponding generating set of L(G) . In §2 and §3, Chapter I I ,  

some of the possib le decompositions of S0(n) are considered 

(using th is  theory). An upper bound is  found for the uniform 

f in ite  generation of S0(n) by the one-parameter subgroups 

generated by those elements of so(n) that belong to the 

corresponding generating set.

Special attention is  however given to pa irs {A,B> of generators 

of so(n) which are known to e x is t  for every real semisimple Lie 

algebra [Theorem 3.1, Chapter I ] .  Since not a ll elements of so(n) , 

generate compact subgroups, fo r n z 4 , (a fact seemingly overlooked 

in  [12]), Chapters I I I  and IV concentrate on the problem of find ing 

pairs of generators of so(n) , whose corresponding one-parameter 

subgroups are compact and uniformly f in ite ly  generate S0(n) .

In Chapter I I I ,  a c la ss of pairs o f generators of so(n) , 

orthogonal with respect to the k i l l in g  form, is  constructed. Each 

of these pairs is  such that every element belonging to exp(tA.) , 

i = l,...,m  , t c 1R (where { A ^ , . . . ^ }  i s  the generating set 

obtained in Chapter I I ) ,  may be expressed as a f in ite  product
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involv ing only elements from the one-parameter subgroups generated 

by A and B , uniformly in  t c IR . In particu lar, th is re su lt 

is  combined with one obtained in Chapter I I  to find an upper bound 

for the uniform f in ite  generation of S0(n) by exp(tA) and 

exp(iB) .

In  general, th is  upper bound depends on the decomposition of 

the group used, the generators of the Lie algebra used and the ir  

re lation to each other.

Chapter IV is  concerned with the same problem fo r nonorthogonal 

pairs o f generators. The methods used to construct such pa irs are 

sim ila r in  both Chapters I I I  and IV and permutation matrices play 

a very important role.

Applications to Control Theory appear in Chapter V. The 

uniform f in ite  generation of S0(n) by compact one-parameter sub

groups generated by A and B is  the same as uniform complete 

co n tro lla b ility  of (A.B) and consequent uniform co n tro lla b ility  

of symmetric systems x (t) *  (u^(t)A + u2(t)B )x (t) , x e S0(n) ,

|ui (t)| *  M *  • , 1 -  1,2 . (A.B) is  sa id  to be completely 

controllable  on S0(n) i f  any two points of S0(n) can be joined 

by a trajectory, in  posit ive  time, of {A,B> . I f  there a lso  exists
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a positive  integer R(n) such that the number of switches that 

the trajectory of {A,B} invo lve s, is  at most R (n ),{A ,B } is  

sa id  to be uniformly completely controllable. Since the integer 

N(n) appearing in [12] depends only on R(n) , fo r  some pa ir 

{A,B} i t  is  possib le to put an upper bound on the minimum number 

of switches required to jo in  any two states on a connected and 

paracompact n-dimensional manifold, by tra jecto rie s, in p o s it ive  

time, of two vector f ie ld s  on M . This bound depends only on the 

dimension of M . F in a lly , the co n tro lla b ility  properties of pairs 

(A,B> of vector f ie ld s  on S0(n) constructed in Chapters I I I  and 

IV are used to obtain a set o f le ft- in va r ian t vector f ie ld s  on 

S0g(n ,l) , which is  uniform ly completely contro llab le .

Chapter VI contains a few concluding remarks and also points to 

some d irections for further research in  the uniform f in it e  

generations of Lie groups.



CHAPTER I

UNIFORM FINITE GENERATION OF LIE GROUPS.



Si. UNIFORM FINITE GENERATION OF LIE GROUPS AND ITS ORDER

OF GENERATION.

DEFINITION 1.1. - A connected Lie Group G is  said  to be uniformly 

f in ite ly  generated by one - parameter subgroups 

exp(tX.|) , . . . , exp(tXn) i f  there i s  a positive  

integer k such that every element of G can 

be written as a product of at most k elements 

chosen from these subgroups. The least such k 

is  called the order o f generation of G .

Although the order of generation of G depends on the one- 

parameter subgroups, i t  must be greater than or equal to the
Ir

dimension of G . In fact, i f  f  :F -*• G is  defined to be the map

k k
which to each element ( t , , . . . , t .  ) of F assigns n exp(t^X. ) ,

1 *  j=l J

ij  e { 1, . . . ,n} and i f  i t  i s  assumed that the order of generation of

G i s  less than dim G i.e . k < dim G , a ll  points of F are

c r it ic a l.  Since f  is  real ana lytic the set o f i t s  c r it ic a l

values has measure zero (Sa rd 's  theorem [18]) so k z. dim G .

The follow ing theorem, proved by Lowenthal [14] for a pa ir of 

generators, is  a su ffic ie n t  condition fo r the uniform f in ite  

generation o f a connected and compact Lie group.
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THEOREM 1.1. - Let G be a connected and compact Lie Group,

X p . . . ,X  generators of the Lie algebra L(G) 

and exp(tX^), i = l , . . . , n  , compact. Then G 

is  uniformly f in ite ly  generated by exp(tX^) , 

i = l , . . . , n  .

Proof - Let G be the set of a ll products of m elements -------  m

exp(tX.j) , i - l , . . . , n  . exp(tX..) is  compact for every i so 

Gm is  also compact. Since G is  connected and {X j,...,X  ^ = L(G),

fo r every g c G there is  an integer i  s . t .  g is  a product o f t 

elements of the form exp(tX^) , i = 1 ,... ,n , t e 1R (Sussmann
oo

and Jurdjevic [7 ]). Then V g e G , g e G„ and G = U G .1 l= l 1
G is  complete since, being connected and compact, i t  i s  metrizable 

(Riemannian metric) so by the Baire category theorem, G is  of 

second category and Ĝ  , for some i , contains an open set U .

Hence G = U gU ; since ¥g e G , gU is  open th is is  an open
gcG

cover for G and c learly  i t  contains a f in ite  subcover i.e . there
r

are g , , . . . , g  s . t .  G = U g.U . But each g. , i = l , . . . , r  is  
1 r i= l 1 1

a f in ite  product of elements of exp(tX.j) , i = l, . . . ,n  and 

U c GJ so the proof is  complete.

□

§2. UNIFORM FINITE GENERATION OF S0 (3 ).

Corollary 2 .1 . - S0(3) is  uniformly f in ite ly  generated by any 

two one-parameter subgroups exp(tA) and
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exp(sB) unless [A,B] = 0 .

Proof - Since so(3) (the set of a ll 3x3 skew-synrnetric real
3

matrices) is  isomorphic to 1R with the Lie bracket corresponding 

to the vector product, i t  is  clear that i f  A and B are any 

two elements of so(3) that do not commute, then {A ,B,[A,B]} 

is  a basis for so(3) and {A,B>L ^ = so(3) . Every rotation 

of S0(3) is  a plane rotation and as a consequence exp(tA) and 

exp(sB) are compact. Now theorem 1.1 applies since S0(3) is  

connected and compact and the result follows.

The order o f generation of S0(3) by two one-parameter 

subgroups was found by Lowenthal [14] and i t  is  a function of the 

angle between the axes of the two ro tation s as follows:

THEOREM 2 .1 . - Let , 0 < s ir/2 , be the angle between the 

axes of two one-parameter rotation groups exp(tA) 

and exp(sB) of S0(3) . I f  ip = n/2 , the order 

of generation of S0(3) by those one-parameter 

subgroups is  3 ; i f  n/(k+l) s *<n/k , then 

the order of generation is  k+2 (k *2 ) .

The proof of th is theorem is  rather long. Instead of working 

with S0(3) Lowenthal works with the induced subgroup of the Mflbius
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group and Tchebychev polynomials play an important role in the 

proof.

When \i> c [ir/2k , n / (2 k-l)) , k 2 2 , a much shorter proof 

was found to determine the order o f generation of S0(3) .

Although when <i> e [ir/(2k-l) , ir/(2k-2)) the re su lt is  not as 

good as Lowenthal's, the complete proof, in both cases, is  included 

here.

THEOREM 2.2 . - The order of generation of S0(3) by the two

one-parameter subgroups exp(tA^) and expfsAj) 

i s  3 i f  ¡¡i s ir/2 and i f  <|> £ Cir/2(k-l) , 

w/2(k-2)) , k i  3 , the order o f generation is  

2k -l.  (11> is  the angle between the axes of the

two rotations).

The term "order of generation" is  not co rrectly  used here 

when <f; c Cir/(2k - l ), ir/(2k-2)) ; instead "an upper bound on the 

order o f generation" should be used. However, for the sake of 

s im p lic ity , the former is  preferred to the latte r.

This theorem was proved without any p r io r  knowledge of the 

re su lt that constitutes theorem 2.1. Several lemmas are needed to 

prove theorem 2 .2 .
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3
For every vector x = (x-|,x2,x3) e IR a skewsymmetric 

matrix X = / 0 -x 3 x2 \ » formed with the components of x

3
i s  defined. I t  i s  easy to check that Vy c IR , Xy = x*y .

Lemma 2 . 1 ¥R c S0(3) and ¥x,y c IR3 with ||x|| = ||y|| , 

Rx = y  i f  and only i f  RXR 1 = Y .

Proof -  Let x and y be nonzero vectors. I f  RXR = Y then

RXR"^y = Yy = 0 and XR-1y = 0 

norm. Let R_1y = z ; then Xz 

R_1y = x o r  Rx = y .

Now Rx = y i.e . R_1y = x 

XR-1y = Xx = 0 . Let RXR' 1 = Z 

the lemma i s  proved.

since R e S0(3) preserves the 

= 0 . Since ||x|| = ||y|| = ||z

. Then, RXR-1y ■  0 since 

; then Zy = 0 i.e . Z « Y  and

□

Lemma 2.2 . - Every rotation R e S0(3) i s  representable as 

a product R = exp(t^X) exp(t2Y) exp(t3Z) , 

t^ c IR , i ■  1,2,3, i f  and only i f  y is  

perpendicular to x and z .
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1 he proof can be found in Davenport [1]. ¥x e IR , 

exp(tX) is  the one-parameter subgroup of S0(3) that leaves 

x fixed. I t  i s  assumed that x and z may be equal. I f  that 

is  the case then Lemma 2.2 states the same thing as the f i r s t  

part o f theorem 2.1. I f  not ju s t  x and z are equal but also
3

x and y  are two orthogonal un it vectors in 1R , the 

representation of R in Lemma 2.2 is  the Euler representation 

of a rotation by three angular parameters, the Euler angles.

Now, le t a-j and be two lin e a rly  independent vectors

of 1R and i|i = H ai» a2) the an9le between them, a^ and a2

generate a plane n . Without lo ss of generality, a^ and a2

can be assumed to be unit vectors. Let {a^,a2 .a^,. . . }  be a

sequence of vectors on n where, ¥ i 2 3 , a. = exp(irA^_^).a^_2 ‘

(A. i s  the skewsymmetric matrix corresponding to a . , ¥• j) .
J J

) (a i ,a i + i ) = 'I' » *  i *  1 and * (a i» aj) = t ¥  i j; 1 . Let afe

be the f i r s t  element in the sequence sa t is fy in g  $ (a-|»a|l ) *  »/2 

i.e . (k-1) ip 2 ti/2 or i|i 2 n/2(k-l) . (See f ig .  1 .)  C learly 

there e x is t s  a vector x c n.| (n-j i s  the plane perpendicular 

to a-j) such that x = exp(tAk_^).ak_2 fo r some *  c (0 ,2»] .

Since a-j and x are perpendicular, Lemma 2.2 can be applied 

and ¥ R e S0(3) ,

3
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Figure 1 .

R = expftjA^ expftgX) e x p f t ^ )  , e ]R . (2.1)

At th is stage the aim is  to w rite e x p ^ X )  as a product 

of elements from the one-parameter subgroups exp(tA^) and 

exp isA^  .

Since a.j = exp(irA.j_.j) .a._2» i *  3 and x = exp(tAk_̂  ).ak_2 » 

fo r some t , using lemma 2.1 i t  follows that

¥i * 3 , Ai = exp(w ad Ai )• Ai _2 and X = exP(t ad Ak - l^ ’Ak-2 * 

hence, by the Baker-Campbel1-Hausdorff formula



- 8 -

e x p ( e A . )  = e x p ( n A j _ . j ) e x p ( e A i 2 ) e x p ( - i r A . _ 1 ) , ( 2 . 2 )

V i i  3 , V 0 c 1R and

exp(eX) = exp(tAk 1 ) exp(eAk 2 ) exp(-tA|(_1) , (2.3)

y 0 £ ir .

Lemma 2 .3 . - Let A.. , 1 = 1 ,2 ,... be defined as before. 

Then ¥ 0 c IR ,

i = 2n+1 .

Proof (by induction) - I t  w ill be proved f i r s t  that the lemma is  

true fo r i = 2 and i = 3 . Then, assuming that i t  is  true for 

i = 2m-2 and i = 2m-l i t  w ill be proved to be a lso  true for 

i = 2m and i = 2m+l , m e W .

The re lation  (2.4) is  t r iv ia l  when i = 2 and when i = 3 

both, (2.5) and (2.2) are the same re lation  so (2 .5) is  true when

e
©A.. irAg *A^ . i  ' I " 2  1 ?  1 „ ""Z.. .e e e e e .. .e e , (2.4)

ttA «  nA1 ©A« - itA ,  - itA -  - i r A ,  -irA~

i -2 i -2

i = 2n and

e
0 A .  ttA « b A .

= e c e ...e

i -2

i = 3 .
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Now, from (2.2) with i = 2m ,

oeA2m wA2m-1 aeA2m-2 a ' 1,A2m-l e = e e e and

since (2.4) and (2.5) are assumed to be sa t is f ie d  when i = 2m-2 

and i = 2m-l respective ly, i t  follows,

ttA« nA, ttA« irA. -TrAp —-itA, —nkp irA« wA,
= e ^e ...e  c e e ...e  e  ̂ e ...e e

N---------------  ̂ V--------- ------ ^  V____V

2m-3 2m-3 2m-4

- itA, -*A~ -nAp irAj, itA, itA~ - itA, 
e e . .. .e L e e .. .e  ̂ e

2m-4 2m-3 2m-3

itA ,  - ttAo  eA2 irA^ - n A ,  -irAp - i r A ,  - ttA^ 
e e ^e ^e ^e e ...e  e

2m-3 2m-3

-i r A ,  - ttA -  - i r A .  -irAp 
e e ...e  e

2m-2 2m-2

S im ila rly , from (2.2) with i = 2m+l ,

eA2nH-l nA2m eA2m-l " wA2« e = e e e

and since (2.4) and (2.5) are assumed to be sa t is f ie d  when i = 2m
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and i = 2m-l respective ly i t  follows

6 / L  .  i r / L  u A ,  h A ,  itA , u A _  —itA , - itA ,  - it A ,  - i t A 0
e = e 2e ...e  ^e e 2 e e ...e  e 2

2m-2 2m-2

itA« itA, ttA2 6A, —ttAp -uAi -irAp itA- ttA, irA« "A,
e ...e  L e e ...e  e c e e .. .e  £e

2m-3 2m-3 2m -2

-TtAj, -ItAi “TiAj  - ttÂ  - ttA^
e e e .. .e e

2m-2

nA, TiA- ItA, ItA- “TtÂ  0A-. TtÂ  “ItA  ̂ "ItA* “IlAi - itA9 
e e ...e  e e S  e e e . e  . . . .e  e 2

2m-2 2m-2

wAj nA. irA_ eA, -nA_ -nA, -*A_ 
e '. . . e  e e ...e  e c

2m-l 2m-l

and thè lemma is  proved.

Lemma 2 .4 . -  I f  thè angle 41 = $ (a^.ag) £ [ir/2(k-1 ) ,ir/2( k -2 )) ,

li ì  3 , then



ex
e

tA. eA_ -tA. 
e e

-uAp -ttA, -itA~ 
e .. .e e , i f  k even

k-3 k-3

( 2 . 6 )

and

0X nA~ irA, ttA, tA- 0A. -tA- -irA, -itA, -irA- 
e = e Le '...e 1 e 6e 'e ‘ e '. . .e  'e \  i f  k odd (2.7)

^  _ ------  v  -  ✓
k-3 k-3

for some t e (0 ,2ir] , e c IR .

* * \ - l  e\ - 2
Proof - e and e can be written as a product of

tA. tA-
elements from e and e (t t IR) by using (2.4) and (2.5) 

respectively i f  k i s  even or (2.5) and (2.4) respectively i f  k 

is  odd. Now, using (2 .3) and taking into account the composition 

of terms with the same generator the re lations (2.6) and (2.7) 

follow.

Proof of Theorem 2.2 -  When ^ = ir/2 , the resu lt is  an immediate 

consequence of Lenina 2.2 with x = z = a-j and y = ; the order

of generation is  then equal to 3 . When t Cir/2(k-l) ,ir/2(k-2))
3

i t  was seen that 3 x « IR , x perpendicular to a-| , such that 

R = exp(t^A^) expft^X) exp(t3A^) , fo r every R « S0(3) and
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c IR . But e x p ^ X )  can be written as a product o f  2(k-3)+3 

elements from the one-parameter subgroups exp(T-jA^) and 

e x p ^ A » )  (Lemma 2.4) and so, the order o f generation of 

S0(3) i s  in th is  case 2(k-3)+3+2 = 2k-1 , V k z 3 which 

completes the proof.

□

Remark - Since there ex ists  an automorphism o f S0(3) that 

interchanges the two one-parameter subgroups exp(tA^) and 

exp(TA2 ) , every element of S0(3) can a lso  be w ritten as a 

product o f 2k -l elements from those subgroups whose f i r s t  and 

la st  elements belong to exp itA ^  .

§3. LIE ALGEBRAS GENERATED BY TWO ELEMENTS. so(n ) AS A 

PARTICULAR CASE.

The follow ing theorem, which gives a su ff ic ie n t  condition fo r Lie 

algebras to be generated by two elements, i s  due to Kuranishi [11].

THEOREM 3.1. - Every f in ite  dimensional and semisimple Lie 

algebra over a f ie ld  of characte rist ic  zero 

has a p a ir  of generators.

As an immediate consequence of th is theorem, the semisimple
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Lie algebra so(nJR) , n z 3 , i s  generated by a pair of vector 

f ie ld s .  I t  i s  not clear, however, as i t  i s  in  the 3-dimensional 

case, whether or not the corresponding one-parameter subgroups 

are compact and so theorem 1.1 can not be applied. An in teresting 

question to be answered then is :  Do se ts o f generators of so(nJR) 

(in  p a rt icu la r a pa ir) generate compact one parameter subgroups? 

The answer w ill be given at the end o f th is  paragraph.

In the next theorem pa irs of generators o f so(nJR) w ill be

constructed. Before sta rtin g  several d e f in it io n s  and concepts 

are recalled. For deta ils concerning these ideas see Helgason [2] 

and Humphreys [4].

Let g£ be a fin ite-d im ensional semisimple Lie algebra over 

C , h a Cartan subalgebra o f g^ and *  the set o f nonzero 

roots of g^ (with respect to h).

For each c* c *  , there ex ists  a unique Hq £ h such that 

<H,Hq> = a(H) , VH c h (< *,*>  is  the b il in e a r  form on g£ x ĝ . 

defined by <X,Y> = trace(adXadY) and ca lled  the k i l l in g  form of 

g^). Define ^  = z 1R H ; the k i l l i n g  form is  s t r ic t ly

p o s it ive  defin ite  on 1^ x h^ and h = ^  (Helgason

[2, p .1703)- I t  i s  convenient to id en tify  *  with ^  and then 

define an ordering of « induced by some vector space ordering of



- 14 -

★
(the dual space of . A positive root i s  called simple 

or fundamental i f  i t  cannot be written as a sum of two positive  

roots. $+ and a w ill denote the set of po sit ive  roots and 

the set of simple roots respectively. The follow ing properties 

o f A w ill be used later.

1. I f  a ,6 e A then a-B l  *•

2. a i s  a b asis  for <j> . In fact, ■¥■ a e 4,a = E

with e.j e A and n. integers that are either a ll 

positive  o r  a ll negative.

For each a e $ there also ex ists an element Xq e g^ such

that <X ,X > = 1 , and V a,B € ♦a “cx

[X ,X ] = H a -a a [H,X ] = a(H)X , ¥  H e h a o

[Xa’V
\  ^a»B^a+B

if a+B l ♦ 

if a+B « *

(3.1)

where N are real constants sa t is fy in g  N * -N .
(X*p Ol»P “0 » “ p

(X^.a € i s  ca lled  the Weyl basis o f g^ (with respect to h).

Now le t g^ = so (n ,t) . The compact real form so(nJR) of

g- is  spanned by the elements iH , X -X and i(X  +X );a a -a a "a
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(H ,X and X defined as above) and' a a -a

so(n,F) = E F(iH a)« E lR(Xa-X.a)e E iK(Xa+X_a) 
a£$ ae $ ae$

= A ® E 1 R E « E I R F. a . a  a£$ ac#

A = ih is  the Cartan subalgebra o f so(nJR) .

Using (3.1) i t  follows that, ¥ a  e *

CiH.E ] = a(H)F , ¥ H c h a a

[iH,F ] = -a(H)E , V H c h a ' a

[E ,F ] = 2iH .a a a

Hence, using (3.1) and property 1. of A i t  follows that

¥ a,6 £ A ,

[ E » - E 6 ] ■ - [ F a ’ V 0 if a+B t ♦

^a,0^a+6’
if a+B € ♦

tE«’F,] 0
^a,0^a+B’

if a+B i ♦ 

if a+B £ ♦

(3.2)
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THEOREM 3 .2 . - Let g = so(nJR) , n > 3 and

B = E e E e g .  There are real . a a aeA
numbers e and A c g such thata

(A-B ) L . A ' 3  •

Proof - Let A e A . Then 

Cartan subalgebra o f gc) . 

follows

A = iH for some H c h (h - the

B = I  e E and using (3.2) i t  . a a

ad A(B) = E ea a(H)Fa
aeA

ad2A (B) = - E e (a(H))2 E (3.3)
aeA a “

ad3A (B) = - E ea (a(H) )3 Fq 
aeA

ad2i ' 2A(B) = (-1 ) * '1 E ea (a(H ))2l ' 2EQ
aeA

ad2* _1A(B) = ( -1 )1" 1 E ea (a(H ))2i " 1Fa 
aeA

Now, {a(H) , a e A) = (“i »a2 • • • • ,a[n/2]^ * î an<* î

denote E and F respective ly, i = l, ...,C n / 2 ] (s im ila r ly  
“i “ i

e. and f. stand fo r e and f  respective ly). From B = E e ^  
i 1 ai “ i aeA

and the f i r s t  2 t - l equations in (3.3) with i  = [n/2] i t  follows





o
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Since the f i r s t  determinant has the same absolute value as a 

Vandermonde determinant, M is  in ve rt ib le  i f f

? 2 2 1  1  2
n (a.-O n a, n e. t 0 .

ls i< jst. 1 J i= l i= l

So, i f  V a ( A , e / 0 and A is  an element of the Cartana

subalgebra o f g sa t is fy in g  |a(A)| are nonzero and d is t in c t,

V a e A , then {B,A}^ A contains {Ea ,FQ,a c A}^ A . I t  can 

ea sily  be proved that (E ,F ,a c A), . = so(nJR) . In fact, le t
a a L • n

g ' = {Ea ,Fa ,o £ A>L A . {Ha ,a £ A} c gj. since CE^.F^] = 2i Hq .

{H ,a £ A} i s  a basis o f h (the Cartan subalgebra of so(n,C)) 
a

so h is  a Cartan subalgebra of gj. . Hence, Y e  £ ♦  ,

6 = Z n-a.. (property 2. of A) so, « i s  the set of roots o f
a - £ A

gj. . Since a semisimple Lie algebra over C i s  determined (up to 

isomorphism) by means of a Cartan subalgebra and the corresponding 

set of roots (Helgason [2, p.173]), g i = so(n,C) and 

{Ea ,Fa ,a £ A )L A = so(nJR) .

To summarize, i f  Y  a £ A, e / 0a

|a(A)| are nonzero and d is t in c t  Y a £

{B -  I  eaEa , A)L A = so(nJR) .
acA

and A £ A sa t is f ie s  

A , then

0
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Remark - In a s im ila r  way i t  can be proved that i f

B , =  £ f  F , f  ¿ 0  ( V a c  A) and A as above, then 
a a a '  'acA

{B1 ,A}l .a  e s° (nJR) •

A canonical basis of so(nJR) can be defined, namely the 

skewsymmetric matrices A ^  ; 1 s i < j s n where

6 .. 6 . i f  1 s k u s nik  jt,

•‘ a  4jk i f  1 s 1 s  k s "

( [ADk^ stands for the k i-th  component of a matrix A.)

{A.^ i , i = l, . .. ,[n / 2 ]>  is  a basis of a Cartan subalgebra 

A of so(nJR) .

[n/2 ]
Given A = z Bi A ^ 2i c A A = iH

(a(H),acA} = { B ^ B ^ ^ i  = - 1} u (Bn + Bn> , i f  n even

7  ‘ 1 7

and

(a(H),acA} = iB^-Bj+ j, 1,...,— ) u {Bn_ i) * i f  n is  odd.

~ r
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Example 3.1. - g = s o ( 4 J R ) .  A = A ^  + /? A34 e A

and a(A) = { i ( 1 - ) , i (1+/?)}. So, A s a t is f ie s  the conditions
.+a e A

of theorem 3.2 and there e x is t s  B t g s .t .  {A,B>L A = so (4W ) .

This example answers the question formulated e a r lie r .  In 

fact, although (A,B) generates so(4JR), exp(tA) , t c R  is  not 

compact since i t  i s  the noncompact line  on the torus T generated 

by e xp (A ^ t) and exp(sA34) . Theorem 1.1. cannot be applied 

here.

Although there are Lie Groups that can be uniformly f in i t e ly  

generated by one-parameter subgroups that are not compact (fo r  

instance T = S0(2)xS0(2) i s  generated by exp (tA ^) and 

e xp (s (A ^  + &  A ^ )  and the order of generation is  2), only 

compact one-parameter subgroups w ill be considered in order to be 

able to use Theorem 1.1.
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CHAPTER I I

DECOMPOSITION OF LIE GROUPS BASED ON SYMMETRIC SPACES AND

CORRESPONDING GENERATING SETS OF SO(n)
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§1. DECOMPOSITION OF LIE GROUPS BASED ON RIEMANNIAN SYMMETRIC SPACES.

This paragraph contains general ideas concerning Riemannian 

symmetric manifolds (R.S. Manifolds) and i t  i s  explained how 

Lie groups that can be regarded as Lie transformation groups on 

R.S. manifolds may be decomposed as a product of abelian subgroups.

For fu ll deta ils see Helgason [2] and Wolf [20].

A Riemannian manifold M is  called symmetric i f  each point

p c M is  an iso lated fixed point of any involutive isometry Sp
2

of M(Sp t  identity  and sp = identity ). Connected R.S. manifolds 

are complete and any two points p and q in M can be joined by 

a geodesic y of minimal length. I f  m is  the midpoint of y , 

sm sends p to q therefore, the group I(M) of isometries of 

M acts tra n s it iv e ly  on M . This action gives M the structure 

of a homogeneous space G/K where G = I q (M) is  the identity  

component of I(M) and K i s  the isotropy subgroup of G at a 

point xn . The mapping a:G G defined by a(x) = s v X s vU Xq Xq

i s  an involutive  automorphism of G and K = {x c G:o(x) = x} .

The study of homogeneous spaces can then be reduced to the study 

of coset spaces G/K where G is  a connected Lie group and K a 

compact subgroup of G . I f  g and T denote the Lie algebras 

of G and K respectively, (do)g is  an involutive automorphism
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of g and g admits a d irect sum decomposition g = T 9 P 

with T = {Xcg:(da)eX = X) and P = {Xcg:(do)gX *  -X} .

Since (do)e is  an automorphism, i t  follows

[T,P] c P , [P,P] c T and [T,T] c T . (1.1)

T is  a subalgebra of g and P is  a vector space.

I f  n denotes the natural mapping of G in to  M defined

by x x.xft , (dn) is  a linea r mapping of g onto T M (the u e xQ

tangent'space of M at Xq ) with kernel T that maps P

isomorphically onto T M . Now, i f  P = exp P , n maps one- 
x0

parameter subgroups contained in P into the geodesics emanating 

from Xq , exp(tX) **• exptX.Xg .

A Lie algebra g which admits a d irect sum decomposition 

g = T » P , into the ±1 eigenspaces of an invo lutive  auto

morphism s sa t is fy in g  (1.1) and such that the group of inner 

automorphisms of g generated by T is  compact, is  said to be 

an orthogonal symmetric Lie algebra (g ,s) . A pair (G,K) , 

where G i s  a connected Lie group with Lie algebra g and K 

is  a Lie subgroup of G with Lie algebra T i s  said to be the
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pa ir associated with the orthogonal symmetric Lie algebra (g ,s) 

and K is  called the symmetric subgroup.

A Cartan subalgebra of an orthogonal symmetric Lie algebra 

(g ,s) is  a maximal abelian subalgebra of P . A ll Cartan sub

algebras of (g ,s) are conjugate under AdgK , the adjoint 

representation of K , and fo r a Cartan subalgebra A ,

P = U Adr kA .
kcK R

Lenina 1.1. - I f  M is  a R.S. manifold G/K then G = KAK 

where A = exp A for any Cartan subalgebra A 

of the orthogonal symmetric L ie  algebra associated 

with (G,K) .

Proof - G acts t ra n s it iv e ly  on M with action

4>:G * M M 

(9,x) -  g.x .

Any two points in M can be joined by a geodesic since M is  

complete. Therefore, ¥ g e G and V x c M there ex ists  a 

geodesic y jo in in g  x and g.x. Id en tify in g , as usual, the
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tangent space T^M with the subspace P , there ex ists p e P

and g = pk fo r  some k e K i.e . G = PK . But P = exp P =

Given a L ie  group G , an involutive  automorphism o and 

corresponding synmetric subgroup K̂  define a decomposition 

G = K.|A.|Kj . I f  M is  a R.S. manifold of the form G/K-j each 

involutive isometry of M gives r ise  to an involutive  automorphism 

of G . I t  i s  c lear that R.S. manifolds play an important part in 

decompositions o f Lie groups.

After having decomposed G = A ^ c a n  be decomposed 

sim ila rly , K.j = ° ^ a’ n G = ^ 2 ^ 1  * 2^ 2*2  ̂ i f  th is

procedure is  continued until an abelian group K.. i s  encountered,

G becomes a product of abelian subgroups K.,A..,A^_^,... Â  

namely

such that g.x = p.x . Since (p- 1g).x = (p_1p).x = x , p_1g e K

= exp U Ad-kA = U k exp A k 
keK b keK

* U kAk  ̂ c kak and so
keK

G = KAKK or G = KAK

□

G = K ( 1 . 2 )
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At each stage, d iffe rent choices of involutive  automorphisms 

may e x is t ,  each of which gives a d iffe rent decomposition of the 

symmetric subgroup Kj and consequently of G .

After decomposing G as a product c f  abelian subgroups, the 

decomposition of G as a product o f one-parameter subgroups i s  

a t r iv ia l  matter.

Iiivo lutive  automorphisms a fo r the c la ss ica l matrix groups 

always e x ist . Full d e ta ils  can be found in Helgason T2].

§2. DECOMPOSITION OF S0(n)

Referring to Chapter I o f Helgason [2 ], when n * 3 , the 

only choices of R.S. manifolds M = S0(n)/K , and associated 

orthogonal symmetric L ie  algebras (so(n),o) are given up to 

conjugacy by

I - g ■  so(p+q)

p ^ ü l

* 1*2
; X1 £ so (p ),X3 £ so(q)

-X2X3 X2 a rb itra ry  ,

«<*> ■  X » M  • >p., -'p ° '
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X] € so(p) 

X3 « sc(q)

0 x2 

r * 2 0

X  ̂ a rb itra ry

K = SO(p) x SO(q) .

q
A Cartan subalgebra of (g,o) is  A = z F  A. . with

i r l  1 »P+1

dimension q .

I I  - g = so(2n) , 

n 2 1

'< *>  ■  J„ x V  • J„ 0 I.

" !n 0

T = so (2n) n sp(n) « u(n) = < X3 X4 

\ ' X4 X3

X3 c so(n)

V XJ

X X no » X1 » X2  ̂ sc (n )

l x2 _x i

K « U(n) , where U(n) is  embedded into S0(2n) via

(.5 5 )  • A + iB « u(">  *A + iB h.
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A Cartan subalgebra of (g,o) is  [£] - dimensional and 

generated by

{A12 ‘ An+1,n+2 * A34 '  An+2,n+3’ , , , }  *

Since every Cartan subalgebra o f so(p+q) is  [-2^9.]- dimensional, 

a Cartan subalgebra of the orthogonal symmetric Lie algebra 

(so(p+q),o) is  a Cartan subalgebra of so(p+q) i f f  in I,  

p = q (p+q even) or p = q+1 (p+q odd).

For S0(4) , there are more choices fo r the orthogonal 

symmetric Lie algebras (so (4),a) since so(4) is  isomorphic to 

so (3) x so(3) . However these do not y ie ld  any further R.S. manifolds

S0(4)/K .

When n = 3 , the decomposition S0(3) = based on I

with p = 2, q = 1 is  ju st the Euler decomposition. and 

are one-parameter subgroups generated by A ^  and respectively.

D ifferent choices of invo lu tive  automorphisms o give a 

d iffe ren t d irect sum decomposition so(p+q) = T fi P and hence 

d iffe ren t decomposition of S0(p+q) . The diagrams below il lu st ra te  

a choice of canonical basis elements that generate T and A for 

each choice of o in I when g = so(5) and g = so(6 ) . The
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diagrams for so (2n+l) and so (2n) are constructed sim ila rly .

1. g = so(5)

b) p = 3 , q = 2

{ A j j j l J  = 3,4,5;i < j }  u {A12} is  a basis of T .

2. g = so(6 )

a) p = 5 , q = 1

{Ai j , i , j = 2 , . . . ,6 , i< j } i  

A * IRA^

K] = S0(5)

A1 = exp(tAlft),tdR
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b) p = 4 , q = 2

{A.jj;i,j = 3,...,6;i < j) u {A^} is a basis of T .

1. - The decomposition of G = Su^nj oum nea  in s i,

into r one-parameter subgroups y ie ld s r  = dimG 

i f  and only i f  one decomposes S0(n) and subsequent 

symmetric subgroups S0(m) , 2 < m < n according

• to the symmetric space structure in I above, with 

symnetric subgroup K.j * * S0 (i) * S0(i.) i f  m = 2t 

and IC| = S0(l+1) * S 0 (i)  i f  m * 2 l+ l .

A1 = exp(tA14)exp(eA25)exp(TA3 

t,e,xdR .

Proof - Since the order of generation of a group G is  greater
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than or equal to the dimension of G , i t  follows that i f  

S0(n) = Ki A^K  ̂ as in lemma 1.1, with any symmetric sub

group as given in I or I I ,  dim S0(n) s 2 dim K̂  + dim . 

Therefore, for such decompositions, the conditions under which

dim S0(n) = 2 dim + dim Â  (2.1)

have to be found.

For the decomposition based on I I  where m = 2 i , = U(l)
2

with dimension i and dim Â  = U / 2] i t  follows

2 dim K1 + dim A1 = 2t2 + U / 2] and

dim S0(2t) = 2t (2 t - l)/ 2  = 2i2- i  . C learly

2 2Zi - i  < 2l + [t/2] fo r  a ll l > 0 so no 

decomposition based on I I  y ie ld s (2.1).

For decompositions based on I where n = p+q , p z q ,

K-| = S0(p) x S0(q) with dimension

p (p - l)/2 + q (q - l)/2 = (p2-p )/2 + (q2-q )/2 and 

Ai is  q-dimensional i t  follow s

2 22 dim + dim A-j = p + q - p and

dim SO(p+q) = (p+q)(p+q-l)/2 = (p+q)2/2 - (p+q)/2 .
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Now,

2 dim + dim - dim S0(p+q) = ( ( p-q) -(p-q))/2 =

= i (P~q)(P -Q - l) • Thus (2.1) holds i f  and only 

i f  p = q o r p = q+1 .

□

Here, only decompositions of S0(n) based on I w ill be 

considered.

Lemma 2 JL. - The number o f one-parameter subgroups that

decompositions of S0(n) y ie ld  when one decomposes 

S0(m) , 2 < m s n according to the syimetric 

space structure in I increases with p , being 

maximal when p = m-1 , q = 1 and minimal when 

p = q (or p = q+1).

Proof - Since the number of one-parameter subgroups yielded by 

decompositions of S0(n) is  greater than or equal to dim S0(n) , 

as a simple consequence o f lemma 2.1 th is number is  minimal when 

p * q or p « q+1 . To prove that i t  increases with p i t  is  

enough to show that, i f  fo r  some m e (2 , n ] , S 0(m) is  decomposed 

as S0(m) » KAK with K = S0(p) x SO(m-p) , p e [[m/2],m-l] n TL

2
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and A (m-p)-dimensional, 2 dim K + dim A increases with p .

2 2 2 2 
2 dim K + dim A = p + (m-p) -p = 2p + p(-2m-1) + m .

Now, ¥ m le t f*JR -*•1R be defined by f(x ) = 2x2 + x(-2m-l)+m^ , 

f '( x )  = 4x-2m-l = 0 i f f  x = (2m+l)/4 and f(x) is  an increasing 

function in the interval [ (2m+l)/4,«>) . Since p « [[m/2],m-l] n Z  

and m/2 < (2m+l)/4 < (m+l)/2 , i t  follows that 2 dim K + dim A 

increases when p e [ ( ith-1 )/2,m-l ] n 2  . Hence f(m/2) = m(m-l)/2 <

< m(nHl)/2 = f((m+l)/2) so, dim K + dim A increases with p 

fo r p e [[m/2],m -l] n Z  and the proof is  complete.

□

§3. GENERATING SETS AND THE NUMBER OF GENERATION OF S0(n).

Let 8 denote the canonical basis o f so(n) defined in 

chapter I i.e . 8 = (A. . ; i , j  = 1...... n ;i < j }  , with
* J

commutation re lations ([A,B] ■  AB-BA)

CAi j ’Ak t ] = 6jkAi t  + 6i t  Ajk "  6ik Aj t  ” 6j t  A1k

and Bj c 8 the canonical basis of any subspace S o f so(n) 

that has a canonical basis.

DEFINITION 3.1. -  A generating set of the Lie

algebra so(n) is  called a minimal generating 

set i f  no subset of {X ^ ,...,X t } generates so(n)
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Since SO(n) is  compact and connected, ( X ^ , i = l ^  = so(n) 

i f f  { e x p ( t ^ ) ;i = ; t. e 1R) is  a generating set of S0(n) .

As a consequence, some of the resu lts concerning the L ie  algebra 

so(n) in th is  paragraph, have a dual form fo r the Lie  group S0(n) .

In th is  chapter only generating sets whose elements belong to 

8 w ill be considered and from now onwards, whenever generating 

sets o f so(n) are mentioned, i t  w ill be understood that it s  

elements have the form , i < j .

Remark -  Every one-parameter subgroup exp(tA.jj),t c IR of S0(n) 

is  compact since i t  can be viewed as rotations in  the (e.|.em

plane. So, any generating se t ( e x p f t ^ , t .  e IR} , uniformly 

f in i t e ly  generates S0(n). (Theorem 1.1. chapter I ) .

Lemma 3.1. -  Any minimal generating set of so (n )(S0 (n )) 

contains n-1 elements.

Proof (by induction) - I f  n = 3 , any element belonging to the 

canonical basis o f so(3) generates a one-dimensional abelian 

subalgebra o f so(3) and on the other hand any two d is t in c t  

elements generate so(3) as was made c lear in  chapter I .  So,

the generating set of so(3 ) contains 2 elements.
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Now, assuming that any minimal generating set o f  so (n -l) 

contains n-2 elements i t  w ill be shown that any minimal 

generating set of so(n) contains n-1 elements. Assume the 

contrary i.e . there e x is t s  a minimal generating se t  of so(n) 

with m s n-2 elements. Then, since S0(n) = S0(n-1 )A S0(n -1) 

w ith A one-dimensional there must e x is t  a minimal generating 

se t for so (n -l) with at most n-3 elements which i s  fa lse  by 

assumption and the lemma i s  proved.
0

Now, le t P denote the (n-1)-dimensional subspace of 

so(n) defined as the ( - 1) eigenspace of the invo lu tive  

automorphism o f so(n) (as in I ,  §2) when p = n -1, q = 1 .

I f  Bp denotes the canonical basis o f P (since so(n) = T 8 P , 

P has a canonical basis) i t  follows

Lemma 3.2. - 8p = (A^. e 8 s . t .  j i s  fixed, i = l , . . . , j - l } U

U {A., e 8 s .t .  j is  fixed, i = j + l , . . . , n }  .
J *

Proof - Since any Cartan subalgebra of (so(n).o^) is  1- 

dimensional le t  Ak)i (k < i) be it s  generator i . e .  A « 1R A ^  .

A is  the maximal abelian subalgebra contained in P so no other

elements of 8p commute with A ^  . That i s ,  a l l  the elements of 

BpN iA^} have e ither k or l as an index. The proof w ill be
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complete when i t  i s  shown that the elements of 8p\{A k i }

a ll have index k or index i . Assume the contrary

i.e . 3  c Bp fo r some r / l and 3  ^^í  e Bp fo r some s t  k

Since k / «. i t  follows that

CAr k ,As i ] - * u  i f  5 - r

k 0 otherwise.

But the re lation  [P,P] c T implies that Ark and A$  ̂ commute 

and the maximal abelian subalgebra contained in P would not be 

1-dimensional. So, the lemma is  proved.

□

Lemma 3.3. -  Bp i s  a minimal generating set o f so(n) .

Proof - The proof i s  an immediate consequence of lemma 3.2 and 

the commutation re la t ion s. In fact ¥  Aik  £ B \8p ,

4ik • - CW  , f  k * J #ik • [Ai j - Ajk ] , f  k > i  ■ 

Since ^ j , A kj £ P the lemma follows.

□

As a consequence o f  decompositions o f S0(n) outlined in 

$1 and in  I ,  §2 into r  one-parameter subgroups o f the form 

exp(tA^j) , one can associate  with each such decomposition a
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generating set of S0(n) , "the corresponding generating se t",  

and a number, the number of one-parameter subgroups that such a 

decomposition y ie ld s. Although i t  is  true in some cases that 

th is number coincides with the order of generation of S0(n) by 

the one-parameter subgroups of the corresponding generating set, 

in general th is number is  ju st an upper bound on the order of 

generation.

DEFINITION 3.2. -  The number of generation of S0(n) is  the 

upper bound on it s  order of generation 

resu lting from a decomposition of S0(n) 

into r one-parameter subgroups when SO(n) 

and subsequent symmetric subgroups are 

decomposed according to the symmetric space 

structure in §2.

Whereas the order of generation only depends on the generating 

set, the number of generation is  a lso  a function of the decomposition 

chosen.

Now, lemma 2.2, §2. can be restated as follows

Lemma 3.4. -  The number of generation of S0(n) corresponding 

to a decomposition of S0(n) by one-parameter 

subgroups of the form exp(tA^) increases with p
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being minimal (equal to the dim of S0(n)) 

when S0(m) , Y m c (3 ,. . . ,n )  is  decomposed 

as in I ,  52. with p = q or p = q+1 (p+q = m) 

and being maximal when S0(m), Y m c {3 ,.. .,n }  is  

decomposed with p = m-1, q = 1 .

Lemma 3.5. -  The card ina lity  of the generating set of so(n)

(or S0(n)) corresponding to a decomposition of 

S0(n) decreases when p increases, being minimal 

when S0(m) , 2 < m s n is  decomposed according 

to the symmetric space structure in I ,  with p = m-1 , 

q = 1 .

Proof -  I f  Y  i = 0 , l, . . . ,n -3  SO(n-i) is  decomposed according 

to the symmetric space structure in I ,  §2. with p = n - i-1 , q = 1 , 

the resu lt is  the decomposition

so (n) = Kn- 2An-2Kn-2An - lKn -2An-2Kn-2 -----  Kn -2An-2Kn-2Al

Kn-2An-2Kn-2 ,M  Kn -2An-2Kn-2An - lKn-2An-2Kn-2 *

where Kn 2 »An_2»•••»*2»Ai are d ist in c t one-parameter subgroups 

of the form exp ftA ^ ) . So, the generating set of so(n) contains 

n-1 elements and i t  is  c learly  a minimal generating set (lemma 3.1.).
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To prove that (generating set) increases when p decreases, 

i t  is  su ffic ien t to show that i f  for a certain i , SO (n-i) is  

decomposed as in I 52. with p < n -i-1 then -if. (generating set) 

is  greater than n-1 . Without loss of generality i can be 

taken equal to zero. Now S0(n) = KAK with K = S0(p) *  SO(n-p) , 

p < n-1 and A is  n-p dimensional. Then, (generating set) 

i  (p -1) + (n -p-1) + n-p = 2n - 2 - p>n-l . (p -1 and n-p -1 being

the cardinal number of minimal generating sets of S0(p) and 

SO(n-p-l) respective ly.) Clearly 2n-2-p increases when p 

decreases and the re su lt  of the lemma follows.

□

I t  is  clear from lenma 3.4 that, although the number of 

generation of S0(n) by one-parameter subgroups of the form 

exp(tA.jj) is  minimal when ¥ m s.t .  3 s m s n , S0(m) is  

decomposed as in I ,  §2 . with p = q or p » q+1 (p+q = m), the 

generating set of S0(n) corresponding to th is  decomposition 

contains more elements than the generating se t corresponding to 

any other decomposition based in I ,  52. (lemma 3.5).

In the next chapter only generating set o f S0(n) with e ither 

n or n-1 elements w ill be considered. The reason fo r that choice 

w ill become clear la te r. Now, two decompositions of S0(n) are 

found to give generating sets of S0(n) with n-1 and n elements.
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Lemma 3.6. - 1) The generating set corresponding to a

decomposition of S0(n) by one-parameter

subgroups o f the form exp(tA. .) re su lting
■ J

from decompositions of S0(n) and subsequent 

symmetric subgroups as in I ,  §2. contains 

n -  1 elements i f f  p = m -  1 , q = 1 for

every m , 3 s m s n .

2 ) The generating set corresponding to a

decomposition of S0(n) by one-parameter sub

groups re su lting  from decompositions of S0(n) 

and subsequent symmetric subgroups as in I ,  §2. 

contains n elements i f f  fo r some m-j e [4,n] n TL 
S0(m-|) is  decomposed with p = m.j-2, q = 2 

and S0(m) , me [3,n] n Z , m j- m̂ is  

decomposed as in 1) above.

Proof -  1) i s  obvious from lemma 3.5. Without lo ss o f generality, 

2) can be proved when m̂ = n . Then S0(n) = KAK with 

K = S0(n-2) x S0(2) and A 2-dimensional. Now S0(n-2) and 

subsequent symmetric subgroups are decomposed as in  1) above, and 

the corresponding generating set contains (n-3) + 1 + 2 = n e le 

ments. Now the lemma follows as a consequence of lemma 3.5.

□
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lhc next lemma, included here ju st fo r the sake of completeness, 

is  given without proof. However, i t  follows e a s ily  by using arguments 

s im ila r to those used to prove the la s t  2 lemmas.

Lemma 3.7. - I f  SO(m^) , fo r some m̂  c C3,n] n TL i s  decomposed 

as in I ,  section 2 , with p = (m ^-l)-i , (1 *0 ,1 ,. . . ,  

m^-3) and q = i+1 and S0(m) Y m  ^  , 

m t [3 ,n] n Z is  decomposed with p = m-1, q = 1 , 

then the corresponding generating set of S0(n) 

contains (m̂  - 1+ i)  elements.

Next theorem contains the main re su lts, in th is paragraph, 

which w ill be used la te r in chapters I I I  and IV.

THEOREM 3.1. - 1) S0(n) is  uniformly f in it e ly  generated by 

(n -1) one-parameter subgroups (picked as in 

lemma 3.6-1)) and the number of generation 

i s  2n_1 - 1 .

2) S0(n) is  uniformly f in it e ly  generated by 

n one-parameter subgroups (picked as in 

lemma 3.6-2)) and the number of generation

is  2n" 2 + 2 .

Proof - The f i r s t  part of 1) and 2) is  a consequence o f lemma 

3.6-1) and lemma 3.6-2) respectively.
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Now, i f  the decomposition mentioned in lemma 3.6-1) is

applied to S0(n) and subsequent symmetric subgroups, the re su lt

is  the equation (1.2) with G = S0(n) , i = n-2 . One has Kn_^ = 50(2)

occurring 2n" 2 times and A. , 1 s i s n-2 , occurring 2̂   ̂times.
n ? n-2 • , n-2 • .

Thus S0(n) is  a product o f 2 c + l 2 1 = r 21 = 2n_l - 1
i= l i =0

subgroups.

On the other hand, i f  the decomposition i s  as in lemma 3.6-2)

(with m] = n) , S0(n) = S0(n-2) S0(2) A S0(2) S0(n-2) , with A a 

2-dimensional abelian subgroups and hence S0(n-2) = K^A^K^A^^ .. ..

A1 .... A.jiKjA.jK.j with i = n-4 . This decomposition of 

S0(n-2). is  as in 1) above and so S0(n-2) is  a product of 

2n" 3 - 1 one-parameter subgroups. Then S0(n) is  a product 

of 2(2n' 3 - 1+1) + 2 = 2n’2 + 2 subgroups.

D

Remark - I t  is  easy to conclude that in particular

{exp(ti Ain ) , i = l , . . . , n - l ; t ,  e IR> is  a generating set sa t is fy in g

Theorem 3.1-1) and {expft^A^ ^+.|); i = l , . . . ,n - l; t ^  « F)Uiexp(tA^n )}

is  a generating set sa t is fy in g  theorem 3.1-2).
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CHAPTER I I I

UNIFORM FINITE GENERATION OF SO(n) BY ONE-PARAMETER 

SUBGROUPS GENERATED BY ORTHOGONAL PAIRS OF LEFT-INVARIANT

VECTOR FIELDS.



- 45 -

§1. PRELIMINARIES.

Let x = (X j.x^ ,. . . ,xm) , m = n(n+l)/2 be a vector in 

the m-dimensional real space IRm . With such a vector, an 

element X of so(n+l,F) defined by

0 x, x2 | x4 xm-n+l

-Xi 0 X3 ! x5 .

" x2 ~x3 

~x4 " X5

0

* X6

! X6 

r o

"m

" xm-n+l . . ! _xm 0

is  associated. A simple calculation shows that ¥  X,Y e so(n+l) , 

trace (XY) = -2 (x,y) . ((x ,y ) is  the inner product of x and y .) 

Since V X,Y « so(n+l),n  *  2,<X,Y> = trace (ad X ad Y) = (n-1) trace 

(XY) (Helgason [2, p.189D) i t  follows

V X.Y c so(n+l ),<X,Y> «= -2 (n-1 )(x,y)

i.e. X and Y are orthogonal with respect to the k i l l in g  form i f f  

the corresponding vectors x and y are orthogonal.

A canonical representation of so(n+l) as ^ en
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defined with canonical basis elements e j ^ , . . . ^  representing 

A12*A13...... An,n+1 respectively.

V A  t so(n+l) , the induced representation of ad A i s

the mxm skewsymmetic matrix E a..A .. , where A., are
H icjsm  1J

the canonical basis elements of so(m) and exp(t ad A) acts 

on the (m-1)-dimensional unit sphere imbedded in IRm .

Now, i f  S0(n+1) is  decomposed as in I,  chapter I I  with 

p = n , q = 1 and the corresponding direct sum decomposition of 

so(n+l) i s  considered i.e. so(n+l) = T 9 P , T = so(n) ,

P = spaniAj n+i , i « l , n }  and i f  in particu lar

A = E a.. A.. £ T , since both T and P are invariant 
ls i< jsn  1J 1J

subspaces of ad A , the induced representation of ad A is  

the mxm matrix

' aiJrA | o '
, 0  ! adpA

where adj-A and adpA are the induced representations o f ad A 

restricted to T and P respectively. Hence, since P i s  a 

n-dimensional vectorspace with canonical basis elements
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a. .(6 . A. . - 6 . A. . 
i j '  jp i,n+ l ip j,n+l

¥  p = i t  follows that the induced representation of

canonical basis elements of so(n) and so exp(t adpA) acts

P is  isomorphic to r "  (S i,  chapter I I ) ;  it s  canonical

52. THE USE OF PERMUTATION MATRICES IN CONSTRUCTING ORTHOGONAL 

PAIRS {A,B} OF VECTOR FIELDS THAT GENERATE so(n) AND 

THE UNIFORM GENERATION OF S0(n) BY exp(tA) AND exp(TB)

Since SO(n+l) is  semisimple, there are pa irs {A,B} of 

vector f ie ld s  that generate so(n+ l) (T.3.1, chapter I ) .  I f  

exp(tA) and exp(sB) are compact theorem 1.1. (chapter I)  can 

be applied and S0(n+1) is  uniformly f in it e ly  generated by these 

one-parameter subgroups.

adpA is  the n*n matrix I  a .. A!. 
K ls ic j s n  1J 1J

where A!, are the
■ J

basis elements viewed as vectors in Sn-1

In  th is  section, pairs {A,B} of generators of so(n+l) , 

orthogonal with respect to < • , * > ,  that generate compact one-
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parameter subgroups are constructed and the number of generation 

of S0(n+1) by exp(tA) and exp(sB) is  found.

Permutation matrices p lay  a very important role in  th is 

chapter.

A real matrix P“ sa t is fy in g  P“e.. = ai e ^ . j  , 1 s 1 s n ,
2

a. = 1 , n a permutation on n le tte rs, is  a permutation matrix.
n

The following results are standard. P“ e S0(n) i f f  n a. ■  1 (*1) ,
n i * l  1

n is  odd (even) and n cannot be written as a product of d isjo in t  

cycles i-ff P“ has no invarian t subspaces.

Since S0(n) is  connected and compact, the exponential map 

exp:so(n) S0(n) is  onto (Helgason [2, p . 1353). So, i f  P“ is  

a permutation matrix in S0(n) , viewed as an endomorphism of 

the canonical representation of P (P defined as in  S i. ) ,  there 

ex ists  A“ e so(n) such that the induced representation of 

exp(adpA“ ) coincides with P® . Assume that P° has no 

invariant subspaces. Hence, (P®)n = i  I n and 

0n «= {exp(t ad A“ ), k. f)+1 ; t c R, i c (1, —  ,n}} i s  a compact

subset of P which contains the elements A1 n+i» * * *» An n+] •
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THEOREM 2.1. - For n z 3 , le t A“ e so(n+l) sa t is fy

exp(ad A“ ) = P“ , P“ a permutation matrix 

of P - span{Ai ^ , i = l , . ..  ,n} viewed in it s  

canonical representation, such that Jl is  not 

a product of d isjo in t  cycles and B « c so(n+l), 

then S0(n+1) is  uniformly generated by 

exp(tA“ ) and exp(sB) with nunber of 

generation 2n+1-l and A“ and B generate 

so(n+l) . I f  B = An n+i the number of generation 

may be reduced to 2 ^ - 3  . The elements A“ and 

» B are orthogonal with respect to the k i l l in g

form <•,•> on so (n+1) .

Proof - C learly i f  S0(n+1) is  generated by exp(tA“ ) and 

exp(sB) ; t ,s  cIR , then {A“ ,B)l A = so(n+l) .

I f  S0(n+1) is  decomposed as in  Lemma 3.6-1) (chapter I I )  

and so (n+1) decomposed according to the corresponding canonical 

decomposition i.e . so(n+ l) = T̂  9 with * sp an {A ^ ,2 sjsn + l} 

and T. = so (n - i+ l)  «= Ti+1 0 P .+1 , P .+1 = span{A.+1 ^ , i+ 2 s j sn + l)  , 

ls isn -2  , since A. = exp(A..) and Â  is  a one-dimensional 

subalgebra contained in P.. i t  follows that the set {A. n+^ , i» l, . . . ,n )  

contains a generator for a candidate A  ̂ for ls isn -1  . Hence, the 

L ie  algebra T j » so(2) in th is decomposition is  generated by
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An n+i . Then, $0(n+l) is  uniformly generated by the n one- 

parameter subgroups generated by { p+^ , i = l . . ,n), with number 

of generation 2n-l (Theorem 3.1-1), Chapter I I ) .  By construction 

of A“ and B there ex ist reals t | , . . . , tn such that 

exp(t.j ad AP ' B * Ai,n +1 • 1 s isn  . Using the Baker-Campbell - 

Hausdorff formula i t  follows

exp(s i Ai n+ i) = exP(t1*5)exp(s1B)exp(-t1̂ J) , s i t F .

Hence the 2n- l subgroups generated by (Ai n+^ , i» l , ...,n ) 

appearing in the expression for S0(n+1) can each be expressed 

as a product of three one-parameter subgroups generated by A® 

and B . Taking into account the composition of terms with the 

same generator, a total number of subgroups 3(2n- l ) - ( 2 n-2) = 2n+^-l 

is  obtained.

I f  B = An n+.| , then each subgroup generated by

A1 n + l’ * " ,An-l n+1 a Product three one-parameter sub

groups generated by A“ and B , whereas each subgroup 

is  generated by B already. However, in th is case there are no 

composition of terms in the resu lting expression and S0(n+1) is  

written as a product of
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2n  ̂ h 3(2n ^-1) = 2n+  ̂ - 3 one-parameter subgroups 

generated by A“ and B .

By construction A“ = l  A. . ; B = I  6 -A. ,
n lsi<jsn 1J 1J ls isn  1 1,n+l

and c le a rly  <A“ ,B> = 0 .

□

lhe description that preceded Theorem 2.1 about permutation 

matrices and the way they act as elements of S0(n+1) on canonical 

basis elements o f so (n+ l) when so(n+l) i s  viewed as the real 

vector space ]Rn(n+l )/2 , can be explained in a d iffe ren t and 

very simple way, using ba s ica lly  the following re su lt.

Lemma 2.1 . - I f  P“ is  a real permutation matrix defined

by " !  ei = “i en ( i)  • 1 = 1...... n * “1 s 1 •

n a permutation on n le tte rs, then

if i , j  « {1 . . . ..n)

I  W V '  ■  “1 ‘ i  An(1),n (j)  '
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Proof - Let E-. be the nxn matrix defined by
* J

th
[ E ^ ] ^  = 6^ 6^  i.e .  E ^  is  the matrix whose r -column

is  the zero vector i f  r t  j and is  the vector ê  i f  r  ■  

C learly E( j -Ej1 • A(J . Since Pj e, -  a, en(() and

P„ e. = a- e_,.«
n j j n(j)

then

p;  Aij  = pn(Ei j - Ej i )  = “ i En ( i) , j  • “j En (j ) , i

An ( i) , n ( j )pn = ((fV  An ( i ) , n ( j ) )

"  ' ^ {PP  ^En ( i) ,n (j )  * En ( j ) , n ( i ) ^

/I r - I f S
■  (a i Ei , n ( j )  Bj t j , n ( i ) J

1 p _ 1 Ea. t n ( i ) , j ai n ( j ) , i  *

Hence, ai aj An ( i ) , n ( j )Pn = ai En ( i ) , j " aj En(j) ,i

j •

( 2 . 1 )

( 2 . 2 )

and (2 .1) and (2 .2 ) give
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F“ A . . = a . a, A ..x P.n ij  i j n ( i) ,n ( j )  n
î .e.

1  < • ?> '’ “ 1  “j a ti(1 ) ,n(J)

□

Now, i f  P“ is  assumed to have no invariant subspaces and 

belong to S0(n) , Pn = / P“ i Q\ c S0((n+1)

r«"T rJ
and -3 An e so(n+ l) s . t .  exp(An) = Pn . Since

' pn e i ‘  »1 en (i) 

\  Pn en+l "  en+l

i = 1 ,. ...n

(2.3)

An en+1 ‘ 0 and An
\a 1 1 
'n  | 0

0 , 0

so(n)

(exp A“ = P“ ) . Lemma 2.1 applied to (2.3) gives

Pn Ai,n+l Pn1 “ “1 An (i),n +1
and since
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(Pn)n = ± I i t  follows that ¥ i ,j = 1...... n 3 t.^ c 1R

such that e x p ^ a d A ^ . A .  ^  « Aj n+1 . Hence

0n = (exp(t ad \ ) - A i>n+1 , t c F  , i e (1. —  ,n)> is  a

compact subset of P (as previsouly defined) which contains 

the elements A. n+j , ¥■ i = l , . . . , n  and i f  B e 0n the pair

{A jj.B} sa t is fy  the conditions of theorem 2 .1.

Given a permutation matrix P e S0(n) , the existence of 

A c so(n) s . t .  exp(A) = P is ,  as already pointed, a mere 

consequence of the exponential map being surjective. Conditions 

on the entries o f A may be found using the fact that i f  P 

has eigenvector x corresponding to the eigenvalue X then 

A has the same eigenvector corresponding to the eigenvalue 

€, = log.x , fo r some e .

The follow ing re su lts are standard. I f  and are 

any two permutations on n le tters that cannot be written as a 

product of d is jo in t  cycles, the corresponding permutation matrices

P and P„ are conjugate l.e . there e x ists  a permutation
nl n2

matrix U s . t .  U P„ U_1 = Pn I f  x is  an eigenvector of
“1 n2 •

Pn corresponding to an eigenvalue X then Ux is  an eigenvector
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of P corresponding to x . Hence, i f  P c S0(n) and 
"2 nl

exp(A ) = P for some A„ c so(n) , i t  follows that 
nl nl nl

U exp(An ]) IT ' *  « y u - 1 -  ?h

or exp(UA U '1) = P .
nl h

Since U is  a permutation matrix (the matrix of a

permutation n) and A = E a.. A., i t  follows from
nl ls i< jsn

lemma 2.1. that

U A U' 1
" l

Z
ls i< jsn ai j  An ( i) ,n ( j )  *

Clearly, conditions on the entries of a skew-symmetric matrix 

A s .t .  exp(A) = P for some permutation matrix P without 

invariant subspaces are su ffic ien t to derive conditions on the 

entries of any other matrix An sa t isfy in g  exp(An) = ? n 

(P^ and P conjugate).

Next, P is  the permutation matrix defined by Pe  ̂ = e^+1 , 

i = l , . . . , n - l  , Pen = ( - l ) n+1e1 and conditions on the entries of
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A s .t .  exp(A) = P are found. Both cases, n odd (even) 

w ill be considered independently although in a sim ilar way.

I - n odd

P has eigenvalues { x :x = n/T = e ^ klT’ ^ n ;k=0 ,l,. . .  ,n-l >

with corresponding eigenvectors {x = (xn" 1,...,x^,x.l)t )

A = l  a.. A.. sa t is f ie s  Ax *  e.x where = log X , 
ls i< jsn  1J 1J X x e

for some' e . In matrix form the equation Ax = ? xx can be

written as,

0 al2 a13 aln x" ' 1 s 5X 1 xn- ]

* a12 0 a23 " •  a2n
x" ' 2 xn' 2

* a13 * a23 0 ;
•

•

• • * V i/ i X X

\ * aln _a2n ”  ”an-l ,n 0
1

i
1

x "-Za,2 ♦  xn~3a « l . n -1 *  a l.n  "  1

- ‘" ' ' a ,2 *  » " '3»23 ♦ •••♦  *a2,n-l *  a2n

_,n-l - xn' 2a
^ x aln X a2n

5X X

n-1

n-2

So,

1)

2 )

L,
(2.4)

* 1 nn-l ,n
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M ultip ly ing the equations 1), 2 ) , . . . ,  n) in (2.4) by 

1/An 1 , l/xn 2 , . . . , l/ x ,  1 respectively and since xn *  1 

implies xn p = l/xp , ¥  p , i t  follows

A ,n-2 , ,n-3 2
12 + X ai3  + A *14 +,<,.+ A a, n , 1 ,n-l

. ,n-l n-2 A ,3
12 + A + A a24 *+ X a2,n-l

'  » " ' S .  » V l . n  ‘

i .e.

5A
t

a" ' 1
t

a12 a23 a34 - "aln

5A
a" ’2 a13 a24 a35 "a2n

• a14 a25 a36 *a3n

• • %
•
•
• • •

X al,n- l a2,n-2 _a13‘ ” *an-2,n

1 ’ \ aln _a12 ”a23’‘ ' " an-l,n ,

This implies that the entries of A sa t is fy  the following 

set of lin e a rly  independent equations.
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(
a12 = a23 = a34 = = an -l,n  = ' aln = “l

al 3 = a24 = a35 = ” • = an-2,n = _al ,n-l = ’ a2n = a2

14 = a25 = a36 = " *  = an-3,n = ' al,n -2  = ' a2,n-l ~ *a3n "  °3V:
where a1 , a2 . . . . .  01 (n_ i)/2 are rea  ̂ numbers sa t is fy in g  the 

equation

n-1 n-2 . . . (n-1)/2 . - (n -1)/2
X a-|+X a2+ . . .+ X ' a,_ . w o 'Xa (n -l)/2’ a * ” “(n -1)/2‘

,-(n -2 ) - (n -1) _ r
a2‘ X al *X

i .e.

- 1  2 - 2
■<*1 (x-x )-a 2 (X -X )-  . . .  -a (n- l) / 2 ( x (n *l)/2-x "(n’ l) / 2j .

i (arg x + 2k^n) , ¥  x = n A  and some kx c 2

Then, the matrix A has the following form
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(n -1)/2 . .
with - I  a ^ A - A  ) = i(e+2kxn) , V X = /T , kx e Z  .

1=1
(e = arg A) .

Now, le t  xk = e2wlk/n , k = 0 , . . . ,n - l  denote the n 

eigenvalues of P . I f ,  in equation (2 .6 ), A is  replaced by 

Ak , k = 0, . . . ,n - l  one obtains a system o f n equations the

(2.5)

( 2 .6 )
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f i r s t  of which i s  verified V-ar ...,a(n_i)/2 . kX() 0 since

Aq * 1 . The remaining (n -1) equations can s t i l l  be reduced

to a system of (n -l)/2 equations. In fact, ¥  j = 1 . , (n- l )/2 ,

x . = xj1 , e . = 2n-e. and i f  one chooses k, = - 1-k. ,
n -j J n-j j V j  Xj

the f i r s t  ( n - l)/2 equations are nothing else but the la s t  

(n-1 )/2 . Hence ¥  j = 1 .... ,(n -l)/2  , = je1 ,

X. - xT1 = 2i Im(A.) = 2i s in  0 . thus the equation (2.6) gives 
J J J J

r ise  to the follow ing system of (n -1)/2 equations in the (n-1 )/2 

unknowns “]•••• »a (n_-| )/2 w>ien * runs over  ̂ =  ̂•• • • * ( n_l)/ 2)

/ ( n - l)/2
e - 2 sin (te^) = e.| + 2nk1 

i= l

(n-1)/2
E - 2 s in (2t01) = 201 + 2nk2 (2.7)

(n-1)/2 
E - 2 

t=l
s ^n( ) = (n-1 ) /2 + 2nk^n_^j^2

for some *!••••*k(n-l)/2 4 Z  » el = 2n/n *
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To summarize, i f  n is  odd and P is  the matrix of the 

cyclic permutation on n letters,the matrix A e so(n) sa t is fy in g  

exp(A) = P has the form (2.5) and it s  entries sa t is fy  the system 

(2.7).

Remark - Since the elements belonging to each row of A are

permutations of ,a2 ’ * * *a (n - l)/2 ,-a (n_l)/ 2 ’ *

-a2 ,-a1) it s  sum is  zero. Thus, as expected, A 

annihilates the vector (1,1 , . . . ,1)*  that is  

fixed by P .

I I  - n even

In th is  ca se , P is  the nxn matrix

P = 0 0 .. .  0 -1

1 0 ••• 0 0

0 1 ••• 0 0

0 0 0

Its  eigenvalues (x:x =

have corresponding eigenvectors {x =
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From the equation Ax = £ x with A = e a ..A .. »
A ls i< jsn

s logQX , fo r some e one obtains, as in I ,  the systemA 0

(2.4). M u ltip ly ing the equations 1 n) in (2.4) by

l/x " ' 1 , l/xn' 2 , . . . , l  respectively and since xn = -1 implies 

Xn P * -X P , ¥ p i t  follows

(  _ ,n - l . xn-2 _ . 2  .X a]2 x a13 ... x a1>n_1 x a ]n e,

"  X al2 A"  a23 "  _a3 a2,n-l '  A a2n = 5X

a, , , - » " '2 »z„ t x

Therefore, the entries of A s a t is fy  in th is case the follow ing 

set of equations

a12 = a23 an -l,n  = a ln = °1

a13 = a24 “ = an-2,n = a l,n - l  = a2,n "  °2

a14 = a25 a ••• ■  an-3,n = al,n -2  “ a2,n-l = a3n = °3
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with ,a2>. . *an/2 sa t isfy in g  the equation

r /,2 ,.(n-2)/2 -(n-2)/2.
*  -a.|(X-X ) - a? (X -X ) - ...  " a fn_2 \/9 (x X )(n-2)/2 '

' an/2X
n/2

-21a1Im(X)-2ia2Im(X2)- ... - 2 ia (n_2)/2I" '(X (n' 2)/2)- 

- i  an/2Im(Xn/2) = i(argx+2nkx ) , V X = , kx c 2  .

Then the matrix A has, in this case, the form

( 2 . 8 )

0
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'  c n/2
with "  2 E1 ai I m(x ) ’ an/2I m( * ) *  argX + 2nkx ’

¥ X = , kx e 2  .

Let x  ̂ = e^2k ^ )n/n t k « denote the n

eigenvalues of P . Since ¥  j = l , . . . ,n / 2 ,  Xn * xj^ »

V ( J - l )  *  2n - »J i f  one chooses kn - (J - l)  *

¥ j = l , . . . , n /2 , the system of n equations obtained from

(2.9) by replacing x by x  ̂ , k = l , . . . , n  becomes reduced to 

a system of n/2 equations on n/2 unknowns a.j,...,an^2 •

Hence, ¥  j = l, ...,n /2  , 6. = ( 2 j - l) e ] , (X j)n/2« i  (-1) i f  

j i s  odd (even) and the system has the form

(  (n-2)/2
^  -2ot s in ite^  - on/2 - e1 + 2^  

(n-2)/2
£ -2a]l sin(3e.e1) + an/2 *  3e1 + 2nk2

\

(n-2)/2
E ~2a sin((n—1) ie ,) + (-1) 

t* l £ 1

l+n/2an/2 (n - l)e 1 + 2nkn/2

(2.9)

( 2. 10)
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for some kj »1^,. • • .kn/2 £ 2  , e1 = n/n .

I t  is  clear from (2.10) and a lso  from the condition 

(A,B>l ^ *  so(n+l) when B = An n+  ̂ (for instance) that

an/2 f« 0 and Bi =» 0 , 1 = 1 , . . . ,(n-2)/2 cannot happen. In

fact, i f  that was the case, equations 1) and 2) in (2.10) would 

imply k1 + k2 = -2/n which is  impossible.

The next lemma gives conditions on the entries of A which, 

although im p lic it in (2.10) are not immediately detectable.

Lemma 2.2 . - I f  the entries of A given by (2.8) sa t is fy  * 1 2

= 0 , ¥  k even (a^ = 0 , ¥  k odd) then 

exp(A) ^ P  . (P as defined e a rlie r .)

To prove the lemma certain properties of the n-th roots 

of (-1) are used. Although standard, they are recalled before 

the proof is  given.

Let Rj = UeC : Xn = 1} , R ^  - {X«C : xn *= -1}

1 - ¥  n,k e Z  , e(Zk" 1),n/n « R ^

2 - X « R”i and n even => xk e R ^  (xk e r" )

i f  k is  odd ( i f  k is  even).
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3 - x c R"i and n even =0-x e , x*^ < R^

4 - x c R^i and n even => a) Im x^ = | Im(-x)k , k even

■ Im(-x) , k odd

b) Im x Im(-x’ ^)k , k odd 

V lm (-x '^ )k , k even.

Proof o f  lemma 2.2 - f  x c r"| , n even

V' c l ' c o n/2
V  -2i I  Im(X*) - i an/2 Im(xn/<f)

Assume that ¥ i odd , ajL = 0 . Then,

2k,= -2 i E a2k Im(x ) - 1 an/, Im(x / t),n/2.

k=l n/2

for some integer k̂  , (the la s t  term only i f  n/2 is  even).

A mere consequence of property 4-a) above is  that, in th is  case, 

which is  impossible since the condition exp(A) * P 

implies that the eigenvalues o f A are d istinct.

On the other hand, i f  ¥  i even, ot - 0 ,

■  - 2( “2K-1 > " I» 21“ ' )  • '  °n/2
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for some integer (the la s t  term only i f  n/2 is  odd). 

Now property 4-b) above, im plies 5, = 5 i which is

impossible. The proof is  complete.

□

Example 2.1. - G = S0(4) .

A = z a . . A.. 
Is1<js3 1J

* P = 0 0 l ’
1 0 0

* 1° 1 0

Eigenvalues of P : {1. e2, i /3 , e4* i/ 3}

Eigenvectors of P = (x • (A"2,X-' ,1)* : x

Ax = e^x can be written in matricial form

’12

•a,2 0

al 3 “a23

23

-2 -2
X = *x X

-1 -1
X X

1 1
\ 1

Hence
-1 -2

X
fl12 + a13 *  X ?

-2 -1
-X a12 + a23 “ X C

-2 -1
-X a13 • X a23 *  K.

or xa12 + a13

"XZa12 + xa23 =

-x a]3 - x a23



If in particular B = since P e3 = e.| , P̂ e-j =■ e2 it

_1 - * p2a , . p‘2 = Aj 4follows from lemma 2.1 that PA^P

2A l 2A34 -2A *2 ^ 4e e e = e

¥ t , , t 2 c IR .

Now, i f  S0(m) , m = 3,4 are decomposed as in I,  Chapter I I  

with p = m-1 , q = 1 one obtains

S0(4) = K2A2K2A] K2A2K2 where the

one-parameter subgroups and Â  can be chosen to be

generated by AJ4 , A ^  and A14 respectively. C learly, the

final re su lt is
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e,B 2A e?B -2A e,B A e.B -A 0rB
S0(4) = e e e  e e J e e  e e

2A e6B -2A e?B e e r  .
e e e e 1 7

Thus, S0(4) is  uniformly generated by exp(tA) and exp(sB) 

and the number of generation is  13.

Remark - As a consequence of the defin ition  of P i t  is  clear 

that {exp(tA) .A ^ . t  c IR} is  also compact and contains the 

elements A.^ , A13 and Aj 3 . However, none of these vector 

fie ld s is  a candidate for an element B that s a t is f ie s  

{A,B>L A = so(4) since A c T = span{A12 . A ^ ^ - j }  . This

argument is  a lso  va lid  in general.

Theorem 2.1. establishes an upper bound fo r the uniform 

f in ite  generation of S0(n+1) by one-parameter subgroups 

generated by A“ and B . In particu lar, for n = 3 the number 

of generation is  13. However, even fo r S0(4) a p a ir  of 

generators {A,B} of so (4) can be found such that every element 

of S0(4) may be written as a product of 11 elements from exp(tA) 

and exp(sB) . Let A = A^2 + A ^  , B « A ^  . Then 

exp(t ad A ).B = A ^ (J -J  c o s^ t )  + A ^ (J+ J  c o s^ t )  + A2^(sin»£t)/*2 

Now set S0(4) - K-jÂ K-j with T̂  = L(K^) c span{A^3 ,A ^ ,A 3^},
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A1 = L(A1) = sp an fA ^+A ^ } c P1 = span{A12 .A ^ .A ^ }  .

K1 = With T2 = = s Pan{A34} •

A2 = L(l^) = span{A14> c ?2 = span{A13,A14} .

Thus S0(4) = K2A2K2A] K2A2K2 with

*2 = {exp(tA34) , t  € IR} , Ä2 = {exp(tA14),t c 1R} ,

A1 = (exp(tA34) ,t c 1R) .

Now i f  xo s  Si. tQ = -1 , exp(tQ ad A ).B = A14 so that 

exp(tA14) = exp(t0A)exp(tB)exp(-tQA) . Hence for each 

g c S0(4) there e x is t  rea ls t | , . . . , t 7 « 1R s.t.

g = exp(t.|B)exp( t0A)exp(t2B)exp(-t0A)exp(t3B)exp(t4A)

exp(t5B)exp(t0A)exp(t6B)exp(-tQA)exp(t7B) .

Theorem 2.1 gives a crite rion  for constructing pairs of 

generators o f so(n+l) that sa t is fy  some requirements. The 

following statement i s  a consequence of Theorem 2.1.

"Given B = Â  n+1 , i « { l , . . . , n }  , there e x is t s  a c la ss 

of vector fie ld s of so(n+l) orthogonal (with respect to the 

k il l in g  form) to B , such that V-A cU*| , {A,B}^ ^ * so(n+l) ,

( 2 . 11)



exp(lA) and exp(sB) , t , s  e R are compact and uniformly 

generate S0(n+1) with number o f generation 2n+^-3".

This statement deserves some comnents. At f i r s t  glance, 

when i f  n the re su lt concerning the number of generation 

seems to be more general here than in Theorem 2.1. However, 

given i e { l , . . . , n - l } ,  S0(n+1) and subsequent symmetric sub

groups S0(m) , 2<msn+l can be decomposed as in I ,  Chapter I I  

with p = m-1 , q = 1 in  such a way that Kn » S0(2) = exp(tA.. n+^) 

and {Aj n+i i j  = l , . . . , n ; j  / i )  contains the generators o f

An_i,An_2 * ’ ••»^i • Such a decomposition only d iffe rs  from the

one made to prove Theorem 2.1 by conjugacy. For example, take

B = An_i n+.| . There e x is t s  an automorphism of so(n+l) defined

by X +  e X  e^ , where A has the form (2.5) ((2 .8 )) i f  n

is  odd (even) that maps Ar n+j into An_i n+j . Under th is  ^

automorphism, the d irect sum decomposition so(n+l) = T , 8 ( ® P .)
n_l 1-n-l 1

where P. = span(A. . ; j  = i+ l , . . . , n + l )  , i = l , . . . , n - l
I IJ

and Tn  ̂ = 1R Ap n+j , re su lt in g  of decompositions of the 

orthogonal synmetric Lie  algebra (so(m),om) corresponding to 

the decompositions of the symmetric subgroups S0(m) , 2 < m s n-1 

(as in I ,  Chapter I I )  g ives r ise  to a d irect sum decomposition



-  11 -

1 . 1
so(n+l) = T^_j 0 ( 5  F^) where

p ] « span{e’ AA.j eA , j = i+1 » • • • »n+1} , i =

and

Obviously

Thus, taking A] = exP(tAn ,n+ l ) » Aj = exp( tAi - l  ,n+l^ * 

i = 2 , . . . ,n - l  and <n = exp(tAn_.| n+j) i t  follows that

when 1 c { l , . . . , n }  .

The statement (2.11) is  a weaker form of Theorem 2.1 since 

many candidates fo r B are ignored due to d if f ic u lt ie s  in 

characterizing elements that belong to the o rb it 0n (defined 

in Theorem 2.1) and are not canonical basis elements.

The c la ss Jl^ of vector f ie ld s  is  c le a rly  defined by 

- {A|CSpan{A.jjii,j>l, . . . ,n ;i< j) : expA1 * UP^U 1 fo r

the number of generation 2n+^-3 does not depend on B = A. n+j
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some permutation matrix U} 

and
V n  *‘1

• Pniei i e nl ( i ) l Ÿ U 1 ...... " - I « )

I l  2 3 . . . n  n+1 \ .

1 \ 2 3 4 ... 1 n+1 /

The follow ing lemma is  given without proof. I t  states an 

even more general re su lt than (2 .11).

Lemma 2.3. - Give B = Ai n+1 , i £ { l , . . . , n }  there ex ist 

two classes tA^ and of vector fie ld s 

orthogonal (with respect to < • , * > )  to B 

such that ¥  £ t ^  (k = 1 ,2) , {Ak ,B}^ A = so(n+l),

exp(tAk) and exp(sB) are compact and 

uniformly generate S0(n+1) with number of 

generation 2n+  ̂ - 3 .

is defined as in (2.11) and 

J = {A ^ span^  r :s,r«{l, . . . ,n+l}\{i);s < r} s.t.

e x p ^ )  = u Pn U_1 for some Permutation matr^x u) »

pn2 ej “ en2( j ) '  ¥ j = ’ pn2en+l *  (_1) en2(n+l)
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c / 1 2 ... i -1 i i +1 ... n n+1 

\ 2 3 ... i+1 i i+2 ... n+1 1 ,

Note that B = n+1 also belongs to the minimal generating

set {A ^ ,  j = 1 ...... i - 1) u {Ai j , j = i +1, —  ,n+l } and

when the pair {B .A ^  , is  considered, th is  minimal

generating set plays the role in the proof o f Lemma 2.3.

After a ll the comments made throughout th is section, the 

next theorem is  c le a rly  a summary of previous re su lts.

THEOREM 2.2. - Given B = A, . « so(n+l) there e x is t  *
* J

two classes and of vector f ie ld s  

orthogonal (with respect to <•,•> to B 

such that ¥  A  ̂ e «À>k (k = 1,2)

{B,Ak} L.A = s° (n+1) • exP(tB) and 

exp(sAk) are compact and uniformly generate

S0(n+1) with number of generation 2n+  ̂ - 3 .

= {A1 £ span{Ar  s ,r , s  £ {1 »... ,n + l} \{ i)  , r  < s }  s .t .

exp(Aj) = U P„ U for some permutation matrix U}
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n+1
»here Pnjer . e„](r) , r . 1......n , P , ^ ,  ■  (-1) e„)(l,t1)

and n1 = 1 2 ... i -1 1 1+1 ... n n+1 1

\2 3 ... 1+1 i i +2 ... n+1 1 / .

= {Ag e span{Ar s »r,s e (1 ,... ,n+l } \ { j ) ,  r < s> s.t. 

e x p ^ )  = U P„ U_1 for some permutation matrix U)

where P ep = e (p) , r  = 1 ...... n . = (-1 » " ^ ( n + l )

and

n2 = 1 2 .. .  j -1 j j +1

l 2 3 ... j+1 j j+2

n n+1

n+1 1
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CHAPTER IV

UNIFORM FINITE GENERATION OF SO(n) BY ONE-PARAMETER SUBGROUPS

GENERATED BY NON-ORTHOGONAL PAIRS OF LEFT-INVARIANT VECTOR FIELDS.
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Si. THE USE OF PERMUTATION MATRICES IN CONSTRUCTING NONORTHOGONAL 

PAIRS {A,B} OF VECTOR FIELDS THAT GENERATE so(n) AND 

THE UNIFORM GENERATION OF SO(n) BY exp(tA) AND exp(xB).

The order of generation of SO(3) by two one-parameter 

subgroups exp(tA) and exp(sB) is  a function o f the angle 

between the axes of rotation of both rotation subgroups being 

minimal when th is angle is  n/2 , that is  when <A,B> = 0 . 

(Chapter I ,  theorem 2.1 and theorem 2.2).

The order of generation problem for S0(n) is  certa in ly more 

complicated when n > 3 , the main d if f ic u lty  being a consequence 

of lack o f a complete characterization of pairs o f generators of 

so(n) . Even when a pair {A,B} is  known to generate so(n) , 

the number of generation depends on the decomposition of S0(n) 

used and also on the relation between the pair (A,B) and the 

generating set of so(n) corresponding to that decomposition.

In Chapter I I I ,  pairs {A,B} of generators of so(n) , 

orthogonal with respect to the k i l l in g  form, were constructed 

and an upper bound on the order of generation o f  S0(n) by the 

subgroups generated by A and B was determined.
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In th is  chapter, pairs o f generators of so(n), nonorthogonal 

with respect to the k i l l in g  form, w ill be constructed and the 

uniform generation problem of S0(n) p a r t ia lly  solved fo r these 

pairs. Again, permutation matrices play an important role in here.

The diagram below, already used in Chapter I I ,  showing the 

canonical basis elements of so(n) wi l l  be often referred to through

out th is paragraph. It s  use comes from the fact that i t  provides 

a good v isu a liz a t io n  of some o f the resu lts obtained here.

A13 A14 A15 Al,n -1 Aln

A23 ^ 5 1C ^ n

A34 A35 •”  A3,n-1 A3n

A45 A4,n-1 A4n

An-2 ,n -l An-2 ,n 

An -1,n

Diagram 1.1.

Let A « so (n ) be defined as in (2.5) ( (2 .8 )),  Chapter I I I  

i f  n is  odd (even) it s  entries sa t is fy in g  (2.7) ((2 .1 0 )), Chapter I I I .
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As a consequence o f the condition exp(A) = , where

Pnei = en(i) * 1 = 1... 0-1 • Pnen * ( -1 )n+len(n)*" =( 2 3..J) *

together with lemma 2.1 (Chapter I I I ) ,  the canonical basis 8 of 

so(n) can be divided into [n/2] equivalence classes. The 

equivalence c la ss of a certain element A ^  being the set of 

canonical basis elements that belong to the orb it of exp(t ad A), 

t e 1R that passes through A ^  .

Let [a,j] , i = l, . . . , [n / 2 ]  denote the equivalence classes. 

(The choice of th is  notation to agree with the structure of A.) 

Note that for a certain i , [a-]  i s  the set of canonical basis 

elements with coeffic ients ± in the expression of A . 

Clearly,

[ai ] = {Ak* e 8 : = i }  u {Ak i c 6 : l ‘ k s n_i}

¥  1 = l, . . . , [n / 2 ]  . I f  Bi and b,,^ denote {Ak i « 8 : t-k * 1} 

and {Ak c 8 : l- k  = n-1 > respectively, [ a ^  * Bi u 8n. 1 . 

i = l, . . . , [n / 2 ]  . Hence ¥ j =

% B j  « n-j 

the j-th

and 6 - can be seen as the set of elements along 
J

diagonal (counted from le ft  to right) in diagram 1.1.
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I f  SO(n) is  decomposed as in lermia 3.6-1) (Chapter I I )  

and so(n) decomposed according to the corresponding canonical 

decomposition i.e.

n-2
s° (n) ■  Tn_2 ® ( ®i ^  ■  span{Ai j , j = i+ 1 ...... n} ,

Tn-2 * K  An -l,n  since ‘ P1 • *  1 * ' ...... " ' 2

A.. i<+̂  can be chosen to generate Â  = exp(A^) and i t  follows 

that (Ai i+1 , 1 = l , . . . , n -2) u {Af)_1 p) * Bj is  a generating

set of so(n) and i t  is  minimal (see letmia 3.1.-Chapter I I ) .  

C learly [c^] is  a generating set since i t  contains B1 and 6  ̂ . 

i A 1 i s  not a generating set.

For n > 3 , let A c  so(n) sa t is fy  

exp(A) * P , Pn the permutation matrix 

defined by P ^  = en^ j  • 1

V n  ■  H ) " " 1« , ,.,  • »
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I f  B also belongs to 8 then the 

number of generation is  2n_1 + 3 and 

<A,B> is  not zero in general.

Proof - I f  S0(n) is  decomposed as in lemma 3.6-2) (Chapter I I )  

with m.| «= n and so(n) decomposed according to the corresponding 

canonical decomposition i.e . so(n) = 9 = so(n-2) 9 so(2) *

= so(n-2) 9 R  A12 , P1 = sp a n f iA ^ .j = 3 , . . . ,n )  u (A ^ . j  = 3 ,...,n })

n-2
and T2 = so(n-2) = Tn 2  © ( 9  P.), P. <= span{A.j,j = i+ l, . . . , n )

since is  a 2-dimensional abelian subalgebra contained in 

P.j and A., i s  a one-dimensional abelian subalgebra of P̂

V i = 3 ,...,n -2  , take Aj = RAln + RA23 , A  ̂ =IRA. ^ +1 ,

1 = 3 ...... n and T ,  -IRA„ . then S0(n) is  uniformlyt\-c n-i ,n

generated by the n one-parameter subgroups generated by [c^] 

with number of generation 2n  ̂ + 2 (Theorem 3.1-2), Chapter I I ) .  

That is

S0(n) * vKn-2An-2Kn-2An - 3 '* ' Kn-2An-2Kn-2Ah-3Kn-2An-2Kn-2* * *
^ --------------- ----------- — ----y  ' "*

••• V 3ltn-2>n- 2Kn-2/ ,p(tA l 2> A1 = *P (*A1Z> y ? An-2Kr -2 

An-3’ ” lin-2An-2Kn-2A3Kn-2An-2l(n-2 “ • An-3Kn-2An-2Kn-3, '
*
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t,s  £ F , Kn 2  = exp tAn l  n , Ai * L(A.) , 1 * 3 ,...,n -2  .

By construction of A and B there e x is t  reals t , , . . . , t n

s.t .  exp(t.  ad A).B = Ai i + 1  , i * l , . . . , n - l  , exp(tnadA).B » A]n .

The use of the Baker-Campbell-Hausdorff formula allows every one
n o

of the 2 + 2 one-parameter subgroups that appear in (1.1) to

be expressed as a product of 3 one-parameter subgroups generated

by A and B . Hence taking in account the composition of terms 

with the same generator a total number of 3(2n 2+2)-(2n 2+ l ) * 2n ^+5 

subgroups generated by A and B is  obtained.

I f  B = An 1 n , then the product *  in (1.1) contains

2n" 2-3 elements, the f i r s t  and the la st o f which is  exp(tB) and

after reducing the terms with the same generator in exp(tA12)Aj 

exp(sA12) a tota l number of 2(2n’^-3) + 9 = 2n ^+3 one-parameter 

subgroups is  obtained. The resu lt when B is  any element in 

[o j] n B is  a consequence of taking any decomposition of S0(n) 

that is  conjugate to the one considered above. Hence i f  

B t [d j] n B , <A,B> = -2(n-2) (a.b) , (a.b) « a ] where a

and b are defined as in §1 (Chapter I I I ) .  Apart from the case 

n = 4 , where cannot be zero (see Lemma 2.2, Chapter I I I )
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i t  is  not easy to see from conditions (2.7) and (2.10), (Chapter I I I )  

on the e n trie s  of A , whether or not can be zero. I f  however 

a-j can be zero, <A,B> = 0 . Otherwise <A,B> ^ 0 . Hence, i f  

*  ) (a;b)

°1 °1 1C O S  4> =  - - - - - - - - :- - - - - - - -  =  — -—  <  —  .
I|a|| ||b|| ||a|| /n

□

C lea rly , A and B can be replaced by UAU  ̂ and UBU  ̂

for some permutation matrix U without changing the re su lt.

I f  lenma 3.6-1) (Chapter I I )  is  used instead of lemma 3.6-2) 

in the proof above to decompose S0(n) as a product of one-parameter 

subgroups, only (n-1) generators contained in  [a^] need to be 

considered. The re su lt after applying Theorem 3.1-1) (Chapter I I )  

is  an upper bound on the order of generation of S0(n) equal to 

2n-l (2n-3 ) instead of 2n-1+5 (2n_1+3) . Hence, th is  decom

position  g ive s the same number of generation when pairs {A,B} , 

orthogonal with respect to <• ,•> , are considered as in  Theorem

2.1 (Chapter I I I ) .  These facts emphasize what has already been pointed 

out about the dependence of the number of generation not ju st 

on the p a ir  of generators but a lso  on the decomposition chosen and 

on the re la t ion  to each other.
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In the orthogonal case (Chapter I I I ) ,

A c span (A ..;i,j = l , . . . , n - l ; i  < j )  and the candidates for
* J

an element B cannot belong to span {A ..;i,j * 1 . .  ,n - l,1<j}
* J

since B has to sa t is fy  (A.B)^ A = so(n) . However, in th is 

case, other canonical basis elements than those already considered 

(which belong to Câ  D) may sa t is fy  our requirements. I t  is  not 

obvious which elements to exclude and which to consider as possib le  

candidates. The following lemmas c la r ify  the situation  and a 

complete c la ss if ica tio n  of canonical basis elements whose one- 

parameter subgroups generated by them together with exp(tA), t c F  

uniformly generate S0(n) , is  made. From earlie r results i t  i s  

known that i f  B belongs to the orb it o f exp(t ad A) that passes 

through ta^] for some k then ¥ A..̂  e [ak], 3 t^. « F  

s .t .

exp(t. . ad A).B
" J

A ^  . Thus, i f  [c^] is

a generating set of so(n) , exp(tA) and exp(sB) uniformly 

generate S0(n) . I t  w ill be proved that tt»k] generates so(n ) 

i f  and only i f  n and k are coprime numbers.

Let Bj , j = l , . . „ n - l  be defined as before. The follow ing 

notations w ill be used.
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-6j = {A£k < B : Akt e 6 j >; » {As r€B: A^c C Bi ]}

Lenina 1.1. -  CB1,0.3 = -B^U  B2i U (0) , ¥ i s (n -l)/2 .

Proof— Bi =
{Akt

e 8 : A-k = i ]
• ¥ Akt ’ Amn e ei

(*«■ i f  k = n 1)

[Ak i ’Amn] = ’ Akn
i f  A = m 2)

l° otherwise.

Si nee n-m = A-k * i i t  follows that in 1)

m-A = n - i-k - i * -2i + n-k = -2 i and in 2)

n-k = m +i+ i-i = 2i that is  Atm £ (’ e2 i)

and Akn « B2i • Thus Cb^.B^T c -B2 iU B2 iU {0} . On

the other hand ¥ A . e  B0 . there ex ist two elements Amn andKl c 1 mfi

A , in  B, s .t .  [ A . A ]  * A.  , . In  fact taking m ■  k ,
rs 1 mn rs k i

s *  A ,  n ■* r *  k+i , since A - k  *  2i i f  follows n-m «  1 and 

s - r  ■  i - k - i  * i i.e . Amn,Ars c B̂  . C learly ¥  Alk « ( ”©21  ̂ ’

e2i a" d \ k  ■  [W  w1th V \ r >  ‘ 6I « "  ib 0 « > -

So the re su lt follows.

□
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Lemma 1.2. - V i / 1 , ^  B .j belongs to a proper 

subalgebra of so(n) .

Proof - Let S * A . ( - B m,u6mJ U { 0 } . 6 - = (A « B :s-r = mi}-------- mdN mi mi mi rs

[em i* 6m =i [Ar. e *Ar cl m̂ i r]s1 r : V l ■  m.1 ^  s2*r2 * m21} *

Si nee
f ' V 2

i f r, • r2 1)

* V *
I f  r, ■  s2 2)

[A ,A  ̂ ] *
r l s l r2S2 i

"A|" lr2
i f  s, • s2 3)

V z
I f  s, ■  r2 4)

0 otherwise

i t  follows that in 1) s 2~s-| * s 2‘s i " r 2+ rl 1 (s2*r 2 ^ s l " r l^ *

*  (m2-m1)i , in 2) r ^  * r 2*Sl +lV S2 * " ( s 2 * 'V ' ( Sr r 1) “

= -(m1+m2)i , and s im ila rly  in  3) r ^ r ^  * - ( - r2+s2)+ (s1- r 1 ) ■

= (m1-m2)i and in 4) s 2* r 1 * s 2 'r 2+sr r l * (m2+n,i )"* • Thus
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□

The previous lemma applies whether or not n is  even. 

However when n is  even and i = 2 a more elegant proof can 

be given using the Weyl basis of so(n,C) . This proof w ill be 

given later.

Lemma 1.3. - 1) ¥ i < j , i+ j s n , Bj_.j = - ,BjD

Proof - 1) V A _  « B.. t , s - r  = j - i  . Since ¥ l c IN ,-------  rs j - i

s - r  = ( s - i )  - ( r - i )  take t to sa t is fy  s - l  ■  j , r - i  ■  1 . 

(Such an t always ex ists since s - j  = r-1 .) C learly ^Lr e B̂

cannot be obtained from brackets of two elements one of 8̂  and

2) ¥ i , j

and A e B. unless r  = i and s = j respectively. Hence
¿S j

Ars ‘ ' CA«r,A«s] ’ *  Ars '  For *1J •

A1j * - CAj . i* j  • 5 " 1 AJ .H j  ‘
and A. .+j t Bj . I f  however i+ j > n , the element A ^  < Bj,^

j
another of B
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2) S im ila rly  i f  Aps £ Bj+i , s - r  = j+ i .

Since -V i  t K , s - r  = (s - t )  + (t -r )  take t * i+ r  *  s - j  .

I t  follows that Ar l  c , Ais  « Bj and Ar$ * tAr i »Ai s 1 •

The proof is  complete.
□

Lemma 1.4 - I f  both n and k have a common d iv iso r  

m , Ca^] is  not a generating set of 

so(n) .

Proof This is  an immediate consequence of lemma 1.2 since,

i f  both n and k have a common d iv iso r  m , a lso  both n and 

n-k have the same d iv iso r m and B  ̂ and B  ̂ both belong to 

a proper subalgebra of so(n) . 6m is  a generating set of this 

subalgebra (c learly  a consequence of lemmas 1.1 and 1.3).

□

In particu lar, when n is  even and k * n/2 ,

[a^] = Bk ■  8n/2 and since 6 ^  is  the canonical basis of 

a Cartan subalgebra of so(n) , [a^l is  not a generating set of

so(n) .

The following lemma whose re su lt is  included in  lemmas 1.2 

and 1.4 is  presented here for it s  proof. As already mentioned 

before, an alternative proof using the Weyl basis i s  given.
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Lemma 1.5 - I f  g = so(2n, F) , n > 1 , C ’

k « [l,n / 2 ] n U is  not a generating 

set of g .

Proof -  h X1 0 1
! 0

x |
"i

0 i
r \
1° -Xn

is  a Cartan subalgebra of

gt = so(2n,C).* = ic1^i +e2Xj ’ 1 »J = 1 » • • • • "  • Ei ‘e2 £

is  the set of roots o f g^ . ¥ X e 4> , -  X_x

({Xx ,X c * }  is  the Weyl basis) is  defined by

EX = E1 A2 i-1 ,2 j - l+ e2 A2i,2j
Consider the follow ing se t

( ! ( E ,  „  . X » » H ( E  ♦ £  , ) ! .
*1 j 1 j I J i J

■Ci(A2i-1,2j-l " A2i,2j + A2i-1.2j-l + A2i,2j)} U

0 i - i ( A 2 i_l f 2 j _i -  A2 i ,2j - A21_ i f2j - 1 * A2 i . 2 j ,] ="  Aoj o j )1

1 .1 »
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= {A2 i- l , 2 j - l  ’ A2 i,2 j ; 1 < j ; 1,j = 1...... n}

iA 21 -l,2 j- l ’ A2 i,2j ; 1 = = 1+1} U

U {A2 i - l , 2 j - l  * A2 i,2 j ’ 1 = '• J = 1+2} U U

U{A2 i- l , 2 j - l  * A2 i,2 j  • 1 = 1 *• j = n} * A sim p le

calculation shows that th is set is  equal to

B2 u B4 U...U Bpn_d u B?n_p , that is  Ca? ] U Ca^l U...U Ca? n 2 ]2n-4 w 2n-2 2n-2‘

Now using the fact that ¥ a,B e $ ,

[Ea * V  = l
^a,8 Ea+B

' Na,-B Ea-B

, {o+B.a-Bl i  * 

a+B « ♦  > a-6 l  ♦

a-B « ♦  • a+8 l  ♦

, N 0 E .fl - N E , ia+B.a-B) c « 
^ aB a+8 a,-B a-B

the re su lt follows.

The next lemma contains a re su lt  that w ill be used later.
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Lemma 1.6. - I f  A and B are any two noncommutative 

canonical basis elements of so(n) then 

{A,B,LA,B]> is  the canonical basis of 

a subalgebra of so (n ) isomorphic 

to so(3) .

Proof - Since A and B belong to B and do not comnute they 

must be of the form A = A ^  , B = Akj with {1,j } n {k ,t} j* $ 

Without loss of generality assune j = k . That is  A = A ^  ,

B = A ^  *, [A,B] = A ^  . C learly the Lie algebra g generated

(as a vector space) by {A,B,[A,B]} is  isomorphic to so(3) ,

the isomorphism defined by

g.| c so(n) -*• so(3) c so(n)

X h- e X e '1

where 6 is  the matrix of the permutation

1 2 ... i-1 1 i+1 ... j-1 j j+1 ... t-1 t t+1 ... n 

4 5 ... 1+2 1 i+3 ... j+1 2 j+2 ... i  3 t+1 ... n

□
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The- next step is  to prove that i f  n and k are coprime 

numbers, then [a^] is  a generating set of so(n) .

I f  every element of 6-| can be obtained by Lie brackets 

of elements of Bk and 8n_k , obviously [ak ]L A “ so(n) *

Assume that n and k are coprime numbers. Then n = k̂  mod k

i.e . n = jgk + k1 for some k̂  e (1 , . . . , k - l } , j Q e M . Consider

the c la ss Cj#  • (6„.k . B „ .2 k ...... 6n i l ■  } whosen-jgk k̂

elements sa t is fy  the following jg-1 re lations.

en-2k c " t6k ,Bn-k] 1)

en-3k c " Cek’en-2k] 2) (1.2)

Bk1 = Bn -j0k c ‘ [Bk ,Bn -( j0- l ) k ] V 1)

(See lemma 1.3-1).) From 1) ¥  Z2 e Bn_2k there ex ist 

X2 t Bk and X1 e 8n_k such that Z?  = -CX2 ,X1]. From 2), 

¥ Z3 c Bn. 3k there ex ist X3 « 6k and Yj c Bn.2k s.t .
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Z3 * -[X j .Yj ] . But Y1 t Bn_2k thus Y1 = -[X ^ .X ^  for

some X2 £ 6k ’ X1 e 6n-k * So Z3 * tX3»tX2 »xi • for some

X^,X^ and X^ belonging to [<*k ] . The same argument used

throughout the relations 3 ) , . . . , jg - l)  c le a r ly  leads to the

following. ¥  Z. c B_ 4 l = > there e x ists
J0 J0 K1

X-| tX2». • • .Xj € [ak 1 such that

j n+1
Z, = (-1) U [X. ,[X. [X -.C X -.X .]]...]  . (1.3)
j 0 jo j o’

Note that n - jQk * k1 < k and n -( jQ-1)k * kj + ik > k ,

Y  i 2 1 . Therefore, i f  Bj is  viewed as the j-th  diagonal

in diagram 1.1 (rigorously the set of elements along the j-th

diagonal), C. is  a set of diagonals, 8k being the only 
J0 1

diagonal in th is  set situated below 8k .

I f  k  ̂ = 1, then every element of B̂  can be obtained by 

Lie brackets o f elements of [akl and [a^] is  a generating set 

of so(n) . I f  k] i  1 , then k 5 k2 mod i.e . k » J ^ + k g

for some k?  c {1 ...... k ^ l )  , c W . « ( 1 ^ , 6 , ^ ...... ek -J1k] “ Bk2}

and it s  elements sa t is fy  the following re lations.
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Bk-k1 c ‘ [0k1,Bk ] 

ek-2k1 c '  [Bk1*ek-k1]
(1.4)

\  "  6k - j1k1 c ‘ CBk1*Bk - ( j1- l ) k 1]

It  is  easy to conclude,just using the same arguments as above, 

that V- Zj £ Bk_j k = Bk there ex ist Xj £ Bk and

Ji

<2*X3...... Xj 1+1 « %  such that Zj, "  H )  tXj 1+l ‘[XV C-

[X^,[X£,Xj]___ ] . Hence, (1.3) can be applied to every

element of BL and the resu lt is  that every element of Bl 
*1

can be obtained by Lie brackets of elements of [ak l .

k - j.kj * k2 < k1 , k - (j-,-1 )k1 = kg+ikj > ^  , ¥ 1 * 1  

so, Bk is  the only diagonal of Cj situated below Bk  ̂ (in 

diagram 1.1) and also no elements of Cj are situated above 8k •

I f  k1 = 1 , the process ends here and [akl i s  a generating 

set of so(n) . I f  ^  M  then k] = k3 mod k? i.e . k1 - j 2k2+,t3
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fo r some k3 c {1 ... .  »kg-l} , j 3 c W . Once again one proceeds 

as previously. The system of equations

n ■  j Q k + k]

k = j i  k1 + k2 

kl = ^2k2 + k3

(0 < k1 < k) 

(0 < k2 < k1) 

(0 < k3 < k2)

kN-2 = ^N -lkN-l+kN (° < kN kN-l  ̂

kN-l "  j NkN

known as E u c lid 's  algorithm is  used in elementary arithmetic to

determine the greatest common d iv iso r  kN of n and k . Since

i t  has been assumed that n and k are coprime,this process

w ill end up with the equation kN 2 = Jj|_jkN_j + kN . with

k.. = 1 , and some integer N . C. - {Bt »6. . . . . . .
N JN.-| kN-2 *N-2 * N - 1

6 * with elements sa t is fy in g  the following

kN -2 'JN -lkN-l

j N 1  re lations.



(1.5)

®1 = ®k. c ~^®k *®k - f i  - l 'k  ^1 *N N-l N-2 U N-1 * ' N-l

C learly every element of 61 may be written as brackets of 

elements, from [o^] .

Therefore, one can formulate the lemma that has just been 

proved.

Lemma 1.7 . - I f  n and k are coprime numbers,

[ak]L.A = S°(n> ‘

Lemmas 1.4 and 1.7 can be put together in the following

THEOREM 1.2. - Let g = so(nJR) , tokl as defined 

in the beginning of th is paragraph.

Then, [ak l L A = g i f  and only 1f 

n and k are coprime numbers.
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The procedure used above to show that [ak ]k a = s° (n) when 

n and k are coprime numbers also shows that ¥ X belonging 

to any of the follow ing sets: 6n. i k , i = 2 ..... j Q , Bk_ik  ,

i = l , . . . , j ,  , ß. , i * l , . . . , j N , sa t isfy in gi kn_2 i kn_1 n  i

the re lations (1 .2 ), (1.4) ... and (1.5) respectively, 

exp(tX) , t € IR may be written as a product of one parameter 

subgroups exp(eA) and exp(iB) where A is  defined as in the 

beginning of the paragraph and B belongs to the orb it of 

exp(t ad A) that passes through [ak l . In fact, from (1 .2 )-1 ), 

V Z 2 « ßn_2|c there ex ist X2 c ßk and X̂  « ßn_k such that 

Z2 = - l W . Lemma 1.6 plus the fact that Z ^ X 2 and X̂  

are orthogonal with respect to the k i l l in g  form imply 

CX2 ,Z2D = X1 , CX1 ,Z2 D = -X2 . Thus, ¥ t « F

exp(tZ2 ) = exp((^/2)X2 ) exp(t X] ) exp(fc/2]X2 ) . (1.6)

with X1 and X? « [okD . By construction of A and B ,

¥  Xi c [akl , 3  c R  such that Xi = exp i^AJB exp(-tjA) . 

Hence exp(tX^) = exp(t^A) exp(tB) exp(-t^A) . ¥  t e F  . Thus 

¥ Z2 € Bn 2k ’ exP ( ^ )  be written as a Product of at most 7

one-parameter subgroups generated by A and B . S im ila rly , from
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(1 .2)-2), Y Z j  ( en_3k there ex ist X3 c 6k and Y1 e 8n. 2k 

s.t .  exp(tZ3) = exp(-n/2X3) expftY^ exp(*/2X3) ¥  t £ JR . 

Hence, using (1.6) with Z2 = Y1 i t  follows that,

¥  Z3 £ Bn-3k ’

exp(tZ3) = exp(-(1r/2)X3)exp(-(^)X2 )exp(tX1)exp(Jx2 )exp((TT/2)X3), (1.7)

¥ t € 1R and some X^,X2 and X3 in [ok l .

I t  i s  clear by construction of A and B that again 

exp(tZ3) , Z3 c (?n_3k may be written as a product of one-parameter 

subgroups generated by A and B and also that th is procedure 

applied to every re lation in (1.2), (1 .4 ) , . . . ,(1 .5) leads to the 

following. Every one-parameter subgroup generated by any element 

belonging to the sets in the left-hand side of re lations (1.2), 

(1 .4 ),.. ., (1 .5 ) may be written as a product of one-parameter 

subgroups generated by A and B .

As i t  w ill become clear later, of special in terest are the 

one-parameter subgroups generated by elements of Bk  ̂ '■ • ,el

Lemma 1 .8 . - For n > 3 , le t A c  so(n) sa t is fy

exp(A) = Pn , PR the permutation matrix
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defined by Pn e. = e ^ . j  , i = 1 ...... n-1 ,

V n  '  (-'>n,' en(n) • " '" c y c l ic

permutation on n le tte rs and

B € (exp(t ad A ). X , t < F  , X t  [ak 3) c so(n) »

(n and k are coprime). Then ¥  Z. < B,, ■
J i-1 * i

i = 0 ,1 , . ...N (kN = 1 and Bk^ ■  Bk ) ,

exp(tZ. ) , t c IR may be written as a product 
Ji-1

o f R.j one-parameter subgroups generated by A 

and B . Rq = 3 , Rj = 4j Q-l , R$ = 2R$_2 +

+ (2Js - T 1)Rs - r 2 js - l  * 5 = 2 ’ " * ‘N *

Proof - By construction of A and B , V X « [ak 3 , 3 9 £ IR 

such that

exp(tX) = exp(eA)exp(tB)exp(-eA) , t £ IR . (1.8)

In pa rticu la r fo r X c Bk <= Cak 3, Rq = 3 .

I f  the process previously started for the re lations 1) and 

2) in (1 .2 ), leading to the equations (1.6) and (1.7) respective ly, 

i s  continued throughout the re lations 3) , . . . , J q), c learly  the 

re su lt  i s  that every one-parameter subgroup generated by elements
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of e. can be written as a product of 2Jq- 1 one-parameter

subgroups generated by elements in [ak] . Hence, since every

X c [a^] sa t is f ie s  (1.8) i t  follows after taking into account

the composition of terms with the same generator that ¥  Z. e ,
J0 *1

t e 1R , exp(tZ. ) may be written as a product of R, *
J0

3 ( 2 j ' q - 1 )  - (2J q - 2 )  =  4j' q - 1  subgroups generated by A and B .

From V )  in (1.4) i t  follows that ¥ Zj e 6k_k there

1 t ck Onu X£ e Bk s .t .  exp(tZ.j ) =e x is t  X( £ Bl and

exp((-W2)<j)exp(tX£)exp((W2)Xj) , ¥  t t 1R . I t  is  also true 

that

exp(tZj) = exp( i/ZJX^JexpitXj )exp((-i/2)X2), t e K

and since subgroups generated by elements in Bk involve less 

products (of subgroups generated by A and B) than subgroups 

generated by elements in Bk do, the la tte r equation is  preferred 

to the former. Hence, using a previous resu lt for exp(tXj) ,

X.j £ 8k one obtains exp(tZj) , ¥  Zj € Bk_k  ̂ . t e 1R

written as a product of 2jQ+l subgroups generated by elements 

of Cok ] . The same argument used throughout the relations 1 *),
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i = give for every Z! e ek_1k  ̂ . (t-l)R j + 2

j n- ( i- 2 )  products. Therefore, V Z\ c 6. , t c R  ,
J1 k2

exp(tZ'. ) may be written as a product of 
J1

R;, ■  3 ( ^ - 1 ^  + 2 j0- ( j r 2)) - ( ( j 1- l )R 1 + 2j0- ( j r 2 ) - l )  *

= 6 + (2J1-1 )R-|-2J1 = 2Rq + (2 j 1 -1) R1 -2 j-j one-parameter 

subgroups generated by A and B .

The re su lt for s = 3 .....N  i s  c learly a consequence of 

the form how every set of re lations can be obtained from the 

previous one. For instance, to obtain one simply replaces 

k , k] and j 1 in (1.4) by k ^  k ?  and respectively and 

then proceeds as for relations (1.4) making use of previous 

results fo r s = 1,2.

At th is  stage i t  is  important to recall what the main problem 

is .  Given an A « so(n) sa t is fy in g  exp(A) s Pn » pn the 

permutation matrix defined by P ^  * en (i) ’ * * l . . . . . n - l  ,

P e = M ) n+1e , , , n the c y c lic  permutation on n le tters,
n n v ' n(n)

find B e so(n) such that exp(tA) and exp(eB) uniformly 

generate S0(n) and determine the corresponding number of 

generation.
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The previous lemma answers the f i r s t  part of the problem 

but the number of generation has s t i l l  to be found. This w ill 

be the next task.

Of great help for a better understanding of the next procedure 

is  the use of the diagram 1.1, each of i t s  i- th  diagonals, 

i = l , . . . , n - l  is  viewed as • The follow ing set

iden tif ied  with those diagonals obtained by successive use of 

Lie brackets of the elements in [ak 3 , i s  to ta lly  ordered by 

means o f a relation 4  defined as follows: b .. 4 Bj i f f  = Bj

comments made during the proof of Lemma 1.7 i t  is  e a s ily  seen that

(1.9)

, . . . , j 2} I) . . .  II ^  . whose elements are c le a rly

or i f  6i i s  situated below Bj in  the diagram 1.1. From

¥ i = 2 ...... j Q-l

Bk, K Bk-ik . <  Bk
¥ i « 1...... j r l ( 1. 10)
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Hence, to each element in (1.9) a number (the number of 

generation of exp(tB^) by exp(eA) and exp(rB)) is  

associated, Nk>Nk ,Nfc .... being Rg.Rj.R^,... associated

with Bk ,Bk ,Bk .... respectively. (Lemma 1.8.) Clearly,

"k  ‘  V t k  ‘ "k, *  Nk-jk, * "k 2 ‘  "k , - sk 2 ‘ \ 3 *  - •

V i *  1,2, . . . Jq~1 » J = , s * 1 ,...,  J2' !  * ••• •

Any row in the diagram 1.1 intersects at least a member of the 

set of diagonals (1.9). Consider the set 1̂  of elements of 8 

(canonical basis of so(n)) resulting of the intersection of

(1.9) with the i-th  row. (i * l , . . . , n - l . )  Each of the elements 

of 1̂  belongs to a certain Bj associated with a number fT .

An element A. . . c I.  is  said to be "the best" among a ll the
I » 1 ▼  J 1

elements of I.. i f  the number associated with e j(Â  ^  « Bj) 

is  the least of the numbers associated with the diagonals 

B. that intersect the i-th  row.

I f  S0(n) and subsequent symmetric subgroups S0(m) are

decomposed as in  I,  Chapter I I  with p * m-1, q * 1 , 3 < m < n ,

the re su lt is  a decomposition of S0(n) by one-parameter sub

groups as in (1.2), Chapter I I  where the subgroups A<, 1 *1 ,2 , . . . ,n-2

and K„_9 can be chosen to be generated by (n-1) canonical basis
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elements A.. , i » l, 2 , . . . ,n - l  respectively. C le a r ly , if
1Ji

¥• i = l , . . . , n - l  , A. . is  chosen to be "the best" element of the 
1Ji

i-th  row, one obtains far better results than i f  it  belongs to any 

other diagonal of the set (1.9). I t  is  also easy to see, as a 

consequence of (1.10) and (1.11) that these elements are the following.

« i . i r t - ' - ' .............." - k > c 6k • ■ n - k* ' .............. " - v  c Bk ,  •

(*1 , i. k 2 • 1 ■  " ' V ...... n- k2> ‘  6k2 ..........

• 1 ■  " ' kN - l*’ ...... n" 2> c Bk„ * • (An -l.n>  '  e)

Figure 1.1 shows the ir positions in diagram 1.1.
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Lenina 1 .9 . -  Let A and B be defined as in the 

previous lemma. Then exp(tA) and 

exp(eB) uniformly generate S0(n) 

and every element of S0(n) may be
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written as a product of at most

N n- ki_ i ki - r ki k i - l ‘ ki
R = r (2 1 R.(2 1 1 ’ -1) - (2 1 1 -2))-N

i =0 1

(k .| = n, kg = k) elements from the one 

parameter subgroups generated by A and B.

Proof - For the decomposition of S0(n) mentioned before 

sta ting this lemma and the convenient choice of the generators 

of Ai , i = l, . . . ,n -2  , kn_2 as shown in figure 1.1 one has, 

A. , i » 1 . ,n-2 appearing 21' 1 times, kn_2 appearing 

2n’ 2 times in that decomposition. Hence, using the lemma 1.8 

the re su lt follows with

, . k-k. k-k, n-k. k .-k*
R = R0(2n' k- l ) - ( 2 n‘ -2)+2n' kR1(2 '- 1 ) - (2  *2)+2 ^ ( 2  -1)

'O ' 

k,-k.
-(2K l’ K2-2)+ ...  +2n k N ‘ 1RN(2kN* 1 ] - l )  - 1_2) - N «

N n-k. . k. ,-k. k< - l " ki
*  E (2 1" \ ( 2  i_1 ’ -1) - (2 1 1  -2 )) - N

i =0

after composition of terms with same generator.
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Sim ilar problems treated before give, for d ifferent pairs 

{A,B} of generators, better resu lts when B is  a canonical 

basis element that belongs to the o rb it of exp(t ad A) ; (see 

Theorem 2.1 (Chapter I I I )  and Theorem 1.1). However in th is 

case every B e {exp(t ad A).X, X « [c^], t t 1R , n and k 

coprime, give the same resu lt for the decomposition chosen. But 

a better re su lt would be obtained i f  S0(n) was decomposed in 

such a way that the greater the wordlength in terms of A and B 

a subgroup of {A ^  i *  1 , . . . ,n-2,kn_2 ) is ,  fewer times i t  appears 

in the decomposition of S0(n) . Many things would then have to 

be taken in consideration and the fina l re su lt does not appear 

to be very easy to obtain. However a ll the d if f ic u lt ie s  in trying 

to solve th is problem are overcome as a consequence of the next 

result.

I t  w ill be proved that i f  [a^] generates so(n) there 

ex ist two decompositions of S0(n) such that the corresponding 

generating sets of so(n) only contain elements of [a^D . This 

has been seen to be true when k = 1 ; the generating sets 

corresponding to the decompositions of S0(n) were in th is case 

e ither [c^] or just B1 d l ^ ]  (the f i r s t  g iv ing  a lower 

number of generation).
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THEOREM 1.3. - For n > 3 , let A e so(n) s a t is fy

exp(A) = Pn , Pn the permutation matrix 

defined by = e ^ . j  i = l , . . . , n - l  ,

-  H ) " * ’en(n) . I  c y c lic  

permutation on n letters and 

B « {exp(t ad A).X, X t [a^] , t c 1R) c so(n) , 

n and k coprime numbers. Then S0(n) is  

uniformly generated by exp(tA) and exp(sB) 

with number of generation 2n ^+5 and 

{A ,B)l = so(n) . I f  B also belongs to 

[a^ ] then the number of generation is  2n ^+3 .

Proof - Let = 1 2 ... n-k n-k+1 .. .  n

k+1 k+2 ... n 1 ...  k

be

L
a permutation on n le tters. Il-j = n where n is  defined above.

k
A standard re su lt is  that since n and k are coprime, n is  

conjugate to n that is ,  there ex ists a permutation nc s . t .

„CM -1 = nk . nc is  defined by nc( i )  * ( i - l ) k  + 1 i f  

( i - l ) k + ls n ,  nc( i )  = j i f  ( i - l ) k + l i j  mod n . C learly i f  

Pn is  a permutation matrix sa t isfy in g  P^e^ = ai*n c(1) ,

" a  = 1 (-1) , n is  odd (even), the automorphism of so(n)

'  -i
defined by U P  X P also defines a one-to-one map from

nC nC
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[(*1 ] into a subset S of ±[0̂ ]  where S is  such that, 

i f  A^j c S then l S . Now instead of the decomposition 

of S0(n) as in the proof of Theorem 1.1, one takes

* i '  *  K(l>»cA23P' ' i l

* t  • R <‘,nc\ w ' ,’" c ) 1 S ' 3...... "

r „ - 2 ' IRt P nc #n - l , n P ' 4

T2 . s o ( 2 ) = F ( P n|;A,2p;’ )

ri“2
and so S0(n) becomes written as a product of 2 +2 one

parameter subgroups generated by the elements of [a^3 . The 

re su lt follows in a sim ila r way to the proof of Theorem 1.1.

□

EXAMPLE 1.3. - g ■  so(5) , k = 2 .

[a23 -  {A13*A24,A35}U tA 14,A25 }

/ 1 2 3 4 5 \ 

1 1 3 5 2 4 )

generates so(5) .
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so(5) = so(3) « so(2) « P.

T.

A.1;

1̂ *  span {A.) 2*^14 5 • ̂ 23 • ̂ 34 *^35  ̂ 'v

A45

A, = 1R A ,. + IR A.c 1 14 35

^  = span{A13,A24,A25,A45) , so(2) = IR A13 ,

so(3) = span{A24 ,A25,A45} = 9 , P3 = sp a n iA ^ .A ^ } ,

T3 = IR Agg , A3 = IR A24

S0(5) = K3A;jK3SO(2)A1SO(2)K3A3K3 , K3 = exp(T3) ,

A3 = exp(A3) , A1 = exp(A.j) , S0(2) = exp(tA13) l.e.

SO(5) = e x p i t ^ ^ e x p i t ^ J e x p i t ^ ^ e x p i^ A ^ J e x p i t g A ^ )

exp(t6A35)exp(t7A13)exp(tgA25)exp(tgA24)exp(t10A25) .

I f  A,B is  defined as in the theorem 3.3, SO(5) becomes 

generated by exp(tA) and exp(sB) with order of generation 

21 (19 i f  B e  [ok ]) .
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so(5) = so(3) « so(2) « P.

T

A.1;

P1 = span{A12,A14,A15,A23’A34,A35} \

A45

A1 = IR A14 + 1R A35

T.j = span{Ai3,A2^,A2g,A^3 ) , so(2) = IR A-j3 ,

so (3) = span{A24,A25,A45} = T3 ® p3 » P3 = spaniA^,A45) ,

T3 = K  *25 ’ A3 = K  *24

S0(5) = K3A3K3S0(2)A1S0(2)K3A3K3 , K3 = exp(T3) ,

A3 = exp(A3 ) , A] = exp(A^) , SO(2) = exp(tA]3 ) i.e .

S0(5) = e x p i t ^ ^ e x p i t ^ J e x p i t ^ ^ e x p i^ A ^ J e x p i t g A ^ )

exp(t6A35)exp(t7A13)exp(tgA25)exp(tgA24)exp(t10A25) .

I f  A,B is  defined as in the theorem 3.3, SO(5) becomes 

generated by exp(tA) and exp(sB) with order of generation 

21 (19 i f  B c [ak 3) .
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CHAPTER V.

APPLICATIONS TO CONTROL THEORY.
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Si. PRELIMINARIES.

This chapter is  concerned with the application of the previous

resu lts to the study of the co n tro lla b ility  properties of systems 

which are described by an equation in a n-dimensional connected 

manifold M , o f the form

k
i ( t )  *  E u .(t) X .(x (t ) )  (1.1)

i= l 1 1

where u ^ (t ) , . . . ,uk(t) are admissible (say, piecewise continuous) 

real-valued control functions and X . , . . . , X ^  are vector fie ld s 

on M .

DEFINITION 1.1. -  For every x « M , the Reachable set

at time t from x is  given by

R(x ,t ) = (yiM:ycYY (t j)*...» Y y  ( t p)*x, r t 2Z+ ,

t. e R+ , I  t, = t )
1 i= l * 1

and the Reachable se t from x i s  

given by

R(x) » U R(x ,t ) ,
T*0

where , i « l , . . . , r  are associated vector

fie ld s fo r  system (1.1) and (x , t )  ■* yv (t )*x
Ti

is  the flow of the vector f ie ld  on M ,

yy (0) -x = x .
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- the system ( 1.1) is  said to be 

controllable i f  R(x) * M , for 

every x t M .

Especial interest is  given to systems of the form (1.1) 

that are evolved on a Lie Group G and where X^,...,Xk are 

le ft  or r igh t invariant vector fie ld s on G sa t is fy in g  

(X ^ ,...,X k )L A * L(G) . This condition is  equivalent to 

co n tro lla b ility  C6D and C73. I f  in  addition G is  a semisimple 

group of matrices (S0(n) for instance), the corresponding H e  

algebra is  generated by two elements A and B (Theorem 3.1, 

Chapter I ) .  For th is reason, our study is  restricted to a c la ss 

of systems evolved on G , of the form

x(t) = (u(t)A + v (t)B )x (t) (1.2)

where u (t) and v(t) are piecewise continuous control 

functions.

Although i t  is  known that (1.2) is  controllable and even 

controllable in an a rb it ra r ily  short time [7 ] (th is  would not 

be the case i f  (1.2) was not homogeneous), more can be said 

about I t s  co n tro lla b ility  properties namely, the number of switches 

involved when any two points of G are joined by trajectories of 

the form u(t)A ♦  v(t)B .
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§2. UNIFORMLY COMPLETELY CONTROLLABLE SETS OF VECTOR FIELDS.

An autonomous control system such as (1.1) on a manifold M 

is  defined by a set of vector fie ld s on M . A set F of vector 

fie ld s on M is  said to be completely controllable i f  for every 

pair (x,y) of points in M , there exists a trajectory of F 

from x to y . By a trajectory or positive orb it i t  is  meant 

a continuous curve which is  a concatenation of integral curves 

of elements of F . Stronger than con tro llab ility , is  the concept 

of uniform con tro lla b ility . A set F of vector fie lds on M is  

said to be uniformly completely controllable i f  there exists a 

positive  integer N such that every two points in M can be 

joined by a trajectory of F which involves at most N switches.

The next lemma may be seen as a generalization of a lemma 

by N. Levitt and H. Sussmann [lemma 3, 12] although extra con

d itions that seem to have been overlooked by the authors, have 

been included. It s  proof is  rather sim ilar to the one presented

in [12].

Lenina 2.1. - Let G be a n-dimensional, compact and 

connected Lie group whose Lie algebra is  

generated by a pair ( A , B )  of vector fie lds
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and exp(tA), exp(xB) ,t ,x  « 1R 

are compact. Then, ¥■ T ' > 0 , there 

ex ist a positive  integer and two 

vector fie ld s A ' and B* such that 

every element of G can be expressed as a

f in ite  product 

t '
It exp(t.A ' )e xp (r.B ') with t.,T. i  0 and 

i= l 1 1  1 1

1*
r (t.+x.) < T* . 

i= l 1 1

2»
Proof - Let f:R G denote the map defined byt
( t j ...... H- exp(t.A)exp(T.B) . I f  G2t is  the

set of a ll products of 2i elements o f exp(tA) and exp(iB) ,

G? i s  compact and i t  was proved in Theorem 1.1. (Chapter I )

that G = U G,. and for some t f ix e d , G? contains an open 
l»l 1

set U . By Sa rd 's  theorem [18] the se t of points where the 

d iffe re n t ia l of f  has rank < n must be of measure zero. 

Therefore fo r  some t c R2t the d iffe ren tia l d f(t)  is  o f rank 

n . By a n a lit ic it y  of f  , rank d f(t) « n fo r every t in 

an open and dense subset of F 2t . This shows that in  particu lar
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for a ll t e S = { ( ^ ...... t t ,T1, . ..T 1) c F  t . , ^  2 0 , I  ( t ^ T ^  < t
1*1

for some t > 0} , rank d f(t) = n , which implies, by

the im p lic it function theorem that f ( t ) ,  t e S contains a non

empty open subset V of G . Since G is  connected and compact 

i t  follows that G is  a f in ite  product of r elements of V .

Taking t ' * ri and T = rr  the conclusion holds for some 

T' = T and A' = A , B ' = B . To complete the proof when T ' 

is  an arb itrary  positive  number ju st replace A,B,T by xA.xB.X W 

for an a rb itrary  x > 0 .

THEOREM 2 .1 . - The pa ir {A '.B ’ } in lemma 2.1 is  uniformly 

completely controllable. Any pair (m^.m^) 

of points of G can be joined by a trajectory 

of { A '. B 'l  which involves at most N * 2 t '- l  

switches. «

Proof - The proof is  an immediate consequence of lemna 2.1 and 

the fact that G is  a group. In fact, for every pair (m^.m^) 

of points of G there ex ists  m e G such that mm1 * m2 (m*m2m1 ) . 

But lemma 2.1 guarantees that 3  t ' < 2 + , t^.xj 2 0 such that

I  '
m * n exp(t.A’) e xp tr.B ') and the conclusion holds, 

i *1

□
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Remark - Lemma 2.1 can be reformulated as follows. The reachable 

set from e (the identity of 6 ) by trajectories of {A *,B '> 

involving at most N switches is  G . Then, since A' and B ' 

are le ft  invariant vector f ie ld s  on G , R(m) = R(e)m , m « G 

and theorem 2.1 follows.

Pairs {A,B} of vector fie ld s  on S0(n) , which sa t is fy  

(A,B>l ^ = so(n) , exp(tA) and exp(tB) , t,T « F  are compact, 

were constructed in chapters I I I  and IV. Since S0(n) is  connected 

and compact, lemma 2.1 implies that these pairs are uniformly 

completely controllable. Since S0(n) acts tran sit ive ly  on 

Sn1  (the unit sphere imbedded in F n ) and the vector f ie ld s  

defined by X(x) = Ax , Y(x) = Bx are obviously vector f ie ld s  on 

s " * 1 , (note that A* ■  -A , B* * -B imply <Ax,x> * <Bx,x> * 0 ; 

<•,•> is  the inner product in F n) which are uniformly completely 

controllable. Hence, an upper bound N on the number of switches 

in trajectories of {A,B) is  also an upper bound on the number of 

switches in trajectories of (X,Y) . Now, the stereographic 

projection of Sn \ { p )  onto F n  ̂ defined by

<p,x>
i»(x) ■ ------  -X • ------- • P

1 - <p,x> 1 - <p.x>
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is  a diffeomorphism and the re stric t ion s X ' and Y ' of X 

and Y respectively to Sn \ { p )  , are vector fie ld s on 

F n  ̂ . Hence {X ' , Y '}  is  completely controllable [191. We 

conjecture that {X * ,Y'}  is  uniformly completely controllable 

and the number of switches that a trajectory of {X ' ,Y*) involves 

to jo in  any two points in F n is  at most N . This case and 

more, w ill be considered later although for different pairs of 

vector f ie ld s.

To fin a lize  th is paragraph an important result is  stated.

It  is  the bridge between the uniform fin ite  generation of a Lie 

group G and the uniform co n tro lla b ility  of le ft-invarian t control 

systems evolving on G .

THEOREM 2.2. - Let , 1 > be le ft-invarian t vector

f ie ld s on a connected Lie group G sa t isfy ing  

{Xr  i * 1, . . . »k)j_ a E L(G) • exP(txi )  » *  < R

is  compact, ¥ i * l , . . . , k  . Then, {X^, 1 « l, . . . ,k )  

is  uniformly completely controllable i f  and only 

i f  G is  uniformly f in ite ly  generated by

{exp(tX^) ; 1 * 1 ...... k ; t c F ) . Hence, 1f

the order of generation of G by these one- 

parameter subgroups is  , any two points
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of G can be joined by a trajectory of 

(Xi , i = l , . . . ,k )  which involves not 

more than N = f^-1 switches.

The proof follows d irectly from the defin ition  of a 

uniformly completely controllable set of vector f ie ld s ,  the 

concept of uniform fin ite  generation of a group and the assumption 

made that the one-parameter subgroups generated by , 1 ■  l , . . . , k  

are compact.

S3. UNIFORM CONTROLLABILITY ON S0(n)

As already pointed out in Chapter I,  the compactness of the 

one-parameter subgroups that generate a Lie group is  not a necessary 

condition for uniform fin ite  generation. However, i f  exp(tA) and 

exp(xB) are compact, where {A,B} is  any pair of generators of 

so(n) constructed in previous chapters, the la s t  theorem can be 

applied and {A,B> is  uniformly completely controllable.

THEOREM 3.1. - Let <|> , 0 <*sw/2 be the angle between the axes 

of any two one-parameter subgroups exp(tA) and 

exp(rB) of $0(3) . {A,8 } is  uniformly completely

controllable and any two points of S0(3) can be 

joined by a trajectory of (A,B) which involves
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at most 2 switches i f  t|> = n/2 or 

k + 1 (k i  2) switches i f  n/(k+l) s * < n/k .

Proof - This result is  an immediate consequence of the Theorem 

2.1 (Chapter I) ,  the fact that every element of so(3) generates 

compact one-parameter subgroups and Theorem 2.2 (§2).

□

The easy way of calcu lating the order of generation of 

S0(3) by any two one-parameter subgroups and the complete 

characterization of generators (A,B) of so(3) have as a 

consequence that not ju st  symmetric systems on S0(3) (as (1 .2)) 

but a lso  systems of the form

Jc(t) - (A + v (t)B )x (t) , x < S0(3) (3.1)

(V(t) a piecewise continuous control function) are uniformly 

controllable.

Lemma 3.1. - I f  CA.B] t  0 , the systems (1.2) and (3.1) 

are uniformly controllable and there ex ist 

controls such that every pair of points in
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SO(3) can be joined by a trajectory of 

the system only with two switches.

Proof - a and b denote the axes of the rotations exp(tA)

and exp(TB) respectively. Let * = •) (a,b) e U/(k+l),w/k) ,
3

k 2 2 . For every pair of vectors (a,b) in 1R there e x is t  

constants u-j and v-j such that a + v^b i  a . So 

¥  g £ S0(3) , 3  t r t2,t3 e F  such that g » exp i^A) 

exp((u-|A+v1B)t2 ) exp(At3) (lemma 2.2, Chapter I) .  C learly the 

t 's  can be taken nonnegative. Now choose

u(t) = <
, t £ (^3»^2+^3^

, t £ [O .tj] u (t2+t3’^2+^3*^l ^

v(t)
» t £ (^3*^2+^3  ̂

otherwise

so every pair o f points of S0(3) can be joined by a trajectory 

of the system (1.2) (trajectory of A and u1 A + v1 B) involving 

two switches. For the system (3.1) just make u, « 1 and the 

result follows.

□
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For n > 3 , le t {A,B} be any pair of generators of 

so(n) constructed in Chapters I I I  and IV. When, in particu la r,

B e {exp(t ad A).X , X e [c^] , t c 1R) ([c^l as ’n Chapter IV

with n and k coprime) and i t  is  not a canonical basis 

element i t  is  d if f ic u lt  to characterize these vector f ie ld s .  

However, i t  can be proved that they a ll generate compact one- 

parameter subgroups. For the sake of completeness i t  is  a lso  

proved here, although assumed to be true before, that exp(tA) 

and exp(xB) are compact fo r every pair (A,B) constructed in 

the previous two chapters.

Lemma 3 .2 . - 1) Every canonical basis element of so(n) 

generates a periodic one-parameter sub

group of S0(n) with period 2» .

2) Every A e S0(n) that sa t is f ie s ,  exp(A) « P ,

P a permutation matrix and Pn = I n( - In ) * 

generates a periodic one-parameter subgroup

of S0(n) with period n (2n) i f  Pn « I n ( - In)

3) I f  ¥  « {exp(t ad A).B , B c B, t c F> where

A is  defined as in 2), then exp(tF) i s  

periodic with period 2w .
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Proof - ¥  B = A . . e B , exp(tB) , t c 1R is  the subgroup
' J

o f rotationsin  the (e^.e^)-plane so i t  is  periodic with 

period 2n .

C learly, ¥  t e 1R

exp(tA) =
exp (t+n)A

«
exp (t+2n)A

Hence, ¥  F  c {exp(t ad A).B , B t 8 , t e F } ,

3  e c F + * such that F  = exp(eA) B exp(-eA) . That is  

exp(xF) = exp(eA) exp(xB) exp(-eA) , ¥ x  e F  . But 1) implies 

that exp((x+2nk)F) = exp(xF) , ¥  k « 2  .

□

Hence, ¥  t] c , 3 positive  integers k1 and k? 

such that exp( -1,B ) = exp((2k1n-t] )B) , exp f-^F) = exp((2k1n-t1 )F) 

and exp(-t.|A) = exp((-t^+k2n)A) with 2k^n-t^nc F  • kjn-t^ t F  

and A,B and F  as in the lemma above.

THEOREM 3.2. - 1) For n > 3 , le t (A.B) be any pair of

le ft- in va r ian t vector fie ld s on S0(n) 

that sa t is fy  the conditions of the Theorem 

2 .2 , Chapter I I I  and F < (exp(tadA).B, t e F ) c s o (n )



Then, {A,F} is  uniformly completely 

controllable and for every pair (p,q) 

of points of S0(n) , there ex ists  a 

trajectory of {A,E} from p to q , 

which involves not more than N * 2n-2 

(N = 2n-4 , i f  F  £ 8) switches.

2) For n > 3 , le t {A,B} be any pair of 

le ft-in va rian t vector f ie ld s on S0(n) 

that sa t is fy  the conditions of the theorem 

1.3, Chapter IV. Then, (A,B) is  uniformly 

completely controllable and any pair (p.q) 

of points of S0(n) can be joined by a 

trajectory of {A,B> which involves not more 

than N = 2n-1+4 (N = 2n_1+2 i f  B £ B) 

switches.

Proof - The result follows d irectly from the theorems 2.1 and 

2.2, Chapter I I I  ( i f  1)) or from the theorem 1.3, Chapter IV 

( i f  2)) plus the resu lt of lemma 3.2 and theorem 2.2 in th is 

chapter.

□
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§4. SOME CONSEQUENCES OF THE UNIFORM CONTROLLABILITY ON SO(n) .

In [12, Theorem 2], N. Levitt and H. Sussmann constructed a 

completely controllable pair (X.Y) of vector f ie ld s on M ,
i

M is  any connected and paracompact C (2 s k s «) manifold of 

dimension n , so that any two points o f M can be joined by a 

trajectory of { X ,Y} involving not more than N + 6 switches, 

where N is  the corresponding number of switches required for 

some pair (A,B> of le ft-in va rian t vector fie ld s on S0(n) . By 

Theorem 3.2 we may choose {A,B> with N * 2n ^+2 to give

THEOREM 4.1. - On any connected, paracompact n-dimensional

Ck (2 s k s -)  manifold, there ex ist two vector 

f ie ld s  X and Y , so that any two points of 

M may be joined by a trajectory of (X.Y) 

involving not more than 2n ^+8 switches i f  

n i  4 , and 8 or 6 switches i f  n - 3 or 

n = 2 respectively.

When n = 3 , {A,B} may be chosen to be orthogonal, giving 

N = 2 . For n = 2, S0(2) is  one-dimensional and there are no 

switches i.e . N = 0 . So 2+6 (0+6) is  the number o f  switches

required by the pair {X.Y} on a 3-dimensional (2-dimensional) 

manifold.
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Note that the conjecture formulated earlie r may bring the

Theorem 4.1 applies to every connected Lie group since a 

Lie group is  a paracompact C°°- manifold. However, i f  {X,Y> 

are re stricted  to belong to the set of le ft- in va r ian t vector 

f ie ld s  of G they may not necessarily  sa t is fy  the theorem above.

i f  {X ,Y }t A = L(G) , then {X,Y,-X,-Y} are completely 

controllab le  [7]. Hence i f  X and Y generate compact one- 

parameter subgroups, {X ,Y> i s  completely controllable. However, 

i f  G is  non-compact (X.Y) w ill not be uniformly completely 

contro llab le . The following example il lu stra te s  th is  fact.

EXAMPLE 4 .1 . - G = S0Q(2.1) is  the Lie group o f real quadratic 

matrices of determinant 1 , leaving invariant the quadratic

2
number of switches down to 2 when M = ]R .

form x* - %\ - X3 with (x r x2,x3) c 1R3 . It s  Lie algebra

: Xj c so(2) , X2 i s  arb itrary  • is  o f non

compact type and admits a d ire ct sum decomposition, the Cartan 

decomposition, *o (2 .1) ■  T, • P, where T, is  the maximal 

compact subalgebra of so(2 , l )  and P̂  a vector subspace.
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The corresponding symmetric space decomposition of S0q(2,1)

[2, p .453] as S0Q(2,1) = K ] t h e  maximal compact 

subgroup of S0Q(2,1) whose Lie algebra is  ^  and - exp(A^) ,

A1 a maximal abelian subalgebra of so (2 ,l) contained in P1 , 

give a decomposition of S0q (2,1) as a product of 3 one- 

parameter subgroups. I f  and Â  are chosen to be generated 

by the elements and B13 = E^3 + respectively, i t

follows

S0q-(2,1) = exp(tA12) exp(TB13) exp(eA12) ; t,x,e « F  .

Since [A12,B13] = -B23 , TA12,B23] « B13 , tB13,B23l “ A12

and {A12,B13,B23) is  a basis of so(2 , l)  , <Ai 2 *Bl 3>L.A “ so (2 ’1) *

Take A = A^2 , B * B^3 . exp(xB13) s cosh x 0 sinh x is

0 1 0

k sinh x 0 cosh x.

clearly noncompact and i f Xi < 0 , there is  no x2 > 0 s . t .

exP(xiB13) = exp(-r2B13) . A1though S0o(2 ,l) is  uniformly f in ite ly

generated by exp(tA) and exp(xB) , con tro llab ility  in a f in ite  

number of switches cannot be achieved with ju st these two vector 

fie ld s. However, every pa ir  of points in S0Q(2.1) can be joined
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by a trajectory of {A,B,-B} involving at most 2 switches.

Next, a set of four le ft- in va r ian t vector fie ld s  on S0Q(n ,l),  

n i  3 i s  constructed, which is  uniformly completely controllable.

SO (n ,1) is  the connected Lie group of quadratic matrices 
o

with determinant 1 , which leave invariant the quadratic form

<2-x2 <1 x2 . -  X .
,n+l

'n +1 * ( XT X2 ...... xn+l  ̂ £ R

symmetric matrix defined by Bij  "  Ei j  + Ej i

Let B
ij

be the

{A i j ; i , j - 1 ...... n,1<j} U {B1 n + l;1 - l...... n> is a basis of so(n,l),

the canonical basis. The structure formulas of so (n ,l) with 

respect to th is basis are as follows,

[Bi j ’Bk t ] = 5jkAu  + 61tAjk + 6ik Ajt + 6j t Aik  * 

[Ai j * Bk£] a 6jkBu  + 6j t Bi k - s t i Bk j - fik iBtj *

CAi j * \ t ] = 6jkAU  + 6k iAjk • 6ik Ajt  ‘ 4j t Aik '

THEOREM 4.2. - There ex ists a completely controllable set D

of four le ft- in va r ian t vector f ie ld s on S0o(n ,l) 

such that every pa ir (m^.n^) of points of S0Q(n ,l) 

can be linked by a trajectory of 0 involving at 

most 2N+2 switches (N as in Theorem 3.2).
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Proof - so (n ,l) admits a Cartan decomposition, 

so (n ,1) = ^  ® P1 , Tj ■  so(n) , P] = span{Bi +1 ;i = l , . . . ,n )  . 

n
Let C = Z n+  ̂ , a., e 1R be any element of Pi . C generates

a maximal abelian subalgebra of so (n ,l) contained in P̂  . The 

symmetric space decomposition of S0Q(n ,l) corresponding to the 

Cartan decomposition of so (n ,l) is  S0Q(n , l)  = ,

Kj = S0(n) , A1 = exp(IRC) . I f  (A,B) is  any pair o f le f t -  

invariant vector f ie ld s on K.j , that sa t is fy  the conditions of 

the theorem 1.3, Chapter IV and B c 8 , by applying Theorem 3.2-2) 

in th is  chapter i t  follows that D = {A,B,C,-C} is  uniformly 

completely controllable and any pair (m-i.mj) of points of 

S°0(n ,1) may be joined by a trajectory of D involving at most 

2N+2 switches, where N = 2n_1+2 is  the corresponding number of 

switches for the pair {A,B} in S0(n) .

Although S0Q(n , l)  is  uniformly f in ite ly  generated by 

exp(tA) , exp(xB) and exp(eC) , th is la s t  one-parameter subgroup 

is  not compact and the re su lts of the theorem can not be achieved 

with ju st  3 vector f ie ld s.



Clearly, any other pair {A.B} as constructed in Chapters 

I I I  and IV may be considered but the final number of switches 

w ill be bigger than when {A,B} is  chosen as above.

Remark - For n = 2 , three vector fie ld s {A,C,-C} are 

enough to sa t is fy  the requirements of the la st  theorem since, 

in  th is case, is  a one-dimensional subgroup.
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In th is  chapter, a few concluding remarks are made together 

with suggestion for further research.

The framework considered here seems to be the natural 

departure point for constructing a theory on the uniform con tro ll

a b i l it y  for a c la ss of b ilinear systems defined on connected Lie 

groups G . In fact, i f  G is  uniformly f in ite ly  generated by 

R subgroups of the form exp(t(E u ^ ) )  , the system 

x(t) = (z u^X.)x(t) , x c G is  uniformly controllable. When 

a ll the generators of G are compact, the number of switches in 

trajectories of the system required to jo in  any two state points 

can be reduced to N-l , where N is  the order of generation of 

G corresponding to those generators (Theorem 2.2, Chapter V) and 

R (the number of vector fie ld s needed) must be greater than or 

equal to two [12]. Clearly, only i f  G is  compact may a ll it s  

generators be compact. In the noncompact case, at least one of 

the R generators of G must be noncompact. However, uniform 

co n tro lla b ility  can s t i l l  be achieved in N-l switches although 

the number of d irections needed has to increase from R to R+Rc 

where Rc is  equal to the number of noncompact vector f ie ld s.

Rj. comes from considering ±X whenever X generates a noncompact 

subgroup.
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In a se rie s of papers [8 ], [9 ], [10], [13], [14], [15],

[16], F. Lowenthal and R. Koch found the orders of generation 

for a ll real and complex Lie groups of dimension two and three. 

Therefore the uniform co n tro lla b ility  problem is  completely 

solved in these cases.

The present work also gives a complete so lution for a particular 

set of vector f ie ld s  on S0(n) namely,the generating set of so(n) 

corresponding to a particu lar decomposition of S0(n) based on 

symmetric spaces. In fact, the number of one-parameter subgroups 

that decompositions of S0(n) y ie ld  when one decomposes S0(m) ,

2 < m s n according to the symmetric structure in I (Chapter I I ) ,  

increases with p , being minimal, equal to the dimension of 

S0(n) , when p = q (p = q+1) i f  p+q = m is  even ( i f  p+q ■  m 

is  odd) (lemmas 2.1 and 2.2, Chapter I I ) .  Since the order of 

generation must be greater than or equal to the dimension of G , 

the generating set corresponding to th is decomposition is  uniformly 

completely controllable and hence, c o n tro lla b ility  cannot be 

achieved in le ss  than m-1 switches (m « dim S0(n)) that is ,  

there ex ists  a t least a pa ir of points in S0(n) that cannot be 

joined by a trajectory of th is  generating set, which involves less 

than m-1 switches. Note that, the generating set corresponding 

to a given decomposition is  a subset of the canonical basis and 

consequently generates a set of compact one-parameter subgroups.
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Any other decomposition of S0(n) (as considered in 

Chapter I I )  has a corresponding generating set (not unique) 

which is  uniformly completely controllable. However only an 

upper bound (L - l)  can be put on the number of switches. (L 

is  the corresponding number of generation.) The same applied 

for the pairs {A,B} of generators of so(n) constructed in 

Chapters I I I  and IV.

The present work has been devoted to reducing th is upper 

bound to it s  min'mum. The following example shows that for 

G = SO(n). , the upper bound given in th is work is  not the 

minimum achievable.

EXAMPLE - Let G = S0(7) , {A,B} a pair o f generators of so(7) 

defined by, exp(A) = P , P a permutation matrix sa tisfy ing  

pei = ei+1 , i « 1....,6 ; Pe? = e1 and B = AJ4 . Since 

B £ , X c (exp(tA).B , t c F )  • ¥ X « [a ,]  . I t  has been

proved that only two decompositions of S0 (7) as in I,  Chapter I I ,  

having corresponding generating sets contained in [a^] and g iv ing 

d ifferent numbers of generation ex ist (lemma 3.6 and theorem 3.1, 

Chapter I I ) .  By choosing the decomposition that gives the least 

number of generation and taking into account that ¥  X < [a^] and 

¥ t c F  , exp(tX) = exp(eA) exp(tB) exp(-eA) , for some e
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depending on X , i t  follows from Theorem 1.1 (Chapter IV) and 

Theorem 2.2 (Chapter V) that {A,B} is  uniformly completely

is  decomposed as a product of one-parameter subgroups as in lemma

2.1, Chapter I I ,  although the corresponding generating set is  not 

contained in [a^] , it s  elements can be obtained by brackets 

of elements in [a-j] . Using leninas 1.1, 1.3 and 1.6 in Chapter IV 

one can reduce the number of switches found previously. The diagram 

below il lu s t ra te s  the decomposition of so(7) corresponding to the 

chosen symmetric space decomposition of S0(7) and also shows 

which canonical basis elements have been selected as a generating 

set.

controllable in  at most 26+2 = 66 switches. However i f  S0(7)

©  A<47

A56 Q

For the Lie group, one has S0(7) *  Ki *

K = S0(4) x S0(3) is  the Lie group of
u ii „
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fj - s p a i 'K A ^ tA ^ 'A ^ }  U span{A^jii<j ,j = 4,5,6f7} »

A-j = exp(Aj) f A1 = span{A24,A35,A17> .

k] = S0(4) = K2A2K2 , <2 = S0(2) x S0(2) is  the 

Lie group of = sp a n fA ^ .A ^ } , Aj,= exp(A2) ,

A2 = span{A46,A57) . = S0(3) = K3A3K3 ,

K3 = S0(2) = exp(iA12) , A3 = exp ftA^) . So in the 

decomposition

S0(7) = K2A2K2K3A3K3Ai K3A3K3K2A2K2

since K2 ,K3,A1>A2 and A3 are a ll abelian subgroups, S0(7)

may be decomposed as a product of one-parameter subgroups generated 

by the elements selected from the diagram above. Hence, exp(tX) 

appears once, twice or four times in the decomposition depending

on whether X belongs to i^24»^35*^ i7  ̂ • ^A46,A57^ or 

{A12,A23,A45,A67} respectively. Now, C A ^ .A ^ ]  = - A ^  ,

[A34’A45] "  A35 S0 ¥ t e l R * exP(tA24> and exP(tA3$> ■ * *  

be written as a product of 5 elements from exp(xA) and exp(eB) 

({A.B} as above) and CA45»A563 = A46 , fA56,A67] = A57 so,seven
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elements from exp(rA) and exp(eB) are required for exp(tA^) 

and e xp (tA ^ ) . All the other one-parameter subgroups in the 

decomposition may be written as exp(tA) exp(oB) exp(-tA) and 

the fina l re su lt  after composition of terms with the same generator 

is  that S0(7) is  uniformly f in ite ly  generated by exp(tA) and 

exp(TB) with number of generations 65. So {A,B} is  uniformly 

controllable with at most 64 switches.

To determine the order of generation of S0(n) with respect 

to a set of one-parameter subgroups that generate S0(n) , one has 

to find dut how generators and decompositions relate to each other.

This work is  not by any means a fa it  accompli and opens up 

various d irections for further research.

The f i r s t  task is  to characterize a ll the generators of the 

Lie algebra L(G) a given Lie Group G . Although several 

important re su lts  have already been obtained (see Jurdjevic and 

Kupka [5], Jurdjevic and Sussmann [6 ], Kuranishi [11] and also 

Theorem 3.2, Chapter I in the present work) a complete characterization 

is  far from being accomplished even when G is  a semisimple Lie 

group of matrices and the generators are restricted to pairs (A.B), 

which are known to ex ist. When G is  noncompact and it s  Lie algebra
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is  generated by a set of compact elements (X e L(G) is  said 

compact i f  the one-parameter subgroup it  generates, exp(tX),t e 1R, 

is  compact), the order of generation of G corresponding to these 

generators is  in f in ite .  Therefore, such cases are without interest 

in  studying the uniform co n tro lla b ility  problem.

Decompositions of G based on symmetric spaces may be used 

to determine the order of generation of G by one-parameter sub

groups generated by elements of L(G) . For the c lassica l matrix 

Lie groups, involutive  automorphisms always e x ist and such decom

positions are always possib le [2]. When G is  connected and 

compact, the exponential map is  onto and a p rio r knowledge of a 

set of generators of the Lie algebra L(G) is  not necessary since 

the decomposition it s e l f  provides a corresponding generating se t

{exp(tX.j) , i « 1 ...... k , t c R )  of G and consequently a set

{X.., i = l , . . . , k )  of generators o f L(G) . For the noncompact 

case, there may ex ist X e G which does not l ie  on a one-parameter 

subgroup of G . A re su lt  by L. Markus [17] says that V X « G ,

G any c la ss ica l Lie group of matrices 3 a positive integer 

p = p(X) such that Xp lie s  on a one-parameter subgroup of G . 

This re su lt can presumably be used in finding a set of generators 

of L(G) whose one-parameter subgroups uniformly f in ite ly  generate 

G . When G is  noncompact, other decompositions than the Cartan
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decomposition may be used with success. For instance, the 

Iwasawa and the Bruhat decompositions can both be considered in 

the noncompact case.

The S0(n) case, appears to be the easiest one among a ll the 

c la ss ica l groups of matrices due to the compactness of S0(n) , 

the very simple structure of the canonical basis of so(n) and 

the existence of permutation matrices in S0(n) , which have been 

an important tool in the present work. As a consequence, a 

complete solution fo r S0(n) may y ie ld  solutions to the same 

problem for other groups such as S0Q(p,q) or SL(nJR) (note 

that S0(p) x S0(q) and S0(n) are the maximal compact subgroups 

of S0Q(p,q) and SL(nJR) respective ly). This and the important 

role that generators of so(n) play in constructing uniformly 

completely controllable vector f ie ld s  on any paracompact and 

connected Ck -  manifold, are, in the author's opinion, good reasons 

for having started with S0(n) and to direct future research, 

primarily to the order of generation problem of the special orthogonal 

group.

However, since Lowenthal's methods are completely d ifferent, 

the solution may l ie  in a deep understanding of the representation 

theory for these groups.
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