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Abstract

Solid-state nuclear magnetic resonance (SSNMR) is an excellent tool for determin-
ing the molecular motions within a dynamic system. SSNMR relaxation measurements
can access a vast range of timescales (ps - ms) and are able to simultaneously determine
the frequency and amplitude of the motion that a particular nucleus is undergoing.

Recent developments in SSNMR instrumentation now allow for >100 kHz magic
angle spinning (MAS) using 0.7 and 0.8 mm rotors. State-of-the-art MAS is especially
beneficial for those wishing to investigate proteins in the solid state: only sub-milligram
amounts of sample are required and the fast spinning yields incredible spectral resolution.
This also enables proton detection and the associated improvements in sensitivity (for
protonated samples). Unfortunately, these small rotors are extremely challenging to pack
with the semi-solid protein samples. Furthermore, the proteins can become dehydrated
in the slow packing process, making them unsuitable for NMR. To address this point,
in Chapter 3, we present the design and application of an ultracentrifuge tool for the
packing of proteins into 0.7 - 1.3 mm diameter SSNMR rotors. The tool helps to reduce
the waste of expensive isotopically labelled proteins and decreases the packing time from
several hours to minutes.

The work in Chapter 4 takes advantage of the mentioned fast MAS developments
and demonstrates the accurate measurement of site-specific, spin-lattice relaxation rates
(R1) on 3C* nuclei in a fully protonated, uniformly '3C-labelled protein at 100 kHz
MAS. Our approach overcomes the averaging effect of proton-driven spin diffusion that
obscures site-specific information for the relaxation rates measured at slower spinning
frequencies.

One area where measurements of relaxation in the solid state can yield significant
insights is the understanding of the complex energy landscape describing conformational
changes of proteins, which are often closely linked to their functions. In Chapter 5
we present some of the first extensive site-specific variable temperature measurements
of 13C” and PN R; and spin-lattice relaxation rates in the rotating frame (Rj,) in a
crystalline protein as a way to explore its conformational energy landscape. We observe
R1, more than doubling over a narrow range of temperatures and minimal variation
in Ry over the same range. We model the relaxation data using an extended model
free approach and Arrhenius relationship to extract activation energies for the motions
dominating the dynamics, however find that further measurements are required for an
accurate determination of the activation energies.

In Chapter 6 we show that relaxation measurements in the solid state are not
only useful for characterising protein motions. In this chapter, we employ variable
temperature measurements, including relaxation measurements, to investigate the effects
of non-colligative antifreezes on ice dynamics. Antifreeze (glyco)proteins facilitate the
survival of a diverse range of organisms at low temperatures by altering the freezing
point, structure and growth of ice by modifying the dynamics of water molecules. These
proteins and their synthetic mimics have many vital applications throughout science and
engineering, but their mechanism of action is still not completely understood. In this
PhD project, a combination of variable temperature relaxation measurements and 2D
exchange spectra revealed that the antifreeze glycoproteins, type I antifreeze proteins,
safranin and polyvinyl alcohols were exploiting a similar antifreeze mechanism involving
reversible binding to ice, whereas the type III antifreeze protein was irreversibly binding
to ice.

viii
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Chapter 1

Introduction

Over the last few decades significant developments in solid-state nuclear magnetic res-
onance (SSNMR) have moulded it into a extremely powerful technique for the deter-
mination of dynamics in wide range of proteins, including challenging systems, such as
amyloid fibrils'> and large non-crystalline protein-protein complexes.*® Proteins are
incredibly complex biomolecules that perform an impressive range of functions in living
cells and are critical for life. One of the huge challenges facing biologists is the determi-
nation and understanding of protein functions. Vast amounts of research has focused on
the relationship between protein function and structure. However these biomolecules are
not rigid, they are highly flexible and undergo continual fluctuations in their conforma-
tions, thus a stationary structure can only represent a weighted average of the possible
confirmations. It is a combination of the proteins structure and dynamics that ulti-
mately determine its function. Furthermore, dynamics are crucial for various biological
processes, such as ligand binding, enzymatic catalysis and protein folding.”

Research into the dynamics of proteins can be challenging due to the vast range
of timescales upon which these may occur (see Figure 1.1).1° Over the years, nuclear
magnetic resonance (NMR) has developed into an ideal technique for investigating pro-
tein dynamics at atomic-resolution on almost all functionally-relevant timescales. NMR
has the ability to probe all (NMR-~active) nuclei within a protein simultaneously, but
can also selectively focus on specific regions. With suitable experimental set-up and
resolution it is possible to individually monitor each nucleus within the protein, whereas
most analytical techniques can either focus on only a few specific sites (e.g. fluorescence
microscopy) or observe an average response from the entire protein (e.g. neutron diffrac-
tion). Historically, most proteins were investigated using solution-state NMR. Recent
advances in SSNMR methodology and equipment, combined with the fact that many
proteins are insoluble or too large to monitor in the solution state, have made the use
of SSNMR extremely valuable. It has been questioned whether proteins prepared for
SSNMR accurately represent the native environment, but there is increasing evidence

suggesting that, as long as the protein is correctly hydrated, this is the case.''17
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The very first solid-state and solution-state NMR spectra were reported in 1946 by
Purcell et al.'® and Block et al.,'” respectively. Ever since, solution-state measurements
have dominated the field due to an inherent advantage of rapidly tumbling molecules,
allowing various anisotropic interactions, which would otherwise cause extremely broad
peaks, to be averaged out. Whereas solid samples have restricted motion and producing
broad, often difficult to interpret, peaks in the spectra. Independently, Andrew et al.?"
and Lowe?! realised that this problem might be mitigated by macroscopic rotation of
the solid in a way which mimics the tumbling of a solution. As described in Section
2.1.3 and Figure 1.2, fast rotation of the solid sample at a 54.7° angle with respect to
the strong magnetic (Bg) field can sufficiently narrow the peaks. Faster spinning at this
“magic angle” improves the averaging out of the anisotropic interactions and so narrows
the linewidths. However, there are technical limits to achievable spinning speeds. Most
modern rotors are made of zirconia and have decreased in diameter over the years as
magic angle spinning (MAS) technology has advanced. The first rotor designed by
Andrew et al. had an outer diameter of 8 mm and would spin at a maximum of 0.83
kHz. Now it is common to use 4 mm to 1.3 mm (external diameter) rotors that have
maximum spinning speeds of 10 kHz to 70 kHz.?? Furthermore, state-of-the-art MAS
uses 0.7 mm rotors that are capable of spinning at 110 kHz.

The rapid developments in MAS are especially beneficial for those wishing to
investigate proteins in the solid state. Proteins are often costly and challenging to
produce and so are typically available only in milligram amounts. Therefore these 0.7
mm rotors, which are filled by sub-milligram amounts of sample, are ideal, providing
that sufficient sensitivity can be achieved. More importantly, the fast spinning aids
obtaining excellent spectral resolution. For example it becomes possible to conduct
proton-detected experiments on protein samples, which results in achieving significant
gains in sensitivity that often compensates for the small sample size.?372

The spectra obtained at extremely fast MAS are impressive, but the smaller
SSNMR rotors have made the packing of protein samples increasingly challenging. The

sub-milligram amounts of protein are too sticky to be packed into a rotor using a spatula

B

0

Figure 1.2: An SSNMR rotor spinning at the “magic angle” (54.74° from the By field)
at a frequency of varag.



or other standard tools, but also too viscous to be packed using a pipette. Most labs use
home-made contraptions involving various pipette tips and a benchtop centrifuge to force
their protein into the rotor, often a long-winded process. The longer the process takes,
the higher the chance of the valuable protein sample becoming dehydrated, rendering
it unsuitable for NMR. In response to this, in Chapter 3, I present the design and
application of an ultracentrifuge tool for the packing of such samples into 0.7 - 1.3 mm
diameter SSNMR rotors. The tool helps to reduce the waste of expensive isotopically
labelled proteins and decreases the packing time from several hours to minutes.

There are further benefits to the development of such fast MAS. The work in
Chapter 4 demonstrates the measurement of certain dynamics within a protein that
would not be possible without 100 kHz MAS. The spin-lattice relaxation rate is partic-
ularly important for learning about fast, ps - ns motions, but the main challenge when
measuring this type of relaxation is the suppression of an effect called “spin diffusion”.
Spin diffusion causes the magnetisation of neighbouring sites to exchange via dipolar
couplings, which averages out the measured relaxation rates so that they are no longer
site-specific. Fast spinning is an important technique for decreasing the effects of spin
diffusion (via averaging the dipolar couplings). It is often combined with specific isotopic
labelling schemes and deuteration to make sure that spin diffusion is negligible during
relaxation measurements. However, for some nuclei in certain systems, spin diffusion can
be particularly challenging to remove. This is the case for aliphatic nuclei in proteins
due to their strong 'H-3C and 3C-13C dipolar couplings. It is possible to measure the
spin-lattice relaxation rates of aliphatic sites using extensive deuteration, partial 2C
labelling and 60 kHz MAS, however it can be very expensive and often challenging to
isotopically label proteins in this way. Thus, with the recent development of 100 kHz
MAS, Chapter 4 investigates whether the spin-lattice relaxation rates of aliphatic '3C
nuclei, in particular '3C*, can simply be measured with 100 kHz MAS in a fully proto-
nated and uniformly '3C labelled protein. Alongside the relaxation rate measurements
themselves, spin diffusion control spectra and spin diffusion saturation transfer (SDST)
measurements were conducted to analyse the extent of spin diffusion at the aliphatic
sites under these conditions. The *C* nuclei throughout the protein backbone were es-
pecially interesting because they are not part of the rigid peptide plane and thus undergo
dynamics distinct from the *C’ and ®N backbone sites.

Relaxation measurements are one of the most powerful SSNMR tools since they
allow simultaneous measurement of the timescale, amplitude and occasionally direc-
tionality of each motion.'626:27 The “model free” approach, developed by Lipari and
Szabo in 1982, is a very popular method for accurate estimation of the order param-
eters (i.e. effective amplitudes) and correlation times (i.e. effective timescales) of the
motions from relaxation rate data.?®2? This approach is used extensively in Chapter 5.
Figure 1.1 summarises the dynamics commonly found within protein samples and the
timescale upon which they occur. Each type of relaxation measurement is sensitive to

a specific range of motion. For example, spin-lattice relaxation rates are dominated by



motions on the ps - ns timescale, such as methyl group rotations. Whereas spin-spin
relaxation rates are sensitive to slower dynamics (ns - ms), such as local folding. To-
gether this hierarchy of dynamics forms the overall energy landscape of the protein and
its function(s).”?30 SSNMR relaxation measurements across a range of temperatures
are well-suited for characterising the hierarchy of protein dynamics, since the combi-
nation of the Arrhenius equation and the model free approach allow the quantitative
determination of activation energies. Chapter 5 explores the use of 3C’ and N vari-
able temperature relaxation measurements to further understand the energy landscape
throughout a protein backbone.

Relaxation rates are not only extremely valuable for determining the motions
within a protein, they can be applied to many other dynamic systems. The research
in Chapter 6 investigates the use of variable temperature relaxation measurements and
2D exchange spectra to determine the ice dynamics within frozen non-colligative an-
tifreeze solutions. Non-colligative antifreezes are those that depress the freezing point
of water significantly more than predicted by concentration alone. Since the first ob-
servation of antifreeze glycoproteins in polar fish, many more antifreeze glycoproteins
and antifreeze proteins have been discovered across a vast range of organisms. These
naturally-occurring antifreezes are extremely effective at very low concentrations and
are vital for the survival of many species in cold habitats. Considering the huge quan-
tities of research on these complicated proteins, relatively little is known about their
mechanism for such effective antifreeze activity. The applications of these impressive
biomolecules are vast and spread across the biomedical, agricultural and engineering
industries. However, these proteins are challenging and costly to produce in significant
quantities, so synthetic mimics of antifreeze (glyco)proteins are extremely sought after.
Only a handful of synthetic antifreezes have been discovered and as such there is lim-
ited knowledge of their mechanisms too. In this work, the dynamics of frozen aqueous
solutions of antifreeze (glyco)proteins and two synthetic mimics, polyvinyl alcohol and
safranin chloride, are explored using SSNMR. In the literature there is little use of SS-
NMR to explore such systems. Moreover, the majority of measurements focus on the
antifreezes themselves, whereas this research monitors changes in the motions of the ice
protons in the presence of the antifreezes. This chapter aims to develop the knowledge of
ice-antifreeze dynamics and aid the determination of a mechanism, complementing the
research from other techniques, such as splat assays, nanolitre osmometry, fluorescence

microscopy and molecular dynamics simulations.

The research presented in this thesis starts with an important practical consideration
for SSNMR of proteins, the development of a packing tool (Chapter 3). It is followed
by two chapters focusing on advancing SSNMR, methodology for the determination of
protein dynamics (Chapters 4 and 5) and finally, in Chapter 6, similar techniques are
applied to investigate the dynamics of ice in the presence of various non-colligative

antifreezes.



Chapter 2
Theory

In order to understand the results presented in this thesis, a basic knowledge of SSNMR
and relaxation theory is required. In this light, this chapter starts with a walk-through
of the fundamentals of SSNMR theory and followed by a section on the specifics of
relaxation and relaxation measurements.

Large amounts of the theory presented here come from Understanding NMR Spec-
troscopy (J. Keeler),3' Spin Dynamics (M. H. Levitt),>> NMR (P. J. Hore),>> NMR: The
Toolkit (P. J. Hore, J. Jones and S. Wimperis),?* Solid-State NMR: Basic Principles and
Practice (D. C. Apperley, R. K. Harris and P. Hodgkinson),?> Introduction to Solid-State
NMR Spectroscopy (M. Duer)3¢ and SSNMR Studies of Biopolymers (A. E. McDermott

and T. Polenova).37

2.1 Solid-State NMR Fundamentals

One of the most important differences between NMR in the solid state and in the solu-
tion state is the lack of rapid overall motion in solids. In a solution the molecules are
tumbling very quickly and undergoing random motions, therefore any NMR parameters
that are orientation dependent (anisotropic) will be averaged out to their orientation
independent (isotropic) values, but in the solid state this is not the case. Thus a pri-
mary challenge when measuring dynamics using SSNMR is separating the incoherent
contributions (due to random motions) from the coherent contributions (due to incom-
plete averaging of anisotropic interactions). Many experiments have been designed and
developed to address this and these will be discussed in Section 2.3, but first the basic
concepts and key interactions of SSNMR are described.

2.1.1 Nuclear Spins

All atomic nuclei possess three important physical properties: mass, electric charge
and spin. The latter is an intrinsic angular momentum, critical for NMR. The overall
magnitude of the spin of a nucleus is determined by the spin quantum number (), which
is a positive integer or half integer (I = 0, %, 1, %, 2...). The spin quantum number of
common nuclei are presented in Table 2.1. Note that isotopes with I = 0, such as '2C,

have zero overall spin and therefore are NMR-inactive.



Table 2.1: Common nuclei and their spin quantum numbers, gyromagnetic ratios, natural
abundances and Larmor frequencies at 14.1 T (600 MHz 'H Larmor frequency).

. Natural Gyromagnetic Larmor Frequenc
Nucleus  Spin () Abundance (%) Rat}ifo (MEIZ T!) at14.1T ((il\/IHz)y
H 1/2 99.98 42.577 600.0
’H 1 0.02 6.536 92.1
2¢ 0 98.9 N/A N/A
13C 1/2 1.1 10.708 150.9
4N 1 99.6 3.077 43.3
15N 1/2 0.4 -4.316 60.8

All nuclei with a non-zero spin quantum number are inherently magnetic, they

possess a magnetic moment (u):

p="1: (2.1)

Where vy is the gyromagnetic ratio, a constant of proportionality between the angular
momentum (I,) and the magnetic moment. vy has a different value for each type of

nucleus. I, is the angular momentum of these spin states, which is quantised as:

I, =mh (2.2)

Where m=1,1—-1,1—-2,....,—1+1,—1.

All NMR-active nuclei have 21 + 1 spin states. The nuclei studied in this work
(*H, 13C and 'N) are all spin I = %, therefore each has two states: mj; = —I—%h and
my = —%h. In these cases the lower energy state will be aligned with the external
magnetic field (Bp), known as the o spin state (m; = —1—%73) and the higher energy state
will be aligned against the magnetic field, known as the {3 spin state (m; = —%h), if v is
positive.

Each of the spin states has an energy associated with it (Equation 2.3):

EZ = —’ymlhBo (2.3)

The energy difference between these spin state relates to a transition between

these states (Equation 2.4), this is known as the Zeeman effect.

|AEz| = |yhBy| (2.4)

These transitions are critical for NMR. They can be related to a resonance fre-

quency for NMR, known as the Larmor frequency (vg), through equations 2.5 and 2.6:

AEz = hwy (2.5)

wo = ”)/Bo (2.6)



Where By is the applied magnetic field strength. Note that in the NMR community the
spectrometers are often referred to by their 'H Larmor frequency rather than their Bg
field strength. For example, 600 MHz rather than 14.1 T.

The energy difference between spin states can be used to calculate the proportion
of nuclear spins in the o and {3 states (i.e. aligned with or against the external magnetic

field) at thermal equilibrium:

AE
B _ o5 (2.7)

Pa
Where g—i is the ratio of spins in the 3 and « states, k is the Boltzmann constant and 7'
is temperature.

When describing NMR experiments, it is often much more convenient to consider
the behaviour of the net magnetisation (also called the “bulk magnetisation”) rather
than considering individual spins. Unfortunately the net magnetisation is extremely
small meaning that NMR is a very insensitive analytical technique. For example, in the
case of 13C nuclei at a By field of 9.4 T, for every 1,000,000 spins in the B state there will
only be 1,000,017 in the o state. Due to its inherently poor sensitivity a lot of research
has been dedicated to developing techniques to improve the signal-to-noise ratio (SNR)

of NMR experiments, these will be discussed in detail further on.

In this work the hydrogen, carbon and nitrogen nuclei are used as probes to investigate
proteins and ice since these are the most abundant elements in these systems. These
elements have multiple isotopes and so the choices behind studying 'H (rather than
2H), 13C (rather than '2C) and N (rather than '4N) are outlined below. The natural
abundances, gyromagnetic ratios and calculated Larmor frequencies at a field strength
of 14.1 T are presented in Table 2.1 for these isotopes.

'H nuclei have a very high natural abundance and gyromagnetic ratio. The com-
bination of these properties results in a relatively high signal-to-noise ratio. Alternatively
2H could be used, however the natural abundance of 2H is very low (0.02%), therefore
2H labelling would be necessary which can be expensive and challenging. Furthermore,
2H has a gyromagnetic ratio 6.5 times smaller than that of 'H, resulting in a much lower
signal-to-noise ratio. It is also a quadrupolar (spin >1/2) which results in significantly
broader signals. '2C is by far the most abundant isotope of carbon, however it has a
spin quantum number of zero and therefore is NMR-inactive. This leaves 3C (1.1 %
abundance), which often calls for the sample to be isotopically labelled to achieve a good
signal in reasonable experimental time. "N is the most suitable isotope of nitrogen for
these experiments due to '*N being quadrupolar. However, 1N has a very low natural

abundance (0.36%) and so isotopic labelling is usually required.
2.1.2 NMR Interactions

It is important to understand some of the key NMR interactions that affect the Lar-
mor frequency of a nucleus. These are briefly described here. Each interaction will have

contributions to the overall Larmor frequency in varying magnitudes: The Zeeman inter-



action is on the scale of hundreds of MHz, dipolar coupling and chemical shift anisotropy

are both on the scale of tens of kHz and J-couplings are typically 1-100 Hz.
wo =~ Zeeman + Dipolar + CSA + Chemical Shielding + J-Coupling (2.8)

The precise Larmor frequency of nucleus in a magnetic field does not just depend
upon the type of nucleus (i.e. gyromagnetic ratio), but also the environment surrounding
it. Local magnetic fields induced by currents of electrons in the molecular orbitals will
slightly shield nearby nuclei from the Bg field, this well-known effect is called chemical
shift or chemical shielding. It is one of the most important effects in solution-state
NMR for the determination of chemical structure. The chemical shift, like the Larmor
frequency, is proportional to the external magnetic field. So it is practical to describe
the chemical shift in terms of its ratio to the Larmor frequency, thus providing an

instrument-independent description:

Wy — Wo,REF

x 109 (2.9)
Wo0,REF

d(ppm) =

Where 3§ is the chemical shift (in parts per million), oo is the Larmor frequency of the
nucleus of interest and wo rer is the Larmor frequency of a reference compound exposed

to the same external magnetic field.

In most cases, electrons are not spherically distributed around a nucleus, therefore
shielding from the electrons will be anisotropic. This means that the orientation of
the nucleus with respect to the By field will affect the chemical shift, this is known
as chemical shift anisotropy (CSA). In the solution state, where the molecules are
rapidly tumbling through all orientations, this anisotropy is averaged out and just the
isotropic chemical shift is observed. But in the solid state CSA is an important factor to
consider because the molecules will be in a variety of orientations with respect to the By
field, and each will produce a slightly different chemical shift. The resulting peak will
be a superposition of all possible orientations and therefore have a broad characteristic
shape. The CSA tensor of this lineshape can be described by three components: &1,
d29 and 033, which are defined as 617 > oo > 033 (i.e. the d11 component corresponds
to the direction of highest shielding and the d33 component corresponds to the direction
of lowest shielding).3® A nucleus is described as being “axially symmetric” if two of the
components are equal. The isotropic chemical shift is the mean of these three components
(Equation 2.10).

5o 011 + 022 + d33
180 — 3

Figure 2.1 illustrates the effect CSA can have on the chemical shift of a peak in
the solid state.

(2.10)

J-coupling is through-bond spin-spin coupling mediated by the bonding elec-

trons. This coupling slightly raises or lowers the energy of the system, producing splitting
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Figure 2.1: The effect of CSA on a static powder sample. The 611, d22 and d33 components
are indicated, showing examples of how their orientation with respect to By can cause
variation in chemical shift. The overall spectrum is a superposition of all components.
0;s0 1s the isotropic chemical shift and €2 is the span.
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patterns, which are very useful in the solution state for structure determination. In the
solid state the effects of J-coupling are rarely resolved, because its interaction usually
has the smallest magnitude by far.

Dipolar coupling is a through-space interaction between a pair of dipole mo-
ments. The secular approximation, valid in strong external magnetic fields, of the dipolar
coupling between two spins (D), j and £, is defined by Equation 2.11:

o yh 1

D= 20, —1 2.11
ir 13 2(300S Ok — 1) (2.11)

Where f19 is the magnetic moment, y; and yj are the gyromagnetic ratios of the spins,

r is the distance between the spins and 6 is the angle between the dipolar vector and
the By field.

Like CSA, this interaction is also anisotropic: each orientation will give a different
splitting, which causes the overall NMR signal to become broad. It is important to note
that the dipolar interaction is strongly distance dependent, therefore a spin will have
the strongest dipolar interactions with those closest in space to it. It is also dependent
on the gyromagnetic ratios of the involved nuclei, thus the strongest dipolar interactions

will involve 'H nuclei.
2.1.3 Magic Angle Spinning

It is routine to apply magic angle spinning (MAS) in SSNMR experiments to assist in
the removal of the line-broadening effects of CSA and dipolar couplings, which have a

common dependence on orientation (at least to the first order approximation):

1
5(3 cos?f — 1) (2.12)

Where 0 is the angle between the By field and the CSA principle axes or dipolar tensor.
Andrew?? and Lowe?! independently discovered that rotation of a solid sample
at 54.74° to the By field reduces Equation 2.12 to zero on average (see Figure 2.2),

mimicking the tumbling of a solution sample:

1
5(3 cos®54.74° — 1) = 0 (2.13)

This angle has been termed the “magic angle”. To effectively average CSA or
dipolar interactions, the frequency of the magic angle spinning (MAS) has to be signif-
icantly larger than the size of the interaction. The extent of precisely how much faster
the spinning frequency needs to be is dependent on the nature of the interaction. For
example, homonuclear dipolar couplings are typically more difficult to average out than
heteronuclear dipolar couplings (due to a difference in an element of the dipolar coupling
Hamiltonian when the chemical shifts of the coupled spins are similar i.e. in a homonu-
clear interaction).?® MAS of up to 60 kHz is typical in protein SSNMR experiments,
however more recent advances in NMR equipment now allow for MAS up to 150 kHz.

It is important to note that fast MAS does not reduce the effects of inhomogeneous

11



Figure 2.2: An SSNMR rotor spinning at the “magic angle” (54.74° from the By field)
at a frequency of varag.

broadening, for example broadening caused by a distribution of isotropic chemical shifts

due to structural inhomogeneity.?’

2.2 Pulsed Fourier Transform NMR
2.2.1 The Basic SSNMR Experiment

The initial set up of an SSNMR experiment involves placing the sample (packed inside
a rotor) into a strong external magnetic field (usually 10 - 20 Tesla). Around the rotor
there is a coil of wire for both the application of radiofrequency (RF) pulses to the
sample and the detection of signal. The strong By field causes the nuclear spins to align
either with or against the field, producing a very small net magnetic field (aligned with
the Bp). It is this net magnetisation that is manipulated and detected in the NMR
experiments.

The simplest “one-pulse” NMR experiment is illustrated in Figure 2.3 as a bulk
magnetisation vector and as a pulse sequence. In this experiment the bulk magnetisation
vector starts on the z-axis aligned with the By field. Only magnetisation in the plane
perpendicular to Bg is detectable, therefore, to produce an NMR signal, an RF pulse
along the y-axis is applied to rotate the bulk magnetisation by 90° into the zy-plane (i.e.
spins transition from the o to the B energy levels). The magnetisation vector will now
precess around the z-axis in the zy-plane and induce a current in the coil that surrounds
the sample. The detected current will be a superposition of oscillations at the Larmor
frequencies of the observed spins over time (each nucleus in a unique environment will
produce a slightly different frequency). This signal is called a free induction decay
(FID) and will decay over time due to relaxation, which is the process by which the
system returns to equilibrium. The FID, a time-domain signal, is complicated to analyse
directly and so it is Fourier transformed to produce a frequency-domain spectrum,
separating out the components of the signal into peaks (Figure 2.4). The equation for a

Fourier transform is shown below:
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Figure 2.3: The “one-pulse” NMR experiment represented as a) bulk magnetisation
vectors and b) the pulse sequence (where the z-axis is time). The black rectangle rep-
resents a 90°y pulse that rotates the magnetisation (grey arrow) into the zy-plane ready
for acquisition of the signal (damped sine wave).

c) Time-Domain Data d) Frequency-Domain Data
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Figure 2.4: A vector model of a) magnetisation on the z-axis and then b) precessing and
returning to equilibrium after a 90° pulse. ¢) Detection during this period produces the
FID (time-domain data), which is then Fourier transformed to d) an NMR spectrum
(frequency-domain data).

Sw) =Y S(t)e ™ (2.14)

Where S(w) is the signal at frequency w, N is the number of digital points recorded,
S(t) is the signal at time ¢, ¢; is the time of the ith data point.
In the case of a 90° pulse, the signal at time ¢ (i.e. the voltage induced in the

coil) can be described as:

S(t) = Spe'He Tzt (2.15)

Where Rs is the rate of decay of magnetisation in the xy-plane and €) is the angle
between the bulk magnetisation and the axis.

The Fourier transform of Equation 2.15 is:

SoRs - —So(w—Q)

S p—
U TR A PR Y ERN

(2.16)

The left-hand term in Equation 2.16 is the real part, which is an absorption mode
Lorentzian lineshape, and the right-hand term is the imaginary part, which is an
dispersion mode Lorentzian lineshape. Usually the real part of the spectrum is pre-
sented, however often the spectrum will neither be an absorption nor dispersion mode
Lorentzian lineshape due to an arbitrary initial phase of the signal. In this case the spec-
trum can be corrected using either frequency-independent (also known as zero-order) or

frequency-dependent (also known as first-order) phasing. For further details on phasing
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see Understanding NMR Spectroscopy®' or Spin Dynamics.>?

Most NMR experiments are more complex than the one described in Figure 2.3,
normally with multiple pulses, transfer of the magnetisation between different types of
nuclei (e.g. cross polarisation) and evolution periods (for 2D or 3D spectra). The net
magnetisation is manipulated by RF pulses of various lengths and powers. These two
variables can be controlled to produce pulses that cause the net magnetisation to move
by precise angles and at exact speeds. The relationship between pulse angle (), power
of the RF pulse (B1), pulse length () and gyromagnetic ratio (y) is shown in Equation
2.17. Normally when setting up experiments, the length and power for a 90° pulse (for
a particular nucleus) are determined experimentally and then any other pulses can be

calculated from this pulse.

0 = vBi, (2.17)

2.2.2 The Rotating Frame

So far all diagrams of bulk magnetisation have been shown in the laboratory frame
with the coordinates x, y and z but, since the magnetisation precesses around the z-axis,
this frame of reference is not ideal. Instead a new coordinate system will be used from
now on, which moves around the z-axis at the Larmor frequency. This means that any
spins precessing at exactly the Larmor frequency will appear still and any spins at a
slight variation of this frequency will only move very slowly. This new frame of reference

is known as the rotating frame (Figure 2.5).
2.2.3 Cross Polarisation

The signal from an NMR experiment is intrinsically low and so often the same experiment
is repeated many times to increase the signal-to-noise ratio. Cross polarisation (CP)
is an important technique used to provide information on multiple types of nuclei (i.e.
different isotopes) in a single experiment, it is also used to increase the SNR and decrease

experimental time. CP involves the transfer of magnetisation from the nuclei of one

Laboratory Rotating
Frame Frame

Figure 2.5: An example of the laboratory and rotating frames in the case of magneti-
sation in the zy-plane relaxing back to thermal equilibrium. The path of the bulk
magnetisation vector is indicated in blue.
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element to another, most commonly from the nuclei of an abundant isotope (e.g. 'H) to
a more dilute isotope of interest (such as *C or ®N). In the case of 100% magnetisation
transfer there will be a signal enhancement of f—XH compared to direct excitation of
the X nuclei. In this research 'H-13C and 'H-'N CPs are frequently used, these give
theoretical signal enhancements of approximately 4 and 10, respectively. Note that the
enhancement actually achieved in the experiment does depend on quality of the set up
(i.e. the pulse powers and lengths chosen in the pulse sequence), type of CP used and
the sample type Normally the theoretical efficiency of CP is limited to approximately
60 % of il b but can be up to 100 % if particular adiabatic CP pulse sequences are
used. % u

Using CP instead of direct excitation can potentially reduce experimental time.
After running the pulse sequence the magnetisation needs to fully relax back to equi-
librium before repeating the experiment. The time that this takes is sample dependent
and known as the spin-lattice relaxation time (7). At the end of a pulse sequence
there is always a wait time known as the recycle delay that allows plenty of time for
this relaxation. Often 'H T;s are much shorter than 3C or N Tys. In the case of
a 'H-X CP, the recycle delay is limited by the 'H T (not the T of the X nuclei), so
typically this experiment can be repeated faster than a direct excitation experiment.

A final, very important, advantage of CPs is that it allows the transfer of mag-
netisation between different types of nuclei within an experiment. Therefore information
on these different nuclei and their relationships to each other can be gathered in a sin-
gle experiment. This is a vital tool in many SSNMR experiments, for example protein

structure assignment sequences and dynamics measurements.

CPs are critical for the research presented in this thesis and many of the pulse se-
quences used involve two or three. For example, in the case of measuring relaxation in
a protein sample a pulse sequence involving 'H, 1N and '3C could be used. The mag-
netisation starts on the abundant 'H nuclei and is transferred to the N nuclei using
a CP and then, after an indirect acquisition period on the N, the magnetisation is
transferred to the '3C nuclei for detection, producing a 2D N-13C spectrum.

Before further explanation of how CP works, the term “spin-lock” must be
defined. A spin-lock pulse is simply a strong pulse applied along the same axis as the
magnetisation vector (e.g. if the magnetisation is along the z-axis then the pulse will
be applied along the z-axis). This strong pulse ensures that the magnetisation remains
along the axis since the RF field strength will be greater than any of the typical offsets

that would normally cause deviation from this axis, for example coherent contributions.

An example of a basic 'H-X CP pulse sequence is shown in Figure 2.6. It starts with a
'H 90° pulse which brings the 'H spins from the z-axis into the zy-plane. Simultaneously,
spin-lock pulses are applied on both the 'H nuclei and the X nuclei for a length of time
known as the contact time (usually a few ms). Under the correct conditions, described
below, the magnetisation will transfer from the 'H nuclei to the X nuclei during the

contact time. Afterwards the X signal is detected, 'H decoupling is applied during this
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90°

1y I P [Decoupling]

X cP /\(\f\f\

Figure 2.6: Example of a 'H-X cross polarisation pulse sequence. The x-axis is always
time and each type of nucleus has its own row. The black narrow rectangle represents
a 90° pulse, the two boxes labelled “CP” are the cross polarisation pulses, the damped
sine wave represents the decay (and detection) of the X magnetisation and the grey box
is the decoupling pulse.

acquisition time. (Further information on decoupling can be found in Section 2.2.5).
During the contact time, both the 'H and X spins are spin-locked (into the zy-
plane). Naturally these nuclei will have different Zeeman splittings (energy difference
between the spin states). The 'H and X spin-lock B fields can be applied in a way so
x/y Tather than Bp), this

is known as the Hartmann-Hahn matching condition. Fulfilling the Hartmann-

that they do have the same Zeeman splitting (quantised in B

Hahn condition (Equation 2.18) will cause both the 'H and X nuclei to have the same
energy gap between their spin states, so that the 'H-X dipolar coupling allows a re-
distribution of energy between them. The fact that the net spin polarisation must be
preserved combined with the initial large ' H magnetisation ultimately leads to a transfer

of magnetisation from the 'H to X nuclei.

1 1
Y HBH — X B (2.18)

Cross polarisation was originally developed for static SSNMR (i.e. without MAS).
Although the Hartmann-Hahn matching condition still holds for relatively slow MAS, if
fast MAS is employed the spinning speed needs to be taken into account using Equation
2.19.

ViH = X £ nvaras (2.19)

Where ViH and Vf( are the 'H and X nutation frequencies respectively, varag is the
MAS frequency and n is 1 or 2.

This highlights the importance of optimising the CP conditions at the target
MAS frequency to maximise the signal of the X nuclei. Under fast MAS the matching
conditions are much narrower, and inhomogeneity in the B; fields can result in the
matching condition varying throughout the sample. Using ramped or adiabatic CP is

a good solution to this problem. During ramped or adiabatic CP the nutation rate is

16



varied by sweeping the RF pulse through the matching condition, therefore achieving
the matching condition for all parts of the sample at some point within the sweep. In
practice, using a ramped or adiabatic CP at high MAS frequencies tends to provide a
more intense signal and be more robust than a constant CP.4%42 It is for these reasons
that adiabatic CPs are used throughout this work.

2.2.4 Proton Detection

It was mentioned that often a 'H-X experiment will be used to produce an X spectrum
instead of a direct X experiment because the extra magnetisation transferred from the
'H nuclei will significantly improve the signal. The overall sensitivity of the experiment
also depends on which nucleus the magnetisation is detected. It generally improves if
it is detected on nuclei with a higher gyromagnetic ratio. In particular, experiments in
which the magnetisation is transferred from X to 'H for detection provide large gains in

sensitivity.*3 46 Proton detection is used throughout this work to improve sensitivity.
2.2.5 Heteronuclear Decoupling

If, during an NMR experiment, a dilute spin (for example 3C or '°N) is observed
while being surrounded by abundant spins (such as 'H), heteronuclear dipolar coupling
will cause substantial broadening of the spectrum, even under fast MAS. It is common
practice to incorporate specific RF pulses in the experiment in order to reduce this effect,
this is known as heteronuclear decoupling.

A technique commonly applied in this research, high-power heteronuclear decou-
pling, involves applying continuous high-power RF irradiation on the 'H nuclei during
the FID acquisition of '3C, for example. The high-power pulse causes the 'H spins to
rapidly undergo repeated transitions between the o and {3 spin states at a rate determined
by the RF pulse amplitude. If these spin state transitions are faster than the dipolar
coupling, the 3C spectrum will only be affected by the time-averaged dipolar coupling
which will be zero in this case due to the rapid spin-state oscillations of the 'H spins.
At fast (> 50 kHz) spinning frequencies, where MAS is quite effective in removal of
heteronuclear couplings, low power decoupling sequences become viable and sometimes
even superior to high power approaches.*”48
The specific types of decoupling used in these experiments (e.g. WALTZ-16%

and WALTZ-64°) are described in detail in the relevant experimental sections.
2.2.6 Solvent Suppression

Proton detection provides fantastic improvements in the sensitivity of SSNMR, experi-
ments on proteins, however it comes coupled with intense 'H signals from the solvent that
overwhelm the spectra. In this work, Multiple Intense Solvent Suppression Intended for
Sensitive Spectroscopic Investigation of Protonated Proteins, Instantly (MISSISSIPPI)>!

uses 'H saturation pulses to effectively suppress the solvent signals.
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2.2.7 Isotopic Labelling
13C and !N Labelling

As shown in Table 2.1, the natural abundance of many interesting isotopes is low, which
makes their NMR applications challenging. In this PhD project we investigated proteins
and ice through measurements on the 'H, *C and N nuclei. >C and N are far more
naturally abundant, however 2C is NMR-inactive and 4N is quadrupolar, which poses
serious challenges in terms of resolution, sensitivity and general spin manipulation. The
inherently low signal of NMR, has already been discussed, but by probing extremely low
natural abundance isotopes (1.1 % and 0.4 %, respectively) this signal problem becomes
orders of magnitude worse.

One partial solution to this problem is to isotopically label the samples so that
they contain a much higher proportion of these '3C and '°N nuclei. Isotopic labelling is
achieved by expressing the proteins in minimal media with isotopically-labelled 3C or
15N sources, such as [U-13C]-glycerol or [15% !5N]-ammonium chloride, as the sole carbon
or nitrogen sources.?>%4 7 The specific isotopically-labelled *C or N source chosen
defines the labelling in the resulting protein. It is common to use uniformly labelled
sources to produce a [U-3C,'®N] protein, but in some cases, such as those discussed
in Chapter 4, partial labelling is desirable to effectively turn “on” and “off” specific
interactions. For example, [1,3-13C]-glycerol or [2-13C]-glucose can be used to introduce
I3C nuclei into specific sites within the protein. The presence of these isotopes at each
particular site within each amino acid is well defined by a specific labelling scheme for
each isotope source. The labelling schemes used in this work are presented in Figures
2.7 and 2.8.

Deuteration

Proton detection is a good method of improving sensitivity, since 'H nuclei have a high
natural abundance and gyromagnetic ratio. Protons are also very abundant within
proteins, but this becomes a problem in the solid state: the dense network of 'H-'H
dipolar couplings creates substantial line broadening, which offsets the advantages of
improved sensitivity. Often moderate MAS is combined with significant dilution of the
'H network with deuterium to reduce these linewidths. This is typically achieved by
expressing the protein in deuterated media. Followed by exchanging of labile sites, such
as amide ?Hs, by preparation in fully or partially protonated solvents.

The overall sensitivity obtained in deuterated samples is a balance between the
level of dilution, resolution and sensitivity. As a rule of thumb, higher levels of dilution
are required for applications at slow spinning frequencies and larger fractions of protons
are tolerated at faster spinning frequencies.

Improvements in MAS technology have reduced the level of 'H dilution required
for well-resolved, proton-detected spectra. Now as frequencies of 110 kHz MAS are
achieved is it questioned whether deuteration is still necessary at all.*3 In fact, many of

the measurements in Chapter 4 successfully use proton-detection on a fully-protonated
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sample.
2.2.8 Basics of 2D NMR Experiments

In biological samples, the 'H, '3C and "N chemical shifts throughout the biomolecule
all appear within a relatively small range, this leads to crowded spectra. For this reason
it is extremely rare to assign the structure of a biological sample using just a 1D spec-
trum, normally 2D and 3D spectra are needed. To illustrate this, examples of 1D and
2D spectra of the same protein sample are presented in Figure 2.9, the advantages of
multidimensional spectra are evident.

2D spectra can either be homonuclear or heteronuclear. An example of a basic
homonuclear 2D pulse sequence is presented in Figure 2.10. After the initial 90° pulse,
there is a variable indirect evolution time (t1) in which the magnetisation evolves,
under the chemical shift of the first nucleus. Next there is a “mixing time” that allows
magnetisation to exchange between nearby sites. Finally the NMR signal is detected as
a function of the time variable t9. This direct evolution time involves chemical shift
evolution on the second nucleus. The experiment is repeated many times incrementing
t1 and then recording the FID as a function of to. The dataset is Fourier transformed
twice (with respect to t; and tg) to produce a 2D spectrum that is a function of both
frequency variables.?® A similar concept can be applied to produce 3D or nD spectra.
In the case of multidimensional heteronuclear pulse sequences, the same concepts can
be applied alongside cross polarisation, which enables the transfer of the magnetisation

between the different nuclei.
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Figure 2.9: Examples of a) a 1D and b) a 2D spectrum of protein GB1. The sample is
uniformly 'H, *C and '°N labelled. The spectra were recorded at 100 kHz MAS and
700 MHz 'H Larmor frequency.
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Figure 2.10: An example of a homonuclear 2D pulse sequence. The indirect and direct
evolution times are labelled t; and tg, respectively.
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2.3 Relaxation Theory

In NMR, the relaxation rates of a nucleus are sensitive to both its environment and its
dynamics. In this section the origins of relaxation, links between relaxation rates and
motion, and fundamentals of NMR relaxation rate experiments are discussed in detail,

since this is critical to understanding the research presented in this thesis.
2.3.1 The Origins of Relaxation

In an NMR experiment, after an RF pulse has perturbed the magnetisation from the
z-axis to the zy-plane for example, the magnetisation does not precess there indefi-
nitely. Relaxation is the process by which magnetisation returns to thermal equilibrium.
There are two key relaxation processes: spin-lattice relaxation (also known as lon-
gitudinal relaxation, described by rate Rj), which describes the return of longitudinal
magnetisation back to the equilibrium state determined by the Boltzmann distribution,
and spin-spin relaxation (also known as transverse relaxation, described by rate Rs),
which describes the decay of transverse magnetisation (in the zy-plane) to zero (Figure
2.11).

Many motional processes can be studied by measuring the rate of these relax-
ation mechanisms because relaxation is driven by the random thermal motion of the
molecules. The motion experienced by the nucleus causes fluctuating magnetic fields
that interact with the spins, driving the magnetisation to equilibrium. In the context
of this work, such fluctuations can be caused by two key mechanisms: variations in the
dipolar interaction between two spins or in the chemical shift anisotropy of the
spin itself. The magnitude of both these types of anisotropic interactions is varied due to
reorientation of molecules as a result of dynamic process, which results in the mentioned
fluctuating magnetic fields. If these fluctuations occur at the required frequencies they
induce transitions between spin energy levels driving the bulk magnetisation back to
equilibrium.

Because these contributions to the relaxation rates originate from random mo-
tions they are said to be incoherent. One of the challenges for relaxation measurements
in the solid state is separating the effects of incoherent contributions, which contain use-
ful information on the molecular motions, from the coherent contributions that occur
due to the incomplete averaging of strongly coupled network of anisotropic interactions.

Often this challenge can be addressed through careful sample preparation and experi-

v v - v
) Y

Figure 2.11: Illustrations of the magnetisation vectors affected by spin-lattice (blue) and
spin-spin relaxation (red). The left-most diagram shows the net magnetisation after a
90° pulse and the right-most diagram shows the magnetisation back at equilibrium.

23



mental design.

Figure 1.1 in the introduction can be used as an approximate guide to under-
standing the timescales of various motions the nuclei or molecules may be undergoing,
as well as the timescales that different relaxation measurements are typically sensitive

to 10

2.3.2 The Correlation Time, Correlation Function and Spectral Den-
sity Function

In order to further understand the relationship between motion and relaxation rates, first
there must be a way of describing the random motion that provides the time dependence
to the local fields. Here the correlation time and correlation function are used to define
how quickly a magnetic field randomly fluctuates and therefore whether it is at the
correct frequency to cause relaxation. These concepts can then be used to estimate the

frequency and amplitude of motions from the measured relaxation rates of a nucleus.

The correlation time (t.) is defined as the average time taken for a molecule to
rotate one radian away from its starting position. As a rough guide, in solution, pro-
teins will often have t.s for the overall tumbling on the nanosecond timescale, whereas
small molecules will have faster t.s on the picosecond timescale. The reciprocal of the
correlation time (1/t.) provides a guide to the average frequency of the motion. The
correlation function (G(t.)) is used to characterise the time dependence of the ran-
dom motion, and its Fourier transform, the spectral density function (J(w)), allows
simple extraction of the amount of motion at a particular frequency. This is required
when determining whether a motion is at the correct frequency to contribute to the
relaxation process. Example plots of the correlation function and the spectral density
function for various correlation times are presented in Figure 2.12.

The correlation function shows the change in local field over time (t), where

the maximum is always at T = 0 and provides information on the average size of the

interaction. This maximum is equal to the average square of the local field (BZQO .)- The
correlation function undergoes a monotonic decay, often modelled as an exponential, as
T increases, the rate of this decay is dependent on the correlation time, as shown in
Equation 2.20 and Figure 2.12. After the correlation time (i.e. T = 1), the correlation

function will have decayed to 50 %.

G(r) = B2 exp( _T|T|) (2.20)

loc
c

Since the exponential part of Equation 2.20 is independent of the magnitude of
the local magnetic field (Bj,.) and therefore the overall magnitude of G(t), a reduced

form of the correlation function may be used (g(v)):

) (2.21)

Tc

Taking the Fourier transform of the correlation function produces the spectral
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Figure 2.12: a) Example plots of i) slow and ii) fast random motions and their corre-
sponding b) correlation functions and c) spectral density functions.

density function (J(w)), this allows for a simpler extraction of the amount of motion
at the Larmor frequency. The spectral density function plotted against frequency (w)

forms a Lorentzian centred at & = 0, as shown in Figure 2.12¢ and Equation 2.22:

—— 27
_ 2 c
J(w) = BZocm (2.22)
The spectral density at the Larmor frequency is:
J(wo) = B —2Te (2.23)
0 toc] + w2r2 '

J(wp) reaches its maximum value when 1. = 1 / g, confirming that motions will
have the most influence on relaxation when they are close to the Larmor frequency. As

with the correlation function, there is also a reduced spectral density function (j(w)):

27

—s 2.24
1+ wit? (2.24)

j(wo) =

It is important to note that the spectral density function can be simplified further
if the motion is considered to be in either the fast motion or slow motion regime.

The fast motion regime is defined as when wgm, << 1. In this regime it is
assumed that 1 + w372 ~ 1 and therefore the reduced spectral density is independent of

Larmor frequency:

j(WO) =27, (225)
The slow motion limit is defined as when wo7. >> 1. Therefore 14+wi7? ~ wir?
and since j(0) = 27, the reduced spectral density in the slow motion regime is:
: 7(0)
W, = 2.26
i) = s (2.26)
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Now that there is a system in place for quantifying the random motion that can
influence relaxation, these spectral densities need to be linked to particular mechanisms

of relaxation. This is achieved through transition probabilities.
2.3.3 Transition Probabilities

In a dipolar-coupled, two-spin system there are 4 energy levels. The dipolar interaction
between the two spins can cause relaxation induced transitions between any of these
energy levels. As illustrated in Figure 2.13, there are 6 possible transitions which can
be divided into 3 categories: single-quantum, double-quantum and zero-quantum.
Each of these transitions has a different probability: W1, Wo and Wy, respectively.
The W, transition involves two aligned spins flipping simultaneously, Wy is the same
except the spins are anti-parallel and W1 involves just one of the spins flipping.

The change in population of each of these energy levels can be written in terms

of the transition probabilities:

dpac

2 = ~Wibaa = WiPaa = Wapaa + Wipga + Wipag + Wapss (2.27)
dZia = —Wipsa — Wibsa — Wopsa + Wibaa + Wipss + Wopas (2.28)
d]; ‘z‘ﬁ = —Wipag — Wipag — Wopas + Wibaa + Wipss + Wopgsa (2.29)
% = —Wipss — Wipgs — Wapgs + Wipga + Wibas + WoPaa (2.30)

Where p,, is the population of the zz energy level (x = « or ).

The first three terms in each equation represent the loss of population from that
state and the latter three terms represent the gain in population from other states.
These expressions are only correct when the equilibrium populations are equal and this
is not the case. Therefore these equations must be adjusted to take this into account

by replacing the populations with the deviation of the population from its equilibrium

value (pa:a: - pgz):

dpaa 0 0 0
= - ax — Paa) — ax — Paal aa — Poao
i Wi(Paa — Paa) = Wi(Paa — Paa) — Wa(Paa — Paa) (231)

+Wi(pga — P%a) + W1(pas — pgﬁ) + Wa(pss — P%g)

dpﬂa
dt

= —W1(Pga — P3a) — W1(Pga — P2a) — Wo(PBa — P3a) (2.32)

+Wi(Paa — Paa) + Wi(pss — Ps) + Wolpap — Pag)
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Figure 2.13: The six possible transitions in a two-spin system: four single-quantum
(blue), one double-quantum (red) and one zero-quantum (green). The spins in higher
energy states are aligned against the By magnetic field.

dpa
dtﬁ = —Wi(pas — Pog) = Wi(pap — Pog) — Wo(Pap — Pog) (2.33)
+Wi(paa = Paa) + Wilpss —P3s) + Wolpsa — pha)
dpgp 0 0 9
= —Wi(pgs — pgg) — Wi(pss — pﬁﬁ) — Wa(pss — pﬁﬁ) (2.34)

+W1(Pga — Pha) + Wi(pas — Dog) + Wo(Paa — P

Now instead of considering the changes in populations of the energy levels, these
equations will be re-written in terms of the z-magnetisation of the spins. Initially the
z-magnetisation of the first spin, I; ., is considered. Figure 2.13 shows that I; . magneti-
sation will be affected by oo - o and off - Bf transitions (i.e. the transitions in which

the left spin (j) changes between o and [3):

I, = (Pac — Pﬁa) + (paﬁ - p@@) (2.35)

Following the same logic, the aa - of3 and o - Bf transitions involve the second

spin:

Ik:,z - (paoc - pozﬁ) + (pﬁa - pﬁﬁ) (236)

Each of these magnetisations has an equilibrium value:

1D, = (P — Pha) + (P2p — Dp) (2.37)
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I}, = (oo — Pog) + (DB — Plp) (2.38)

These equations allow the rate equations for the populations (Equations 2.31,
2.32, 2.33 and 2.34) to be re-written in terms of magnetisation in Equations 2.39 and
2.40.

1.

= —RY) (L. = 19,) = Reross(I- — I.,) (2.39)
dly, . k
dt _R((zu)to(—rk,z - Ilg,z) — Reross(1),2 — I]Q,z) (2.40)

R((lju)to and R((li)to are the auto relaxation rates of spins j and k, respectively.
This is the rate at which the magnetisation returns to equilibrium by dissipating energy
to the surroundings. R.ross is the cross relaxation rate, which represents the rate at
which magnetisation from spin j is transferred to spin k£ via a relaxation process. The
opposite process, transfer of magnetisation from spin & to spin j, is also described using
the same cross relaxation rate constant since the processes are equal. These equations
show that spin j, for example, is only influenced by its self relaxation (Rg}to) and the
auto relaxation rate between spin j and k.

The constants joqzto, R((lz)to and R.ross are defined below in terms of transition

probabilities. Note that in these cases Wl(j @) = Wl(j ) and Wl(k’a) = Wl(k’ﬁ ), so some of

the expressions below have been simplified accordingly:

RYo = W WP LW, + W = 2WY 4 W + Wo (2.41)
R, = W+ W™ Wy + W = 2WH + Wy + Wy (2.42)
Recross = Wo — Wa (243)

In order to link these relaxation rates to the frequencies of random motion that cause
the relaxation, each of the transition probabilities must be written in terms of spectral
densities. Figure 2.14 shows examples of spectral density plots for “fast” and “slow”
motions, with some common frequencies used in the transition probability equations
below indicated.

The single-quantum transition probability for spin j in a dipolar coupled

two-spin system jk is:

j 3
Wl(j) = %bQJ(UJOJ) (2.44)

Where J(wg ;) is the spectral density of the dipolar coupling at the Larmor frequency
and b is the dipolar coupling constant defined by:
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Figure 2.14: Example spectral densities plots for a “fast” and a “slow” motion with the
spectral densities at v = 0, wg and 2wg highlighted.

Ho Y12l

The double-quantum transition probability is:

j 3
WQ(]) = *bZJ(wO’j + ijk) (2.46)

W = 2527(20) (2.47)

Where J(2wy) is the spectral density of the dipolar coupling at twice the Larmor fre-
quency.

The zero-quantum transition probability is:

L
W = 1T)b%](wo,j — wo k) (2.48)

Which can often be simplified to:

i 1
W = 0’70 (2.49)

Where J(0) is the spectral density of the dipolar coupling at a frequency of zero.
With this new set of transition probabilities in terms of spectral densities, the R((Zju)to
and R...ss rate constants can be re-defined once more:
6

i 3 1
Rc(z]u)to = b2[270J(w07j) + gJ(WO,j + w07k) + TOJ(OJOJ‘ — wo’k)} (2.50)
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. 1 3
RY) o = b= J(wo; — wor) — =J (wo,j + wok)] (2.51)

10 5
These are further simplified as:
; 1
Rg]u)to = bzﬁ[&](wO’j) + GJ(WOJ + wng) + J(wo,j — wng)] (2.52)
. 1
RY),, = bQE[J(wo,j —wo k) — 6J(wo,j + wo k)] (2.53)

In the situation where both nuclei are the same isotope, the chemical shift dif-
ference is insignificant in terms of relaxation and therefore difference between Larmor
frequencies is also negligible. Thus J(wo,j + wo ) and J(wo,j — wo ) can be simplified to
J(2wp) and J(0) respectively:

Ruuto = b211—0[3J(wo) +6.7(2w0) + J(0)] (2.54)

As already mentioned, Equation 2.54 is known as the auto-relaxation rate, it

is used to describe a spin relaxing by itself.

Reross — bz%[J(O) — 6. (2w0)] (2.55)

Equation 2.55 is known as the cross-relaxation rate and it is used to determine
the rate at which magnetisation is exchanged between two spins via relaxation processes.
These equations will be used to establish how dynamic processes contribute to specific

types of relaxation, such as spin-lattice or spin-spin relaxation.
2.3.4 Spin-Lattice Relaxation (R;)

During an NMR experiment RF pulses cause the magnetisation to deviate from the ther-
mal equilibrium. The return of the longitudinal magnetisation back to this equilibrium
(i.e. the Boltzmann distribution) is known as spin-lattice relaxation (Figure 2.15). The
time taken for this relaxation process to occur is known as the spin-lattice relaxation

time (7T1), alternatively the relaxation process can be described by a rate (R1):

_ b
- %

Relaxation is generally multi-exponential, however in most cases the deviation

ial (2.56)

from a mono-exponential decay is not significant and so a mono-exponential decay can
serve as a reasonable approximation. R; is often described by a single exponential of the
form shown in Equation 2.57. However, the exact equation used to extract the value of

R; from an experiment will vary slightly depending on the specific R experiment used.

M (t) o< [M(0) — Mg)e™ (2.57)

Where M (t) is the magnetisation at time ¢ after the perturbation, My is the magneti-
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sation at time zero and M, is the equilibrium magnetisation.

The basic method of measuring this relaxation rate involves preparing the system
in a non-equilirbium state and repeatedly recording the amplitude of the signal in a
spectrum while varying time ¢, during which the system relaxes back to equilibrium.
The relaxation rate can then be extracted from an exponential fit of signal intensity
against t. As mentioned above, there are a few different experiments for measuring R,
which manipulate the spins in slightly different ways. The experimental details of these
pulse sequences are covered in Section 2.3.8.

The spin-lattice relaxation rate contains a large amount of information about
the picosecond - nanosecond dynamics of a particular nucleus. This is because the
motions that are most effective at causing R (i.e. transitions between the o and {3 states)
are on a timescale that is close to the Larmor frequency (i.e. energy gap between the
and states), this is typically in the ps - ns range. In order to extract this information the
various contributions to R; must be considered. In this case the important contributions

to Ry are from the dipolar interaction and the CSA:

Ri = Ricsa+ Ripp (2.58)

Where Ry csa and Ry pp are the contributions to R; from the CSA and dipolar cou-
plings, respectively.
Both parts can be described in terms of spectral densities using Equations 2.54

and 2.55. The dipolar contribution to R; will be determined by the auto-relaxation rate:

1
10

The CSA can also contribute to R1, the following expression accounts for this:

Ripp = —b*{3J(wo,;) + 6J(wo,j + wok) + J(woj — wox))} (2.59)

2
Rl,C’SA = Ew%(U%l + 0'32 + 0'33 — 0110922 — 011033 — 0'220'33)J(O.)0) (260)

Where oy, are the components of the CSA (o171 > o692 > o033).

The specific equations used to link R; to the spectral densities must be considered
on an individual basis depending on the particular experiment and sample used. Section
2.3.7 explains the models used to extract the amplitudes and timescales of dynamics

from the measured relaxation rates.

Figure 2.15: The mechanism of spin-lattice relaxation (Rp): the longitudinal magneti-
sation, represented by the blue arrow, returns to its equilibrium value.

31



2.3.5 Spin-Spin Relaxation (Rz)

An RF pulse will create magnetisation in the zy-plane. The decay of this transverse
magnetisation to zero at equilibrium is known as spin-spin relaxation (Figure 2.16). It
is quantified by the spin-spin relaxation time (7'2) or the spin-spin relaxation rate (R2)

where:

_ b
- =

Spin-spin relaxation can also be described in terms of spectral densities. It is

T, (2.61)

particularly sensitive to slower dynamics, on the nanosecond - millisecond timescale
through its J(0) term. In the case of dipolar relaxation and the CSA contributions are
described by Equation 2.62 and 2.63, respectively:

3

RQ,DD = %62{&](&)0,]‘ — w(),k) + 5J(w0,j) + 2J(wo7j + w(),k)} (2.62)

1 2 1
RQyCSA = gwg((f%l + 0'%2 + 0'%3 — 011092 — 011033 — O’gngg)gJ(O) + §J(WQJ’) (263)

2.3.6 Spin-Lattice Relaxation in the Rotating Frame (R.)

Another important type of relaxation to consider is spin-lattice relaxation in the rotating
frame, known as Ri,. This is the measurement of R; under the presence of a spin-lock
pulse (B1) in the same direction as the magnetisation. The spin-lock pulse suppresses
the free evolution of transverse magnetisation, “locking” it into a particular direction
in the rotating frame. Ri, is similar to Rq, which is the relaxation along the By field,
except in this case it is the relaxation along the applied, significantly smaller, By field
(Figure 2.17).
1

R1, is sensitive to motion on the nanosecond - millisecond timescale through
its J(wq) term (i.e. motions on a similar timescale to the spin-lock pulse), similar to Rs,
and is also sensitive to the MAS frequency (through terms involving J(w,)). However

R1, measurements are much more suitable for determining slow protein dynamics than

< —

-
v — v
J J

Figure 2.16: The mechanism of spin-spin relaxation (R2): the transverse magnetisation,
represented by the red arrow, returns to equilibrium.
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Ry measurements, since in Re measurements it is far more challenging to remove the
coherent processes originating from incompletely averaged anisotropic interactions.

The spectral density equations for the contributions to Ri, from the dipolar
interaction (R1, pp) and CSA (R, csa) are presented below in which wy is the frequency
of the spin-lock pulse and w; is the MAS frequency, together these equations form the
total Ryg:

1 2 2 4 4
Rip,pp = %bg{gJ(M + 2w,) + gj(wl — 2w,) + gJ(wl +wr) + §J(w1 — wy) (2.65)

+4J (w1) 4+ 3J (wo k) + J(wo,j — wo k) + 6J (wo,j) + 6J(woj + wok)}

1
Rlp,CSA = Ew?(afl + 0'32 +O’§3 — 0110922 — 011033 — 0220'33){(4le) + (3:]0.)07]‘)} (266)

2.3.7 The Model Free Approach

These relaxation rate measurements contain a wealth of information on the molecular
dynamics. However, in order to estimate the correlation time and amplitude of such
motions, these rates need to be fitted to a model. Particularly popular models for
relaxation rate data are the simple model free (SMF) and extended model free
(EMF) approaches developed by Lipari and Szabo.?%2

The SMF approach allows the estimation of the order parameters (i.e. effective
amplitudes) and correlation times (i.e. effective timescales) of the motions occurring
throughout the molecule. As described previously, the correlation time (t.) describes
how fast motion takes place; a shorter correlation time represents a motion with higher
frequency. In the absence of a specific model of motion, the order parameter (S?)
can be used to provide a general measure of the amplitude of motion. S? ranges from
0 to 1, where 0 represents unrestricted motion and 1 indicates a rigid case. S? and T,
can be extracted from measured relaxation rates via the spectral density equations for
the particular relaxation rate (discussed in the previous section) and the following SMF

expression for spectral density:

T
1+ (wre)?

J(w)=(1-8% (2.67)

Figure 2.17: The mechanism of spin-lattice relaxation in the rotating frame. The blue
circular arrow represents the spin-lock pulse along the y-axis.
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The SMF approach provides a simple method of estimating the order parameter
and correlation time of a site from its relaxation rate. However this model assumes
that only a single motion contributes to the relaxation rate and so produces an average
representation of the potentially complex dynamics. A more detailed model, such as the
extended model free approach,’® may be used if enough data is available. The EMF
equation for spectral density is used for fitting both a “slow” and “fast” motion to the
relaxation data and so has the potential to produce a more realistic representation of

the dynamics (Equation 2.68).

Ts

J(w) = (1= 83— 4531 - DT o

1+ (wry) (2:68)

Where SJ% and S? are the order parameters and 7y and 7, are the correlation
times for the fast and slow motions, respectively.

It must be noted however that the EMF approach involves the fitting of four
parameters (SJ%, Tf, S? and 75) and so should only be used in the cases where ample

data is present, otherwise an accurate fit will not be possible.
2.3.8 Relaxation Experiments

Now that the theory behind different types of relaxation (R;, Rz and Rj,) has been
presented and the methods of extracting dynamic information from the relaxation rates
have been described, it is appropriate to discuss how to measure relaxation rates exper-
imentally.

Throughout this thesis a handful of important relaxation experiments are re-
ferred to on multiple occasions: The saturation recovery and “Torchia” methods are
implemented for measuring fast dynamics (R;) in the protein experiments and the ice
experiments, respectively. To investigate slower motions, R1, is implemented in the pro-
tein experiments and both Ri, and Rs are used in the ice experiments. These pulse

sequences and experiments are explained below.
Measuring R;: The “Torchia” Method

The significant advantages of using cross polarisation to enhance the sensitivity of mea-
surements on more dilute nuclei were highlighted in Section 2.2.3. When measuring 2C
and N R; in proteins, it is vital that cross polarisation is used. Some techniques for
measuring R1, such as inversion-recovery®® and saturation-recovery,5' are not compati-
ble with using cross polarisation in the pulse sequence and so the “Torchia” method,%?
which will be explained in detail here, is most suitable. An additional benefit of using
this experiment is that it is limited by the 'H T'; rather than the *C T; and so it can

be repeated faster, reducing the experimental time.

Published in 1978, this method combines the improved signal of a '"H-X CP with an
R measurement on the, now enhanced, X magnetisation. An example Torchia pulse
sequence is illustrated in Figure 2.18 for X R; measurements. This pulse sequence uses

two steps of phase cycling in order to cancel out the effects of the direct X Boltzmann
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magnetisation. First, the steps of the pulse sequence are explained with the two different
phase cycles (coloured in red and blue for clarity) and finally result of combining them
is discussed.

An initial 90° pulse rotates the 'H magnetisation into the zy-plane and then cross
polarisation is used to transfer the magnetisation from the 'H to the X nuclei. After
the CP, either a 90°_, or 90° pulse on X rotates the magnetisation onto the +z-axis or
-z-axis. It is here that a variable delay provides time for relaxation to the X equilibrium
Boltzmann value to start. (Note that after the 90°.y pulse, the X magnetisation on the z-
axis is far greater than the equilibrium value due to the CP from 'H, hence the following
decrease in magnetisation to the Boltzmann value.) At the end of the relaxation delay
there is a final 90°; pulse on X to rotate the magnetisation into the zy-plane. Finally, the
X magnetisation is recorded ('H decoupling is applied during the acquisition). Examples
of the magnetisation throughout this pulse sequence with short and long relaxation delays
for both parts of the phase cycles are illustrated in Figure 2.18. The resulting plots of
signal against relaxation delay for both and the combined plot are also presented.

Overall this pulse sequence will give maximum signal if no delay is used. If a very
long delay is used, allowing the signal to fully relax, the resulting spectrum will have
no signal. For a complete R; experiment, the pulse sequence is repeated with various
delay lengths (for example from 0.01 s to 15 s) and the integrals of the resulting peaks
are recorded. During this “relaxation delay” (t) the magnetisation relaxes and so the
signal intensity decreases. A plot of this intensity against the delay length should give

an exponential decay, which can be fitted to the following equation:

M, = Mye=f) (2.69)

Where 7 is the variable delay, M, is the magnetisation at time 7 and M is the mag-
netisation at time O.

A final complication to this experiment is that usually, while studying proteins,
it is necessary to record 2D spectra to achieve reasonable resolution (rather than just
1D as implied above). It is also worth noting that typical R; values for proteins are 1 -
200 ms for ®N and 50 - 600 ms for 3C.

Measuring R;: Saturation Recovery

63,64 an alternative method for measuring Ry, is used for the 'H

Saturation recovery,
R1 experiments on ice samples. Typical 'H R; values for ice are in the range of 100 -
1000 ms. This method is selected in this situation because it is a simple method that
allows a very rapid repetition of experiments because there is no 77 wait time at the
end of the experiment. It is worth noting that cross polarisation is not needed for these
'H relaxation experiments and so using the Torchia method (described above) would be
inappropriate.

Figure 2.19 shows a saturation recovery pulse sequence. It starts, as the name

suggests, by saturating the spins using a series of non-selective 90° pulses.’* This causes
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Figure 2.18: Example R; pulse sequence using the Torchia method. The effect of short
and long relaxation delays on the bulk magnetisation for both parts of the phase cycle
are illustrated, alongside the resulting plots of signal against relaxation delay. In both
cases, the magnetisation vector after the “long t” represents the X magnetisation at its

equilirbium value (i.e. fully relaxed).
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Figure 2.19: 'H saturation recovery R; pulse sequence. The spins are saturated by the
series of n non-selective 90° pulses. The relaxation delay (<) is varied in order to observe
the relaxation process.

the spins equally populate the states, thus there is no net magnetisation. After time T,
a 90° pulse rotates any z-magnetisation into the zy-plane for detection. During time <t
the spins start to return to their equilibrium state resulting in an increased signal over

time (Figure 2.20). This signal recovery is fitted to the following equation:

M, = My(1 — e 1017) (2.70)
Where My is a constant related to the initial magnetisation.

Measuring Rs: CPMG

Many 'H R, measurements are taken on the frozen antifreeze solutions in Chapter 6
using a pulse sequence known as Carr-Purcell-Meiboom-Gill (CPMG). This sequence
starts with a 90° pulse to create magnetisation in the zy-plane, followed by a spin-echo
period repeated n times before acquisition (see Figures 2.21 and 2.22). The effect of
the spin-echo period on the spins is to reverse the inhomogeneous part of the T signal
decay (i.e. the distribution of offset frequencies due to magnetic field inhomogeneity)
while allowing the homogeneous part of the Ty decay (i.e. the natural distribution of
frequencies due to the T; relaxation process) to be measured. Homogeneous broadening
is caused by fluctuations in the microscopic magnetic fields and it is quantified by Ra,
whereas inhomogeneous broadening is caused by variations in the By field throughout
the sample. The separation of these effects is key to accurately measuring Rs. The
spin-echo period has to be very small to ensure diffusion effects are negligible, otherwise
the spins will not be refocussed completely. Thus, a train of spin-echoes with short t
delays is used. As the number of these spin-echo repeats (n) is increased, the resulting
signal decreases due to the homogeneous broadening.

The value of Ry can be calculated from monitoring the intensity of the NMR
signal as a function of length of the total spin-echo period (1= n x time for a single
spin-echo), see Equation 2.71. In these experiments a single spin-echo period was on the

order of a few microseconds and n was varied from 2 into the hundreds.

M, = Ael—f27) (2.71)
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Figure 2.20: An illustration of how the spins react to this R saturation recovery pulse
sequence with an example spectrum at different values of . An example of a saturation
decay R; plot is included on the right-hand side.
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Figure 2.21: 'H Ry CPMG pulse sequence. The spin-echo is repeated n times. Varying
n allows the decay of the transverse magnetisation to be observed.
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'H Ry, CPMG pulse sequence.
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Measuring Rig:

R1, is measured in a similar way to R; except that, instead of a variable relaxation
delay, a variable length spin-lock pulse (of length t) is applied. Rj, is much faster than
R and so significantly shorter times will be used for these spin-lock pulses (for example,
0.1 ms - 200 ms).

The minimum power of the spin-lock pulse needed to accurately measure R,
will vary depending on a variety of conditions, including nucleus and sample type (as an
example 8 kHz is used for *C nuclei in a protein in Chapter 4). In a similar manner to
the Ry measurement, a plot of peak intensity versus spin-lock pulse length should result
in an exponential decay (Figure 2.23) and the value of Ri, can be extracted from the

exponential fit of the graph through Equation 2.72.

M, = Mye~Fe7) (2.72)

2.3.9 Relaxation Dispersion Measurements

Relaxation dispersion (RD) is measured on the frozen antifreeze solutions in Chapter 6
in order to extract further information on microsecond exchange processes. Here, the
relationship between RD and exchange is discussed.

The presence of chemical exchange on the microsecond timescale will cause an
increase in the measured Ri,, due to the nuclei spending time in different chemical
environments during the spin-lock pulse. This effect can be suppressed by using a higher
spin-lock power, which effectively flips the magnetisation more frequently and therefore
it has less time to change to the other state. Spin-lock pulses are typically in the range
of 1 - 50 kHz, hence why these measurements provide insight to microsecond exchange
processes. The process of measuring R, with a range of spin-lock powers is known as
relaxation dispersion.

Figure 2.24 shows an example of relaxation dispersion measurements on a sample:
Firstly the measured R, plots for a range of spin-lock powers are presented and then the
extracted R, rates from these are plotted against the spin-lock power. In this example
it is clear that Rq, rapidly increases with decreased spin-lock power, showing that this
sample is undergoing a microsecond exchange process. If there is no exchange on the
relevant timescale, 1, will not vary in this way. Note that coherent contributions, which
originate from insufficiently averaged anisotropic interactions, can also contribute to the

relaxation dispersion effect (pseudodispersion).
2.3.10 Temperature and Relaxation

Molecular motion, which causes fluctuating magnetic fields, is the dominant cause of
relaxation. Thus it is only logical that variation in temperature will affect these motions
and alter relaxation rates. In certain cases, the relationship between a relaxation rate
and temperature can aid in the extraction of dynamic information from the data. This

concept is used in Chapter 4 to help determine the trends in motion throughout the
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Figure 2.23: An example of a) an R, pulse sequence with the spin-lock pulse of varying
length, b) the resulting spectra (with decreasing intensity) and c) the plot of intensity
against the delay time used to calculate R1,.
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Figure 2.24: a) Examples of the exponential decay due to Ri, using different spin-lock
frequencies. b) These R, rates (plus others) plotted against spin-lock frequency. It is
clear that the measured value of Ry, is strongly affected by the spin-lock frequency and
therefore that this site is undergoing exchange on the microsecond timescale.
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backbone of a protein and in Chapter 6 to compare the dynamics of ice protons within
different frozen antifreeze solutions.

Firstly the approximate relationships of the spin-lattice and spin-spin relaxation
times (77 and T'2) with correlation time are presented in Figure 2.25. Note that T';
passes through a minimum, whereas T's decreases with increased correlation time. Ad-
ditionally, at very short correlation times 71 and T are equal, this is known as the
extreme narrowing limit and is valid in cases of very fast motion, such as in a liquid.
Correlation times are inversely proportional to temperature: increasing the temperature
will speed up motions, decreasing their correlation time. This suggests that 7’5 will al-
ways increase with warming. Whereas T'; will have a clear minimum at the correlation
time at which relaxation is most efficient (1. = 1/wp).

The Arrhenius equation defines the relationship between temperature and the
rate of a thermally-activated process, such as molecular motion. This equation can be
adapted so that an activation energy (E,) can be obtained from a plot of the correlation

time as a function of temperature:

7o = AeRt (2.73)

Where A is a pre-exponential factor, R is the gas constant and T is temperature.

In certain cases, such as in the extreme narrowing limit (where 7'; has a linear
relationship with correlation time and therefore also with temperature), the gradient of
a plot of In(71™!) against the inverse temperature will be proportional to the activation
energy. However, in most cases, the relationship between the relaxation rate and tem-
perature is more complex and so a different approach for obtaining activation energies
is required.

One common method for analysing relaxation data with a temperature depen-
dence is to combine the Arrhenius equation with the model free approach (see Section
2.3.7). In the model free approach, each relaxation rate consists of various spectral den-
sities at particular frequencies and these spectral densities are related to the correlation
times and order parameters of motions. To elaborate, in the spectral density equation
presented below the correlation time now has a temperature dependency, defined by
Equation 2.75:

—(1_g2y__Te
Jw) = (1= 5% e (2.74)
7. = moel 7H) (2.75)

Now, instead of the spectral density equations fitting just t. and S? to a relaxation rate,
they can be use to fit 19, S? and E, to a set of variable-temperature relaxation rates. tg
is a temperature-independent constant relating to the correlation time. The correlation
time at any temperature can then be calculated from 1ty and E, using Equation 2.75. In

this example the equations are based on the SMF approach and therefore depend on the
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Figure 2.25: Approximate variation in 77 and T3 with correlation time. Adapted from
Bloemburgen et al.%

assumption that a single motion dominates these relaxation measurements. Of course
this method of incorporating the temperature-dependence of the correlation time into
the spectral density equations can also be applied to the EMF approach if sufficient data

is present.
2.3.11 The Nuclear Overhauser Effect

The nuclear Overhauser effect (NOE) is the transfer of magnetisation from one spin to
another via dipolar cross-relaxation. The differential equation for the rate of change
in the z-magnetisation of spin j will have a contribution from the cross-relaxation rate

constant (o) if spin & is not at equilibrium:

alj .
dt

This cross-relaxation, which has a %6 distance dependence, leads to the nuclear

= _Rg(lj,z - Ijo,z) - Ujk(Ik,z - Il(c),z) (276)

Overhauser effect (NOE). NOE measurements involve the saturation of particular nuclei
and then the observation of which nuclei are affected. In 2D NOESY (nuclear Over-
hauser effect spectroscopy) spectra, the nuclear Overhauser cross relaxation between
spins during the mixing period is used to establish the correlations. The resulting 2D
spectrum has non-diagonal cross peaks that connect resonances from nuclei that are
spatially close. The relative intensities and signs of the crosspeaks are dependent on the

cross-relaxation rate constant and thus provide information on internuclear distances.
2.3.12 Chemical Exchange

A chemical exchange process between two state can either be described as “slow” (k <<
|Av|) or “fast” (k >> |Av|) relative to the difference in chemical shift between the two
states. The rate of exchange has important effects on NMR spectra and relaxation rates.
In the case of slow exchange, both states will be distinctly observed in an NMR spectrum

at their respective chemical shifts. As the rate of exchange increases the peaks will merge
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into a single peak representing the population-weighted average of the chemical shifts.
Exchange spectroscopy (EXSY)%6:67 is used to quantify slow exchange processes. An
EXSY measurement is actually the same as a NOESY measurement, they both produce
crosspeaks for nuclei that are close in space and nuclei that are undergoing exchange.
The name used typically depends on the purpose of the experiment.

Exchange processes can significantly contribute to relaxation rates, which can be
used to provide an insight into the dynamics and chemical exchange rate of the nuclei.

Slow exchange processes will contribute to Ry in the following way:

RS = RS + k (2.77)

Where R$? is the observed relaxation rate, RJ is relaxation in the absence of exchange
and k is the rate of the exchange.

Increasing the exchange rate, for example by increasing the temperature, will
increase its contribution to the observed relaxation rate. Whereas the contribution of

fast exchange processes will decrease as the exchange rate increases:

PaPpAw 2
k

Where p, and p, are the populations of states a and b, and Aw? is the chemical shift

R9" = RY + (2.78)

difference between the two states.
In the case of R, chemical exchange on the microsecond timescale will have the

following contribution, which depends on the spin-lock frequency:

papbAW2 k

Robs — RO +
1p wsz + k2

i (2.79)

Where R‘l’zs is the observed Rig, R(l)p is the Rj, in the absence of any microsecond

exchange contributions, k is the exchange rate and wey is the spin-lock frequency.
2.3.13 Spin Diffusion

Spin diffusion is a coherent process that promotes spontaneous exchange of magnetisa-
tion between spins. If this magnetisation transfer happens sufficiently fast compared to
relaxation times during relaxation rate measurements, the measured rates are averaged
over several sites, meaning that they are no longer site specific.%® 7! Thus it is important
that the effects of spin diffusion are effectively suppressed in relaxation measurements.
It is particularly challenging to do so in R; measurements.

During protein '3C and N R; measurements the most efficient spin diffusion
is assisted by the dipolar couplings to protons. This is known as proton-driven spin
diffusion (PDSD) and its rate is dependent on the cross terms involving 'H-X and X-X
dipolar couplings, where X = 3C or N. N measurements tend to be less affected
by PDSD than ¥C due to their lower gyromagnetic ratio and therefore smaller dipolar
couplings, as well as being sparsely spread throughout the protein. The rate of PDSD
can be reduced by fast MAS, dilution of the 'H network or application of RF pulses.
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Although, the latter technique is rarely used in practice due to the requirement of high
RF pulses that may damage the equipment or sample.

Suppressing PDSD is huge problem for aliphatic '3C nuclei in particular, due to
their strong one-bond 'H-13C and 3C-13C dipolar couplings. As previously discussed, if
the coupled nuclei have a small chemical shift difference, relative to the dipolar coupling
constant, higher-order terms will become relevant. This is the case for some 3C* 13CP
nuclei that are close in chemical shift, and therefore fast MAS will only eliminate some
of the dipolar interaction terms.

In addition to fast spinning, partial '3C labelling or deuteration can be used to
remove some of these pathways for PDSD. This combination of techniques allows for
accurate, site-specific R, measurements on aliphatic '3C nuclei, but there are various
disadvantages to using these isotopic labelling schemes. In this light, Chapter 4 focuses
on methods of eliminating the effects of proton-driven spin diffusion from site-specific

13C* Ry measurements on fully-protonated, uniformly 'C labelled proteins.
Calculating the Effect of Spin Diffusion on R,

In the case of a two-spin system coupled by spin diffusion, the spin diffusion can be

described by the following equation:%°

o |1 I M°
— =—(K +R). — 2.80
-0 o RI 0
Where K = , R = and M? is the magnetisation at thermal
c -0 0 R}

equilibrium. In this system, two spins are considered, I and S, with spin-lattice relaxation
rates R1! and R1°, magnetisations I and S (at time ¢) and an exchange rate of o (due
to PDSD).

The evolution of the above system can be described by Equations 2.81 and 2.82:

or

%= —RI(I = M) —o(1 - 9) (2.81)
0 = RS~ M") ~ (5~ ) (2.82)

Equations 2.81 and 2.82 were solved (using Matlab) allowing the effect of PDSD
on the true Ry to be calculated. Calculating the time dependence of the magnetisation
of spins I and S will simulate the relaxation of this nucleus over time when coupled
to the other spin, and fitting an exponential curve to this allows for calculation of the
effective R1. The solution to Equations 2.81 and 2.82, and Matlab scripts used for these
calculations are included in Appendix A.2.

The simulations presented in Figure 2.26 highlight just how effective PDSD is at
altering the measured relaxation rates from their true values. If the exchange rate is

faster than either of the relaxation rates it will completely dominate the system and the
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measured relaxation rates will no longer contain any site-specific information. Even a
PDSD exchange rate an order of magnitude smaller than the true relaxation rates can
still significantly alter the measured rates, so it is critical to reduce the PDSD exchange
rate as much as possible during relaxation measurements.

There are two limiting cases for magnetisation exchange due to PDSD: 20 >>
|RI—RY| and 20 << |R{—R7|.™ In the former case the PDSD rate will clearly dominate
the measured relaxation rates, causing the magnetisation to decay bi-exponentially for
both spins at an averaged rate. In this situation it is not possible to determine reliable
dynamics data. The latter case, where the difference in relaxation rates is much greater
than the rate of spin diffusion, will produce independent mono-exponential decays for
the spins I and S with the rates of R + ¢ and R{ + o, respectively. In this case if o is
sufficiently small compared to the relaxation rates it will be possible to obtain reliable
dynamics data.

Further simulations revealed that the system that causes the largest deviation
in the measured Ri of spin I is one where spin I relaxes much faster and is much less
polarised than spin S. This, in the majority of cases, matches the situation between
the adjacent 3C* and '3CP nuclei in the relaxation measurements throughout Chapter
4: 13CP Ry is typically far greater than 3C* Ry due to the increased dynamics of a
sidechain, however the 3C* peaks tend to be far more intense. This suggests why it can

be so challenging to suppress PDSD at during these *C* relaxation measurements.
2.3.14 Chemical Exchange Saturation Transfer

Chemical exchange saturation transfer (CEST) was originally developed for use with
contrast agents in magnetic resonance imaging (MRI).”™ In this situation, a low concen-
tration contrast agent that has exchangeable protons is selectively saturated and then
detected indirectly through the water, causing significant changes in the water signal.
If the experiment is conducted with and without the saturation pulse, the difference
between these two spectra will provide a huge enhancement in the area affected by
the contrast agent. Subsequently, there has been a substantial amount of interest in
developing CEST and compatible contrast agents for improved MRI.7484

CEST (also related to dark-state exchange saturation transfer, “DEST”85:86) has
also been applied to solution-state NMR in cases where an “invisible” (or low concen-
tration) state is in exchange with a visible, higher concentration state. For successful
CEST, the exchange rate should approximately be on the order of 20 - 300 s! and the
population of the invisible minor state(s) should be > 1 %.%” During CEST, a weak
RF pulse is applied step-by-step across the range of frequencies for a particular nucleus
and a spectrum will be recorded at each step. If this RF pulse is applied on-resonance
with the major state, it will be saturated and there will be a complete loss of signal.
Critically, if this RF pulse is applied on-resonance with a minor state, the minor state
will be saturated, which is then transferred to the major state via the exchange mecha-
nism. This results in a decrease in intensity of the major state peak. By repeating this

experiment while sweeping the frequency of the RF pulse, any invisible minor states in
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Figure 2.26: a) A comparison of the calculated “measured” and true relaxation decays
for spins I and S with a PDSD exchange rate of 0.1 s™!. b) A plot demonstrating how the
calculated “measured” 13C* Ry varies from its true value as the PDSD exchange rate is
varied. In both cases, the true Ry of spins I and S are 0.2 and 0.4 s' and the relative
initial polarisations are 1.5 and 1 respectively.
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Figure 2.27: CEST: The major (visible) peak changes intensity as the saturation pulse
sweeps across the spectrum. It decreases in intensity as the major and minor (invisible)
peaks are saturated.
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exchange with the major state will be revealed indirectly via the major state spectra.
The resulting data can then be presented as a plot of major peak intensity as a function
of the RF pulse frequency. This concept is illustrated in Figure 2.27.

Solution-state CEST has been used in many cases to identify minor or unfolded
states of various proteins,® 92 such as amnyloid—@%’86 and SOD1,% which are known to
be involved in Alzheimer’s disease and amyotrophic lateral sclerosis, respectively. In
Chapter 4, SSNMR 13C* “CEST-like” measurements are presented, which are used to
observe polarisation transfer between neighbouring C sites due to proton-driven spin

diffusion.
2.3.15 Cross-Correlated Relaxation

First observed in the 1970s,%476 cross-correlated relaxation describes the interference

97-100

between multiple relaxation mechanisms acting simultaneously and can provide

97,101-104 For example, Fischer et

insights into the structure and dynamics of proteins.
al. used the cross correlations between the 13C’ CSA and 13C’-13C* dipolar couplings in a
protein to produce dynamic models for the peptide planes'?® and Fiala et al. revealed ion
coordination sites in DNA using cross-correlated relaxation rates.'® Despite its uses, it
is critical to suppress cross-correlated relaxation during relaxation measurements because
it will alter the measured rates of the involved nuclei (i.e. the rates will no longer be
quantitative).

In solution-state NMR, cross-correlated relaxation tends to be prominent and
it is common practise to apply decoupling during the relaxation delay to suppress its
effects. This decoupling must invert the magnetisation on a time scale substantially
faster that the relaxation itself.”%97-107 In the solid state 'H spin diffusion is typically
fast enough to suppress cross-correlated relaxation (for interactions involving protons).
However some of the measurements presented here use very fast MAS and under these
conditions 'H SD is slowed down. Thus in Chapter 4 it will be important to check that
cross-correlated relaxation is still negligible during relaxation measurements at MAS
speeds of up to 100 kHz.

2.4 Solid-State NMR Applied to Biological Samples

A significant amount of the research presented in this thesis focuses on extracting dy-
namic information from SSNMR relaxation measurements on proteins. These relaxation
rates are most influenced by fluctuations in the local anisotropic interactions, which are
caused by molecular motion. The timescales of the different dynamics that may oc-
cur within a protein are summarised in Figure ??7. Different NMR measurements are
sensitive to particular ranges of motion, these are also outlined in the same figure.
Within a protein different types of nuclei can be probed, which not only allows
motions in the sidechain or backbone to be differentiated, but also the dynamics in spe-
cific parts of the backbone to be determined, for example '°N, 13C’ or ¥C*. Furthermore,
if the NMR data is well resolved, the motions of these sites within each specific residue

can be identified. This allows for a thorough analysis of a huge number of sites through-
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out the whole biomolecule. In general, the protein backbone motions will be slower
than sidechain motions, particularly the 1N and '3C’ nuclei that are within the peptide
plane. Typically '°N sites will have slower relaxation rates than *Cs due to their lower
gyromagnetic ratio. The sidechains will be very mobile, especially the rapidly rotating
methyl groups, and therefore produce fast relaxation rates.

Finally, it is critical to highlight the importance of careful sample preparation:
Even after the protein production, isotopic labelling and crystallisation, care must be
taken throughout the packing and storage of the proteins. The primary concern is
keeping the sample properly hydrated, which retains the biological context and improves
the resolution of the resulting spectra.'®1%9 Various studies across the years suggest
that these crystalline proteins samples still accurately represent their native state as long

as the protein is correctly hydrated.''~17

2.4.1 Protein GB1

The protein “GB1” (Figure 2.28) is used as a model protein in Chapters 3, 4 and 6, thus
it is worthwhile providing background information on this useful protein.

GBI is the -1 immunoglobulin binding domain of protein G, expressed from
Escherichia coli. It is commonly used as a model protein in SSNMR studies because it
is a robust, 1% 11! fairly small (56 residues, MW = 6.2 kDa), well-characterised ! 112115

and extensively-studied !0, 116-119

protein that is relatively easy to crystallise. GB1 has a
T of 87.0°C (at pH 5.4), which is particularly relevant to the measurements in Chapter
5 that are conducted between -2.2 and 34.85°C.'0 The '3C and PN SSNMR assignments
and the crystallisation process of GB1 have been well-documented by Franks et al.'® The
sequence and structure of GB1 are presented in Table 2.2 and Figure 2.28. In both cases
the different regions of secondary structure are highlighted. A full list of assignments

can be found in Appendix A.1.

N-Terminus

C-Terminus

Figure 2.28: The structure of protein GB1. The a-helix is coloured green (residues 23 -
36), the B-sheets are blue (residues 2 - 8, 13 - 19, 42 - 46 and 51 - 55, respectively) and
the loops are grey.
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Table 2.2: The sequence of GB1. The residues that are part of the o- helix are coloured
green and those that are part of a 3-sheet are blue.
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Chapter 3

Development of Tools to Aid the
Packing of Proteins into
Solid-State NMR Rotors

The initial designs for the 1.3 mm rotor packing tools were developed by Dr W. Trent
Franks and Georgina Charlton, supervised by Dr Jozef Lewandowski. Later developments
stemmed from discussions with Dr W. Trent Franks and Koorosh Fatemian. All versions
of the tools were manufactured by Lee Butcher and Marcus Grant in the Department of

Chemistry’s mechanical workshop (University of Warwick).

3.1 Abstract

13,120,121 122-124 54,125

Crystallisation,, sedimentation and often precipitation, provide the
homogeneous local environment for all chemically equivalent nuclei needed for high res-
olution NMR, spectra of proteins. However, once prepared using such techniques, the
delicate proteins become extremely challenging to pack into small SSNMR rotors (0.7 -
1.3 mm diameter). Custom tools were developed that allow careful, controlled packing
of such samples into these rotors whilst ensuring that the samples do not degrade or
dehydrate in the process. Additionally, the tools have been designed to allow sedimenta-
tion of protein samples in the tool before being directly packed into a rotor, minimising
waste.

After thorough testing, the tools were used to pack a crystalline protein sample
in 10 minutes (compared to several hours previously) and the resulting NMR spectra
showed that the protein was neither dehydrated nor degraded. The tools were also used

to sediment protein samples and then pack them into SSNMR rotors.

3.2 Introduction

For a relevant investigation of a biomolecule using SSNMR, it is critical that the sam-
ple is in an appropriate state. This means that the protein must be suitably hy-
drated; correct hydration of a protein is vital for normal activity, proper folding and

126-130

dynamics, additionally dehydration may have further adverse effects specific to
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that biomolecule.!31133 Furthermore, sample dehydration significantly reduces the SS-

NMR spectral resolution, thus it is immediately obvious if the protein is poorly hy-

d,121’134’135

drate Therefore it is absolutely critical to have a suitably-hydrated protein

both to ensure the sample is biologically relevant and to obtain high quality spectra.

13,120,121 54,125

Techniques such as crystallisation, and sedimenta-

122-124

precipitation,
tion are commonly used to produce immobilised, homogeneous and well-hydrated
protein samples suitable for high-resolution SSNMR. Each of these protein preparation
techniques results in a subtly different sample, as outlined in Figure 3.1. Crystallisation
is commonly used for sample preparation, but it can be very challenging to determine
the correct crystallisation conditions for a particular protein due to its sensitivity to
temperature, pH and ionic strength.!36

When crystallisation is not tenable or if the protein is large, sedimentation may
be used to immobilise the protein by centrifugation while retaining the homogeneous
local environment.'??>7124  Sedimentation has no upper size limit and in fact becomes
more efficient with higher molecular weights. It is important to note that centrifugation
produces large shear forces, and in some cases may destroy large complexes if the force is
too high. However, the forces in the SSNMR rotor caused by MAS are typically greater
than any ultracentrifuge can achieve, so such samples may only be amenable to both
low-g sedimentation and slower MAS.

Freezing, lyophilisation, and some precipitation conditions can be used to immo-
bilise proteins, but have proven to be less suitable for SSNMR due to the multiple local
environments introduced.'” For example, lyophilisation followed by rehydration does

not guarantee uniform hydration throughout the sample,!3

and imperfect precipitation
can lead to a mixture of crystal lattices with different unit cells present.''® 12! Further-
more it has been shown that freezing, precipitation and lyophilisation may deteriorate
the quality of resulting spectra.'?1:13% 140 This Jeaves crystallisation and sedimentation

as the most suitable methods of preparing protein samples for SSNMR.

Once the protein has been prepared, a simple, reliable packing method is required,
which retains the hydration (i.e. biological relevance) of the sample, maximises the quan-
tity of sample in the rotor and packs it evenly, so that stable MAS is not compromised.
Hydrated proteins are semi-solids and typically stick to the tools used to pack dry sam-
ples, while simultaneously being too viscous to be transferred using a pipette. Moreover,
it is vital that crystallised proteins are transferred to the rotor with as little waste of the
costly sample as possible, while also not changing the hydration of the protein. Packing
these semi-solid samples into small SSNMR rotors (0.7 - 1.3 mm diameter, see Figure
3.2) is challenging, potentially wasteful of labelled material, and time consuming. Many
methods involve several transfers between multiple tubes and pipette tips before ending
up in the rotor.!#! Previously, in the Lewandowski lab, proteins were packed into 0.7
and 0.8 mm rotors using a spatula (Figure 3.3) and into 1.3 mm rotors using a benchtop
centrifuge (Figure 3.4). The latter method, which packed the sample at an angle, had

the added risk of uneven packing that can cause unstable MAS.
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Figure 3.1: The results of different techniques for the preparation of SSNMR protein
samples: a) Crystallisation, b) sedimentation, ¢) lyophilisation and d) freezing. Figure
adapted from Bertini et al.’?#

b)

H 1.3 mm 67 kHz

= =08 mm 100 kHz
0.7 mm 111 kHz

Q 7 Q 6}/“ } 3
Tpyy

Figure 3.2: a) A photograph and b) a diagram of 0.7, 0.8 and 1.3 mm SSNMR rotors,
showing the maximum MAS frequency of each rotor type. (Top caps are not included
in the diagrams.)

— § —

Figure 3.3: The previous method for packing proteins into 0.7 and 0.8 mm rotors using
a spatula, which typically takes several hours.
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Figure 3.4: An older method for packing crystalline protein samples into 1.3 mm rotors
in the Lewandowski lab. The sample is transferred into the rotor using a benchtop
centrifuge meaning that the protein will be packed at an angle, potentially leading to
unstable MAS.

In this chapter, ultracentrifuge tools to sediment the sample at up to 700,000 x
g and then pack the sample into an SSNMR rotor at moderate g-forces (10,000 - 50,000
x g) are presented. These tools are for use with 0.7, 0.8 and 1.3 mm rotors, matching
the recent developments in MAS technology, however the designs can also be adapted
for larger rotors. The motivation behind these tools was to create an efficient, robust,
reliable method of packing both crystalline and sedimented proteins into small SSNMR

rotors that would also minimise the loss of sample and avoid dehydration.

3.3 Literature Review

The use of an ultracentrifuge device to pack SSNMR rotors was first mentioned in the
literature by Bockmann et al. in 2009.'4? The device, used to pack crystalline protein
samples into 1.3 - 4 mm rotors using an ultracentrifuge, was a huge development in the
packing of such samples. (For further comparison, Das et al. describe a typical home-
made device which would have been used to pack these types of samples previously.'4!)
Subsequently, various designs aiming to sediment soluble proteins directly into 1.3 - 4
mm rotors have been published.'08:143-145 Prior to these devices, concentrated samples
would have been sedimented into a normal ultracentrifuge tube before being transferred
into a rotor, either using a spatula or transferring to a pipette tip and then being
centrifuged into the rotor. These multiple steps increase the amount of valuable sample

lost and greatly raise the chance of dehydration, emphasising that direct sedimentation
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into the rotor is very advantageous. All of the designs presented here for sedimenting
protein into a rotor can also be used to pack crystallised proteins.

The packing tool designs currently in the literature are presented in Figure 3.5.
Table 3.1 highlights important details of these different ultracentrifuge devices, such as
the reservoir volume, which is important when considering sedimentation conditions,
and whether they allow for both sedimentation and packing of a sample. It is critical
to note that, while these tools have been created for a wide range of SSNMR rotor
sizes, currently there are none available for 0.7 and 0.8 mm rotors. Fast MAS (60 - 100
kHz), using 0.7 - 1.3 mm rotors, is often required to sufficiently resolve the complex
spectra produced by proteins. Moreover, the sub-milligram amounts of sample required
to fill 0.7 and 0.8 mm rotors are advantageous when the samples can be challenging to
produce in large quantities and are expensive to isotopically label. For these reasons our
ultracentrifuge sedimentation and packing tools are designed for use with 0.7, 0.8 and

1.3 mm rotors.

The packing tool created by Hisao et al. can be used to pack sedimented samples
in addition to crystallised samples, but first requires the sample to be sedimented in a
normal ultracentrifuge tube.'3® The supernatant is removed before the tube is inverted
into the packing tool and the sample is transferred into a rotor using ultracentrifugal force
(see Figure 3.5). This has the benefit of a simple sedimentation step where high forces
can be used without any concern over damaging the rotor. However, when transferring
the sediment to the rotor the chances of protein getting stuck on the walls of the packing
device and ultracentrifuge tube are greatly increased, potentially wasting the valuable
sample and limiting the amount that reaches the rotor. This highlights the importance
of either direct sedimentation into the rotor or minimising the distance that the sediment
has to travel to the rotor. The designs by Gardiennet et al.'** and Gelis et al.'*> both
allow for direct sedimentation into the rotor, an improvement on the design by Hisao et
al.

In our design presented below, the sample is sedimented into a narrow reservoir
and then directly transferred to a rotor in a second step. The key factor in this decision
was to avoid having the rotor present during the sedimentation process, which provides
access to more extreme sedimentation conditions. Thus making it possible for this
packing tool to be used for a greater range of proteins, including those that are typically
more challenging to sediment. Although the literature shows that 1.3 mm rotors can

142,143 it s unknown what forces the more delicate 0.7

survive relatively harsh g-forces,
and 0.8 mm rotors can withstand.

It is important to note that in the ultracentrifuge device by Bockmann et al.,'4?
a metal dummy cap was used in place of the bottom rotor cap in order to prevent
damage to the delicate rotor caps from the high forces in the ultracentrifuge. This
complicates the packing procedure and, more critically, adds a further opportunity for
loss or dehydration of the protein. Therefore using a dummy cap should be avoided, if

possible, when designing a packing tool.
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Figure 3.5: Ultracentrifuge tools in the literature for packing sedimented or crystallised
protein into SSNMR rotors: Bockmann et al.,'*? Bertini et al.,'*? Hisao et al.,'?® Gelis
et al.,'* Gardiennet et al.'** and Mandal et al.'9®

Tk

Table 3.1: Key details on ultracentrifuge SSNMR rotor packing tools in the literature.
(POM is polyoxymethylene, PEEK is polyether ether ketone, CFRP is carbon fibre
reinforced polymer and PCTFE is polychlorotrifluoroethylene. SB and FA stand for
“swinging bucket” and “fixed angle” ultracentrifuge rotors, respectively.)

Reference Rotors Sediment Conditions Material Volume
-ation?
Bockmann 1.3 - No 210,000 x g (SB) POM, PEEK Unknown
et al. (2009)4? 4 mm 30% glass &
epoxide glass
Bertini 1.3, 3.2, Direct 175,000 x g Polycarbonate, 20 or
et al. (2012)'*3 & 4 mm aluminium & 1.38 ml
POM
Gardiennet 3.2mm  Direct 210,000 x g CFRP 1 ml
et al. (2012)44
Gelis 3.2mm  Direct 121,000 x g (SB)  Aluminium 6 —7 ml
et al. (2013)145 201,000 x g (FA) & POM
Hisao 1.6 & Indirect 3,000x g PCTFE Unknown
et al. (2016)'3% 3.2 mm
Mandal 3.2mm  Direct 143,000 x g PEEK 1-1.5ml
et al. (2017)1%8 & 4 mm 175,000 x g
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The size of the funnel is also an important consideration when designing a sedi-
mentation device as this limits the volume of the protein solution and subsequently the
total amount of protein in the device. Two different ultracentrifugal devices are pre-
sented by Bertini et al. (labelled as “A” and “B” in Figure 3.5).143 Device A has a very
large reservoir (20 ml), which is necessary when sedimenting less concentrated solutions.
However, there are downsides to this tool: the polycarbonate funnel in which the solution
is placed must be cut to size each time and the tools includes aluminium components,
which may corrode. Device B has a much smaller funnel (1.38 ml) and therefore is
more suitable for the sedimentation of concentrated samples. It is made from the more
chemically resistant polyoxymethylene (POM) and as such can be cleaned with acids or

bases if necessary.

Two types of ultracentrifuge rotors are used with these tools: fixed angle and swinging
bucket (Figure 3.6). A fixed angle rotor can typically reach higher speeds than a swinging
bucket rotor, however the force produced by the rotor will not be parallel to the SSNMR
rotor due to its fixed angle and may even cause damage to the MAS rotor.'%® If the
SSNMR rotor is not packed in an axially symmetric fashion, it will not spin stably in the
SSNMR probe (Figure 3.7). While the sample is generally viscous and will rearrange
itself under MAS, occasionally the critical spinning rate required for this to happen
cannot be reached. On the other hand, the swinging bucket rotor, which allows the
SSNMR rotor to become parallel to the g-force, is ideal. For the designs presented here,
the extreme forces produced by the fixed angle ultracentrifuge rotor (up to 700,000 x
g) are initially exploited to sediment the protein sample (SSNMR spectra of proteins
sedimented under similar conditions show that the high forces involved do not affect
the protein structure).?3123:144 The packing device is then transferred to the swinging
bucket ultracentrifuge rotor for uniform packing of the sediment into the SSNMR rotor.

The most recent devices designed by Mandal et al. allow sedimentation and

108 They are comprised of 3 pieces each and have

packing into 3.2 and 4 mm rotors.
a relatively large volume. However the process of sedimentation into a rotor is quite
tedious: it requires three separate hour-long runs (at 154,000 x g) with manual rinsing
in between each step. The long packing time is probably due to the limited speed of the
swinging bucket rotor. This highlights the advantage of using a fixed angle rotor, which
is capable of reaching significantly greater speeds, in a separate packing step. The design
presented in this chapter uses forces up to 700,000 x g for sedimentation in comparison

to others in the literature which range from 3,000 x g to 210,000 x g.

3.4 Design and Development of the Packing Tools

3.4.1 Initial Packing Tools for 1.3 mm Rotors

The initial packing tools had gone through several stages of development (by Trent
Franks and Georgina Charlton) before my work, described in this chapter, commenced.
The tools were at the stage that they could be used to pack crystallised protein into a
1.3 mm rotor, although this had not been tested with a real NMR sample, and large
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Figure 3.6: The swinging bucket (MLS-50) and fixed angle (MLA-150) rotors. Adapted
from the Beckmann Coulter Optima MAX-XP Ultracentrifuge MLA-150'4% and MLS-

50147 manuals.
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Figure 3.7: The result of packing samples using the swinging bucket and fixed angle
rotors, and the possibility of stable MAS in each case.
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proteins could be sedimented in the tool and then manually pushed into a 1.3 mm rotor.
Photographs and designs of the tools at this stage are presented in Figures 3.8 and 3.9,
respectively. The key ideas behind this design, and any important problems that were
encountered along the way, are discussed below.

One of the critical ideas behind the design of these tools was to separate out the
sedimentation and packing stages. This meant that the high forces of the fixed angle
rotor could be exploited for sedimentation and then the swinging bucket rotor could be
used to pack the sample evenly into the SSNMR rotor, which is critical for stable MAS.
This led to the design of two differently sized tools, one to fit the MLA-150 (fixed angle)
rotor to use with sedimented samples and the other to fit the MLS-50 (swinging bucket)
rotor for crystallised samples. The plugs and rotor sleeves are interchangeable between
the two tools.

These tools have to withstand forces of up to 700,000 x g and so a strong material
is vital. The first iteration of tools was created from polycarbonate because of its low
density, therefore allowing greater ultracentrifuge speeds, and transparency, allowing
visual checks on the sedimentation process. However cracks appeared in the tool during
the manufacturing process and, unexpectedly, they cracked further when tested in the
ultracentrifuge at 5,000 x g. Additional points of weakness were observed at places where
the material was particularly thin and it was noted that a minimum thickness of 3 mm
is required throughout the tool. The material was changed to polyether ether ketone
(PEEK), a much stronger material, and even after 12 days exposed to 700,000 x g there
were no signs of wear on any part of the tools.

Another important consideration was to design the tool in such a way that the
amount of sediment returning to the bulk solution post-sedimentation is minimal. This
simply meant reducing the sediment-solution surface area by forcing the sediment to
collect in a narrow reservoir at the end of the funnel and then quickly removing the
excess solution post-sedimentation. The reservoir had the internal diameter of a 1.3 mm
rotor to allow smooth transfer of the protein into the rotor. Since the tools must work
with both fixed angle and swinging bucket centrifuge rotors, the angle of the funnel with
respect to the ultracentrifuge rotor axis must be less than 30° to prevent sedimentation
on the edges of the funnel, rather than in the long reservoir.

The initial design involved a polycarbonate disk in combination with a plug to
prevent the funnel leaking and the funnel was screwed into the holder. Significant leaks
caused these parts of the tools to be re-designed twice, ending up with the final tools
presented in Figures 3.8 and 3.9. These use a combination of a rubber disk, silicon glue
and a PEEK plug to prevent the funnel leaking, and an O-ring to avoid any leaked
protein being forced out of the tool into the ultracentrifuge rotor.

Originally, three sizes of tools were created. These were for the MLA-50 (fixed
angle, maximum speed 50,000 rpm), MLA-150 (fixed angle, maximum speed 150,000
rpm) and MLS-50 (swinging bucket, maximum speed 50,000 rpm) rotors. Eventually the
MLA-50 tool was discontinued, since it had neither the benefit of the axially symmetric
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Figure 3.8: The initial tools used for packing crystallised samples into 1.3 mm SSNMR
rotors and sedimenting samples.
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Figure 3.9: The initial a) MLA-150 and b) MLS-50 packing tools for 1.3 mm SSNMR
rotors where A is the funnel (O-ring not included in diagram), B is the holder, C is

the 1.3 mm rotor sleeve, and D is the rubber disk and plug. Drawings from Georgina
Charlton’s MSc Thesis. 48
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packing produced by the swinging bucket rotor, or the higher g-forces of the MLA-150

rotor.

3.4.2 First Development: Creating a Fixed Rotor to Swinging Bucket
Adaptor

In order to efficiently transfer a freshly sedimented sample from the MLA-150 tool into
a rotor, an adaptor is required to fit the MLA-150 tool into the MLS-50 rotor. This
adaptor, also made out of PEEK, was designed by calculating the difference in internal
dimensions of the fixed angle and swinging bucket ultracentrifuge rotors (Figure 3.10).
Note that the adaptor is not made to the full length of the larger MLS-50 tool, this
allows the SSNMR rotor to be further from the axis of rotation, making better use
of the ultracentrifuge. Additionally, a small (1 mm diameter) hole is drilled into the
bottom of the adaptor to aid with removal of the ML A-150 tool after packing. Technical
drawings for all parts of the tool are found in Figure 3.22.

This straightforward adaptor allows efficient sedimentation and packing of a pro-
tein into an SSNMR rotor. Successful tests and use of the adaptor have highlighted
one future improvement: shortening the adaptor by 3 mm causing the MLA-150 tool to
protrude slightly, allowing the use of forceps to aid with the removal of the MLA-150
tool from the adaptor after packing (Figure 3.11).

—td
ot

Figure 3.11: Future improvement: Reducing the length of the adaptor by 3 mm allowing
for easier removal of the MLA-150 tool.

[=l
3 mm

3.4.3 Initial Tests for 1.3 mm Packing Tools

In order to thoroughly understand the capabilities of the tools and to check for leaking,
the sedimentation and packing processes were tested using water followed by lysozyme
crystals or solution. There were no signs of leaking after 30 hours at 60,000 x g for the
MLS-50 tool and 18.5 hours at 700,000 x g for the ML A-150 tool. Both the MLS-50 and
MLA-150 (with the use of the adaptor) tools could be used to efficiently pack samples
into 1.3 mm rotors.

Next, since these tools had not yet been tested on a real NMR sample, crystalline
[U-1H,'3C,'N]GB1 was packed into a 1.3 mm rotor in 10 minutes at 20,000 x g using the

MLS-50 tool. It was noted that the tools were easy to use and the process was efficient.
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Figure 3.10: a) An overlay of the swinging bucket and fixed rotor internal dimensions,
highlighting the difference, b) the dimensions of the adaptor and c) photographs of the
adaptor with, and without, the MLA-150 tool inside. “R” preceding a value denotes the
radius of a curve.

3.4.4 Second Development: Creating Rotor Sleeves for 0.7 and 0.8 mm
SSNMR Rotors

Over the last few years, 0.7 and 0.8 mm rotors have been increasingly used for protein
SSNMR. experiments in the Lewandowski lab. The significantly faster MAS achievable
(up to 110 kHz, compared to 60 kHz with a 1.3 mm rotor) and the sub-milligram samples
required, make use of the 0.7 and 0.8 mm rotors particularly desirable.

A disadvantage of these extremely small rotors is that they are even more chal-
lenging to pack. Up until now the method for packing 0.7 and 0.8 mm rotors involved
scooping sub-milligram amounts of protein into the top of the rotor using a micro-spatula,
compacting it down and repeating until the rotor was full (see Figure 3.3). This process
takes several hours, so the probability of the protein becoming dehydrated during the
procedure, and therefore rendering the sample unusable, is high. It is obvious that a
more efficient method would not only save time, but also reduce the waste of expensive,
isotopically-labelled protein samples. This motivated the modification of these packing
tools so that they could be used for 0.7 and 0.8 mm rotors, as well as 1.3 mm rotors.

To make these packing tools compatible with 0.7 and 0.8 mm rotors, the rotor
sleeves need to be customised so that each size of rotor has a secure fit inside the tool.
This will avoid any damage to the rotor and minimise loss of protein (a tight fit should
mean that the sample is forced to enter the rotor rather than going around the outside
of it). The dimensions of the rotor sleeves for the 0.7 and 0.8 mm rotors compared to the
rotor sleeve for the 1.3 mm rotors are presented in Figure 3.12 alongside 3D illustrations
and photographs.

One of the concerns prior to testing the new rotor sleeves to pack 0.7 and 0.8
mm rotors is whether the rotors and caps can withstand the extreme conditions of the

ultracentrifuge. Additional complications occur when testing the packing process with
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Figure 3.12: A summary of the differences between the initial designs of the rotor sleeves
for 0.7 mm, 0.8 mm and 1.3 mm rotors: 2D diagrams showing the internal diameters,
3D illustrations of the rotor sleeves (with a quarter cut out to reveal the inside) and
the rotors, and finally photographs of the rotor sleeves. (Screw thread not shown on 3D
illustrations.) The critical difference to note is the variation of the internal diameter.
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the new tools since the delicate 0.7 mm rotors are effectively one-use, and both 0.7
and 0.8 mm rotors are very expensive. Therefore tests on these tools become costly,
so initially, to make the best use of resources, a real sample was packed into the rotors
during testing. The MLA-150 tool was used to sediment this protein with the aim of
packing it into a 0.7 mm rotor. Unfortunately, there were significant leaks in the packing
step causing little sediment to end up in the rotor and the remaining sample was lost.
This highlighted a critical problem with the design of tools when used with 0.7 or 0.8

mim rotors.

3.4.5 Third Development: Adapting the Rotor Sleeves and Funnel for
0.7 and 0.8 mm SSNMR Rotors to Avoid Leaks

The most likely cause of this leak was thought to be down to the set of tools not being
fully adapted for the 0.7 and 0.8 mm rotors. Firstly, the diameter of the narrow reservoir
(0.88 mm) is the same as the internal diameter of the 1.3 mm rotors, but wider than
the 0.7 and 0.8 mm rotors. Secondly, the rotor sleeves are all the length of a 1.3 mm
rotor (8 mm), while the 0.7 and 0.8 mm rotors are significantly shorter (5.2 and 6.2
mm, respectively), which leaves a large gap between the bottom of the reservoir and the
top of the rotor. This combination provides ample opportunity for the protein to seep
around the outside of the rotor and pool in the rotor holder under the high g-forces the
ultracentrifuge produces (illustrated in Figure 3.13).

It was a simple decision to narrow the reservoir diameter to 0.5 mm, which is the
same as or smaller than the internal dimensions of the 0.7 and 0.8 mm rotors. There
were two ideas to account for the differences in rotor length: shortening the rotor sleeve
itself, which also requires changes in the holder, or reducing the internal diameter in the
rotor sleeve to 0.5 mm above the rotor, which effectively extends the reservoir into the
top of the rotor sleeve. Both of these ideas are illustrated in Figure 3.14.

The latter idea is a simpler approach since it involves fewer unique parts and,
after checking that the mechanical workshop staff could make these slightly more complex
pieces, this idea was selected. Details on the dimensions of these rotor sleeves with 3D

illustrations and photographs of the final tools are shown in Figure 3.15.
3.4.6 The Final Design of the Ultracentrifuge Tools

The final centrifuge tools (Figure 3.16) were machined from polyether ether ketone
(PEEK), a strong material able to withstand up to 700,000 x g. The top is a fun-
nel with a long, narrow reservoir to restrict the surface between the sediment and the
supernatant, which is seated into the holder. The angle of the funnel with respect to
the tool axis is less than 30° to prevent sedimentation on the edges of the funnel rather
than in the long reservoir. The sedimentation tool for the MLA-150 centrifuge rotor has
a reservoir size of 0.5 ml, allowing for a relatively large volume for the sedimentation of
less concentrated solutions. The assembly is sealed with a 5.4 mm O-ring and the plug
and rotor sleeve pieces are interchangeable between the two tools. The tool is counter-

weighted with a second tool and water as needed. Points of contact between the pieces
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1.3 mm 0.8 mm 0.7 mm

Figure 3.13: A zoomed-in illustration of the tool showing how the protein leaks by
avoiding the 0.7 or 0.8 mm rotor during packing. Note that while the inside of the 1.3
mm rotor is flush with the rest of the tool, this is not the case for with the 0.8 and 0.7
mm rotors (circled). (The SSNMR rotors are highlighted in green.)

a) ldea 1:
1.3 mm 0.8 mm 0.7 mm
—_— A s e
b) Idea 2:

Figure 3.14: Ideas for better adapting the tool for 0.7 and 0.8 mm rotors: a) Reducing
the length of the rotor sleeve and b) narrowing the top of the rotor sleeve to 0.5 mm. The
SSNMR rotors are highlighted in green and key changes from Figure 3.13 are indicated
with either circles or arrows.
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Figure 3.15: A summary of the differences between the final designs for the rotor sleeves
for 0.7 mm, 0.8 mm and 1.3 mm rotors: 2D diagrams showing the internal differences,
3D illustrations of the rotor sleeves (with a quarter cut out to reveal the inside) and
the rotors, and finally photographs of the rotor sleeves. (Screw thread not shown on 3D
illustrations.)
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Figure 3.16: a) The tools needed for sedimenting and packing protein into 0.7 mm,
0.8 mm and 1.3 mm SSNMR rotors. The MLS-50 tool fits into both a fixed angle
and a swinging bucket rotor. The adaptor holds the MLA-150 assembly so that it
fits into the MLS-50 swinging bucket centrifuge rotor. The plugs and rotor sleeves are
interchangeable between the two tools. b) A 3D-cutout view to show the internal funnel,
sample reservoir, rotor sleeve, and seatings of the device (O-ring not included). The rotor
is highlighted in green.

were machined with rounded edges to reduce the point stresses in these areas. A 3D
illustration of the tools, with a cut-out to show the internal funnel, sample reservoir and
rotor sleeve, is displayed in Figure 3.16b.

In sedimentation mode, a Polyco chemprotect rubber seal is glued into the funnel
with Loctite ST 5145 alkoxy silicon adhesive, a threaded plug is screwed into the top
and, once the adhesive has cured, placed into the holder. There is usually a gap between
the top and bottom caused by the O-ring, but this will be sealed once the centrifuge
compresses the pieces together. After sedimentation, the adhesive and rubber plug are
quickly and easily removed from the funnel with a needle and generally come out as
one piece. The solid plug and rubber seal are replaced with a sleeve containing a rotor,
with a bottom cap glued on, when used for packing. The tool, and adaptor if needed, is
placed into the swinging bucket ultracentrifuge rotor and, under the conditions stated
in Table 3.2, the sedimented protein is centrifuged into the rotor. Finally, the tool is
disassembled and the top cap is placed on the rotor.

To pack microcrystalline proteins, a concentrated suspension can be directly
transferred into the MLS-50 funnel using a pipette, and packed following the above
instructions, skipping the sedimentation steps. The process for packing and/or sedimen-
tation of protein samples is illustrated in Figure 3.17 and a detailed protocol with images
of each step is included in Appendix B.1. The tools withstood several weeks spinning at

700,000 x g with no indication of structural deterioration, and are still in active use at

67



Table 3.2: The tools and ultracentrifuge conditions used to pack crystalline and sedi-
mented protein samples into an SSNMR, rotor using the Beckman Coulter Optima MAX-
XP ultracentrifuge. Further information on the adaptor is presented in the experimental
section.

* The time and force need for protein sedimentation is highly dependent on the nature
of the sample, see Section 3.6 for further details.

Sample Rotor Tool Force Time
Packing crystalline ~ MLS-50 Swinging bucket 60,000 x g 10 minutes
protein

Sedimenting protein MLA-150 Fixed angle N/A* N/A*
solution

Packing sedimented =~ MLS-50 Fixed angle in adaptor 20,000 x g 10 minutes
protein

the time of writing this report.

3.5 Using the Tools to Pack Samples

3.5.1 Packing a Microcrystalline Protein Sample for NMR
Using the tools under the conditions described in Table 3.2, crystalline [U-'H,*3C, > N]GB1

protein (see Section 3.8.4 for crystallisation procedure) was successfully packed into both
0.7 mm and 1.3 mm rotors in around 10 minutes, a task which previously took several
hours. A 2D 13C-'H SSNMR spectrum of the GB1 crystals packed into the 0.7 mm
SSNMR rotor using these tools is presented in Figure 3.18a; the sample gave excellent
signal and high resolution showing that the protein was well-hydrated.

For comparison, Figure 3.18b shows a spectrum of microcrystalline protein packed
into a 0.8 mm rotor using a spatula. The poor resolution clearly shows that the protein
became dehydrated during the lengthy packing process. This demonstrates that using

this older packing method can compromise the quality of the final sample.
3.5.2 Sedimentation and Packing of a Protein Sample

These new tools have been used to sediment and pack proteins into 1.3 mm rotors, and
additional thorough testing has been conducted for the 0.7 and 0.8 mm components of
the MLA-150 tools. Water was used in the initial checks for leaks, after which bovine
haemoglobin was used in the sedimentation tests, chosen because it is a relatively large
(64.5 kDa), cheap protein. The final version of the MLA-150 tool in sedimentation mode
was tested with 200 pl of water at 700,000 x g for 64 hours in a single run, and showed
no signs of leaking. This set of tools has been tested at this speed for a cumulative time
of > 280 hours. Next, 100 pl of bovine haemoglobin solution (50 mg/ml in pH 5.5, 50
mM phosphate buffer) was ultracentrifuged in the MLA-150 tool for 24 hours at 700,000
x g. Excess supernatant was removed and the plug and glue were replaced with a 1.3
mm rotor and rotor sleeve. This was then placed into the adaptor and ultracentrifuged
at 20,000 x g for 10 minutes in the swinging bucket rotor. The sample was successfully

packed into the 1.3 mm rotor with relative ease and no leaks.
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a) b) Packing crystallised protein

Funnel (with O-ring)

Rotor sl
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c) Sedimenting and packing protein

Figure 3.17: a) A cutaway of the centrifuge tools, b) the steps for packing a crystalline
protein sample and c) the steps to sediment and pack protein samples into a rotor using
the tools. An asterisk represents ultracentrifugation between steps and the protein is
represented in green.
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Figure 3.18: a) An assigned 2D »N-'H spectrum of [U-'H,'¥C,!®N]GB1 crystals packed
into a 0.7 mm diameter rotor using the tools presented in this chapter. This spectrum
was recorded in 8 scans at 100 kHz MAS and at a 'H Larmor frequency of 700 MHz.
b) A previous 2D ?N-'H spectrum of [U-'H,'3C,"®N]GB1 crystals packed into a 0.8
mm diameter rotor using a spatula. The protein dehydrated during the lengthy packing
process producing a poorly resolved spectrum. This spectrum was recorded in 8 scans
at 80 kHz MAS and at a 'H Larmor frequency of 600 MHz.
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As mentioned previously, testing the packing of proteins into the 0.7 or 0.8 mm
rotors is significantly more costly than for 1.3 mm rotors. Therefore it was decided that
all other aspects of the sedimentation and packing process must be checked thoroughly
before attempting to pack a sample into one of these valuable rotors (i.e. the rotors
cannot be wasted on test samples). After the initial sedimentation tests and checks for
leaks, 100 pl of the bovine haemoglobin solution was sedimented in the MLLA-150 tool at
700,000g for 16.75 hours. Next the 0.7 mm rotor sleeve was swapped in (without a 0.7
mm rotor) and a small piece of parafilm was used to block the bottom of the rotor sleeve,
simulating the presence of a 0.7 mm rotor. The tool was then placed into the swinging
bucket rotor for 20 minutes at 20,000 x g and the protein was successfully packed into
the 0.7 mm rotor sleeve, suggesting that packing the sediment into a 0.7 mm rotor would
be equally successful. Furthermore, this final packing step is very similar to the final
step for packing microcrystalline samples and therefore is expected to have a comparable
result. This test was repeated for the 0.8 mm rotor sleeves with equal success.

The final stage of tests for these MLA-150 tools is to sediment a “real” NMR
sample, pack it directly into a rotor using the adaptor and then produce an NMR
spectrum of the sedimented protein. Unfortunately this opportunity has not yet arisen
because there has been no need to pack this specific type of sample for SSNMR within
the Lewandowski lab in the short time since the testing of the tools was completed.
The direct transfer of the sediment into 0.7 and 0.8 mm rotors using these tools will
make using state-of-the-art MAS technology on large proteins or complexes that are

challenging to crystallise far more practical.

3.6 Experimental Considerations for Sedimentation

The success and efficiency of sedimentation is highly dependent on molecular weight,
concentration, solvent density and the g-force that the sample is subjected to. Here,
these variables are considered in the context of sedimentation of various proteins using

the ultracentrifuge tools presented in this chapter.

3.6.1 The Concentration and Molecular Weight Requirements for Suc-
cessful Protein Sedimentation

First, the effect of protein concentration and molecular weight on the success of sedi-
mentation using the ultracentrifuge tools will be considered. The following equations
were published by Bertini et al. with regards to their ultracentrifuge device and can also

be applied to the tools presented here:'43

 Ae kM 41

Where c(h) is the concentration of protein (mol dm™) at h (the distance from the axis

c(h) (3.1)

of rotation, in metres) and ¢; is the limiting concentration of the protein (mol dm™),
experimentally found to be approximately 700 mg ml1.14%150 & and A are given by
Equations 3.2 and 3.3.
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2RT

Where M is the molecular weight of the protein (kDa), psoient and pprotein are the densi-

k=

(3.2)

ties of the solvent and protein respectively (kg dm™), w is the speed of the ultracentrifuge

(rad s7!), R is the universal gas constant and T is the temperature (K).

A is an integration constant relating to the total volume of the device ( Vgeyice, m®)

and the initial concentration of the solution (cg, mol dm):

bo b1 _
A= WT%/ c(h)dh + 7T/ (mrl)%(h)dh
b1 b h’p (3 3)
ba b3 ’
4773 / c(h)dh + mr3 / c(h)dh = coVevice
b3 b4
Where 74, rg, 73, bg, b1,b2, b3,b; and hy, refer to various measurements of the device (m),

defined in Figure 3.19.

These equations can be used to determine whether the protein can be sedimented
straight into the rotor simply by using the MLS-50 ultracentrifuge rotor. This may
only be possible for very large proteins, since this rotor can not reach as high speeds
as the MLA-150 rotor. The concentration of the protein throughout the device and
SSNMR rotor under a range of conditions were calculated using Equations 3.1, 3.2 and
3.3, allowing determination of the fraction of protein in the SSNMR rotor and therefore
whether the rotor would be full under these conditions. Figure 3.20 and Table 3.3 show,
for a range of molecular weights and proteins, the minimum concentration of protein
required for successful sedimentation using both the MLS-50 (black) and MLA-150 (grey)
ultracentrifuge tools.

It is clear that high molecular weight proteins (>100 kDa) can be sedimented
and packed into a SSNMR rotor using either tool, although the MLA-150 tool may

make the process more efficient. On the other hand, it is not possible to sediment

A htot
r | T T 1 |
| I h 1 |h3| [
| h, ——= h, % |
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0 r, B I [ [
RCER SR RN R R R R -----)
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2/3

Figure 3.19: A diagram of an ultracentrifuge packing tool highlighting the parameters
T1, T2, T3, b, b1,bs, bs,b; and h, for Equation 3.3. Adapted from Bertini et al 143
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Figure 3.20: Calculated conditions required to fully sediment a protein into a 0.7 mm
rotor using the MLS-50 tool at 258,000 x g (black) and the MLA-150 tool at 700,000 x
g (grey). The graph indicates the minimum concentration of protein needed for a range
of molecular weights.

the lower molecular weight proteins using the MLS-50 tool without unrealistically high
concentrations. Therefore the MLA-150 tool is critical for these proteins. For example,
sedimentation of a 100 kDa protein requires concentrations of 14.6 and 6.27 mg/ml for
the MLS-50 and MLA-150 tools, respectively. Whereas a 25 kDa protein requires 272.70
and 27.51 mg/ml, respectively.

Before deciding which tool to use, these calculations should be performed for the
specific protein solution to determine whether the forces produced by the MLS-50 rotor
are sufficient to efficiently sediment the sample directly into the rotor or whether the
MLA-150 tool is more suitable.

Table 3.3: Examples of proteins with their molecular weights and the minimum concen-
trations required for successful sedimentation using the MLS-50 and MLA-150 packing
tools at 258,000 x g and 700,000g, respectively.

Minimum Concentration (mg/ml)

Protein MW (kD) iy g 50 Tool  MLA-150 Tool

Ribonuclease A 14.0 480.46 105.45
Chymotrypsinogen A 25.7 263.13 25.53
Ovalbumin 42.9 111.66 8.00
Albumin 69.3 34.88 6.31
Aldolase 157.4 9.86 6.27
Catalase 239.7 9.65 6.27
Apo-ferritin 489.3 9.65 6.27
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3.6.2 Calculating the Time Required to Sediment a Protein Sample
Using the MLS-50 and MLA-150 Packing Tools

Even in cases where it may be possible to sediment directly into an SSNMR rotor using
the MLS-50 ultracentrifuge rotor, it can be significantly more efficient to use the MLA-
150 rotor and a separate packing step. Furthermore, with either tool it is important to
predict the time required for sedimentation. To estimate the sedimentation time, the

integrated Svedberg equation can be used:!43

In(bs/bo)
1013
0 Sw?

Where ¢ is the time for complete sedimentation (s), w is the rotation rate of the ul-

t=2.533 x (3.4)

tracentrifuge (rad s!) and $ is the sedimentation coefficient of the protein (10713 s).
The sedimentation coefficient for proteins is typically in the region of 1-20 Svedberg
units (1 Svedberg unit = 10"'® s) and can often found in the literature or otherwise
determined experimentally. Table 3.4 provides examples of a range of proteins and their
sedimentation coefficients.

It is also possible to calculate the maximum sedimentation coefficient (Sy,44) from

the molecular weight of the protein:

Spmaz = 0.00361 x M?/3 (3.5)

Where M is the molecular weight of the protein in Da. This equation is based on the
assumption that the protein is a smooth sphere, thus the ratio between 5™ and S can
indicate the shape of a protein.

Figure 3.21 indicates the time required to complete sedimentation using the MLS-
50 and MLA-150 tools based on the sedimentation coefficient of the protein. This was
calculated using Equation 3.4 and specific examples of sedimentation times can be found
in Table 3.4. It is clear that the greater forces achievable using the MLA-150 tool
substantially reduce the sedimentation time. Note that this calculation does not take into
account whether sedimentation is possible or not, thus Equations 3.1, 3.2 and 3.3 are still
crucial for determining the minimum protein concentration for successful sedimentation.

The exact parameters used for these calculations are reported in Section B.2.

3.7 Conclusions and Outlook

A set of tools is presented for the sedimentation and packing of biomolecules into 0.7,
0.8 and 1.3 mm rotors, matching the recent developments in MAS SSNMR technology.
These tools decrease human error and minimise waste of precious samples whilst also
improving sample quality and packing efficiency, reducing the packing time from hours
to minutes.

The initial tools (developed by Trent Franks and Georgina Charlton) were tested
thoroughly before being used to pack a 1.3 mm rotor with GB1 protein crystals. In

order for these tools to be used to both sediment and pack a sample into a 1.3 mm
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Table 3.4: Examples of proteins with their molecular weights and sedimentation coeffi-
cients (Smax and S). Spax is the theoretical maximum sedimentation coefficient based on
the molecular weight of the protein, while S is the experimentally determined coefficient.
Both are reported in Svedburg units (10713 s). These values are from Erickson.'® The
calculated times for successful sedimentation with the MLS-50 and MLA-150 packing
tools at 258,000 x g and 700,000g, respectively, using Equation 3.4 are also reported.

Protein MW (kDa) Spax

S

Sedimentation Time (hours)

MLS-50 Tool MLA-150 Tool
Ribonuclease A 14.0 2.1 2 90.56 15.84
Chymotrypsinogen A 25.7 3.15 2.6 69.66 12.19
Ovalbumin 42.9 446 3.5 51.75 9.05
Albumin 69.3 6.12 4.6 39.38 6.89
Aldolase 157.4 10.59 7.3 24.81 4.34
Catalase 239.7 13.67 11.3 16.03 2.80
Apo-ferritin 489.3 22.53 17.6 10.29 1.80
2001 —— MLS-50 Tool at 258,000 g
‘ - MLA-150 Tool at 700,000 g
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Figure 3.21: The time required for complete sedimentation using the MLS-50 and MLA-
150 packing tools at 258,000 x g and 700,000 x g, respectively. These values were calcu-
lated using Equation 3.4. For examples of proteins and their sedimentation coeflicients

in Svedburg units, see Table 3.4.
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rotor efficiently, an adaptor was created. The adaptor was functional, however should
be shortened slightly to aid with the removal of the MLA-150 tool after packing.

Next, additional tools were created for the smaller (0.7 and 0.8 mm) rotors. A
simple design was used, but unfortunately there were leaks and a valuable sample was
lost. This leaking was most likely due to the new rotor sleeves not being adapted to the
length of each rotor, so new ideas for these rotor sleeves were presented. The second
versions of these 0.7 and 0.8 mm rotor sleeves were much improved and the spectrum
of a successfully packed crystalline sample is presented in Figure 3.18a. The spectrum
had excellent signal and resolution and showed that the protein was well-hydrated. This
same sample was then used for the majority of the measurements in Chapter 4.

Sedimentation using the ML A-150 tool followed by packing was tested thoroughly
for all rotor sizes. However an NMR spectrum of a sedimented sample packed using these
tools is yet to be achieved due to the lack of a suitable protein sample for the smaller
rotors, which are effectively one-use and too costly to pack with test samples. A solution
of bovine haemoglobin was successfully sedimented and packed into a 1.3 mm rotor using
the tools.

The final set of tools presented in this chapter are still in use and have not shown
any signs of deterioration, showing that they are able to withstand the extreme conditions
essential for the sedimentation and packing of a wide range of proteins. Finally, the
equations necessary for predicting the success and efficiency of sedimentation using these

tools were presented and discussed.
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3.8 Experimental Details

3.8.1 Information on the Ultracentrifuge

The ultracentrifuge used with these tools was the Beckman Coulter Optima MAX-XP
ultracentrifuge fitted with either the MLA-150 fixed angle rotor (for sedimentation) or
the MLS-50 swinging bucket rotor (for packing). The internal dimensions of the MLA-
150 and the MLS-50 are different, so each requires a packing tool of different dimensions.
The smaller MLA-150 rotor is used for the sedimentation step, due to the higher forces
attainable. For packing the sediment, this smaller packing tool is placed inside an
adaptor so that it fits into the larger MLS-50 rotor (see Figure 3.10). The maximum
speeds and forces achievable with the different ultracentrifuge rotors are reported in
Table 3.5.

3.8.2 Dimensions and Materials of Tools

All parts of the tools were made at the University of Warwick in the Department of
Chemistry’s mechanical workshop. AutoCAD 2017 was used to produce technical draw-
ings of the parts.

The MLS-50 tool (for packing samples) has 3 components; a funnel, a holder and
a rotor sleeve, which fits either a 0.7, 0.8 or 1.3 mm rotor inside. The MLA-150 tool
(for sedimentation) has 4 components; a funnel, a holder, a rubber seal and a plug. All
components, except the O-ring and rubber seal, are made out of PEEK. The rubber
seal is made of Polyco chemprotect rubber. Technical drawings of all components of the

rotor packing tools are provided in Figure 3.22.
3.8.3 Testing of the Tools

Each set of tools was tested as thoroughly as possible in each mode (both sedimentation
and packing for each rotor size). Typically, this involved initial tests with water to
check the basic functioning of the tool and to test for leaks, followed by using “test”
protein samples of either lysozyme crystals for packing or bovine haemoglobin solutions
for sedimentation. These proteins were selected due to their low cost, availability and
relative simplicity to crystallise or sediment. Finally, once suitable protein samples were
ready to be packed into these small rotors for SSNMR, the tools were used to pack these
“real” samples.

The maximum forces used in these tests are reported in Tables 3.6 and 3.7,

alongside the maximum time the tools were used under these conditions in a single run.

Table 3.5: Maximum speeds of the MLS-50 and MLA-150 ultracentrifuge rotors and the
calculated maximum force in each case.

Rotor Maximum Speed Maximum Force
MLS-50 50,000 rpm 258,000 x g
MLA-150 150,000 rpm 1,003,000 x g
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Figure 3.22: Technical drawing of the swinging bucket MLS-50 tool (for packing and
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The cumulative time that each set of tools has been tested at this force is obviously
much longer than stated in the tables, for example the MLA-150 tool in sedimentation
mode has been tested at 700,000 x g for over 280 hours in total. Note that it will not

always be necessary to use forces as high and times as long as those stated here.
3.8.4 Protein Samples

The [U-'H,'3C,!®N]GB1 sample was prepared, as described previously,'® by expressing
the proteins in minimal media with isotopically-labelled with [U-!3C]glycerol and [U-
15N]-ammonium chloride as the sole sources of carbon and nitrogen. In order to test
sedimentation in the tools, 25 mg/ml and 50 mg/ml solutions of bovine haemoglobin in

sodium phosphate buffer (pH 5.5m, 50 mM) were produced.
Crystallisation

400 pl sodium phosphate buffer (pH 5.5m, 50 mM) was added to 4.0 mg of [U-'H,!3C,1°N]GB1,
causing the protein to dissolve. 3 x 400 pl aliquots of the precipitant (2:1 2-methyl-
2,4-pentanediol (MPD) : isopropanol) were added to the protein solution causing it to
become cloudy. The solution was thoroughly mixed and stored in the fridge for at least
48 hours to allow the protein to crystallise.

DSS (4,4-dimethyl-4-silapentane-1-sulphonic acid) was added to the crystallised
protein sample as an internal reference. 3.0 mg of [U-'H,'3C,'>N]GB1 crystals were

packed into a 1.3 mm rotor, and 0.5 mg into a 0.7 mm rotor.
3.8.5 NMR Experiment(s)

The NMR experiment was recorded on a Bruker Avance IIT HD spectrometer, using
the software Topspin 3.5pl7, operating at 16.4 T (wop/2n= 700 MHz) with a Bruker
0.7 mm triple-resonance probe. The measurements were performed at 100 kHz spinning
frequency at a sample temperature of 13 + 1°C. The specified sample temperature was
achieved by cooling with air (flow of 500 L/h with a target temperature of 15°C) using
a Bruker BCU-X cooling unit.

The sample temperature (°C) was measured by the 'H chemical shift of water
with respect to DSS (calibrated to 0 ppm):

Temperature = 568.8 — 115.8 X (d20 — 0.002 x (pH — 7.4) — 0.009 x (salt/100)) (3.6)

Where § 5790 is the chemical shift of water and salt is the salt concentration in mM.152 153

Table 3.6: The maximum forces used when testing the ML A-150 packing tool for each
mode. The length of time under these conditions in each case is also reported.

Mode of MLA-150 Tool Maximum Force Time at this Force

Sedimentation 700,000 x g 64 hours

Packing into 0.7 mm 20,000 x g 20 minutes
Packing into 0.8 mm 20,000 x g 15 minutes
Packing into 1.3 mm 20,000 x g 10 minutes
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Table 3.7: The maximum forces used when testing the MLS-50 packing tool for each
mode. The length of time under these conditions in each case is also reported.

Mode of MLS-50 Tool Maximum Force Time at this Force

Sedimentation 200,000 x g 90 hours

Packing into 0.7 mm 60,000 x g 10 minutes
Packing into 0.8 mm 60,000 x g 10 minutes
Packing into 1.3 mm 100,000 x g 10 minutes

The measurement was performed using a 'H-detected '3C-'H 2D pulse sequence.
The 'H and 3C 1t/2 pulses were of 150 kHz and 83.3 kHz nutation frequency, respectively.
Adiabatic double quantum cross-polarization'®* from 'H to '3C and back to 'H was used
(contact times 0.2 ms and 0.2 ms, w1y/27 &~ 20 and ©13¢/2% ~ 80 kHz). 'H WALTZ64%°
(w13¢/2n = 10 kHz) decoupling was applied during t1 evolution (acquisition time of 12
ms). BC WALTZ64 (wi3c/2n = 10 kHz) decoupling was applied during t2 acquisition
(acquisition time of 30 ms). MISSISSIPPI®! solvent suppression was used with 70 ms of
50 kHz saturation 'H field on resonance with the solvent. The spectrum in Figure 3.18

was the result of 8 scans and had an experimental time of 40 minutes.
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Chapter 4

l1H-Detected NMR Measurements
of Aliphatic 13C R in
Fully-Protonated Proteins in the
Solid State

The SDST measurements presented in this chapter were performed by Dr. Angelo Gallo
and the 60 kHz MAS PDSD spectra were recorded with guidance from Dr. Jonathan Lam-
ley (both supervised by Dr. Jozef R. Lewandowski, Department of Chemistry, University
of Warwick).

4.1 Abstract

It is particularly challenging to suppress the rate-averaging effects of proton-driven spin
diffusion during aliphatic '3C R; measurements, especially without high levels of deuter-
ation and alternating '3C-labelling of the protein. In this chapter, experiments for the
measurement of site-specific '>*C* R relaxation rates in a crystalline, fully-protonated,
uniformly '3C-labelled protein at 100 kHz MAS are presented.

Initial spin diffusion control spectra and saturation transfer measurements in the
solid state indicated that certain '3C* nuclei in residues with C% and 3CP? close in
chemical shift were still undergoing spin diffusion at 100 kHz MAS. However, variable
spinning '3C* R; experiments revealed that, at > 90 kHz spinning, this spin diffusion
does not have a significant effect on the relaxation rates. The fast spinning enables both
effective suppression of the effects of proton-driven spin diffusion for protonated carbons
and provides for the high resolution suitable for sensitive proton-detected experiments.
These experimental conditions allow for rapid, accurate measurement of *C* R; on

sub-milligram amounts of fully-protonated, uniformly ®C-labelled protein.
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4.2 Introduction

Protein dynamics are intimately related to protein function and play a fundamental role
in a vast array of biological processes.” %1% Consequently, detailed characterisation of
motions is often a crucial step towards developing a full understanding of these systems
at the molecular level. NMR relaxation measurements are particularly valuable in this
context because they offer the ability to probe both the amplitudes and correlation
times of motions in a quantitative and site-specific manner at physiologically-relevant

26,156,157 However, further

conditions (relevant temperature, pH and concentration).
developments are necessary to adequately describe the complex dynamics, especially
because in the solid state NMR relaxation rates allow access to motions across a greatly

)198-160 compared to in the solution state (ps-ns).2

extended range of timescales (ps-ms

For R; measurements in the solid state, which are particularly sensitive to mo-
tions on the ps-ns timescale, the primary challenge is to eliminate proton-driven spin
diffusion (PDSD),68 70,161,162 whereby polarisation is exchanged between nuclear sites
via dipolar couplings.'%3164 Various techniques can be used to suppress the effects of
spin diffusion, such as fast MAS (which reduces dipolar coupling) and substituting nuclei
for those of a lower gyromagnetic ratio (e.g. 'H for 2H) or with NMR-inactive nuclei (e.g.
13C for 12C) when producing the sample. Often a combination of these techniques is
required, especially for nuclei involved in strong dipolar coupling networks such as 2C?
nuclei and other aliphatic '3C nuclei. The literature has shown that, thus far, it has
only been possible to accurately measure '3C* Ry in proteins with the use of MAS (50 -
60 kHz) combined with both alternating *C-labelling and high levels of deuteration.'6
Here we investigate the possibility of measuring aliphatic '3C R; on a fully-protonated,

uniformly '3C-labelled protein using MAS frequencies of up to 100 kHz.

4.3 Literature Review

4.3.1 Spin Diffusion

Spin diffusion (SD) was first described by Bloembergen in 1949 where it was observed
that the measured R; rates of crystals with paramagnetic impurities were orders of

162 He suggested that there

magnitude away from the predicted values for pure crystals.
was an exchange of energy between the paramagnetic impurity and the crystal that
affects the relaxation rates, and that this exchange was dependent on By, the relaxation
rates and concentration of the impurity. Subsequently, spin diffusion has been researched
in detail, both theoretically and experimentally.?2,67,166-168

Proton driven spin diffusion is the spontaneous exchange of magnetisation be-
tween nuclei via terms involving 'H-X and X-X dipolar couplings, where X = 3C
or 1N (see Figure 4.1). Through specific experiments, spin diffusion can be used to
calculate distance constraints in proteins, aiding structure determination in the solid

54,120,163,169-173  However, it is critical that spin diffusion is suppressed during

state.
relaxation measurements; if the polarisation transfer occurs quickly compared to the

measured relaxation rates, these rates will represent an average over a number of sites,
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eliminating site-specificity and preventing their use in quantitative analysis.® ™! (See
Theory Section 2.3.13 for a more detailed explanation of spin diffusion.)

The effects of PDSD can be reduced or completely removed in relaxation measure-
ments through the use of various experimental techniques. PDSD is highly dependent
on dipolar couplings, therefore the extent of the spin diffusion is proportional to the gy-
romagnetic ratios of the nuclei and inversely proportional to the cube of the internuclear
distance (see Equation 2.11). Thus the most efficient terms for *C-13C PDSD arise
from cross-terms involving directly bonded 'H-'3C and '3C-'3C dipolar couplings (due
to their close proximity and relatively high gyromagnetic ratios, see Figure 4.1a), with
the terms originating from cross-terms between the *C-'3C couplings being less impor-
tant.163:164 Because of the geometry of the carbon chain, the most efficient pathway for
polarisation transfer involves relayed transfer along the chain. This is especially true
for directly bonded '3C sites with similar chemical shifts, meaning that PDSD is par-
ticularly prominent in fully-protonated, uniformly '3*C-labelled proteins at the aliphatic
13C sites. Therefore it is also very challenging to suppress the effects of PDSD at these
nuclei. In contrast, the '3C’ sites are much less affected by PDSD due to the lack of
directly bonded protons and the large chemical shift difference between ¥C’ and 3C*
nuclei.

The effects of PDSD on '3C relaxation measurements can, in principle, be mit-
igated through improved averaging at faster MAS frequencies (Figure 4.1b),5870:158 op
by altering the 'H-X and X-X pathways. The latter can be achieved by substitution of
sites with nuclei of a lower gyromagnetic ratio, which reduces the magnitude of dipolar
couplings (e.g. 'H to 2H substitution),” or substituting with NMR-inactive isotopes,

which effectively eliminates the dipolar couplings (e.g. *C to '2C).16

Fast Magic Angle Spinning

As explained in Section 2.1.3, dipolar couplings can be averaged out through MAS. The
faster this spinning, the more complete the removal of dipolar couplings, which will in
turn reduce PDSD. For protein SSNMR measurements, it is typical to apply MAS of up
to 60 kHz (using a 1.3 mm diameter rotor), however recent advances in NMR equipment
now allow for MAS up to 110 kHz (0.7 - 0.8 mm rotors).?3

In a fully-protonated protein, coherent contributions to N and 3C Rq, can be
effectively removed in experiments performed at spinning frequencies > 50 kHz and by
employing spin-locks with nutation frequencies > 8 kHz.158:1™ PDSD is generally well-
suppressed at spinning frequencies > 20 kHz for 1N R; measurements®® 69161 and >
60 kHz for 13C’ R; measurements, due to the different gyromagnetic ratios.”® However,
even though 60 kHz spinning significantly attenuates PDSD for protonated carbons in
uniformly '3C-labelled proteins, it is not negligible under these conditions, especially in
the case of 3C* and '3C sidechain nuclei.”™ 65
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Figure 4.1: a) Examples of dipolar interactions in a section of [U-'H,!3C,!5N] protein
(alanine-valine) coloured by strength. Spin diffusion originates from these dipolar in-
teractions. b) The measured 13C R; values for [U-'3C,!5N] alanine at 16.1 and 60 kHz
MAS, highlighting the averaging of the relaxation rates at the slower spinning frequency
via PDSD. The rates are from Lewandowski et al.”® and at 'H Larmor frequency of 900
MHz.

Substitution of High-v Sites with Lower-y Nuclei

The dipolar coupling is proportional to 7:;’“, so it is clear that if either of the gyro-

magnetic ratios are reduced, then the effec‘]cg of PDSD will be considerably diminished.
A common application of this technique is deuteration of the protein sample, which
can be achieved with deuterated media during protein production. Note that although
the protein may be produced using 100% deuterated media, the amide sites throughout
the protein will likely be exchangeable, resulting in a protein with 2H nuclei at non-

exchangeable sites and 'H nuclei at exchangeable amide sites (see Figure 4.2).46:175-178

Substitution for NMR-Inactive Isotopes

NMR-inactive nuclei, such as 2C, are not involved in dipolar interactions. These are

ideal candidates for replacing high-vy nuclei, therefore diluting the spin system and re-

Deuterated

Fully Protonated (100 % "H at Exchangable Sites)

® ® o ? ® o ® H o ? H o
S S S S D S A S
@—i—@ @—i—g@ H——<IL—H H-—(L_c<:

e =1H H B— H

d =H N

Figure 4.2: The 'H (red) and 2H (pink) labelling in an example section of a protein (Ala-
Val) for fully-protonated and deuterated samples. Note the 'H nuclei at the exchangeable
sites in the deuterated protein.
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ducing spin diffusion.?®1™ It is common to label protein samples by expressing them
in minimal media with partially isotopically labelled *C or N sources, such as [1,3-
13C]-glycerol and [15% '°N]-ammonium chloride, as the sole *C or °N source.5254757
Examples of these labelling schemes are presented in Figures 2.7 and 2.8, a simplified

example is shown in Figure 4.3.
Spin Diffusion and Relaxation Measurements

It has been shown that N and *C’ R; and R1, relaxation rates can be accurately
measured in fully-protonated, uniformly 3C and '°N labelled proteins with just 60 kHz
MAS.68:158 Tp fact, an investigation into the contributions of spin diffusion to >N R;
at a range of MAS frequencies revealed that 10 kHz spinning is enough to remove most
of the effects of PDSD due to a combination of the lower gyromagnetic ratio and the
sparse spread of the !N nuclei throughout the protein (compared to 3C sites).6% 70
However, suppressing spin diffusion in aliphatic '*C R; measurements is much more
challenging due to the larger size of 'H-'3C and 3C-13C dipolar couplings, as well as the
density of 13C nuclei throughout the protein. In general, a combination of fast MAS with
deuteration and/or partial 13C-labelling is required for reliable measurement of aliphatic
13C Ry.

Deuteration has been used extensively to aid the measurement of *C and N
Ry and R19.52’69’71’165’179’181 It is not just a tool for relaxation measurements, deuter-
ation can be highly beneficial in many NMR experiments due to the improvements in
resolution, since the strong 'H-'H dipolar couplings that broaden the spectra are re-
moved.?6: 177178 Unfortunately, not all proteins can be easily produced in large quanti-
ties with deuterium labelling, and deuteration is in general expensive. Furthermore, the
removal of most of the protons affects sensitivity, which is only partially compensated
by the narrowing of 'H lines. The sensitivity is always an important consideration, but
especially for complicated systems, such as sparingly-labelled proteins or large protein
complexes.? %2
There are various examples of R and R, measurements on partially 13C- or N-

52,57,70,165

labelled proteins in the literature. Like deuteration, producing large quantities

of proteins with these particular labelling schemes can be complex and costly. A further

[1,3-1*C] Glycerol [2-1C] Glucose
O O O O

8;; E@* R E“@

Figure 4.3: The '2C (blue) and '3C (green) labelling in an example section of a protein
(Ala-Val) for the [1,3—13C] glycerol and [2-13C]glucose labelled samples used in this chap-
ter. For the full [1,3-'3C]glycerol and [2-'3C]glucose labelling schemes see Figures 2.7
and 2.8.
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disadvantage of using NMR-inactive nuclei at certain sites, is that these sites cannot be
probed with NMR (for example, both C’ and C* sites cannot be investigated using a
protein labelled with [1,3-13C]glycerol).

Fast MAS not only mitigates the coherent effects present in relaxation measurements,
but also allows one to take advantage of the improved sensitivity of proton-detected
experiments (as opposed to 13C and ®N-detected variants).*3 %182 Thus allowing high-
sensitivity measurements on samples with only limited proton dilution or full protona-
tion.23 183189 Tn general, the higher the spinning frequency, the larger the fraction of
protons that can be retained in the sample, while keeping proton line widths sufficiently
narrow for practical applications.? 43184190 For example, on small, well-behaved, fully-
protonated proteins, 'H-1°N 2D correlations become practical at spinning frequencies >
40-60 kHz!'83185 and 'H-13C 2D correlations at spinning frequencies > 80 kHz.> The
latter is illustrated in Figure 4.4, which shows a 'H-13C 2D spectrum of fully-protonated,
crystalline [U-13C,!®N]GB1 obtained at 100 kHz MAS and a 'H Larmor frequency of 700
MHz.

It was previously demonstrated that the 3C* Ry for [U-13C,'°N] and [2-13C]
labelled alanine were different at 16.1 kHz MAS, but not significantly different at 60
kHz.7 It was thus suggested that spin diffusion is significantly reduced at 60 kHz MAS
for a fully-protonated, uniformly-labelled protein, however further improvements are
required for quantitative R; measurements. Asami et al. showed that with extensive
deuteration (with 10% H20/90% D2O used in sample production) and partial carbon
labelling alongside > 50 kHz spinning it is possible to effectively eliminate PDSD for '3C*
sites. Therefore enabling accurate, site-specific measurements of the 3C* Ry rates.'®®
The advantage of the latter approach is that it not only eliminates PDSD, but that the
narrow line widths and improved coherence life times for the remaining protons produce
well-resolved ! H-detected spectra at moderate spinning frequencies. Even though the loss
of sensitivity due to removal of most protons is partially compensated by the narrowing
of 'H lines, if narrow 'H line widths can be achieved with high concentrations of protons
this will translate to appropriate gains in sensitivity compared to dilute samples. It is
thus desirable to develop approaches that provide access to aliphatic '3C relaxation in
fully-protonated systems. This chapter investigates whether it is possible to accurately
measure site-specific aliphatic '3C R; on a fully-protonated, uniformly-labelled protein

using MAS frequencies of up to 100 kHz.

4.4 Results

It is critical to prove that these 3C* Ry rates at 100 kHz are not affected by PDSD,
otherwise the R; measurements are not meaningful. Here, PDSD control spectra are
recorded for uniformly and partially '3C-labelled proteins at 60 kHz and 100 kHz MAS,
highlighting the effectiveness of fast MAS (and partial 3C-labelling) at suppressing
spin diffusion. These are followed by spin diffusion saturation transfer measurements
at 100 kHz MAS, which precisely indicate the '3C* sites that are most susceptible to
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Figure 4.4: 2D 3C-'H spectrum of fully-protonated crystalline [U-'H,*C,'>N]GB1
. Assignments

recorded at 100 kHz spinning and a 'H Larmor frequency of 700 MHz
for the observed "H* -13C* crosspeaks are indicated on the spectrum.
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spin diffusion and also allow predictions of whether PDSD will substantially affect the
sidechain 13C nuclei. These data and predictions are then compared to the true effects
of SD on aliphatic '3C Rj, determined experimentally through variable magic angle
spinning (VMAS) measurements, which indicate the MAS frequency required for any
PDSD effects to become negligible. A final consideration is whether cross-correlated

relaxation could be affecting these R1 measurements under such fast spinning conditions.
4.4.1 Spin Diffusion Control Spectra at 60 and 100 kHz MAS

A PDSD control measurement utilises a mixing time where magnetisation is allowed to
exchange. The experiment produces a 2D spectrum with off-diagonal crosspeaks between
sites that have exchanged magnetisation. The spin diffusion was compared for >C* sites
within [U-13C] and [1,3-13C]glycerol labelled crystalline GB1 samples at 60 kHz MAS
(Figure 4.5). The many crosspeaks in the uniformly '3C-labelled spectrum suggest that
significant PDSD is occurring under these conditions (60 kHz MAS). However there is
a significantly higher level of PDSD suppression for the partially C-labelled protein.
In fact, the only weak residual crosspeaks that are observed are due to cases where the
one-bond ¥C-13C couplings are still retained for a significant fraction of the molecules
(due to the specific labelling scheme, see Figure 2.7) and the sites are close in chemical
shift, for example ThrC*C? and AspC*CP?. For cases such as GInC*C?, where both the
sites are partially 3C enriched and have significantly different chemical shifts, PDSD is
still suppressed. Therefore, if one-bond C-'3C dipolar couplings can be eliminated, it
is possible to accurately measure '3C* R; in a fully-protonated, partially '3C-labelled
sample at 60 kHz MAS. 1D slices extracted from the PDSD spectra for both samples
at 22.1, 43.2 and 69.7 ppm highlight just how effective removal of the directly-bonded
13C-13C dipolar couplings is for suppressing PDSD (Figure 4.5c-e).

Continuing this investigation on the partially '3C-labelled protein, the potential
effects of RF-driven spin diffusion (RFSD) and 3C-13C TOCSY during the spin lock of
the BC R1, measurements are also considered. As in the case of PDSD, such effects are
not a problem for N and '3C’ relaxation measurements,'®® 1™ but might need to be
considered for aliphatic 3C sites. The control experiments at 60 kHz spinning, presented
in Figure 4.6, demonstrate that the removal of directly bonded 3C-13C pairs also results
in the effective removal of RFSD and 3C-13C TOCSY for all aliphatic sites.

It is clear that significant PDSD is present at 60 kHz MAS. Similar control spectra
were recorded on fully-protonated crystalline [U-'H,'3C,'°N]GB1 at 100 kHz MAS to
see if PDSD is sufficiently reduced (Figure 4.7). Proton detection was used during these
measurements to enhance the sensitivity, resulting in 'H-!3C spectra (rather than the
13C-13C in Figure 4.5). In these spectra, evidence of PDSD is monitored through the
appearance of additional peaks due to magnetisation transfer in the mixing time (i.e.
peaks that are not present in the 0 second mixing time spectrum). The spectra with
longer mixing times revealed just six additional C*-13CP crosspeaks produced by the
exchange of magnetisation from neighbouring *C* and '3CP sites via spin diffusion (Y3,
D22, N37, D40, T51 and T55). Although such crosspeaks are only present for a small
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Figure 4.5: Control PDSD spectra recorded on a) [U-3C,'°N]GB1 and b) [1,3-
13C,15N]GB1 at 60 kHz MAS and 600 MHz 'H Larmor frequency. The data illustrates
that the high level of suppression of PDSD is achieved already at 60 kHz spinning upon
removal of one-bond 3C-'3C dipolar couplings (the only weak residual crosspeaks are ob-
served for cases where such couplings are retained for a significant fraction of molecules).
Panels (c-e) show 1D slices extracted at frequencies indicated with arrows in panels (a-
b). The mixing time is 1 s for both spectra. Note that the absence of peaks in b is
partially due to the reduced labelling in addition to the reduced spin diffusion.
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percentage of 13C? sites, it is clear that spin diffusion is still affecting a handful of the

nuclei at 100 kHz MAS, thus further investigation is required.

40 = 40 40

P2 a7 M__D?f‘&w D2 a7 ’

@ ] Y%"f_:’-f“i—‘. - =R,

Y3~

E 50+
o
=T
£ 0
o 0 %
= ]
o o
E 60 00 0
G
o 0
70 o
T51=— -—,:@
rhe b 1s
6 4 2 6 4 2 6 4 2

'H Chemical Shift (ppm) 'H Chemical Shift (ppm) 'H Chemical Shift (ppm)

Figure 4.7: Control PDSD spectra recorded on [U-'H,'3C,!5N]GB1 at 100 kHz MAS and
700 MHz 'H Larmor frequency. Mixing times are 0 s (blue), 1 s (red) and 5 s (green).
Six additional peaks are observed with a 5 s mixing time that are not present in the 0 s
mixing time spectrum, these 13C*%-13CP crosspeaks are labelled by residue.

4.4.2 Spin Diffusion Saturation Transfer at 100 kHz MAS

The spin diffusion control spectra have shown that spin diffusion may be affecting six
13C* sites and that those with a small BC*-13CP chemical shift difference are most
susceptible. Next, the presence of PDSD at each '3C* site was investigated through
spin diffusion saturation transfer (SDST) measurements in the solid state. SDST, like
CEST (see Theory Section 2.3.14), utilizes a small, selective field to saturate a small
frequency range. In this case, the resulting profiles indicate both magnetisation ex-
change due to PDSD and, if there were any, chemical exchange. *C SDST spectra were
recorded for ¥C* and some sidechain '*C nuclei throughout fully-protonated crystalline
[U-1H,'3C,'N]GB1 at 100 kHz MAS and 700 MHz 'H Larmor frequency.

The SDST profiles (Figure 4.8) show the relative intensity of the 13C signal plotted
against the offset of the saturation pulse. Any spin diffusion affecting the 3C* nuclei
would most likely be from a directly-bonded 3CP nucleus. Therefore a decrease in
intensity of the 13C* peak would be observed when the saturation pulse is at the chemical
shift of the '3C® nucleus, due to the exchange of magnetisation between the '3C* and
13CP sites. For example, the absence of magnetisation exchange due to PDSD for the
alanine-34 '3C? nuclei is indicated by the single decrease in intensity of the 3C* peak
when the saturation pulse is at the frequency of the 3C* peak (Figure 4.8a). On the
other hand, threonine-11 decreases in intensity when saturated at both the 3C* and
13CP frequencies, indicating spin diffusion between these two sites (Figure 4.8b). The
complete 13C* SDST data is presented in Figures 4.9 and 4.10. In each case the residues
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that show evidence of B3C*-13CP exchange are boxed in red and the frequency of the
13CP peak is marked. Those that do not show this evidence are boxed in green, and in
the cases where it is unclear a black outline is used.

Analysis of the SDST data revealed 17 3C? sites that still showed some signs
of being affected by PDSD at 100 kHz MAS: Y3, N§, T11, K13, T17, T18, D22, N37,
D40, T44, D46, D47, T49, T51, F52, T53 and T5H5. These sites were those in which
the 13C* nuclei and CP nuclei are close in chemical shift, for example threonine-53
and aspartic acid-40, which have '3C*-13CP chemical shift differences of 11.5 and 11.1
ppm respectively, compared to alanine-34, which has a 38.0 ppm difference. Figure 4.11
highlights how this difference in chemical shift of adjacent aliphatic 3C nuclei correlates
with the susceptibility of the nuclei to PDSD. Those showing evidence of PDSD in the
SDST data are shown in red and those not are in green. It becomes clear that the
spin diffusion may only be occurring at the sites where the difference in chemical shift
is < 15 ppm (black dashed line). These observations agree with the theory presented
by Suter and Ernst, which states that the rate of SD is dependent on this difference in
chemical shift, alongside other factors such as distance.'66:191:192 Figure 4.11 highlights
that almost all of the sidechain 3C nuclei have a chemical shift difference of < 15 ppm
with their neighbouring 3C nuclei. Therefore these sites are predicted to be undergoing
PDSD at 100 kHz MAS, alongside a handful of the '3C* nuclei.

4.4.3 Experimental *C R; Measurements at Variable MAS

The SDST profiles and PDSD control spectra make it clear that, despite most 13C? sites
being free of spin diffusion at 100 kHz MAS, it is still present at a handful of sites,
specifically those with similar '3C* and '3CP® chemical shifts.

Fully-Protonated Crystalline [U-13C,15N]GB1

To experimentally establish the extent of the residual SD effects on the measured rates,
aliphatic *C R; was measured at MAS frequencies of 60, 70, 80, 90 and 100 kHz on
fully-protonated crystalline [U-13C,'>N]GB1 using proton detection. Lower *C* R rates
are expected at the lower spinning frequencies, where the effects of PDSD are more
prominent. Determining the spinning frequency at which the rates become constant
will reveal the conditions under which PDSD is negligible. The '3C* Ry rates were
extracted and plotted against MAS frequency. Examples of these are presented in Figure
4.12. The full variable MAS results are in Figures C.2 and C.3, and a 2D 'H-aliphatic
13C correlation spectrum at each MAS frequency is presented in Figure C.1 (note the
improvement in resolution as the spinning frequency is increased) in the appendix.

On average, a 21% decrease in 3C* R; is observed between 60 and 100 kHz. It
is clear that at spinning frequencies > 90 kHz significant variation in R; is no longer ob-
served. This demonstrates the conditions under which the undesirable effects of PDSD
are negligible for '3C* spin-lattice relaxation measurements in a fully-protonated, uni-
formly '3C-labelled sample, highlighting the effectiveness of very fast MAS. Even the sites

close in 13C* and ¥CP chemical shift, which did show some evidence of spin diffusion
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Figure 4.8: SDST profiles of a) alanine-34 and b) threonine-11 ¥C* (black) and 3C?
(red) nuclei. The multiple peaks in the threonine-11 spectra are evidence of magnetisa-
tion exchange due to PDSD.

in the SDST profiles, have unaffected rates at > 90 kHz MAS within the experimental
error. The full data set, showing variation of *C* Ry with MAS frequency throughout
the backbone, is displayed in Figure 4.13.

However, the situation is very different for the sidechain '3C nuclei. As predicted
from the chemical shift difference calculations, the sidechain C nuclei are undergoing
considerable spin diffusion, even at 100 kHz MAS, and this does substantially affect the
relaxation rates. Examples of sidechain '3C VMAS R; are plotted in Figure 4.14 and
the full data can be found in Figure C.4 in the appendix. It is immediately obvious
that, in comparison to '3C*, the sidechain rates vary a significant amount and have not
reached a steady value by 90-100 kHz MAS. This indicates that these nuclei are still
undergoing significant PDSD, which will be due to the small chemical shift differences
between adjacent >C nuclei. Thus the R; of aliphatic sidechain '3C nuclei cannot be
reliably measured under these conditions. In the future, with improvements in MAS
technology, even faster spinning may be possible which could help to further reduce the
effects of PDSD in the sidechain '3C nuclei. Otherwise methods, such as deuteration, to
reduce the 'H network, and/or alternating '3C-labelling, to remove the 3C-13C dipolar

couplings, should be applied.
Fully-Protonated Crystalline [2-13C(Glucose),U-1°N]GB1

The [U-13C,!N] 13C* R; decreases as the MAS frequency increases due to the exchange
of magnetisation with the neighbouring '3*C? nuclei at low spinning frequencies, which

typically have Rjs of an order of magnitude greater. This investigation into the rela-
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Figure 4.13: 13C* R; relaxation rates measured in fully-protonated, crystalline [U-
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Figure 4.14: 13C R; relaxation rates measured in fully-protonated, crystalline [U-
13C,15N]GB1 plotted against MAS frequency and 700 MHz 'H Larmor frequency for
residues a) lysine-31, b) asparagine-35, ¢) aspartic acid-36 and d) valine-54. In compar-
ison to the backbone 13C* Ry values (black), there is considerably more variation in the
sidechain 3CP (blue) and CY (green) rates even at 90-100 kHz MAS. The full set of
results is presented in Figure C.4.
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tionship between MAS frequency and '*C* R; was continued through further VMAS
measurements, this time on [2-13C(Glucose),U-'N]GB1 (labelling scheme presented in
Figure 2.8). In this partially '*C-labelled protein, the C? nuclei are not '3C-labelled
(except in isoleucine and valine residues), removing the 3C*-13CP dipolar interaction as
a potential pathway for PDSD.

The full [2-'3C(Glucose),U-"?N]GB1 VMAS 3C* R; results at 600 MHz 'H Lar-
mor frequency can be found in Figure C.5 in the appendix. These 3C* R; rates do tend
to deviate less from the plateau value than in the uniformly, fully C-labelled protein
and, again, by > 90 kHz MAS there are no significant changes in R; indicating that the
effects of PDSD are negligible under these conditions.

Interestingly, the alanine rates show a unique trend: the '3C* R rates increase
as the MAS frequency increases. This reveals that, now the dominating C*-13CP spin
diffusion pathway has been effectively eliminated, there is another spin diffusion pathway
affecting these alanine >C% relaxation rates. Examples of the VMAS 3C% relaxation
rates for residues A23, A26 and A48 in [2-'3C(Glucose),U-1°N]GB1 are presented in
Figure 4.15. The corresponding results from the uniformly-labelled protein are also
included as a comparison, however it must be noted that the two sets of relaxation rates
are measured at different '"H Larmor frequencies and therefore only the trends can be
directly compared between the samples, not the R; values themselves.

The increasing alanine '3C* Ry indicates that the "*C* nuclei are exchanging mag-
netisation with a site of slower R;. Although it is unclear why the rates are being affected
in this way, it is possible to rule out certain sources of the magnetisation exchange. For
example, 'H Ris tend to be far more rapid than '3C* R, and therefore these cannot be
the rates the 13C* nuclei are in exchange with. According to the 2-13C(Glucose) labelling
scheme neither the CP nor C’ sites in alanine should be 3C-labelled. However, when
expressing the protein samples in isotopically-labelled minimal media, the incorporation
of the isotopic labelling is not always perfect. And so, assuming this could be the case,
SD pathways involving the alanine CP or C’ nuclei will be considered. Firstly, the
13CP in alanine is a methyl carbon, which will also be undergoing much faster relaxation
than the '3C*, and therefore cannot be causing the effect observed in Figure 4.15. On
the other hand the C’ nuclei will have a significantly slower R;s than the C* site and
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Figure 4.15: Comparison of 13C* Ry for fully-protonated [U-3C,!®N]GB1 (black) and
[2-13C(glucose),U-1N]GB1 (blue) plotted against MAS frequency for residues A23, A26
and A48. Measured at 700 and 600 MHz 'H Larmor frequencies, respectively.
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thus could be causing averaging of the alanine '3C* R1s to lower values at slower MAS
frequencies. It is also possible that this spin diffusion is occurring via backbone '°N sites,
but this is unlikely due to the weak 3C*-15N dipolar couplings, or via sites in the i+1
residues. However, there are no '3C-labelled sites in these neighbouring residues that
typically undergo slower relaxation than the 3C* nuclei, except the 3C* themselves. It
may be possible that these alanine *C?® nuclei are exchanging magnetisation with 2C*
nuclei on the i+1 residues, if these neighbouring sites are undergoing particularly slow
relaxation.

These results demonstrate that, although the effects of PDSD are negligible at
> 90 kHz MAS for both the uniformly and partially '3C-labelled proteins, there are
multiple pathways for polarisation transfer via spin diffusion and the overall effect on

relaxation rates is highly specific to the protein and the experimental conditions.
4.4.4 Cross-Correlated Relaxation

A further consideration for these 3C% R; measurements at 100 kHz is the effect of
cross-correlated relaxation. Whenever there are multiple mechanisms for relaxation act-
ing simultaneously, for example CSA and dipolar coupling, there can be interference
between them (cross-correlation), which will alter the relaxation rates of the nuclei in-
volved 97100104 Normally, in the solid state, 'H-'H spin diffusion is fast enough to
suppress the effects of cross-correlated relaxation. In this situation however, with sig-
nificant reduction of the 'H-'H SD due to fast MAS, it is important to ensure that the
measured relaxation rates are not affected by the cross-correlated relaxation.

In solution-state NMR cross-correlated relaxation tends to be prominent and it
is common practice to apply decoupling during the relaxation delay to suppress its ef-
fects. In order to refocus the cross-correlated relaxation mechanisms, the decoupling
must invert the magnetisation on a timescale substantially faster that the relaxation
itself.”1: 97107193 T determine whether cross-correlation has affected these R; measure-
ments, BC* R; was measured on the same protein sample under identical conditions
with, and without, decoupling during the relaxation delay (‘H 25 kHz = pulses). Figure
4.16 shows that the resulting rates from using the original pulse sequence (red) and the
pulse sequence with added decoupling (grey) are the same within error. This suggests
that the effects of cross-correlated relaxation are still negligible in these measurements
and therefore that the accuracy of these '3C* R; rates at 100 kHz MAS has not been

compromised.

4.5 Conclusions and Outlook

This detailed investigation into the effects and significance of spin diffusion in aliphatic
13C' Ry measurements on fully-protonated, uniformly '3C-labelled proteins combined
PDSD control spectra, SDST and variable MAS R; measurements. Together these
techniques revealed that at a few '3C* sites, those close in C* and CP chemical
shifts, PDSD may still be present at 100 kHz. However the effects of PDSD on 3C* R
at > 90 kHz MAS are negligible in practice, demonstrating that application of this fast
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Figure 4.16: '3C* R; measured in fully-protonated, crystalline [U-'H,'3C,'>N]GB1 at
100 kHz spinning and 700 MHz 'H Larmor frequency with (grey) and without (red) 'H
25 kHz n pulses during the relaxation delay. Values for significantly overlapping peaks
were removed.

spinning provides a viable solution for rapid R; relaxation measurements for '3C* nuclei
in fully-protonated, uniformly '3C-labelled proteins, free of undesirable coherent effects.

The PDSD spectra at 60 kHz MAS confirmed that spin diffusion is negligible in
13C* Ry measurements when all one-bond ¥C-13C dipolar couplings are eliminated,
however a substantial number of crosspeaks remained in the uniformly '3C-labelled
PDSD spectrum. Similar measurements at 100 kHz on a fully-protonated, uniformly
13C-labelled protein revealed evidence of PDSD at a few remaining sites, even with such
fast MAS. Next, '3C* SDST profiles highlighted that a handful of sites (those close in
13C* and 3CP chemical shifts) showed evidence of magnetisation exchange via PDSD.
This led to the prediction that sites with a chemical shift difference < 15 ppm between
adjacent 3C nuclei would be significantly affected by PDSD at 100 kHz MAS, this
included all of the sidechain C nuclei.

The effects of PDSD on experimental aliphatic '3C R; measurements were ex-
plored using variable MAS relaxation measurements, revealing that, at spinning speeds
> 90 kHz, PDSD is negligible for 13C* sites. On average, there was a 21% decrease in Ry
when the MAS frequency was increased from 60 to 100 kHz, highlighting the importance
of fast MAS for reducing the spin diffusion from the neighbouring *C? nuclei. However,
as predicted, the sidechain '3C rates are still substantially influenced by PDSD, even
at 100 kHz MAS. Effective removal of the CP? nuclei (using [2-'3C(Glucose),U-'"N]
labelled protein) reduced the deviation in R; from the plateau value at the lower MAS
frequencies and, again, there was minimal change in '3C* Ry at > 90 kHz MAS.

One last consideration was that, at these extreme MAS conditions, "H-'"H SD may
be reduced to a point where it no longer suppresses cross-correlated relaxation. '3C* Ry

measurements, both with and without decoupling in the relaxation delay revealed that
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cross-correlated relaxation is suppressed under these conditions without the need for the
additional decoupling.

The above results show that when using proton detection in order to measure
13C* Ry on a fully-protonated, uniformly '3C-labelled protein, MAS at > 90 kHz is
necessary to ensure that the rates are quantitative and site-specific. Now, it is possible
to measure these specific relaxation rates on proteins with confidence. On the other
hand, aliphatic '*C sidechain nuclei are still strongly influenced by PDSD under these
conditions. Thus other techniques, in addition to fast MAS, must be employed for R;
measurements at these sites, such as deuteration or alternating '3C-labelling.

With increased availability of > 90 kHz MAS instrumentation, '3C* relaxation
data will enrich the picture of backbone and sidechain motions available from N and
13C measurements, especially as C* nuclei undergo motions distinct from peptide plane
fluctuations. These C* relaxation measurements should be valuable in particular for

validating the presence of overall motions of protein fragments.5 160,194
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4.6 Experimental Details

4.6.1 Protein Samples
The [U-'H,3C,N]GB1, [1,3-13C(glycerol),U-'H,'®N]GB1 and [2-'3C(glucose),U-'H,'®N]GB1

protein samples were expressed in minimal media as described in Section 3.8.4 with [U-
13C)-glycerol, [1,3-'3C]-glycerol and [2-'3C]-glucose as the sole carbon sources, respec-
tively and [U-'N]-ammonium chloride as the sole nitrogen source.

The proteins were crystallised as described in Section 3.8.4 and DSS was added to
each crystallised sample as an internal reference. Two 1.3 mm rotors were packed with
3.0 mg of [U-1H,3C,'®N]GB1 and [1,3-13C(glycerol),U-'H,'®N]GB1, a 0.8 mm rotor was
packed with 0.5 mg of [2-'3C(glucose),U-'H,'>N]GB1 and a 0.7 mm rotor was packed
with 0.5 mg of [U-1H,*3C,N]GB1.

The sample temperature (13.0°C) was measured by the 'H chemical shift of water

with respect to DSS (calibrated to 0 ppm), see Equation 3.6.152 153

4.6.2 SSNMR Experimental Details
60 kHz MAS PDSD Control Measurements

The 13C-detected control spin diffusion spectra (Figures 4.5 and 4.6) were measured on
a Bruker Avance II+ spectrometer operating at 14.1 T (wou/2n = 600 MHz) using a
Bruker 1.3 mm triple-resonance MAS probe and performed at 60 kHz spinning frequency
at a sample temperature of 20.0 & 1 °C. The mixing times for control PDSD spectra
were 1 and 3 s. The mixing times for control RFSD spectra were 10 and 100 ms. A
spin-lock pulse with w1 ¢/2n ~ 20 kHz was employed. The control spectra took between
3-7 h to perform. These sequences were initialised with a 100 kHz ©/2 *H pulse, followed
by CP from 'H to 13C (1.5 ms, 01 u/2r ~ 10 kHz and w; ¢/2% ~ 50 kHz). During t;

649 decoupling was applied at a field strength of

evolution and te acquisition, WALTZ1
w1r/2n = 10 kHz. Total durations of these experiments were ~ 8.0 h for PDSD and
~3.0 h for RFSD. The PDSD and RFSD pulse sequences are shown in Figures 4.17a and

4.17b.
100 kHz MAS PDSD Control Measurements

The 'H-detected control spin diffusion spectra (Figure 4.7) were measured on a Bruker
Avance III HD spectrometer operating at 16.4 T (0o n/2n = 700 MHz) using a Bruker
0.7 mm triple-resonance MAS probe and performed at 100 kHz spinning frequency at a
sample temperature of 13.0 £+ 1 °C. The mixing times for control PDSD spectra were 0,
1 and 5 s. The control spectra took between 1-3 h to perform and each had 8 scans.

These sequences were initialised with a 100 kHz =/2 'H pulse, followed by CP
from 1H to 13C (200 ps, w1 1/2n ~ 80 kHz and v /27 &~ 20 kHz). During t1 evolution
and t2 acquisition, WALTZ16* decoupling was applied at a field strength of w/21 =
10 kHz and MISSISSIPPI! solvent suppression was applied at 50 kHz (70 ms).
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Figure 4.17: The a) PDSD and b) RFSD pulse sequences. 1/2 pulses are indicated with
a black rectangle. Spinlock pulses are indicated in a light grey rectangle. Indirect and
direct acquisition periods are labelled as “t1” and “to” respectively, while phases are
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shown as “¢”. The variable delay or spinlock pulse is labelled t. Phase cycling: a) ¢; =
(+y ¥), 92 = (%), g3 = (+xX +x X X +y +y Y V), 4 = (+y +y Y ¥ X X +X +X), g5 =
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Figure 4.18: A 'H-13C-'H PDSD control pulse sequence. m/2 pulses are indicated with
a black rectangle. Indirect and direct acquisition periods are labelled as “t1” and “t2”
respectively, while phases are shown as “¢”. Phase cycling: ¢ = @7 = @g = @11 = @12
=(y), 1= (yy-y-¥), 910 = 91 = 95 = 99 = (x), 92 = (y -y ¥ -¥), ¢3 = (X -X -X -X),
p6 = (-x) and @rec = (y -y -y ¥)-
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SDST Measurements

These NMR experiments (Figures 4.9 and 4.10) were measured on a Bruker Avance III
HD spectrometer operating at 16.4 T (0o n/2n = 700 MHz) using a Bruker 0.7 mm
triple-resonance MAS probe and performed at 100 kHz spinning frequency at a sample
temperature of 27.0 &= 1 °C.

These sequences were initialised with a 100 kHz n/2 'H pulse, followed by CP
from 'H to 3C (200 ps, w1 n/2n &~ 80 kHz and v /21 ~ 20 kHz). Followed by selective
saturation achieved with 10 ms 50 kHz !3C pulse, looped 50 times (i.e. 500 ms satura-
tion). During t1 evolution and t2 acquisition, WALTZ16% decoupling was applied at a
field strength of wip/2n = 10 kHz and MISSISSIPPI®! solvent suppression was applied
at 50 kHz (70 ms). This was followed by CP from 3C to 'H (200 ps, w1 u/2r ~ 80 kHz
and w; /21 & 20 kHz) for acquisition on 'H. The selective saturation pulse was swept
from 7800 Hz-10550 Hz (44 ppm - 60 ppm) every 50 Hz (0.28 ppm). These measurements

were recorded using the pulse sequence in Figure 4.19.

Variable MAS Aliphatic 13C R; Measurements:

[U-1H,13C,'5N]GB1

All 3C Ry rates (Figures 4.12, 4.13, 4.14 and C.4) were measured using a 'H-'3C-'H

pulse sequence on a Bruker Avance IIT HD spectrometer operating at 16.4 T (wo /21 =
700 MHz) using a Bruker 0.7 mm triple-resonance MAS probe at a sample temperature
of 13.0°C.

These sequences were initialised with a 100 kHz n/2 'H pulse, followed by CP
from 'H to 3C and then the variable delay (with 83.33 kHz /2 3C pulse either side).
Next t1 evolved, followed by MISSISSIPPI?! solvent suppression (70 ms), then a CP
from 3C to 'H and finally acquisition. During the t; evolution and ty acquisition,
WALTZ16* decoupling was applied for 25 ps at field strengths of o11/2n = 10 kHz and
w1c/2n = 10 kHz, respectively. The variable delays (1) were 0.002, 0.005, 0.01, 0.05, 0.2,
0.5, 1, 1.5, 3 and 7 seconds.

These measurements were recorded using the pulse sequence in Figure 4.20a.

MISSISSIPPI
v % 0 0 O
1 L—
H CP(Pm Decoupling HH ’—H7| CP(P”|\ /\k Prec
v
s Saturation % 9 o,

1
3C CP M t, CP,, | Decoupling

(PZ (p7

Figure 4.19: The ¥C SDST pulse sequence. ©/2 pulses are indicated with a black rect-
angle. Indirect and direct acquisition periods are labelled as “t1” and “t2” respectively,
while phases are shown as “¢”. Phase cycling: ¢1 = (yy -y -y), 92 = (y -y ¥ -¥), ¢3 =
cp; = @9 = 910 = Psat = (X), 91 = @6 = (-X), @7 = @g = P11 = (y) and Grec = (y -y -y
y).
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Since these experiments were measured at 5 different MAS frequencies the CP and

MISSISSIPPI conditions vary between them and therefore are summarised in Table 4.1.
[2-13C(glucose),U-1H,1°N]GB1

All 13C R; rates (Figures 4.15 and C.5) were measured using a 'H-'3C-'H pulse sequence
on a Bruker Avance II+ spectrometer operating at 14.1 T (wp /2t = 600 MHz) using
a 0.8 mm double-resonance probe developed in the Samoson laboratory at a sample
temperature of 17.5°C.

These sequences were initialised with a 100 kHz =/2 'H pulse, followed by CP
from 'H to 3C and then the variable delay (with 83.33 kHz 7/2 3C pulse either side).
Next t1 evolved, followed by MISSISSIPPI?! solvent suppression (70 ms), then a CP
from 13C to 'H and finally acquisition. During the t; evolution and t» acquisition,
WALTZ16% decoupling was applied for 25 ps at field strengths of o11/21 = 10 kHz and
w1c/2n = 10 kHz, respectively. The variable delays (1) were 0.002, 0.01, 0.05, 0.2, 0.5, 1,
1.5, 2, 3, 4 and 7 seconds. These measurements were recorded using the pulse sequence
in Figure 4.20a. Since these experiments were measured at 5 different MAS frequencies
many of the experimental conditions vary between them and therefore are summarised
in Table 4.2.

Determination of Cross-Correlated Relaxation: 13C R; Measurements With

and Without Decoupling

All 13C R! rates (Figure 4.16) were measured using a 'H-'3C-'H pulse sequence on a
Bruker Avance III HD spectrometer operating at 16.4 T (0w u/2n = 700 MHz) using
a Bruker 0.7 mm triple-resonance MAS probe. These sequences were initialised with a
100 kHz ©/2 'H pulse, followed by CP from 'H to 3C (175 ps, w1 n/2n ~ 80 kHz and
w1,c/2n ~ 20 kHz) and then the variable delay (with 83.33 kHz /2 '3C pulse either
side). Next t1 evolved, followed by MISSISSIPPI®! solvent suppression (70 ms, 50 kHz),
then a CP from 3C to 'H (175 ps, w1 n/2n ~ 80 kHz and v c/2n ~ 20 kHz) and
finally acquisition. During the t; evolution and to acquisition, WALTZ16% decoupling
was applied for 25 ps at field strengths of wip/2n = 10 kHz and wic/2r = 10 kHz,
respectively. The variable delays (t) were 0, 0.01, 0.05, 0.1, 0.2, 0.5, 0.7, 1, 1.5 and 2
seconds.

The relaxation rates using the “original” pulse sequence and the “new” pulse

Table 4.1: Approximate CP and MISSISSIPPI conditions used in the variable MAS
aliphatic *C R; measurements on [U-'H,'3C,!>N]GB1.

MAS (kHz) ‘H-Pc cp MISSISSIPPI (kHz)
1H (kHz) 13C (kHz) Time (us)
60 42 18 500 30
70 50 20 500 35
80 66 14 600 40
90 72 18 500 45
100 80 20 200 50
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Figure 4.20: 'H-'3C-'H pulse sequence for measuring 3C R! a) without and b) with
decoupling during the variable relaxation delay (t). m/2 pulses are indicated with a
black rectangle. Indirect and direct acquisition periods are labelled as “t1” and “t2”
respectively, while phases are shown as “¢”. Phase cycling: ¢ = @7 = @8 = @11 = @12
=), 1= Y-Y-¥), @10= 91 =5 =g = (X), g2 = (y -y ¥ -¥), 93 = (-X -X -X -X),
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Table 4.2: Approximate CP and MISSISSIPPI conditions used in the variable MAS
aliphatic 13C R; measurements on 2-13C(glucose),U-'H,°N]GB1.

MAS (kHz) ‘H-Pc cp MISSISSIPPI (kHz)
1H (kHz) 13C (kHz) Time (us)
60 50 10 600 30
70 60 10 400 35
80 60 20 700 40
90 70 20 600 45
100 78 22 600 50
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sequence with the extra decoupling use the pulse sequences in Figures 4.20a and 4.20b,

respectively.
4.6.3 Determination of Relaxation Rates

The R; rates were calculated from a plot of the peak integral against the variable delay

(v):

Integral = Ae=107) (4.1)
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Chapter 5

Variable-Temperature,
Solid-State NMR Measurements
to Investigate the Site-Specific

Relaxation and Energy Landscape
of GB1

5.1 Abstract

Understanding the complex relationship between the thermal motion of a protein and
its function at physiological temperature is a major challenge facing physical biologists.
A recent investigation on the hierarchy of thermal motions in a hydrated crystalline
protein at different temperatures (-168.15°C - 6.85°C) revealed that local motions dom-
inated at the lower temperatures, while larger-amplitude, functionally-relevant motions
only became active at higher temperatures.3® In order to expand on this research, sim-
ilar protein motions were investigated at a higher, more physiologically relevant range
of temperatures in a site-specific manner, in the hope of gaining an insight into protein
dynamics in their natural conditions. Proton-detected MAS SSNMR was used to inves-
tigate the 13C’ and "N relaxation of perdeuterated GB1 protein between -5.15°C and
34.65°C. These measurements showed clear trends in Ry and Rj, across the secondary
structure elements and revealed significant decreases in R1, with increasing temperature.
With the aim of accurately modelling the complex peptide plane dynamics, the rates
were analysed with the extended model free approach combined with a modified Arrhe-
nius equation, allowing determination of S, SJ%, Te.ss Te,fs Pa,s and E, y. The model is
still in the development process since the quantity of the data currently available was not
sufficient for accurate determination of all six parameters. Measurements at additional
By fields are currently underway, which will hopefully lead to a very informative model

of the peptide plane dynamics throughout the protein.
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5.2 Introduction

79,155,195 These complex macro-

Proteins are critical for most biological processes.
molecules display an incredibly diverse range of functions. X-ray diffraction studies
have discovered many protein structures, but function is also innately linked to the en-
ergy landscape of the complex dynamics in the protein. Therefore, to understand the
function thoroughly, the probabilities of possible conformations and the energy barriers
between them (i.e. the kinetics and thermodynamics) need to be known. Figure 5.1a
shows a simplified representation of an energy landscape, highlighting a possible range of
motions within a protein and how they relate to one another in terms of frequency and
energy. The timescales of the types of motion typically found in proteins are illustrated
in Figure 1.1 (Chapter 1), alongside the techniques that are sensitive to these dynam-
ics. Ideally researchers want atomic resolution protein structures across both space and
time to reveal their exact dynamics. Obviously this is not currently possible, so instead
physical measurements are made from which the dynamics can be interpreted.

The last 40 years have seen huge quantities of research into protein function and
dynamics using a wide range of techniques, such as NMR,? 66,155, 196-198 X _yay diffrac-

201,202

tion (XRD),!9%:200 cryogenic electron microscopy (cryo-EM), small-angle X-ray

195,205,206 TR 207,208 circular dichroism

213-215

scattering (SAXS),293:204 fluorescence microscopy,
(CD),209:210 Raman,?!%212 electron paramagnetic resonance (EPR) and molecu-
lar dynamics (MD) simulations.?2!6:217 The techniques chosen to investigate a specific
system are highly dependent on the type of sample and the timescale of the dynamics.
For example, pis - ms processes like enzyme catalysis or protein-protein interactions are
relatively unlikely to occur and tend to have large amplitudes and very high activation
energies. Since these motions are so slow, the stable conformations of these biomolecules
can often be directly observed, allowing atomic-resolution snapshots through techniques
like XRD or cryo-EM. On the other hand, the conformations of molecules undergoing
fast dynamics, such as loop motions (ns timescale), sidechain rotations (ps timescale)
and bond vibrations (fs timescale), cannot be directly observed. As is illustrated in Fig-
ure 5.1, these motions exist within the energy wells of the slower dynamics and typically
have lower amplitudes and activation energies. Variable-temperature SSNMR, relaxation
measurements are sensitive to a wide range of dynamics and have been crucial for deter-
mining the structure and dynamics of biomolecular processes and proteins in a variety
of samples.111,181,196,218-220

A single motion can be defined by its timescale, amplitude and direction. The
motion can be thought of as a transition between two conformational states, where each
transition will have an associated activation energy (i.e. the amount of energy that must
be available in the system for the transition to occur). The Arrhenius equation relates

the rate of a process at a certain temperature to its activation energy (Equation 5.1).

k= Aewt" (5.1)
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Figure 5.1: a) An example energy landscape within a protein. b) A summary of hierar-
chical protein dynamics in a protein-solvent system from Lewandowski et al. determined
through SSNMR in crystalline [U-13CN]GB1.3Y The approximate temperatures for the
transitions between different dominant dynamic processes and their activation energies
are indicated.

Where k is the rate constant, A is an experimentally-determined constant (relating the k
and T'), E, is the activation energy, R is the universal gas constant and 7" is the absolute
temperature.

In this chapter, SSNMR relaxation measurements are used to investigate the
site-specific backbone dynamics of protein GB1. The project presented here is a contin-
uation of the work by Lewandowski et al. recently published in Science.?0 In this paper
13 different relaxation rates (R, Ri, and Ry for various nuclei in the protein and sol-
vent) were measured between -168.15°C and 6.85°C within crystalline [U-'3C,!N]GB1
to determine the hierarchical relationship between the dynamics in the protein-solvent
system. At very low temperatures the functionality of the protein was lost, but as the
temperature increased the dynamics were activated, producing abrupt changes in the
measured relaxation rates at three particular temperatures: -78.15°C, -53.15°C and -
23.15°C. Furthermore, these thermally-activated motions dominated different relaxation
measurements at different temperatures depending on the type of experiment and nuclei
involved.

In general, low temperatures constrain the system to only motions with low en-
ergy barriers, such as solvent rotation, and increasing the temperature activates larger-
amplitude, higher activation energy motions, such as sidechain motions (Figure 5.1b).
A thorough set of SSNMR relaxation measurements across this wide temperature range
provided access to these dynamics as they were thermally activated. At the higher tem-
peratures, Lewandowski et al. observed correlated motions that traversed the entire
B-sheet of GB1 and as well as correlations between high and low activation energy mo-

tions, suggesting that fast motions may facilitate the slower motions. In general, there
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was strong coupling between backbone, sidechain and solvent motions across extended
parts of protein.

Here site-specific, variable-temperature (VT) proton-detected, MAS SSNMR R;
and R, measurements for both 13C’ and N throughout the GB1 backbone are pre-
sented. In comparison to the bulk measurements made by Lewandowski et al., which are
an average of all nuclei of the same type across the protein, the site-specific measurements
provide far more detail on the variations in dynamics within the protein. 'H-detection is
used in these experiments to accelerate the acquisition of spectra, thus deuteration of the
protein is required. A fully back-exchanged [U-2H,'3C,'N] GB1 sample (i.e. perdeuter-
ated 3C,'5N labelled GB1 where protons were reintroduced at exchangeable sites by
recrystallising the sample from water) was used for these measurements. Additionally,
deuteration allowed quantitative measurements at just 50 kHz MAS, where a wider range
of sample temperatures was available compared to 60 kHz spinning, at which the heat-
ing effects of fast MAS are significantly greater. Together the measured, site-specific
VT 3C’ and N R; and Ry, rates provide for an estimation of the amplitudes and

timescales of the motion at in the peptide planes and their activation energies.

5.3 Results

5.3.1 Variable Temperature R; and R;, Measurements

Assignments for the fully back-exchanged [U-2H,!3C,!N] GB1 sample were confirmed
using HCONH and HCO(C*)NH 3D spectra (Figure 5.8). 13C’ and !N backbone R; and
R1, measurements were performed on perdeuterated GB1 between -5.15°C and 34.65°C
at 50 kHz MAS and 600 MHz 'H Larmor frequency. The internal sample temperature
was determined from the 'H chemical shift of water with respect to DSS. The use of
50 kHz MAS provided the high resolution required for the measurements, while also
allowing access to a wide range of sample temperatures.

Before analysing the variable-temperature data, it is important to discuss the
trends throughout the protein and across the different relaxation measurements since
these are dominated by different motions. Each type of relaxation rate reports on par-
ticular timescales of motion: R; is sensitive to ps - ns motions, while R, is dominated
by slower, ns - ms motions. It is clear from the y-axis scales in Figure 5.2 that Ry, is
consistently larger than R;. This is always the case because the return of the magneti-
sation to equilibrium (R; relaxation) inherently causes loss of the magnetisation in the
zy-plane (R, relaxation). In general the 13C’ nuclei relax at twice the rate of the 1N
nuclei, because the dominating contribution to ¥C’ relaxation (**C’ CSA) is typically
larger than those to !N relaxation (>N CSA and 'N-'H dipolar coupling), due to the
higher gyromagnetic ratio of 3C.

It seems intuitive that the *C’ and ®N backbone nuclei will be undergoing similar
motions in each residue due to the rigid, planar nature of the peptide bond.'® 221 Often
these sites are treated this way in models and will be throughout the remainder of this

chapter. Similarities can be seen between the trends of the different relaxation rates
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Figure 5.2: The R; and Ri, values for the 13C7 and '°N backbone nuclei throughout
crystalline perdeuterated [U-13C,'N]GB1 at 28.0°C, 600 MHz 'H Larmor frequency
and 50 kHz MAS. The location of the o-helix and B-strands throughout the protein are
indicated at the top of each plot. Note the difference in scale between the Ry and R,
plots.
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across the backbone, for example all of the rates show significant increases in the 31-32
loop (residues 9 - 12) and moderate increases in the o-helix-3-3 loop (residues 37 - 41). In
the 1N R; and R1, and By R1, data, the o-helix (residues 23 -36) displays relatively low
rates with minimal variation throughout, indicating that the o-helix is relatively rigid.
These low rates suggest that the a-helix is less dynamic than other secondary structure
elements of the protein, such as the loops, which show significantly higher motions, both
in terms of bond rotations and domain motions. However, there are also some clear
differences across the rate measurements, such as the seemingly elevated *C’ R;s in the
a-helix, residue 34 stands out in particular. Such variations are due to each of the rates
being sensitive to different frequencies of motion because of the different spectral density
contributions, which are outlined in Section 5.3.2, and also the position of the site in the
backbone and its surroundings. A comparison to literature *C’ and ®N R; and Ry in
crystalline GB1 at 27°C shows very good agreement both in the magnitude of rates and
the trends throughout.'® Furthermore, the consistency in these trends across a range
of temperatures in Figures 5.3 and 5.4 suggests that these measurements have a high

level of accuracy.

The VT R; and R, data display rather contrasting trends (Figures 5.3 and 5.4). The
R, rates clearly significantly decrease with increasing sample temperature, whereas
the R; rates display a relatively small decrease. Examples of the relaxation rates for
specific residues highlight these trends further. For example, residue E19 shows 13.1%
and 11.5% decreases in 3C’ and N Ry, respectively, across a temperature increase of
approximately 35°C. Whereas for the same sites across a similar temperature range 3C’
and 1°N R;, decrease by 49.3% and 68.8%, respectively. The G41 R; plots suggest that
there may some sites that do undergo more significant variations in Ry with temperature.
However, calculations of the average change in R; across the protein show that there
are only very slight decreases with increasing temperature for both *C’ and °N (0.0042
st and 0.0072 s, respectively), which are well within the experimental errors (0.033 st
and 0.075 s7!, respectively). This variation is the equivalent to -0.08%°C™! for 3C’ R,
and -0.26%°C-! for N R;. For comparison, the same calculations for R1, data produces
average variations of approximately an order of magnitude larger (-1.53%°C-! for 3C’
and -2.33%°C! for 15N). Overall, the significant differences in the trends of R; and
Rq, with temperature indicate either that the protein dynamics across this temperature
range are on the timescales that significantly influence Ri,, but not so much R; (i.e.
ns - ms dynamics, such as domain motions), or that the Ry rates are being sampled at
their maximum leading to little observed change in rate within this temperature range
(see Figure 2.25 in Chapter 2 for the relationship between R; and temperature).

The lack of significant variation in the site-specific Ry rates with temperature is
interesting because this is in agreement with the Lewandowski et al. variable-temperature
measurements by both order of magnitude and temperature trend.?® Both the *C’ and
15N R; data recorded by Lewandowski et al. reach a maximum at the higher temper-

atures (> -23°C), suggesting that the lack of variation in the VT R; values reported
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here may be due to sampling R; at the temperatures where it only varies minimally. In
this temperature range 3C’ and N R; are dominated by fast backbone dynamics. It
is worth stating that the rates presented here were recorded at a different 'H Larmor
frequency to those in the mentioned paper and therefore the data are not expected to
be identical. In general, the larger values of R1, which suggest areas of increased ps - ns
motion, are recorded at sites within the less rigid parts of the protein backbone, such as
the loops.

On the other hand, R, clearly decreases as the temperature increases. The 13y
and N Rq, values presented by Lewandowski et al. have maxima at approximately
-50°C. This trend suggests that continuing to measure these relaxation rates at increas-
ingly warmer temperatures will result in rapidly decreasing rates. This matches the
results presented in this chapter, which are about an order of magnitude smaller than
those in the paper and continue to decrease with warming, suggesting that slower, ns
- ms motions dominate R, at the lower temperatures. The more significant variations
in R, with temperature tend to be observed in the flexible loop regions of the protein
(e.g. residues 9 - 12). This suggests that the slow ps - ms dynamics of these sites are
most influenced by the variation in temperature across this range.

The full results, showing the *C’ and N backbone R; and R, rates for each
residue plotted against temperature, can be found in Figures D.1, D.2, D.3 and D.4.

5.3.2 Use of the Extended Model Free Approach to Determine Order
Parameters, Correlation Times and Activation Energies

The 3C’ and '°N relaxation rates presented in Figures 5.3 and 5.4 provide an insight
into the relative dynamics throughout the protein backbone, however a model is required
to quantitatively characterise these motions. The model must be complex enough to
provide an realistic representation of the motions, yet straightforward enough that an
accurate fitting can be obtained from a reasonable amount of data.

Two types of the “model free” approach?®2?

are commonly used to fit Ry and Ry,
rates to order parameters (i.e. effective amplitudes) and correlation times (i.e. effective
timescales): the simple model free (SMF) and extended model free (EMF) approaches
(Equations 5.2 and 5.3, respectively). The key difference between these models is that
the SMF approach is based upon the assumption of a single motion dominating each
set of relaxation rates, whereas the EMF approach fits a “fast” and “slow” motion to
each. These models relate the order parameters and correlation times to spectral density
(J(w)). Spectral densities at particular frequencies are found within the relaxation rate
equations (discussed further on), thus forming a link between relaxation rate and a

quantitative measure of motion (S? and 7).

Te

J(w)=(1- 52)m

(5.2)

Where J(w) is the spectral density at the frequency (w), S? is the order parameter and

7. is the correlation time.
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T@) = (0= )+ 510 S

1+ (WTf) (5-3)

Where S? and SJ% are the order parameters and 7, and 7; are the correlation times for
the slow and fast motions, respectively.

Since SSNMR relaxation measurements are sensitive to a wide range of motions, it
is possible for different motions to contribute to the same relaxation rate. Alternatively, a
single motion may dominate the measured relaxation rate, even if others are present. An
investigation into the dynamic contributions to 1*C” and N Ry and Ry, in crystalline
GB1 demonstrated that an EMF approach combining all of the data from both nuclei is
far more appropriate representation of peptide plane dynamics, than an SMF approach
or individual fitting of the '3C’ and N data.'®®?22! Similar results are found in other
protein relaxation studies.??12?2 Thus currently the optimal approach for determining
protein backbone dynamics involves fitting '3C’ and N R; and R, together using the
EMF approach.

The 13C’ and N R; and R1, data presented in Figures 5.3 and 5.4 is measured
at more than one temperature, which creates the possibility of adding a temperature
dependence to the model free approach. A modified Arrhenius equation can be used to
link correlation time to temperature and an activation energy:3°

Te = Toe Rt (5.4)
Where 79 is an experimentally-determined constant, F, is the activation energy, R is the
gas constant and 7T is temperature.

It must be noted however that the addition of this Arrhenius equation involves
the fitting of an additional parameter (E,) and so, just like the EMF approach, it should
only be used in the cases where ample data is present, otherwise an accurate fit will not
be possible. In order to explore whether the data presented in this chapter is sufficient
for such a model, the VT relaxation rates will be fitted using the EMF approach with
Equation 5.4, before being tested and compared to similar data in the literature.

A variety of 13C’ and N R; and R1, measurements on crystalline proteins have
been conducted in the solid state, since there has been particular interest in the dynamics
at these sites to further understand the peptide plane.!5 218,221,222 A handful of which
have monitored the changes in relaxation rate or order parameters and correlation times
across a range of temperatures. These have used models based on the assumption of a
single motion (such as the SMF approach) and / or independent analysis of the *C” and

I5N relaxation rates, 1,218,221

which produce insufficiently simple models of the complex
protein dynamics. Here the aim was to directly incorporate the temperature-dependent
correlation times into the EMF analysis, producing a more complex representation of

the protein dynamics.
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Spectral Density Equations for 13C’ and N R; and Ry,

Each relaxation rate measurement is composed of contributions from dynamic processes,
such as the random motion of CSA or dipolar couplings. The extent of these contri-
butions depends on the various constants and the spectral densities at specific Larmor
frequencies. These spectral densities are crucial for the EMF analysis and, as such, the

relevant equations for each contribution to *C’” and N R; and Ry, are presented below.

The main contribution to the ¥C’ R; and Ry, is from the 13C’ CSA:

2
Ry 130,054 = ng(afl + 05y + 033 — 011092 — 011033 — 022033)J (W) (5.5)

1
Ry, 130,054 = 4*560?1(0%1+U§2+U§3—011022—011033—022033){4J(W1)+3J(w0)} (5.6)

Where wc is the Larmor frequency of >C’, wy is the spin-lock frequency, and o1, 099 and
o33 are the principle components of the CSA tensor (where 011 >> 092 >> 033) These

CSA components were calculated from the 3C’ isotropic chemical shifts (0;s,) based on

the linear fits of 13C’ isotropic chemical shift and each CSA tensor component:?23
o011 = 0.24 X 0450 + 200 (5.7)
092 = 2.82 X 0450 — 305 (5.8)
033 = 96.5 (5.9)

There are also contributions from the 13C’-13C*, 13C’-1°N and 13C’-'H (both from
the amide proton and further non-directly bonded protons) dipolar couplings that must

be accounted for:

1 ( o Yoo

2
— s — 1
10'5, m?’cfca) {3J(we) + 6J(we + we) + J(we — we) } (5.10)

Ry crca =
Where pg is the vacuum permeability constant, v is the gyromagnetic ratio and r is
the distance between the nuclei. All bond lengths used in these equations are stated in
Table 5.1.

1 (Lo Jche

2
_ 4 _
20 27_‘, hr%’/ca) { J(wl) + 3J(L<JC> + J(WC wC) + GJ(WC) + GJ(Q}C + (.UC)}

(5.11)

Rlp,C’C’a =
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Table 5.1: The bond lengths used for the relaxation rate equations.
* The effective distance for the contribution of non-directly bonded protons from Allard
et al.??*

Bond Length (A)
Bo - BC*  1.525

B THN 2,04
BeroIH* 1.82

B o BN 1.30

ISN - 13C* 1.46

BN -IEN 1,02

N _I1H*  1.80

1
Riony = —(E2TIOIN)263 1(we) + 6. (we + w) + J(we — wn)} (5.12)
1027 hrd,
1
Riporn = o= (B2 TIN N2 04 7 (w1) + 3T (we) + J(we — wi) + 6 (we) + 6] (we + wn)}
2027 Dy
(5.13)
1
Ryom = —(E2 IO 263 100 + 6. (weo + wir) + J(we — wir)} (5.14)
1027 hrgy
1
Ruporir = o~ (B2 IO 04 7 (01) + 3T (we) + J(wo — wir) + 6 (we) + 6] (we + wir)}
! 2027 hrd,

(5.15)

The main contributions to the >N R; and Ry, are from the I5N-1H dipolar coupling
with the amide 'H and N CSA :

1
Ring = — (B2 63 7o) + 6. (wn + wir) + J(wy — wir)} (5.16)
1027 hrd,
1
Rupnvir = o~ (BCININ2 4 1(w1) 4 3T (wn) + J(wn — wir) + 67 (wn) + 6] (wn +wp)}
20 27 hry gy

(5.17)
Where wy is the Larmor frequency of 'H and wy is the Larmor frequency of '°N.

2
Ri 158,054 = ng(ﬂfl + 039 + 033 — 011092 — 011033 — 022033)J (WN') (5.18)
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1
Ry, 15N,054 = 4—5w?v(a%1+a§2+o§3—011022—011033—022033){4J(w1)+3J(wN)} (5.19)

Where 011, 022 and o33 are the principle components of the CSA tensor (where o1 >>
092 >> 033). These CSA components were calculated from the 15N isotropic chemical
shifts (o;s0) based on the linear fits of 15N isotropic chemical shift and each CSA tensor

component:225

011 = 1.1283 X 0440 + 93.77 (5.20)
02 = 1.0086 X 05 — 42.475 (5.21)
033 = 0.8631 X 0450 — 51.205 (5.22)

There are also contributions from the N-13C* 1°N-13C’ and 1°N-'H (from the

non-directly bonded 'Hs) dipolar couplings that must be accounted for:

1
Rince = — (B2 INIC Y203 1(00) + 6] (wn + we) + J(wy — we)} (5.23)
1027 hrdye,
1
Ripnca = o~ (BLINTC 0200 1(wy) + 3J(wn) + J(wn — we) + 6J(wn) + 6J(wy + we)}
20 27 hrNCa
(5.24)
1
Riner = —(E2INIC)263 1oy + 6 (wi + wo) + J(wy — we)} (5.25)
1027 furd, o,
1
Ripner = o= (B2 INTCN2 04 7 (w1) + 3T (wn) + J(wy — we) + 6J(wn) + 6. (wn + we)}
2027 hrd
(5.26)
1
Ring = — (B2 V263 7o) + 6. (wn + wir) + J (wn — wir)} (5.27)
1027 3,
1
Ruipvi = o= (BL NI 04 7(001) + 3T (w) + J(wn — wir) + 67 (wn) + 6wy + wr)}

2027 hr?VH
(5.28)
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Figure 5.5: The correlation times, order parameters and activation energies (at 25.0°C)
for the slow (black) and fast (blue) motions from the EMF analysis on the VT 3C’ and
5N R; and R1, data. Data that did not successfully fit to this model has been removed.
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EMF and Arrhenius Analysis of the VT 13C’ and N R; and Ry, Data

Here the EMF approach with the modified Arrhenius equation (5.4) allows the combined
analysis of *C” and N R; and Rq, at 5 temperatures, producing values of 52, 7, and
E, for both a slow and fast motion (Figure 5.5). The Matlab scripts used for these
calculations can be found in Appendix D.2.

It was clear that some of the peptide planes were not successfully fit from resulting
S2, 7. and E, values (e.g. E, = 0), these have been removed from the figure. The
remaining data suggests that these sites can be represented by a slower and a faster
motion, the former of which has a higher order parameter, correlation time and activation
energy on average.

The calculated order parameters in Figure 5.5 are on a scale of 0 to 1, where 0 is a
completely unrestricted motion and 1 is a rigid structure. Thus smaller order parameters
are interpreted as larger amplitude motions in this model. S? values between 0.8 and 1
are expected for most nuclei in a folded protein, as is seen for all of the peptide plane
dynamics investigated here. The EMF analysis produced order parameters that averaged
at 0.995 and 0.965 for the slow and fast motions, respectively, and the latter had a much
wider range (0.12, compared to 0.032). The slow order parameters are very similar to
those of GBI in the literature (EMF analysis of 13C” and N Ry and Ry, at 27°C)1%8
and they match the significant decreases at peptide planes 41 and 49, both of which
are within the flexible loop regions on the C-terminus side of the protein. Whereas the
order parameters reported here for the fast motion are approximately 0.1 greater and
seem to have little correlation with the previously reported data, except for also having
a significant decrease at peptide plane 41.

The EMF-Arrhenius analysis calculates values of 7y (a constant related to the
correlation time and activation energy) rather than 7. itself. The values of 7. in Figure
5.5 have been calculated from 7y and E, at 25.0°C, producing a slow motion on the
microsecond timescale (average 7. = 3.39x10¢ s) and a fast motion on the nanosecond
timescale (average 7. = 2.91x107 s). The slower motions are on the same timescale as
those reported in the literature, whereas the fast motions presented here are approxi-
mately an order of magnitude smaller, implying a faster frequency of motion. The slow
and fast correlation times in Figure 5.5 show similar trends across the backbone, for
example increases in the middle of the 1-£2 loop and 34 strand, however these do not
particularly correlate well with the literature data.

In general, the fast motions have significantly lower activation energies (average
E, = 7.26 kJ mol™!) compared to the slow motions (average E, = 27.2 kJ mol™!). The
activation energies of these protein nuclei in the literature indicates that those in Fig-
ure 5.5 are mostly within the typical range (<40 kJ mol!) 30111 however the literature
also states that the larger amplitude motions have higher activation energies, which is
contrasting to the results here. Lewandowski et al. calculated activation energies for a
range of protein motions, determining the temperatures at which these become active

(see Figure 5.1b).3° A comparison of these to the site-specific energies presented here
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suggests that the majority of backbone motions (those < 30 kJ mol™!) are active at -50°C
and therefore it is assumed that all backbone motions are active by the higher tempera-
ture range used in these measurements (-5°C - 30°C). Furthermore, it is logical that all
of the protein dynamics should be active at these physiologically-relevant temperatures.

For all of the parameters calculated using this EMF-Arrhenius model, there seems
to be a relatively large amount of variation throughout the protein backbone, which does
not necessarily correlate with the literature, despite high levels of agreement with the
relaxation rates. This leads one to question the accuracy of the fitting procedure and

suggest that substantially more data is required for this fit.
Testing of the EMF-Arrhenius Analysis

As a simple check to determine the accuracy of the S?, 7, and E, values, they were used
firstly, to reproduce the relaxation rates at 34.85°C (which were used as part of the EMF-
Arrhenius analysis), and secondly, to reproduce a partial set of VT relaxation data that
had not been used in the fitting process. A comparison of the measured relaxation rates
at 34.85°C and those reproduced using the calculated S%, 7. and FE, values (Figure 5.6)
immediately highlights that the model used does not fully account for the '3C’ R; and
Ry, rates, largely underestimating them. The calculated 13C’ rates are heavily skewed
towards those of the N nuclei, suggesting that the N rates dominate this model. On
the other hand, the calculated >N R; and R1, values match the experimental data to
a high degree of accuracy. One possible reason for the weighting of fits towards the 15N
rates might be that they have lower errors on average (compared to for *C’) and this
error is involved in the fitting procedure.

Due to the lack of a complete '3C’ and >N R; and Ry, dataset at certain tem-
peratures, some of the measured relaxation rates were not used in the EMF analysis.
Three of these datasets are used to test the ability of the calculated order parameters,
correlation times and activation energies to reproduce the site-specific '3C’ Ry at 5.75°C,
13C" Ry, at 5.25°C and '°N Ry, at 7.45°C (Figure 5.7). Here a similar trend is observed,
there is poor correlation between the calculated and experimental fits for 3C’. In par-
ticular, the ¥C’ Ry values within the o-helix show the most deviation, which is most
likely due to the significant variation between '3C’ and 1N R;s in these peptide planes.
Although the '°N relaxation rates seem to dominate the model, the reproduced N Ris
still tend to underestimate a few of the larger rates.

These quick tests make it sufficiently clear that this EMF-Arrhenius model is
currently too complex for the quantity of data presented in this chapter and the 3C’
rates are not being fully accounted for. Although the calculated order parameters,
correlation times and activation energies seem to be within the expected ranges, these

parameters lack the required accuracy for further analysis and discussion.

5.4 Conclusions and Outlook

Variable-temperature SSNMR relaxation measurements are a great tool for investigating

the complex dynamics within proteins, as shown by the hierarchy of motions determined
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through low temperature measurements by Lewandowski et al.? Similar measurements
are presented here, but with two key differences, the measured relaxation rates are site
specific and the chosen temperature range is physiologically relevant. These experiments
aimed to reveal the precise '3C’ and "N dynamics throughout the backbone of crystalline
[U-2H,3C,'N]GB1, a model protein.

Analysis of the measured '3C’ and N R; and R, rates at 28.0°C revealed higher
rates within the loops on the outside of the protein and very consistent, relatively low
rates within the o-helix. This suggests that the flexible loops are more dynamic than
the rigid, hydrogen-bonded o-helix and B-strands. The range of dynamics throughout
the protein presented here clearly highlights the need for site-specific relaxation mea-
surements when investigating protein motions and that simply measuring average '3C’
and PN rates to represent all of these sites throughout the backbone, as done in the
discussed paper,3? does not do them justice.

Overall, the R; rates showed minimal variation with temperature, whereas the
R, values clearly decreased with increasing temperature (on average 53% over 34.6°C for
13C” and 64% over 32.6°C for '°N). These trends can be explained through comparison
with the bulk rate measurements at lower temperatures by Lewandowski et al.3’ For
R1,, the maximum rate is at temperatures just below those sampled in this chapter,
thus further warming of the sample moves the rates away from the maximum, producing
dramatic decreases in Rj,. Although these significant decreases in R, are observed at
all sites, the largest changes are at sites within the loops of the protein. In contrast,
the R; maxima are at slightly higher temperatures and it is assumed that the minimal
change observed in these R; rates is because they are at the maximum. Therefore to
see significant change, these measurements need to be recorded at either much higher or
lower temperatures.

In the future, measuring R; at a wider range of temperatures would clarify where
these rates are within the overall hierarchy of dynamics. Alternatively, since the tem-
perature range is limited by the cooling ability of the equipment and the robustness
of the protein, repeating these measurements at a different 'H Larmor frequency may
shift the relaxation rates a suitable amount, revealing this information too. It would
also be interesting to measure similar relaxation rates on the C* nuclei, which undergo

motions distinct from the peptide plane, in contrast to the '3C’ and °N nuclei.

There are various models and methods available for extracting further information
from these variable-temperature relaxation rates. Previous studies indicate that SMF
analysis of this data would be inappropriate due to multiple motions occurring within the
peptide plane, and therefore EMF analysis (that uses both the *C’ and '°N rates within
the same fit) is deemed best.!?® 22! Furthermore, here the use of EMF-Arrhenius analysis
allows for combination of the relaxation rates at 5 different temperatures, providing site-
specific activation energies for both the fast and slow motions.

It was clear from attempts to reproduce experimental relaxation data from the

calculated S2, 7. and E, values, that this EMF-Arrhenius model is too complex for the
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quantity of VT relaxation data used and, although the parameters are all within the ex-
pected range for this protein, their accuracy can not be relied upon. It is possible to fit
this VT data with simpler models, such as the SMF approach, however this would result
in parameters that are unable to realistically represent the complex dynamics.!®® 22!
Despite this EMF-Arrhenius model being too ambitious for the quantity of data pre-
sented in this chapter, in the future measurements at additional Bg fields and additional
temperatures could lead to it becoming a very informative model on the peptide plane
motions. Alternatively, dipolar order parameters could be used as constraints when fit-
ting the relaxation data to the model,??* 2?8 aiding the estimation of the internal protein
dynamics. The process of measuring these VT relaxation rates at additional By fields is
underway with the aim of combining these datasets with the work presented here for an

improved fitting and an in-depth analysis of the resulting dynamic parameters.
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5.5 Experimental Details

5.5.1 Protein Samples

The fully back-exchanged [U-2H,'3C,!N] GB1 protein sample was expressed in minimal
media as described in Section 3.8.4 with [U-13C]-glycerol, U-1°N]-ammonium chloride and
D50 as the sole carbon, nitrogen and hydrogen sources. The proteins were crystallised as
described in Section 3.8.4 and DSS was added to each crystallised sample as an internal
reference. A 1.3 mm rotor was packed with 3.0 mg of [U-2H,3C,!N]GBI1.

5.5.2 Assignment

Firstly, the fully back-exchanged [U-2H,*3C,!*N] GB1 sample was assigned using HCONH
and HCO(C*)NH 3D pulse sequences. The 'H-°N assignments are displayed in Figure
5.8. It was not possible to assign four of the *C* chemical shifts (residues 9, 14, 25 and
38) due to an incorrect setting of the spectral width in the '3C dimension; this caused
these peaks to fold back into the spectrum, so the *C* chemical shift information was

lost.
5.5.3 SSNMR Experimental Details

All of the SSNMR experiments in this chapter were measured on a Bruker Avance II+
spectrometer operating at 14.1 T (wo n/2n = 600 MHz) using a Bruker 1.3 mm triple-
resonance MAS probe and performed at 50 kHz spinning frequency.

The !3C pulse sequences were initialised with a 100 kHz r/2 'H pulse, followed
by CP from 'H to N (1.5 ms, w;n/2n =~ 40 kHz and o n/21 ~ 10 kHz), followed
by t1 evolution and CP from '°N to 3C (10 ms, w1,N/21 ~ 10 kHz and oy /21 ~ 40
kHz). Next a variable delay or variable length spin-lock pulse are applied for Ry and
R, respectively, followed by acquisition. A spin-lock pulse with w; c/21 ~ 7.8 kHz was
employed.

The 5N pulse sequences were initialised with a 100 kHz n/2 'H pulse, followed
by CP from 'H to ®N (1.5 ms, wyu/2n ~ 40 kHz and o1 n/27 ~ 10 kHz). Next a
variable delay or variable length spin-lock pulse are applied for Ry and R1,, respectively,
followed by t1 evolution and solvent suppression. Finally there is CP from N to 'H
(1.0 ms, win/2n ~ 10 kHz and w; i/2r ~ 40 kHz) and acquisition. A spin-lock pulse
with oy n/2n ~ 7.8 kHz was employed.

In all pulse sequences, during t1 evolution and t2 acquisition, WALTZ16 decou-
pling was applied at a field strength of wi/2n = 10 kHz. The variable length delays
and spin-lock pulses were: 0.002, 0.1, 0.5, 1, 2.5, 5, 8, 12 and 0.5 s for *C’ R;. 0.002,
0.007, 0.015, 0.03, 0.06, 0.1, 0.15, 0.2 and 0.015 s for ¥C* Ry,. 0.001, 0.2, 0.5, 0.8, 1.2,
2.2, 4.0, 8.0, 12.0 and 18 for N R;. 0.002, 0.012, 0.024, 0.035, 0.05, 0.1, 0.2, 0.3, 0.4
and 0.5 s for PN Ryg.

Each of these relaxation measurements were recorded across the range of temper-
atures: C’ Ry at 0.005, 5.75, 24.30, 9.70, 14.90, 19.85, 29.15 and 34.65 °C, 13C’ R'® at
0.05, 5.25, 10.4, 17.1, 19.8, 24.5, 29.8 and 34.65 °C, >N R; at -2.2, 9.25, 18.6, 27.55 and
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Figure 5.8: The 'H-'°N assignments for fully back-exchanged [U-2H,3C,'®N] GBI.
Recorded at 600 MHz 'H Larmor frequency and 50 kHz MAS.
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Figure 5.9: a) The 'H-3C-15N pulse sequences used for 1*C’ Ry and b) Ry, and c) the
'H-°N-H pulse sequences used for 1°N R; and d) Rqg.
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34.4 °C and °N R at -5.15, -2.70, 7.45, 11.55, 17.00, 21.15, 27.85 and 32.55 °C. The
sample temperature (°C) was measured by the 'H chemical shift of water with respect
to DSS (calibrated to 0 ppm), see Equation 3.6.152:153

5.5.4 Determination of Relaxation Rates

The R; rates were calculated from a plot of the peak integral against the variable delay

(v):
Integral = Ae(~117) (5.29)
The R, rates were calculated from a plot of the peak integral against the variable
spin-lock length (1):
Integral = Ael=fe7) (5.30)

5.5.5 EMF-Arrhenius Analysis of the '*C’ and '°*N R; and R;,

Data were fitted using the extended model free approach and modified Arrhenius equa-

tion in Matlab R2017a using the fminsearch algorithm to minimise the y? value:

Rc?a:p_ Rqalc?
¢ = x, § ) (5.31)

0;

Where ¢ is the number of data points (i.e. temperatures), (R;"" is the measured relax-
ation rate, (R$™¢ is the calculated relaxation rate and o; is the error in the measured
relaxation rate.

The temperature dependence of the correlation time can be defined as:

Te = 7'06% (5.32)

Where 719 is an experimentally-determined constant, E, is the activation energy, R is
the gas constant and 7T is temperature. Since the sample temperature varied slightly
between the different datasets, the mean temperature was used (Table 5.2).

The EMF approach uses the expressions for relaxation rates and spectral density

given in Section 2.3. These particular expression are noted below:

Table 5.2: The sample temperature across the VT ¥C’ and N R; and R1, measure-
ments and the mean temperatures, which were used for the fitting.

BC’ Ry (K) '3C° Ry, (K) N Ry (K) N Ry (K) Mean (K)

273.2 273.2 270.95 270.45 271.95
282.85 283.55 282.4 284.7 283.375
288.05 290.25 291.75 290.15 290.05
302.3 302.95 300.7 301 301.7375
307.8 307.8 307.55 305.7 307.2125
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T@) = (0= )+ 510 S

1+ (wry) (5:33)

Where S? and SJ% are the order parameters and 7, and 7; are the correlation times for

the slow and fast motions, respectively.

1
Rl,DD = E[)2{{]((&}]- —wk) +3J(L«Jj) +6J(wj —i—wk)} (5.34)
2
Ricsa = ng(ai + 039 + 035 — 011092 — 011033 — 022033)J (W) (5.35)

1
Rippp = %b2{4J(w1) + 3J(w;) + J(wj — wg) + 6J (wj) + 6J (wj + wk)} (5.36)

1
]2'(0-%1 + 0'32 + 0'32)3 — 011022 — 011033 — 0'220’33){(4:]&)1) + (BJWJ)} (537)

Rlp,CSA = Ew

5.5.6 Monte Carlo Error Analysis

Monte Carlo error analysis was performed on all of the relaxation rates in this chapter
using Matlab R2017a in order to determine the errors with improved accuracy.

The relaxation rate and y-intercept of each measurement was used to re-plot the
relaxation decay curve. Additional random error (calculated from the average noise in
the spectra) was added to each data point in the decay. Based on the new data points
(with the random error) a new relaxation rate was calculated from the exponential decay
of the graph. This process was repeated 1000 times. The standard deviation of these

1000 rates is the error.
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Chapter 6

Investigating the Effects of
“Antifreeze” Molecules on Ice
Growth Using Solid-State NMR

All of the work presented in this chapter is in collaboration with Alice Fayter, supervised
by Professor Matthew I. Gibson (Department of Chemistry, University of Warwick).
The PVA samples were synthesised by Christopher Stubbs and the AFPs by Alice Fayter

and Dr Muhammad Hasan (also supervised by Professor Gibson).

6.1 Abstract

Antifreeze (glyco)proteins facilitate the survival of a diverse range of organisms. These
proteins and their synthetic mimics have many vital applications throughout science and
engineering, but their mechanism of action is still unknown. Antifreeze molecules cause
changes to the freezing point and structure of water that are reflected in the motion of
the water molecules. In this chapter, solid-state NMR relaxation measurements are used
to investigate the proton dynamics and exchange within ice in the presence of antifreeze
(glyco)proteins and their synthetic mimics. The measured relaxation rates clearly show
that the addition of small amounts of antifreeze to water (0.1 % w/w) have a dramatic
influence on both the slow (ms - ns) and fast (ns - ps) ice dynamics. Together, 2D
EXSY spectra and relaxation measurements revealed that both AFGP and AFP I bind
to ice reversibly, whereas AFP III binds irreversibly. Furthermore, the measurements
presented here indicate that the two synthetic antifreezes, PVA and safranin, reversibly
bind to ice and may be undergoing a similar mechanism to that of the AFGP. These
relaxation measurements were conducted on PVA samples of different chain lengths; the
polymers with < 20 repeat units did not change the ice dynamics, supporting the current

literature on the effect of PVA chain length on antifreeze activity.?2’

6.2 Introduction

If a substance exhibits antifreeze activity it changes the properties of water in such a

way as to alter and, under particular conditions, prevent ice crystal growth. These
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“antifreezes” can be divided into two categories: colligative, the antifreeze effect occurs
because of the sheer concentration of solute, and non-colligative, the antifreeze effect
is caused by some physical or chemical property of the solute. Antifreezes have many
applications in everyday life and across science and technology, such as preventing ice
formation on roads and improving the cryopreservation of tissue and cells.?30:231

Most well-known antifreezes are colligative, such as NaCl or glycerol. Despite
their considerable ability to suppress the freezing point of water, colligative antifreezes
are often unsuitable for many systems. Critically, they are most effective when highly
concentrated (see Table 6.1), making them unsuitable for biological systems due to the
osmotic shock on cells. Additionally, some of these antifreezes can be toxic, for example,
ethylene glycol, or corrosive, for example, high concentrations of NaCl(aq).?*? For these
reasons there is an increasing interest in non-colligative antifreezes, in particular, for use
in biological systems.

Despite the many antifreeze proteins (AFPs) and antifreeze glycoproteins (AFGPs)
found in nature, little is known about the mechanism of these non-colligative antifreezes.
In fact, there is currently no unified hypothesis for their mechanism of action. These
proteins are highly effective antifreezes at very low concentrations, however producing
large quantities of them is extremely challenging and costly. Thus the development
of synthetic analogues is very valuable. Currently only a handful of synthetic mimics

229,237,238

of AFPs and AFGPs have been found: a polymer (polyvinyl alcohol), a dye

molecule (safranin chloride),?3? two metallic salts (zirconium acetate and zirconium ac-

240-243 244

etate hydroxide), particular metallohelices

245

and, most recently, monomolecular
sheets of graphene oxide.

In this chapter, SSNMR relaxation measurements are used to determine the dy-
namics of the water molecules in frozen solutions of AF(G)Ps, polyvinyl alcohol and
safranin chloride with the aim of enhancing the understanding of non-colligative an-

tifreeze effects and shedding light on a possible mechanism.

6.3 Terminology

Before discussing potential mechanisms of non-colligative antifreezes and how SSNMR

relaxation measurements can aid this investigation, several terms, concepts and laws

Table 6.1: Examples of common colligative antifreezes, their ability to suppress the freez-
ing point of water, the concentration required to achieve this suppression and examples
of their uses.

Colligative Maximum Suppression Concentration Example
Antifreeze of Freezing Point (°C) (% w/w) Application
NaCl*% -21.2 23.2 Roads
Enzymatic
234 }
Glycerol 46.5 66.7 Cryoprotectant
De-Icing Aircraft
235 _
Ethylene Glycol 49.0 58.0 & Windscreens
Propylene Glycol?*%  -60.0 60.0 Radiators
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must be defined.

Hexagonal Ice (I,): The phase of ice is dependent on temperature and pressure. Un-
der the conditions in the following experiments water will form hexagonal ice (structure
presented in Figure 6.1).246

All further mentions of “ice” in this chapter are specifically referring to hexagonal
ice.
Ice Planes: Hexagonal ice has various planes that antifreezes may interact with, the
most commonly mentioned planes in this chapter (basal, primary prism, secondary prism

and pyramidal) are illustrated in Figure 6.2.

Blagden’s Law: This law states that freezing point depression in dilute solutions is
proportional to the concentration and thus can be used to calculate the kinetic (i.e.

colligative) effects of a solute on the freezing point.?*?

ATy = Kp.b.i (6.1)

Where ATr is the change in freezing point due to the presence of colligative
antifreeze in the solution, b is the molarity, ¢ is the Van 't Hoff factor and Kp is the

cryoscopic constant of the solvent:

M
AHp

Where R is the gas constant, M is molar mass of the solvent and AHp is the

Kr = R.T}. (6.2)

heat of fusion per mole of water.

Colligative Antifreeze: An antifreeze that lowers the freezing (and melting) point of
water according to Blagden’s law (Equation 6.1), i.e. in proportion to the concentration

of solute particles.

Non-Colligative Antifreeze: An antifreeze that depresses the freezing point of water
significantly more than predicted by Blagden’s Law at very low concentrations.
From this point onwards “antifreeze” is used to mean “non-colligative antifreeze”,

the focus of this project.

Thermal Hysteresis (TH): A kinetic effect that causes a difference between the
melting and freezing points of water, known as the thermal hysteresis gap. If a solution
is held at a temperature within this TH gap, any nucleated ice crystals will neither grow

nor melt. TH is only seen in some non-colligative antifreeze solutions.

Ostwald Ripening: A thermodynamically driven process whereby smaller crystals
melt into the bulk water at the expense of the growth of larger, more energetically

favourable, crystals (see Figure 6.3).

Ice Recrystallisation Inhibition (IRI): The ability of an antifreeze to slow or stop
the growth of an ice crystal, first demonstrated by Knight et al. in 1988.2°0:251 (Note

that this is different to inhibiting ice crystal nucleation or reducing the freezing point of
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Figure 6.1: a) The structure of hexagonal ice. b) The temperatures and pressures
required for some of the phases of ice from Lobban et al.?4”
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Figure 6.2: Planes of hexagonal ice that antifreezes commonly interact with. Adapted

from Olijve et al.?*®
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Figure 6.3: The process of Ostwald ripening, which minimises the energy of the system.
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the solution.) IRI is important for biological applications because ice recrystallisation
is associated with structural damage of cells and dehydration of tissues surrounding the

ice.

Dynamic Ice Shaping (DIS): The ability of an antifreeze to influence the shape of
an ice crystal, due to it interacting with, and therefore inhibiting ice growth at, specific
ice planes (see Figure 6.4 for examples). This usually happens close to the freezing point
and only below the TH gap. In certain cases DIS can be problematic; for example,

growth of needle-like ice crystals can puncture and damage cells.

Quasi-Liquid Layer (QLL): It is proposed that instead of an abrupt water-ice in-
terface, there is a 10 - 15 A wide region between the ice surface and bulk liquid in which
the ice structure gradually decreases until it becomes bulk water (Figure 6.5). In this
region, known as the quasi-liquid layer, molecules are neither part of the rigid ice layer

nor the bulk water.253-256

6.4 Literature Review

The study of how polar fish survive in water at temperatures as low as -1.9°C revealed
that their ability to cope could not solely be explained by the high levels of dissolved
solutes in their blood. DeVries and Wohlschlag determined that AFPGs were responsible
for the remaining freezing point depression, despite their relatively low concentration.?®”
Since this initial discovery, similar AFPs and AFGPs have been discovered in a wide
range of fish, insects, plants and bacteria that rely on these proteins to survive in ex-

230, 232, 258262

tremely cold habitats. Interestingly, many of these AF(G)Ps have evolved

convergently,?63265 for example there is evidence of AFPs evolving independently at
least four times in fish.262

Although the exact protein differs between organisms, there is little structural
variation in AFGPs; all AFGPs are based on an alanine-alanine-threonine repeat unit
with a disaccharide (galactose-N-acetylgalactosamine) replacing the hydroxyl group of
each threonine (Figure 6.6). AFGPs can contain 4 to 50 repeats of this tripeptide, so
are divided into 8 classes by mass from the heavier AFGP1s (up to 34 kDa) to the
much smaller AFGP8s (down to 2.6 kDa).?3® Normally, these proteins are found at
concentrations of 4 - 50 mg/ml in vivo.?3°

AFPs were discovered shortly after AFGPs. They display similar antifreeze activ-

Figure 6.4: The image on the left is an ice crystal formed in pure water. The remaining
images are all in the presence of an antifreeze protein and show evidence of dynamic ice
shaping. Adapted from Gibson.?5?
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Figure 6.5: a) The semi-order quasi-liquid layer between the ice surface and bulk water.
b) Snapshots from MD simulations of the ice/water interface at the primary and sec-
ondary prism planes, highlighting the presence of a QLL, adapted from Nada et al.2%6
The black and grey molecules show those that originated in ice and liquid water, respec-
tively, at the start of the simulation.
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Figure 6.6: a) The general AFGP structure showing the Ala-Ala-Thr repeat unit with
the disaccharide galactose- N-acetylgalactosamine attached to each Thr. b) An example
of an AFGP (from the ocean pout). (Structure “1MSI” from the protein data bank).
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ity, however are found in a much wider range of organisms and the variation in structure
is rather more extensive (see Figure 6.7). AFPs are divided into six classes based on
their secondary structure: AFP I-IV, plant AFP and insect AFP. These can vary from
a 3 kDa single stranded o-helix type structure to small globular proteins with molecular
weights of up to 24 kDa. The primary structure of all AFPs largely consists of many

alanines alongside threonines, asparagines and glutamates.
6.4.1 Binding Sites of AF(G)Ps

Despite a lack of agreement on a unified “antifreeze mechanism” for AF(G)Ps, it is
generally well accepted that an ice-binding site (IBS) is critical. Mutagenesis studies in
various species of AF(G)P have identified that the IBS will typically consist of many
aligned threonine or polar residues on one side of the protein. These regularly-spaced
residues are organised in such a way that they align with the crystal structure of ice
or can organise water molecules so that they replicate the structure of ice. Due to the
huge variation in AF(G)P structure, it is unsurprising that the size of the IBS and the
specific residues involved, as well as the particular plane of ice that the protein binds to
do vary between proteins. Examples of AFPs and their ice-binding plane(s) are provided
in Table 6.2.

It is proposed that an effective IBS must have relatively rigid sidechains, required
for the ice-binding, and a reasonably flat surface to maximise the ice-IBS contact. Ex-
amples of such AFP IBSs are illustrated in Figure 6.8 from Oude Vrielink et al.?% and
Davies et al.?™

The regularly ordered threonine sites on these AFPs form a lattice of repeating
units with similar dimensions to planes of hexagonal ice. Initially it was believed that
hydrogen bonding, between the hydroxyl groups of the threonines and ice, was critical
for the AF(G)P-ice interactions,?™*2™ yet this has been disputed more recently.?76278
Modelling experiments have shown that the number of hydrogen bonds present in these

systems are insufficient to bind the protein to the ice surface as tightly as it actually

Table 6.2: Examples of AFPs with their structures and the ice planes they bind to.

AFP Type (Slgsa) Structure gfaliid Ice PDB Reference(s)
Winter Flounder AFP 1 6.5 a-helical Pyramidal IWFA  250,266-269
Alaskan Plaice ~ AFPI 7.0 gﬁfﬁ:ﬁses Pyramidal 9MSI 266
Sculpin AFPI 3.0 a-helical Secondary 1Y0o3 266
Prism

Herring AFPII 14.0 i_sgﬁzl?ses Non-Basal 2PY2 28

B-strands Primary Prism 270
Ocean Pout AFPIII 7.0 & o-helix & Pyramidal 1AME

Polyproline Primary Prism 971
Snow Flea sfAFP 6.5 type TI & Basal 2PNE

. Primary Prism 279

Spruce Budworm c¢fAFP  12.0 B-solenoid & Basal 1MS8N
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~—— Microorganisms

Figure 6.7: Examples of AFPs from a range of organisms highlighting the diversity in size
and structure of the proteins from Oude Vrielink et al.?%* (i) Type I wfAFP from winter
flounder, (ii) type I hypAFP1 from winter flounder, (iii) type II AAFP from herring,
(iv) type III opAFP (HPLC12) from ocean pout, (v) TisAFP6 from gray snow mold
fungus, (vi) MpAFP from an Antarctic bacterium, (vii) LpAFP from winter ryegrass,
(viii) sbwAFP from spruce budworm, (ix) T7mAFP from mealworm beetle, (x) RiAFP
from ribbed pine borer, and (xi) sf AFP from snow flea. a-helices are indicated in cyan,
B-sheets in orange and coils in grey.

D

.‘_:‘.‘r- .

Figure 6.8: a) and b) show the IBS of marinomas primoryensis AFP (bacterium), c)
the IBS of rhagium inquisitor AFP (beetle) and d) the IBS of winter flounder AFP. In
each case the distances between the regularly ordered threonine, asparagine or aspartic
acid residues are noted. Adapted from Oude Vrielink et al.?Y e) Possible methods of
the winter flounder AFP binding to the primary prism or the pyramidal plane of ice.
Adapted from from Davies et al.?™
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is, suggesting that non-polar interactions were equally important.?”® Further research
found that the sidechain flexibility also plays an important role.276:279:280 Interestingly,
mutagenesis studies show that replacement of a threonine (on the IBS of winter flounder
AFP) with a serine causes a significant decrease in TH activity, while mutating the

t.276:281 This shows that the hydrophobic group

threonine to valine had a minimal effec
is critical for the function of this AFP, whereas the hydroxyl group isn’t as important
as initially thought.

Since AFGPs have a different structure to AFPs, typically a 3-fold helix with a

282 it is reasonable to be-

disaccharide attached to every third residue (see Figure 6.6),
lieve that these proteins may have considerably different ice-binding sites and antifreeze
mechanisms. The disaccharides are aligned along one face of the protein providing po-
tential hydrophilic interactions with the ice surface. On the other side of the protein,
the alanine residues form a hydrophobic surface which may block access to the ice sur-
face for growth. NMR relaxation measurements revealed that the hydrophobic side of
the disaccharide has a preferential interaction with the protein backbone, leaving the
hydrophilic sites facing out from the protein and able to interact with ice.28?

Over the years a range of structural modifications on the disaccharide groups of
AFGP have been tested for TH activity.?®3 Key findings show that particular hydroxyl
groups are critical for TH activity while others are not.?*%2%5 The same studies proved
that an AFGP dimer (MW = 1.2 kDa) will display antifreeze activity, but that AFGPs of
above 5 tripeptide repeat units gave was no further increase in TH activity.?®> Rao et al.
suggested that the differences seen in the activities of AFGP types 1-4 were not due to
conformation, but instead dependent on the length of the protein.?®® Many potentially
critical aspects of AFGPs still remain unknown, such as the number of hydroxyl groups

and their stereochemistry required for IRI activity.2®3

AF(G)Ps Binding to Particular Ice Planes

Dynamic ice shaping is a by-product of an AF(G)P binding to ice. The affinity of
different proteins for particular ice planes leads to variations in this DIS. Optical or
fluorescence microscopy is often used to view the DIS and aid the determination of
the ice plane(s) that the protein has bound to. In pure water (or in the presence of
colligative antifreezes) flat disks of ice will form, whereas the presence of an AF(G)P can
cause the growth of hexagonal or bipyramidal structures.3% 232,258,269,283 For example,
bipyramidal shaped ice crystals show that the protein binds to the prism planes foremost.
This allows ice growth to continue on the basal planes, producing a new prism plane.
As this process repeats, the surface area of the basal plane is reduced at each step and
the crystals slowly narrow into bipyramidal needles (illustrated in Figure 6.9).252:274,287

Ice growth and etching experiments are used to clearly indicate the ice plane(s)
that a particular AF(G)P is bound to: Ice hemispheres are grown in the presence of the
protein, this is followed by partial sublimation which leaves “etches” where the protein
has bound to the ice. An example of such an experiment for the sbwAFP is presented

in Figure 6.10a, it is clear that the protein is binding to both the prism and basal ice
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a) Basal Plane

growing

Figure 6.9: a) Illustration of the basal and prism planes in hexagonal ice. b) AF(G)P
can bind to the prism plane allowing ice growth to continue on the basal plane. This
process repeats causing the ice crystal to adopt a bipyramidal shape. ¢) Images of the
DIS caused by the binding of various types of AF(G)P within the TH gap adapted from
Bar-Dolev et al.?® the images were taken starting at T, (left) and decreasing to 0.01
- 0.1°C below it. The arrow indicates the direction of the c-axis.

plane. Further analysis revealed that the prism and basal planes of ice in fact have a
very similar arrangement of oxygen atoms (see Figure 6.10b).2”2 This introduces the
concept that an AF(G)P can bind to more than one plane.

Initial studies on AFP III (from Antarctic eel pout) suggested that this protein
binds solely to the primary prism plane,?5% 28 however more recently fluorescence tag-
ging, etching and mutagenesis studies have revealed that it also binds to the pyramidal
plane.27%289 Results like these start to suggest that many AF(G)Ps which have been

shown to bind to a single ice plane could in fact bind to multiple ice planes.
6.4.2 Is AF(G)P-Ice Binding Reversible?

This is an extremely important and largely unanswered question, the solution to which
would provide many clues towards an ice-AF(G)P mechanism. The initial model for
the antifreeze effect of ice, the adsorption-inhibition model, assumes that the protein

287 Qver the years, various

irreversibly adsorbs onto the ice surface (see Section 6.3).
pieces of evidence for both reversible and irreversible binding on a range of AF(G)Ps
have been reported, leading to the proposal of new mechanisms involving irreversible
binding. The possible mechanisms are discussed in Section 6.4.3, but first the evidence

for reversible and irreversible binding will be reviewed.
Irreversible Ice Binding

At first glance it seems logical that the binding must be irreversible to prevent ice
growth: The ice crystals are surrounded by a huge excess of super-cooled water molecules,
thus desorption of a protein molecule from the ice surface would expose this site and
allow the water to instantly join the ice lattice, thus the ice growth would continue.?%°
Various research groups provide evidence for AFPs irreversibly binding to ice, such
as the incorporation of the protein molecules into the growing ice front.26%287,291-293
Fluorescence microscopy combined with microfluidics has revealed that AFP III and
(high and low molecular weight) AFGPs bind irreversibly to ice and do not return to

the solution.290,294-296
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Figure 6.10: a) Photographs and illustrations of ice etching experiments by Graether et
al. showing that the spruce budworm AFP binds to both the prism and basal planes of
ice.?™ b) Tllustration of how the sbwAFP can bind to both of these planes of ice due
to the regularly spaced threonines aligning with the oxygens in the ice. Adapted from
Graether et al.?™ The threonines are indicated on the protein structures and the ice
structures are represented as a lattice of oxygen atoms.

Reversible Ice Binding

In 2008, Zepeda et al. presented imaging and protein distribution calculations that
showed no evidence of AFGP within the ice crystals, supporting reversible adsorption.
Furthermore they presented images showing the desorption of AFGP from an ice plane
and continued ice growth in that direction (Figure 6.11).2°” Evidence of an AFP re-
versibly adsorbing comes from SSNMR measurements showing exchange of wf AFP be-

tween solution and the ice surface.?9%2%9

6.4.3 Proposed Mechanisms for the Antifreeze Effect(s) of AF(G)Ps
on Ice

Over the last 50 years various mechanisms have been proposed for the effect of AF(G)Ps
on ice, but no single mechanism has been agreed upon to date. Of course, it is possible
that there might be a variety of mechanisms at work for the different proteins. A selection

of the more popular mechanisms are reviewed below.
The Adsorption-Inhibition Mechanism:

For a long time the adsorption-inhibition mechanism, published by Raymond and De-

Vries in 1977,287 was generally accepted,?8,299-302

but more recently this mechanism has
been criticised due to new evidence of irreversible ice binding. This model states that
after the antifreeze has bound to the ice surface, the ice continues to grow between the
protein molecules with a high surface curvature. There is now a high energetic cost of
adding a water molecule to this convex ice surface (due to the Gibbs-Thomson or Kelvin
effect), causing non-equilibrium freezing point depression (Figure 6.12).230,287,303,304 1co
growth will only resume if the temperature decreases further.

Early static models for ice growth in the presence of AF(G)Ps based on the this

mechanism are the “mattress model” 230266 and the “step pinning model” 230,266, 303,306,307
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Figure 6.11: Evidence of reversible ice binding adapted from Zepeda et al.??" showing
confocal images of an ice crystal with AFGP adsorbed onto particular planes. Images b
and ¢ were taken 4 and 9.6 seconds after image a. The arrows in image a indicate an ice
plane where a new surface of AFGP has just formed (01-10). Image b and ¢ show ice
growth in a new direction (1-100) after desorption of the protein. The plot shows the
AFGP intensity in the rectangles highlighted in the images. The black line indicates the
significantly higher concentration of protein on the ice plane before it desorbs (b, yellow
line) and the ice growth continues (c, red line).

Ice

Figure 6.12: The adsorption-inhibition mechanism from Knight.3% After AF molecules
have bound to the ice surface, ice growth continues in the gaps between the protein
molecules for a short while until the curvature of the ice surface makes it energetically
unfavourable for water molecules to join the ice lattice.
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(see Figure 6.13). The mattress model is a 2D model whereby the AF molecules inhibit
ice growth perpendicular to the surface, whereas the step pinning model is a 3D model
where the AF molecules are adsorbed in a mono-step layer blocking the growth of that
step. Kuiper and co-workers produced dynamics simulations of an insect AFP solution
in the presence of ice that clearly showed the adsorption-inhibition mechanism in ac-
tion, confirming that this species of AFP binds irreversibly to ice.??> However, these
models are by no means perfect, mainly due to the growing evidence of reversible ice

binding, 230, 252,297-301,308

The Two-Step Reversible Adsorption Mechanism:

Figure 6.11 shows that AFGP adsorption is not instant, in fact it takes several seconds
to reach maximum coverage. Interestingly, after just a small portion of the protein
molecules have adsorbed onto ice the surface there is no further ice growth, showing
that maximum coverage is not required to halt the growth. Zepeda and co-workers
proposed, based on their observations of the interactions between AFGPs (types 4-6)
and ice, that initially a number of protein molecules strongly bind to the ice surface,
halting the ice growth, after which further proteins continue to bind weakly.?97

The reversible binding reported here shows that some of the proteins must be
adsorbed weakly enough that the addition of water molecules to the ice plane can eject
the protein molecules, allowing ice growth to continue where it was previously halted.
This indicates that the AFGP-ice interactions are much weaker and more dynamic than
originally predicted.??7309

The two-step reversible adsorption mechanism also considers the role of protein
solvation and the QLL; AFGPs are highly flexible3'? and ice surfaces are highly dynamic,
so a rigid match between these, such as the adsorption-inhibition mechanism, is a poor
description of the antifreeze mechanism. A much more fitting mechanism is that the
protein molecules disrupt the quasi-ordering of the surface liquid at the interface by
purely kinetic effects.??” Measurements show that the solvation entropy can dominate
the whole process®'! and that both AGFP and AFP III reduce the surface free energy

of the water which can be attributed to a significant increase in the thickness of the

(a) Mattress Model (b) Step Pinning Model
0°C lce
¢ Ice Growth

<0Q°C Ice
© = AF(G)P

Figure 6.13: The (a) “mattress model” and (b) “step pinning model”, examples of
adsorption-inhibition models for ice growth in the presence of AF(G)P.
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QLL.297:312-314 Thig research acts as a reminder that it is critical to consider the protein
solvation and QLL dynamics in an antifreeze mechanism, in addition to the structure of

the protein and ice lattice.254 297,304,315

The Anchored Clathrate Water Mechanism:

In 2008, the anchored clathrate water mechanism was proposed by Nutt and Smith to
explain the interaction between ice, AF(G)Ps and their neighbouring water molecules.3!6
In an AF(G)P solution, when the temperature becomes low enough, the water molecules
in the solvation shell become more structured and less dynamic at the ice-binding site
(Figure 6.14a). This ordered, ice-like region of water at the IBS now has a lower energy
barrier for ice formation. When the protein approaches the ice and comes into con-
tact with the QLL, the ordered waters at the IBS merge with the QLL (Figure 6.14b)
facilitating local ice growth. If the growing ice surface is the correct plane and the
protein is orientated favourably, then the ice growth will incorporate the IBS of the
protein into the ice lattice (Figure 6.14c).2°®316 The hydrophilic surface of the non-IBS
disrupts the solvent shells in order to prevent the protein being fully surrounded by

ice,316:317 highlighting that the non-IBS could play a crucial role in the antifreeze effect
of AF(G)Ps.258,261

® (c)

o

Figure 6.14: The anchored clathrate water mechanism from Nutt and Smith.3!6 Ordering
at the ice-water and protein-water interfaces is indicated by shading (black represents
more structured water and white less structured water). The figure shows, a) the protein
with ordered ice-like water molecules at the ice-binding site, b) the protein approaching
the ice surface causing the ordered regions of water to overlap and c) the local ice growth
incorporating the IBS of the protein into the ice plane.

Several studies, using a combination of x-ray diffraction (XRD) and computa-
tional simulations, have revealed clathrate waters at the ice-binding sites of AFPs.268,318,319
These studies also revealed that the “maxi” AFP has at least 400 intramolecular ice-like
water molecules that are critical for stabilisation and has ice-binding residues within the

protein core, strongly supporting the anchored clathrate water mechanism.?68

6.4.4 Research into Antifreeze Proteins and Ice by Solid-State NMR

Over the last 50 years, vast amounts of research have significantly broadened the un-

derstanding of AF(G)Ps and synthetic AFs. However there are still many unanswered
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questions, mainly concerning a specific or general mechanism for how the AF-ice bind-
ing actually alters ice formation or growth. In the last 15 years a few research groups
have used SSNMR as a tool to help answer some of these questions. Unlike many other
analytical techniques, SSNMR can independently provide direct data on both the ice
and the antifreeze bound to the ice. This provides great potential for characterisation of
the ice-binding interface and furthers the understanding of the ice-binding mechanism.

Most of the SSNMR. research into non-colligative antifreezes in the literature
focuses on AFP III. McDermott and co-workers determined that the protons of AFP
III are in exchange with the surrounding proton bath of ice through 'H R; SSNMR
measurements on this protein and ubiquitin (a negative control).?2° Furthermore, cross-
saturation experiments and R measurements show that this protein establishes direct
contact with ice and a partially-intact hydration shell (Figure 6.15 illustrates this pro-
posed interaction).3?%:321 " Finally, the ice-binding site of AFP III was confirmed by
calculating the differences in '3C chemical shift of the protein while in solution and
while frozen.3??

Exchange SSNMR measurements combined with specific 2H labelling were used
to investigate the ice-binding of a type I AFP revealing that this process is reversible.?%®
Lastly, a comparison of the type I AFP '3C R; while frozen in either HyO or D50
showed that the energy barrier for reorientation of frozen water molecules neighbouring
the active site was only 17.1 kJmol! compared to 55.8 kJmol™ for pure hexagonal ice.
This indicates that water molecules in the protein-ice interface are far more dynamic

than in the bulk ice.323
6.4.5 AFGPS8, North Atlantic Pout AFP and Barfin Plaice AFP

Three different AF(G)Ps are investigated in this chapter alongside various synthetic
mimics: AFGPS8, North Atlantic Pout AFP (a type III AFP) and Barfin Plaice AFP
(a type 1 AFP). From this point onwards these proteins will be referred to as AFGP,
AFP III and AFP I, respectively. This AFGP is the smallest of the AFGPs, it is a 14
residue long alanine-rich protein. The AFP III is a 7.5 kDa protein that contains three 3
-strands and the AFP I is a 40 residue (< 30 kDa) protein. The structures of the AFGP
and AFP III are displayed in Figure 6.16 (the structure of the AFP I has not yet been

Figure 6.15: The interaction of AFP III with its hydration shell and ice (compared to
ubiquitin) proposed by McDermott and co-workers.320
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published).
6.4.6 Synthetic Antifreezes

AFPs and AFGPs are highly effective antifreezes at very low concentrations, however
producing large quantities of these proteins is challenging, inefficient and costly (initially
the proteins are exacted from fish, for example, and then replicated on a larger scale using
genetically modified yeast), thus the development of synthetic analogues is extremely
desirable. Currently only a handful of synthetic mimics of AF(G)Ps have been discovered
and the research on these tends to be rather limited due to their recent discovery, for

example, the first paper on graphene oxide as an antifreeze was published in 2017.24?
Polyvinyl Alcohol (PVA)

In 2000, the antifreeze activity of polyvinyl alcohol (Figure 6.17), which has similar

139

structural features to AFPs (hydrophobic and hydrophilic sides),"?” was first reported

237

as a potential additive for use in ice-slurry cold-storage systems. Subsequently, the

antifreeze effects of PVA have been thoroughly researched; it works effectively at con-
centrations as low as 0.005 mg/ml1?2?:23® and shows some thermal hysteresis activity,3**
but the link between its structure and antifreeze activity is still unknown. It has been
demonstrated that PVA does enhance recovery in the cryopreservation of various cells,
including human blood cells, and critically, PVA shows no signs of cytotoxicity at con-
centrations as high as 20 mg/ml.325-327

Images of ice crystals grown in the presence of PVA clearly show that PVA
can bind to the primary and secondary prism planes of ice, see Figures 6.18 e and f,
respectively. Budke and co-workers suggested possible mechanisms for the PVA binding
to these planes, based upon aligning every third hydroxyl group of PVA (7.56 A) with
every second oxygen atom in the ice lattice (7.36 A), see Figures 6.18 i and j.23® Various
research groups have shown that when the concentration of PVA is increased, the ice
recrystallisation inhibition activity increases too (Figure 6.19).238,324,328,329

Significant research has demonstrated that the PVA chain length (degree of poly-
merisation, DP) has a strong influence on the antifreeze activity; PVA with a DP > 19
is required for an effective antifreeze (Figure 6.19b) and a higher DP reduces the con-

centration required for antifreeze activity.?2?:32%:329 Vail and co-workers showed that a

a) AFPG (type 8): b) AFP Il (from North Atlantic Pout):

Figure 6.16: The structures of a) AFGP8 and b) AFP III (North Atlantic Pout) from
the Protein Data Bank (PDB ID: 1KDF).
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Figure 6.17: The structure of polyvinyl alcohol, where n is the number of repeat units.
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Figure 6.18: Images of ice crystals grown in pure water (a-c) and 10 mg/ml DP27 PVA
(d-f), the primary (g) and secondary prism (h) planes of ice and the suggested mechanism
of binding to these planes (i and j, respectively), where solid lines indicate oxygen atoms
in the paper plane and dashed lines are 0.92 A behind. e) and f) demonstrate the effects

of PVA binding to the primary and secondary prism planes, respectively. Adapted from
Budke et al.23®
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PVA sample with the same DP but a lower dispersity can be significantly less active,33"

hence it is also critical to take the polydispersity of the polymer into account.
Hydrophobicity is known to play a crucial role in IRI.33%333 Considering that
acetate groups are more hydrophobic than hydroxyls, Gibson and co-workers investigated
the antifreeze activity of copolymers of PVA and poly vinyl acetate;??? less than 20%
acetylation was tolerated by the PVA and more than 25% produced an inactive polymer.
Since additional hydrophobic groups reduced the IRI activity, the same measurements
were conducted with the addition of hydrophilic groups (N-vinyl pyrrolidone), but these
additions could also only be tolerated at low percentages. The results demonstrate
that the antifreeze activity of PVA is not just due to the presence of hydrophobic or
hydrophilic groups, but that the structure and orientation of the functional groups as

well.
Safranin Chloride

In 2016 Drori et al. discovered that safranin chloride (referred to as “safranin” from here
on) inhibited ice growth in a non-colligative manner.?? Safranin is a small dye molecule
that aggregates in solution to form supramolecular stacks (see Figure 6.20a). In addition
to this aggregation, the methyl groups, amine groups and the chloride ion all play an
important role in the inhibition of ice growth.?® Drori et al. showed that safranin binds
reversibly to ice crystals, which form hexagonal plates at lower concentrations (0.49
mg/ml) and bipyramidal needles at higher concentrations (9.82 mg/ml).

When safranin aggregates, the n-n interactions in the aromatic regions cause the
molecules to form stacks with the phenyl groups on alternating sides (see Figure 6.20a).
This results in rows of methyl and amine groups along two sides of the supramolecular
stacks which seem to mimic the ice-binding sites found in AFPs. Crystal structures show
that the gap between each molecule in the stack is 3.7 A and, due to the alternating
pattern in the stack, the distance between two amino groups is 7.4 A, a good match
with every second oxygen atom in the ice lattice (7.36 A). This suggests that the pre-
organisation of safranin molecules allows the amino groups in safranin to form hydrogen
bonds along the primary or secondary prism planes of hexagonal ice, creating a crystal-
ice interface.

Phenosafranin chloride (Figure 6.20b), which has the same structure as safranin
minus the two methyl groups, exhibits no antifreeze activity demonstrating that the
methyl groups are critical for the antifreeze activity of safranin. A comparison of the
safranin and phenosafranin chloride crystal structures confirms that the latter does not
form supramolecular stacks, which seem to be key for antifreeze activity. Next, the im-
portance of the chloride ion was investigated through a comparison of safranin chloride
and safranin nitrate (Figure 6.20c). Safranin nitrate showed no signs of antifreeze ac-
tivity however, once sodium chloride was added to a safranin nitrate solution, antifreeze
activity was observed due to the formation of safranin chloride. Again, a comparison of
the crystal structures shows that, although some order is retained, the supramolecular

stacks are no longer formed in the case of safranin nitrate, most likely due to the change
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Figure 6.19: a) Splat images®3! compare the IRI activity of 0.05 and 0.5 mg/ml DP27
PVA with pure water by observing the size of the ice crystals over time. Adapted from
Budke et al.?®® b) The mean largest grain size (MLGS) of PVA of a range of DPs (10,
19, 30, 56, 154, 246 and 351) and concentrations (0 - 1 mg/ml) relative to a phosphate-
buffered saline (PBS) control, highlighting that DP <19 is relatively ineffective. Adapted

from Congdon et al.?%?
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Figure 6.20: Chemical structures and crystal structures of a) safranin chloride, b)
phenosafranin chloride and c) safranin nitrate. The crystal structures were obtained
from the Cambridge Structural Database under the identifiers “YAGTOS”, “YAGTEI”
and “YAGTIM” respectively.
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in anion size.
Zirconium Acetate and Zirconium Acetate Hydroxide

Zirconium acetate and zirconium acetate hydroxide are two metallic salts which have
IRI and DIS activity.?40243 Two ice-structuring mechanisms of these salts have been
suggested, both involving the salt forming a hydroxy-bridged polymer-like structure
with hydroxyl groups on one side and acetate groups on the other. Even though the
exact mechanism is unknown, once again it is clear that there are important similarities

between these synthetic analogues and the AF(G)Ps found in nature.
Graphene Oxide

Recently, graphene oxide (GO) has shown evidence of suppressing ice growth and re-
stricting recrystallisation of ice crystals due to its hexagonal scaffold.?4> In solution, GO
forms monomolecular sheets with large oxidised regions containing hydroxyl and epoxy
groups on the basal plane and carboxyl groups at the periphery of the structure. The
repeating hexagonal carbon rings in the GO sheet cause any surface hydroxy groups to
follow this honeycomb-like pattern which matches the structure of hexagonal ice ( note
the similarities to the IBSs of the antifreezes previously discussed).

Studies have shown that GO acts as an effective non-colligative antifreeze from
concentrations of 0.1 - 5.0 mg/ml and that smaller sheets (10 nm) of GO were more
effective than larger sheets (500 nm or 5000 nm). Molecular dynamics studies show
that GO has a preference for binding to ice crystals rather than the surrounding liquid
water and that a combination of hydrogen bonding and hydrophobic interactions are
critical for the antifreeze activity displayed by GO.?4> Furthermore, the viability of GO
as a cryoprotectant was validated; 0.025 mg/ml GO gave similar results to that of 0.1
mg/ml PVA.?*> Within the last year, several studies have shown that GO and carbon
nanomaterials actually show evidence of ice nucleation activity which can be tuned by
doping the surfaces.?31:334336 These are the first synthetic materials found to nucleate

ice.337

Metallohelices

In 2017, Gibson and co-workers determined that various amphipathic, metallohelices
inhibited ice growth at extremely low concentrations (20 pM).?#* Since AF(G)Ps and
the other synthetic antifreezes discussed so far have a similar amphipathic structure,

these results confirm that amphipathicity might be the key for antifreeze behaviour.
6.4.7 Negative Controls

Throughout this study, various negative controls are used to ascertain that results are
due to the non-colligative effects of the antifreezes, and are not caused by simply adding
a solute to the water (colligative effects). In particular, three negative controls are used
to compare to the three different types of antifreezes that are being investigated in this
study: phenosafranin chloride, polyethylene glycol (PEG) and lysozyme (Figure 6.21).

As already discussed, phenosafranin chloride (referred to as “phenosafranin” from
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Figure 6.21: Structures of a) phenosafranin chloride, b) polyethylene glycol (PEG) and
¢) lysozyme, which are used as controls for safranin, PVA and the AF(G)Ps, respectively.

here on) has an extremely similar structure to safranin, however the literature shows that
it affects neither ice crystal growth nor the morphology of the crystals.?3?:328 Lysozyme
does not display any antifreeze behaviour and so will be used as a negative control for
AF(G)Ps, and PEG has been used extensively as a negative control for PVA in the liter-
ature.238238,239,329 Tp addition to checking the literature, splat assays®3! were conducted

on the three negative controls to check for any non-colligative antifreeze activity.

6.4.8 Applications of AFPs, AFGPs and Synthetic Antifreezes

Non-colligative antifreezes have many applications across science and technology.230 232,258

Below, the importance of current and future uses is highlighted through examples in

biomedical science, the agriculture and food industries and engineering.
Biomedical Applications

It is well known that there are thousands of people in the UK alone waiting for an organ
transplant to change, and potentially save, their life. When a donor is found, currently
an organ can only be stored for a handful of hours before the transplant must take
place. Non-colligative antifreezes have the potential to decrease the storage tempera-

ture and therefore increase this storage time and improve the chances of a successful

transplant.252: 338,339

This is just one of the many critical applications of research into the use of non-

colligative antifreezes for the cryopreservation and hypothermic storage of cells,340-342

340,342-344 345,346 and organs.310:343:347.348  Iyeezing can cause cellular

345,349

tissues, embryos

ice recrystallisation,?4? 3% freeze-dehydration®*3

344,351

damage by intracellular ice formation,

343

and mechanical stress,”* all of which can lead to cell death by apoptosis, cell rup-

52 or necrosis.?*” Some common biomedical cryoprotectants that penetrate the cells,

ture?
such as glycerol and DMSO, are effective, however they are far from ideal. These cry-
oprotectants do not fully protect the cells from damage, and in some cases they are toxic
and therefore must be thoroughly removed from the cells before use.>*> These problems
have driven research into non-penetrating cryoprotectants, such as AFPs, AFGPs and

their synthetic analogues.340345,351

153



Applications in the Agricultural and Food Industries

Foods can significantly deteriorate in quality throughout the process of freezing, thawing
and any temperature fluctuations, thus non-colligative antifreezes have huge potential
in the frozen food industry.25%:3%3 One well-known example is the addition of AFPs
to ice cream to reduce ice crystal size, helping to retain the creamy texture desired by
consumers.?*43%  Another example is the use of type I AFPs to treat thawed dough,
improving the fermentation capacity.?®” Additionally, AFGPs and AFPs have demon-
strated the ability to reduce drip loss after thawing lamb meat and improve the nutri-
tional value and texture of frozen meat and fish.394:358-360 I the future, antifreezes may
allow the freezing of various foods, such as some berries, that cannot currently be frozen
without significant deterioration in quality.?%®

Some species of crops have been genetically engineered to express AFGPs with
the aim of improving cold hardiness. Freezing resistance in crops down to temperatures
of -5°C or -6°C would provide significant protection during minor freezes in the spring or

autumn, but so far freezing depression of a only few degrees has been managed.36!-363
Other Applications

Antifreezes can effect the growth and morphology of crystals (other than ice), which has
led to their use as a gas hydrate inhibitor, a critical consideration for the petroleum in-

364,365

dustry. Interestingly, macroporous alumina ceramics have been fabricated through

freezing with AFP to produce uniform pores.?%¢ Finally, these proteins have been used

in research on the icing of aircraft wings and the resulting aerodynamic performance.?3!

6.5 Results

Antifreeze molecules alter the freezing point, structure and growth of ice, all of which
are reflected in the dynamics of the water molecules. A high proportion of the literature
is centred around the antifreeze molecules themselves, whereas this research focuses
on the surrounding water molecules, aiming to bridge the gap between structure and
mechanism. Here, variable temperature SSNMR relaxation measurements (R1, Ra, Ri
relaxation dispersion and 2D EXSY) are used to directly probe changes in the dynamics
of the bulk water protons due to the addition of small quantities of non-colligative
antifreezes.

It is likely that, rather than an abrupt antifreeze-ice interface, there are different
regions of water or ice present, such as a QLL (see Figure 6.5). The water molecules may
be exchanging between these regions, which will have different structures and dynamics,
as well as binding and possibly unbinding to and from the additives. SSNMR relaxation
measurements on the bulk water protons provide a population-weighted average of the
molecules across these different regions of water and/or ice. A variety of pulse sequences
under a range of conditions are used to extract as much information as possible on these

motions and any exchange within the ice-antifreeze systems.
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6.5.1 Variable Temperature 'H R, of Ice in the Presence of Antifreezes

Spin-lattice relaxation (R) originates from local motions, such as rotations, which mod-
ulate anisotropic interactions (for example, chemical shift anisotropy and dipolar cou-
plings). Motions on the nanosecond - picosecond timescale are most effective at modu-
lating such interactions and therefore dominate the R; rates. Moreover, these rates have
a negative quadratic relationship with the correlation time (see Figure 2.25), assuming
a single motion dominates the relaxation process.

In order to access these relatively fast dynamics within the bulk ice of the frozen
antifreeze solutions, variable temperature '"H R; measurements were conducted using
the saturation recovery method (Figure 6.22). Under these conditions there is most
likely substantial "H-'H spin diffusion throughout the sample due to the dense 'H net-
work. This will result in averaging of 'H R; across different sites. However it will not
significantly affect these rate measurements since only the bulk water peak is observable,
which is already a population-weighted average of all the water protons. Varying the
temperature will slightly alter the correlation time, changing the measured R;. Ideally
the chosen temperature range will include the maximum R; and the rates will show a
clear quadratic relationship with temperature. Unfortunately, this is neither particu-
larly predictable nor always possible. For example in these measurements on ice the
temperature range is limited by the melting point of the sample and the cooling ability
of the equipment. Nevertheless, a maximum was identified in the majority of the VT
R1 measurements presented here.

Firstly, the VT R; plots of ice in the presence of the polymers are considered,
all of which display a reasonably clear maximum and fall into one of two categories
(Figure 6.22a). Three of the samples (1.0 mg/ml DP8 PVA, 5.0 mg/ml DP8 PVA and
5.0 mg/ml DP9 PVA) show similar maxima at approximately -20.0°C, the magnitude of
these rates is also very consistent. The PEG sample has a slightly shifted (-17.5°C) and
marginally greater maximum. These maxima that are at relatively low temperatures
indicate a higher correlation time for the motion dominating R;. On the other hand,
the 5.0 mg/ml DP20 PVA and DP230 PVA show a significantly different trend; their
R maxima are considerably shifted to the left (-31.0°C and -33.5°C, respectively). Even
without further analysis it is evident that the addition of high DP PVAs (DP > 20) to
water leads to significantly different ns - ps dynamics in the ice compared to the control
(PEG) and lower DP PVAs (8 and 9). It is worth noting that two of the solutions
have a concentration of 1.0 mg/ml, whereas the remainder are 5.0 mg/ml. This slight
discrepancy could be affecting the results, however a comparison of the 1.0 and 5.0
mg/ml DP8 PVA R; plots suggests that this change in concentration has minimal effect
(at least in the case of low DP PVAs).

Next, these VT relaxation measurements were conducted on the bulk ice protons
in frozen 1.0 and 5.0 mg/ml safranin and phenosafranin solutions (Figure 6.22b). In this
case the variation in concentration did have a considerable effect on the rates of both

samples. Unfortunately, only three of the four plots showed an obvious R; maximum
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Figure 6.22: VT 'H R; of ice in the presence of different additives: a)i) 1 mg/ml DP8 and
DP20 PVA, 5 mg/ml DP8, DP9 and DP230 PVA and 5.0 mg/ml PEG. b)i) 1.0 mg/ml
and 5.0 mg/ml safranin and phenosafranin. c¢)i) 0.659 mg/ml AFP III, 1.0 mg/ml and
10.0 mg/ml AFP I, 12.0 mg/ml AFGP and 0.659 mg/ml 12.0 mg/ml lysozyme. Note the
different R; scales between the plots. The arrows and labels on the plots highlight the
observed trends in R; maxima. ii) The calculated correlation times for the ice protons
in these samples at -30°C using Equations 6.3 - 6.5. For the 5.0 mg/ml safranin and 12.0
mg/ml AFGP rates, the fits were less accurate due to the lack of an R; maximum, so
the resulting correlation times should only be analysed in a qualitative manner.
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which limits the accuracy of any quantitative analysis, but qualitative discussion on the
trends observed is still possible. As far as it is possible to tell, ice in the presence of
the dyes seems to follow a similar trend to the polymer samples; the higher R; values
of the antifreeze (safranin) are shifted to the left of the plot and, although the maxima
are not visible within this temperature range for one of the samples, it is clear that
they will be at a much lower temperature than for the control (phenosafranin) samples.
Interestingly, the relaxation rates for 5.0 mg/ml phenosafranin do not vary much within
this temperature range and the rates are significantly lower than the others mentioned
so far.

Finally, Ry values are recorded for the protein samples (0.659 mg/ml AFP III,
1.0 mg/ml AFP I, 12.0 mg/ml AFGP and 12.0 mg/ml lysozyme) between -6°C and -
43°C, which had a very different effect on the fast ice dynamics (Figure 6.22c). Firstly,
the 12.0 mg/ml AFGP and 12.0 mg/ml lysozyme display the opposite trend to the
dye and polymer samples; although it is not possible to see either of these maxima,
the trends clearly suggest that the antifreeze will have a maximum at a vastly higher
temperature than the negative control. These two samples also have relaxation rates
considerably greater than any of the others mentioned so far (note the difference in
scale), although this could be due to the significantly higher concentration of these
samples. The remaining three protein samples, 0.659 mg/ml AFP III, 1.0 mg/ml AFP I
and 0.659 mg/ml lysozyme, are different yet again. The ice dynamics they produce have
relatively low rates and show little variation, producing rather flat curves (like those
seen in the frozen 5.0 mg/ml phenosafranin solution).

If a clear R; maximum is present and enough data is available, it is possible to
calculate the correlation time of the ice motion in each sample using Equations 6.3 - 6.5.
These equations are based on the assumption of a single fast motion dominating these
relaxation measurements. Since these samples produce quadratic plots with a single

maximum it can be assumed that this is the case.

Ry = ZC[J(wo) + 4J(2WO)] (6.3)
Jw) = {733 (6.4)
Te = To€ =) (6.5)

Where J(w) and J(2w) are the spectral densities evaluated at the Larmor frequency (wyp)
and twice the Larmor frequency (2wy), respectively, C represents various constants in ad-
dition to the magnitude of the motion, 7. is the correlation time, 7q is an experimentally-
determined constant relating to the correlation time and FE, is the activation energy.
These calculations were conducted for the VT R; rates. The resulting correlation
times at -30.0°C are displayed in Figure 6.22ii. For most of the samples a good fit
was obtained. However in the cases of the 5.0 mg/ml safranin and 12.0 mg/ml AFGP
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samples, the fits were not as accurate due to the lack of an R; maximum. Although these
correlation times are not suitable for quantitative analysis, they still help to indicate the
overall trends across the samples qualitatively.

As expected from the VT R; data, the correlation times for the safranin, DP20
PVA and DP230 PVA are significantly shorter than for the controls and low-DP PVA
samples. This indicates that the picosecond 'H ice motions in the former samples are
far more rapid than those in the latter samples. Contrastingly, the AFP samples have
relatively similar correlation times to the lysozyme samples. This suggests that the AFPs
are not causing any significant changes to the fast ice dynamics. On the other hand, 12.0
mg/ml AFGP has a correlation time that is approximately three orders of magnitude
larger than the other proteins, showing that this protein is significantly altering the fast
dynamics of the ice protons. It is also interesting that the AFGP has a larger correlation
time than the controls, this is the reverse of the relationship between the antifreezes and
controls for the dye and polymer samples.

These 'H R; rates and correlation times are discussed in the context of antifreeze

mechanisms in Section 6.5.5.
6.5.2 Variable Temperature 'H R, of Ice in the Presence of Antifreezes

Like R, spin-spin relaxation (Rz2) is induced by local motions, however this relaxation is
dominated by relatively slow dynamics (millisecond - nanosecond). As the temperature
increases (or correlation time decreases), Ra will decrease (see Figure 2.25). Besides
these motions, other factors may contribute to the measured Rs value, such as exchange
and coherent contributions.%¢

Under these conditions, Ry will contain coherent contributions, such as dipolar
dephasing, originating from incomplete averaging of anisotropic interactions. It is not
possible to quantify the extent of these contributions, however it can be assumed that
simply changing the temperature should not significantly affect the quantity of the co-
herent contributions. Therefore, any variations in the measured rates across different
temperatures are due to changes in the contributions from random molecular motions
or exchange.

Chemical exchange will contribute to Ro differently depending on whether it is
“slow” (k << |Awl|) or “fast” (k >> |Aw]|). In the case of slow exchange, it will simply

add to the relaxation rate:

RY™ = RY +k (6.6)

Where RS? is the observed relaxation rate, RJ is relaxation in the absence of exchange
and k is the rate of the exchange. As temperature increases, so will the exchange rate.
Thus the contribution of slow exchange to Ro will increase with temperature.

Fast exchange also increases the observed Ro:

PaPpAw 2

RS = RY + p

(6.7)
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Where p, and p;, are the populations of states a and b, and Aw? is the chemical shift
difference between the two states.

Increasing the fast exchange rate decreases its contribution to Rs. Therefore as
the exchange rate increases with increasing temperature, its contribution to R will tend

towards zero.

Here, VT 'H R is recorded using a CPMG pulse sequence on the bulk ice in the
presence of the antifreezes and negative controls (Figures 6.23 and 6.25). The huge
variations recorded in the Ro of bulk ice due to the addition of very small quantities
of antifreeze demonstrate just how significantly these additives alter the ice system and
ms - ns dynamics within. Immediately, it is clear that most of the samples do not
have a simple decaying relaxation rate as the temperature increases, suggesting that the
reorientational motions are not always the sole contributor to Rs in these systems.

The primary observation is that, although these samples present vastly different
trends in the ice 'H Rs, the negative controls all produce relatively low Ry values (<1500
s!) that do decrease with sample heating, i.e. they are in line with the theoretical
relationship mentioned above. This suggests that the reorientation of water molecules
dominates these relaxation rates (rather than exchange) and the correlation time of this
motion decreases are the temperature increases.

The frozen solutions of 1.0 mg/ml DP5 PVA, DP8 PVA, DP9 PVA and 0.659
mg/ml AFP IIT show very similar rates to the control samples, indicating that these
rates are also dominated by reorientational motions. This is expected for the low DP
PVA samples (which been have shown to be ineffective as an antifreeze).?*® However,
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