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Abstract

This thesis concerns the application of Quantitative Digital Image Pro­
cessing to some problems in the domain of Optical Engineering. The appli­

cations addressed are those of automatic two dimensional phase unwrapping 

and the analysis of images from high speed particle image displacement ve- 

locimetry.
The first application involves subdivision of the two dimensional image 

of a wrapped phase map into small two dimensional areas or tiles, which 
are unwrapped individually, in order that discontinuities may be localised to 
small areas. In this case the discontinuities have a contained effect on the 

unwrapped phase solution.
The concept of minimum spanning trees, from Graph Theory, is employed 

to minimise the effect of such local discontinuities by computation of an un­
wrapping path which avoids areas likely to be discontinuous in a probabilistic 
manner. This approach is implemented over two hierarchical levels, the first 
level identifying pixel level discontinuities such as spike noise, the second ad­
dressing larger scale discontinuities which may not be detected by pixel level 
comparisons, but which can be detected by comparison of the local solutions 
of image areas larger than the pixel.

The second application is in the area of Particle Image Displacement 

Velocimetry (PIDV). A digital processing method is developed for high speed 

PIDV. In high speed PIDV the seeding is sparsely distributed. This method 
attempts to pair individual particle images, rather than statistically average 
the positions of a large number of particle images as is the case with other 
analysis methods. The digital processing method is suitable for use with 
Video PIDV whose feasibility has recently been demonstrated.
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Chapter 1

Introduction: Optical 
Engineering and Image 
Processing

1.1 Optical Engineering

Optical engineering is an established field; it is a generic term which covers 
all applications where a measurement is being made or processing performed 
using an optical element or aspect. It plays an ever increasing role in a 
wide range of applications. This expansion has been due in part to the dis­
covery and rapid development o f versatile lasers covering the ultraviolet to 
far-infrared regions, and a parallel development of solid-state and optical 

materials. The introduction of optical fibres and semiconductor lasers in 

communication has also stimulated the relationship between optics and com­

munication engineering [1]. Other important areas within optical engineering 
are in optical measurement, and optical diagnostics. These are respectively, 
quantitative and qualitative techniques. The extraction of quantitative mea­
surements from optically captured data, via image processing, is the subject 
of this work.

There are a number of important issues in the development of an optically 
based measurement technique. Firstly the nature of the parameter to be 
measured must be considered , then the light source, the optical components 
( lens etc. ), the effect of the experimental environment, consideration of
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the process which is to record the result, and then analysis of the recording. 
The subject is multidisciplinary by its nature, requiring knowledge from such 
areas as Physics, Mechanical Engineering and Computer Science. Physics is 
required to cover the theoretical aspects. Mechanical Engineering is involved 
in the design and development of experiments. Computer Science is involved 
in the design and development of the analysis techniques and also in providing 

digital control of experiments.
There are several motivations for the use of optical techniques. Firstly, 

the properties of light make highly accurate measurement possible. Secondly, 
optical techniques are non-contact, which is important for many applications 

where a measurement would be upset by touch, or the introduction of a 

foreign body, for example in flow visualisation. In addition optical techniques 
are non-destructive.

Optically captured results ( stored either holographically, photographi­
cally or by video ) need further processing to yield quantitative data. Com­
puter Science covers the techniques used to develop the necessary algorithms, 
and the machine architectures upon which such algorithms could be efficiently 
implemented.

Historically there have been several impediments to the quantitative anal­
ysis of many images generated by optical techniques. In many applications 
quantitative analysis has had to attend the development of low-cost high­
speed digital computers, the development of low-cost imaging technology, 
which could be easily interfaced to such computing facilities, the develop­
ment of the discipline of image processing and standard methods, and lastly 
the development of the specific methods of analysis required for the image 
types found in optical engineering.

This thesis concerns the development of a number of analysis strategies, 
aimed at quantitative analysis of two image subclasses in optical engineering. 

The first subclass being interferometric images, the second subclass being 
high speed images from Particle Image Displacement Velocimetry ( PIDV 
). It has been necessary to apply techniques from the field of Digital Image 
Processing and more general computer science to achieve the ends of analysis.

There is often an interdependency between the design of the experiment 
and the design of the analysis technique. In the development of the complete
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system, one of the aims is to simplify this relationship. The development 
of analysis techniques requires an understanding of the experiment and the 
devices used to capture the image data, as well as the techniques employed 
in analysis. There has been some direct interaction in the experiments them­
selves and digital control has been provided in several instances.

1.2 Digital Image Processing

Digital image processing is a relatively new field. It has experienced tremen­
dous growth over the past decade. There has been some development of 
standard algorithms for defined tasks. For example, edge detection [2]. The 
wider goal of computer vision, however, is to solve the ’vision problem’ as a 
whole. That is in the sense of scene analysis, or robot vision, to produce a 

description of the scene being observed, in terms of the objects in view and 
their properties or at a higher level what the scene as a whole means. There 
has been less success in this area.

The last decade has seen an increasing effort to develop sophisticated, 
real-time automatic image processing systems.

The processing tasks considered in this work require the extraction and 
display of coded information from an image, rather than emulation of human 
behaviour or image enhancement. Take the case of Interferometry. In this 
application an interference pattern is produced from beams of light, influ­
enced by a physical parameter, e.g. temperature. The interference pattern 
encodes the temperature information and an image processing function is 
needed to extract it. This is typical of many Engineering applications where 
images are encoded, perhaps by physical effects during an experimental pro­
cess. Structured light is often employed to encode information.

In pursuing the objectives of image processing, a range of often interde­
pendent numerical tools are currently employed. They include signal anal­
ysis, geometry, linear algebra, estimation theory, statistical pattern recog­
nition, syntactic pattern recognition ( for image structural description ), 

discrete mathematics and a number of topics often referred to under the 
heading of ’’ artificial intelligence” , which include knowledge representation 
and manipulation, constraint satisfaction, symbolic manipulation, and more
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recently neural networks.
The implementation requirements of image processing systems, in terms 

of hardware and software are substantial, particularly when "real-time” op­
eration is needed and the resolution of images from video systems continues 
to increase, thus aggravating the problem. Processing capacity has placed a 
limit on the applications to which image processing might be applied. The 
possibility of real time response is an attractive prospect in many applica­
tions, particularly in Engineering, as it opens up the possibilities of human 
interaction with the system. This is a tremendous contrast with conventional 
photography, which involves time consuming wet processing.

In order to achieve high processing speeds, dedicated hardware is some­
times employed. This is virtually impossible to update with changing require­
ments. Software solutions offer flexibility against a reduced processing rate. 
The power of sequential processors continue to increase, and for many appli­
cations provide adequate solutions. Image processing and computer vision 
research serves as an impetus for the development of new processing architec­
tures, particularly parallel processing systems. Such systems offer software 

control and therefore retain some flexibility, although standards have been 
slow to emerge.

A hardware independent approach to development has been taken in this 
work, where possible, as the test cycle of algorithmic development has re­
quired flexibility. As a by product of this strategy, the Fringe Analysis Sys­
tem ( FRANSYS ) has become a portable software application.

High speed sequential processors have developed since the inception of the 
project, particularly RISC ( Reduced Instruction Set Computer ) processors. 

It is seen that for many current interferometric applications, a sequential 
software implementation upon such a processor is adequate, and provides a 
flexible upgrade path. However, it is also shown that the automated phase 
unwrapping algorithm, developed in this work, is extremely well suited to 
parallel implementation.

In the application of Particle Image Displacement Velocimetry ( PIDV 
), optical processing has been employed for some time. However, with the 
advent of high resolution video capture devices, digital analysis methods are 
more appropriate as these avoid wet processing and offer the prospect of
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real time systems. Direct simulation of the optical processing methods is 
numerically intensive. This, together with the sparse seeding density found 
in high speed PIDV, has prompted a search for a more informative and less 
numerically intensive digital analysis technique for high speed PIDV.
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Chapter 2

Fringe Analysis

2.1 Introduction

This work describes a new technique in the field of Automatic Interferometric 
Fringe Analysis.

Reid [1] suggests that the field of Fringe Analysis is now regarded by 
many as a subject in its own right, rather than as a specialism within image 
processing or interferometry. I believe this to be the case. If the field is 
viewed as an independent subject, then this has the benefit of encouraging the 
development of concepts and methods which may be applied to the patterns 
generated by any one of a number of optical methods. The source of the fringe 
pattern then has little to do with the analysis algorithm. The development 
described in this work is a new phase unwrapping technique, which is referred 
to as the Minimum Spanning Tree Tiling (MSTT) approach. This technique, 

in common with other methods in fringe analysis, may be applied to many 
types of fringe pattern, from Interferometry to Moire.

There has been an increasing interest in the automation of Fringe Analysis 
over the last decade. The advent of Phase Stepping [2, 3, 4, 5] and the 
development of FFT techniques [6, 7] has moved the emphasis in Fringe 
Analysis away from fringe tracking [8, 9, 10] and towards fringe counting or 
scanning techniques [11, 12]. One difficulty with such scanning approaches 
has been their susceptibility to noise.

However, several strategies have recently been proposed which exhibit 
noise immunity [13, 14, 16], but which have failed to address large scale
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inconsistencies in interferograms which cannot be detected at the pixel level, 

such as aliasing.
The new method presented forms a hierarchical noise-immune technique 

which addresses both spike noise and large scale discontinuities.
In order to place the work in context, it is necessary to review the concepts 

involved in Interferometry. For the purposes of the work described here, light 
is modeled in the form of scalar waves.

2.1.1 Interference

The theory of light interference, using the wave theory of light, is based on the 
Principle of Superposition due to Thomas Young. The following discussion 

is derived from Hecht [17].
The essential aspect of a propagating wave is that it is a self-sustaining 

disturbance of the medium through which it travels. Imagine some such 
disturbance moving in a positive direction x. This disturbance, for the 
electromagnetic light wave, represents the magnitude of the electric or mag­
netic field. Since the disturbance is moving, it must be a function of both 
position x and time t and can therefore be written as;

'l' =  /(* ,< ) (2 .1 )

The Principle of Superposition states that if a wave train has a displace­

ment in a given direction at a specified point and time, and a second wave 
train independent of the first has a displacement at the same point and 
time, then the instantaneous resultant displacement due to the two waves 
is the algebraic sum of the separate displacements.

<1» = «Jr, -I- vl»2 (2.2)

The Principle of Superposition implies the absolute independence of the 
individual components of the resultant displacement. The term Interference 
is, therefore, slightly misleading as the waves do not modify each other [18].
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2.1.1.1 A Note on Notation

Waves for which the profile is a sine or cosine curve are known as harmonic 
waves. A concise representation of harmonic waves is achieved using complex 
notation. For example, if is the phase, and A  is the amplitude;

=  i4cos(<^) (2.3)

may be expressed as

®(x,<) =  # [A e<v] (2.4)

or more simply, assuming that the real part is taken, as

vp(x,t) =  A e ”  (2.5)

2.1.1.2 Light as a Transverse Wave

Light actually behaves like a transverse wave. That is, it has an associated 

plane of vibration which is important to consider in certain applications.

Figure 2.1: A Transverse Wave Travelling in the Z Direction

A transverse wave arises when the disturbance is perpendicular to the 
propagation direction. Figure 2.1 depicts a transverse wave travelling in a
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direction z. In this instance, the wave motion is confined to a spatially fixed 
plane called the plane of vibration, and the wave is said to be linearly or 
plane polarised. To determine the wave completely, the orientation of the 
plane of vibration must be specified, as well as the direction of propagation. 
This is equivalent to resolving the disturbance into components along two 
mutually perpendicular axes, both normal to z, see Figure 2.2.

y

Figure 2.2: Disturbance Resolved into Components along Two Mutually Per­
pendicular Axes

The angle at which the plane of vibration is inclined is a constant, so that 
at any time 'I'x and differ from »I» by a multiplicative constant. The wave 
function of a transverse wave behaves somewhat like a vector quantity. W ith 
the wave moving along the z-axis;

« '(z ,< ) =  ^x(z,<)T+4»v(z,<)J ( 2 .6 )

where, I, J are the unit base vectors in Cartesian coordinates.
A scalar harmonic plane wave, moving in the z direction, is given by the 

expression
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#(*,<) = Ae*k'±wt) (2.7)

where u  is the angular frequency.
An appreciation of light’s vectorial nature is important. Phenomena such 

as optical polarisation can readily be treated in terms of this sort of vector 
wave picture [17]. However, there are many instances in which it is not 
necessary to be concerned with the vector nature of light. In particular, if 
the lightwaves all propagate along the same line and share a common constant 
plane of vibration, they may each be described in terms of one electric-field 
component. This approach leads to a simple and very useful scalar theory, 
which will be applied in this work.

2.1.1.3 The Interference of Light Waves as Scalars

Hecht [17] gives a derivation of the superposition of a pair of harmonic scalar 
waves, and then extends the treatment to N  such waves. Given two scalar 
light waves, overlapping in space;

Ei =  I?oi sin(u;< +  c*i) (2 .8 )

and

E? =  E 02 sin(u>< +  <*2 ) (2.9)

The resultant disturbance is the linear superposition of the waves. There­

fore

E  =  Ei +  E 2 ( 2 . 10)

or, expanding Equations 2.8 and 2.9;

E =  Eoi(sinw<cosai-(-cosa;<sinQi)-|-Eo2(sinu;<cosQ2+cosu)i8ina2) (2.11) 

If the time-dependent terms are separated out, this becomes;
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£  =  (E 0i cosai +  £ 0 2  cosa2) sinwi +  ( £ 0 1  sinai +  ¿J02 sina2)cosud (2 .1 2 )

and since the bracketed quantities are constant in time, let

Eo cos a  =  £ 0 1  cos ai +  £ 0 2  cos 0 2 (2.13)

and

Eo sin a  =  E 01 sin a i +  £ 0 2  sin 0 2  (2-14)

The substitution above is not obvious, but it is legitimate as long as E 0 

and a  can be solved for. To do so, square and add Equations 2.13 and 2.14;

E 02 =  £ 0 1 2 +  £o22 +  2 £ 0 1  £ 0 2  cos(a2 — a i) 

and divide Equation 2.14 by 2.13 to get

£ 0 1  sin ai +  £ 0 2  sin a 2tan a  =  —-----------------—-----------
£ 01 COS Ol +  £ 0 2  COS 0 2

The total disturbance then becomes;

(2.15)

(2.16)

or

E  =  Eq cos a sin uit +  E 0 sin a  cos ujt (2.17)

£  =  £osin(u>t +  a) (2.18)

Thus a single disturbance results from the superposition of the sinusoidal 
waves £ 1  and £ 2 . The composite wave is harmonic and of the same frequency 
as the constituents, although its amplitude and phase are different.

2.1.1.4 Conditions for Interference

Conventional light sources produce light that is a mix of photon wavetrains. 
At each illuminated point in space there is a net field that oscillates ( through 
roughly a million cycles ), for less than 1 0 ns or so, before it changes phase.
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This interval over which the lightwave resembles a sinusoid is a measure of 
what is called its temporal coherence.

As observed from a fixed point in space, the passing lightwave appears 
fairly sinusoidal for some number of oscillations between abrupt changes of 
phase. The corresponding spatial extent over which the light wave oscillates 
in a regular, predictable way is called the coherence length.

To produce a stable interference pattern, the light sources must be co­
herent and have the same frequency. Until the advent of the laser it was a 
working principle that no two individual sources could ever produce an ob­
servable interference pattern. The coherence time of lasers, however, can be 
appreciable ( of the order of milliseconds ), and interference via independent 
lasers has been detected electronically ( though not yet by the rather slow 
human eye ). The most common means of overcoming this problem, as we 
shall see, is to make one source serve to produce two coherent secondary 
sources. [17]

2.1.2 Producing Fringe Patterns

The fringe patterns, or interferograms, which are treated in this work are 
produced by the interference of light. Such patterns are highly useful as they 
can be used to code a variety of physical measurements.

A divided beam is used to generate an interferogram. One part of the 
beam is used as a phase reference, and the path of the rest of the beam is 

influenced in some way. For example this could involve the latter ‘object 
beam’, being reflected from an object to record displacement, or passing 
through a translucent object to record refractive index. It is possible to 
decode and quantify the measurement parameter by analysis of the fringe 
pattern formed when the beams are recombined.

The device which controls the interference of the light beams is called 
an interferometer. The earliest and most widely known interferometer is 
the Michelson. This was the interferometer used by Michelson and Morley 
to explore the existence of the luminiferous aether at the end of the 19th 
century. The Twyman and Green interferometer, Figure 2.3, is a variation 
of the Michelson.
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There now follows a description of the operation of the interferometer, 
together with examples of its use in detecting faults in a glass plate or mea­
suring surface deformation.

Imagine a plane wave coming from the point source 5  through the lens 
O j.  This wave is divided in two by the beam splitter B.

Figure 2.3: Twyman and Green’s Interferometer

One of the divided beams is reflected back from the plane mirror M\ and 
the other from the mirror M 2. Either beam may have its phase disturbed 
during its passage, and in this case, assuming the mirrors are ideal, any 
disturbance will be due to the glass plate under test.

The beams are reunited and brought to focus by a second lens C>2 - The 
result may be viewed by placing the eye, or a camera, at E .

The compensator plate C is an exact duplicate of the beam-splitter, with 
the exception of any silvering or thin film coating. With the compensator in 
place, any optical path difference arises from the actual path difference. It 
is positioned at an angle of 45 degrees, so that B  and C  are parallel to each 
other.

If the two combining wavefronts are plane, the plate having no defects, 
the result will be uniform in intensity. If there are defects in the plate, a
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deformed wavefront is produced, Figure 2.4 (a), and an interference pattern 
( fringe pattern, interferogram ) is generated, Figure 2.4 (b). The bands in 
Figure 2.4 (b) are known as fringes. These may be regarded as contour lines 
of the deformed wavefront. Each fringe corresponds to a different contour of 
displacement, in the interfering wavefronts, at a spacing of one wavelength. 
However, elevation is not distinguished from depression. The fringes are 

sinusoidal in profile. This is examined below.

w w

Figure 2.4: The Interference of a Plane and Perturbed Wavefront, (a) The 
Two Wave Fronts, (b) The Interference Fringe Pattern Generated. ( The 
intensity profile of the fringes generated is sinusoidal )

Suppose that the glass plate is removed. A field of uniform intensity 
will return. If M\ is translated towards E ,  normal to the wavefront, the 
fringe pattern intensity will vary through maximum and minimum levels in 
a sinusoidal fashion. If, in this process, M\ is maintained always parallel to 
the wavefront, the phase of this cyclic variation will be the same over the 
entire fringe pattern [19].

Suppose A/i is returned to its original position and a small area of is 
imagined raised. The portion of the interferogram corresponding to the high 
area will then have an intensity differing from the rest of the pattern. The
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exact height of this plateau, with respect to the wavelength of the light used, 
will determine its intensity in the interferogram. The intensity is related to 
the number of wavelengths of sinusoidal oscillations through which the high 

area extends.
If is again translated, the phase of the cyclic variation of the fringe 

pattern will no longer be identical over the entire field. That part of the field 
corresponding to the plateau will go through the cycle with a phase lead 
relative to the remainder of the pattern. A defect in the plane results in a 
phase shift of intensity for the corresponding portion of the fringe pattern
[19]. Therefore, a fringe contour map of the surface deformation of the mirror 

or other object is formed.
If the components of the interferometer are assumed to be ideal, the 

relative reference and test wavefronts are given, respectively by

Wi =  A i  cos(a>< +  2 kl) (2.19)

W2 =  A 2 cos(u>t +  2 k p ( x , y ) ) (2 .2 0 )

The variables are k — , where A is the wavelength of the light used, l

is the pathlength from the beam splitter to the reference surface and where 
p(x , y )  represents the profile of the test surface. The amplitudes of the inter­
fering wavefronts are A t  and A j ,  respectively.

From the principle of superposition the interference of these two wave- 
fronts generates

w = W\ -f- Wj (2.21)

The intensity or average power of a light wave is proportional to the 
square of the amplitude of the wave. So from Equation 2.15;

I ( x ,  y ,  l) oc A 2 =  A t2 +  A 22 +  2A\Aj cos(2fc(p(x, y )  — /)) (2.22)

The interference phenomenon can be used to measure various parame­
ters to the order of the wavelength of light over a small range. The range
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of measurement is limited for two reasons. The first being the coherence 
length of the source and the second being the modulo 2 tt nature of phase in 
the interfering beams, which records the measurement. That is, the beams 
become matched in phase once a wavelength phase difference has passed.

Fringe analysis techniques make it possible to extend the range of mea­
surements by combining the phase information from adjacent fringes into a 
continuous function. Fringe patterns may be generated under a wide variety 
of experimental arrangements. Interferometers are not essential, but provide 
a degree of control over the experiment.

2.1.3 Example From Real Time Holographic Interfer­

ometry

An example from Real-time Holographic Interferometry is given below, to 

measure deformation.
A hologram is made of a specimen object. The hologram is developed 

and then replaced in the position where it was recorded. If the hologram 
is then illuminated by the original reference beam a virtual image from the 

hologram will coincide with the specimen. However, if the object changes 
shape slightly then two different sets of light waves will reach an observer. 
The first being from the specimen the second from the holographic image. 
An observer will then see the reconstructed image covered with a pattern of 
interference fringes which is, in this case, a contour map of the changes in 
shape of the object, or deformation [2 0 ].

2.1.4 Applications

The interference fringe pattern may represent a number of quantities in addi­
tion to the deformation of a surface. It may for example map the amplitude 
of vibration of a diffusely reflecting surface [2 0 ] or be used to measure factors 
such as strain and stress [21]. Interferometric techniques find application in a 
wide variety of applications including repetitive calibration, non-destructive 
testing, and inspection.

Holographic interferometry has been employed in a number of engineering 
applications, and several examples are given below
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i) It has been developed as a technique for routine use in the eval­
uation of fan designs for aero engines. It has been used to in­
vestigate both the aerodynamic and mechanical behaviour of the 
rotating fan. Holographic flow visualization provides clear, three- 
dimensional images of the transonic flow region between the fan 
blades. Flow features such as shocks, shock/boundary layer in­
teraction, and over-tip leakage vortices can be observed and mea­
sured [22, 23, 24].

ii) There have been many applications in the automotive industry, 
the most important being in deformation and vibration analyses 
for the purpose of optimizing design to improve the comfort of 

ride [25].

iii) The technique has been applied to verify and adjust tools and 
machine elements in ultrasonic machining. The main shaft of the 
machine has a disc to be adjusted. Time average holographic 
interferometry permits the best diameter of this disc to be found

[26].

iv) Interferometry has been used under water for off shore inspection

[27].

v) Ovryn [28] discusses its use in Biomedical Engineering.

vi) It has been exploited to measure the vibration and deformation 
fields of cutting tools [29].

vii) It has been employed in detecting the flaws in composite materials 
[30, 31]. In the field of composites, Holographic Interferometry is 
particularly well adapted for the localisation and interpretation 
of defects such as delaminations, non-adherence and cracks.

viii) Pryputniewicz discusses the unification of a holographic interfer­
ometric method with a finite element method, for the analysis of 
vibrating beams [32].
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ix) It has been employed to study concrete shrinkage. The deforma­
tion of the upper face of a sample, placed in controlled conditions 
of temperature and humidity, has been observed. Essential pa­
rameters for the building of a practical numerical model have then 
been deduced from the results [33].

x) It has been used for vibration analysis of such objects as railway 
bridges, tyres and the rudder units of aircraft [34].

xi) Sandwich holography has been used in artwork conservation. Its 
capability for detection of incipient faults or cracks in wooden 
panel paintings and statues has been tested successfully on models 

and ancient artifacts under restoration [35].

2.1.5 History O f Fringe Analysis

Interferometric fringe analysis remained for many years a purely manual pro­

cess. Thomas Young would have been among its first exponents. In the early 
1800s he performed experiments to measure the wavelength of light by ex­
amining the spacing of interference fringes. It is only very recently that 
technology has provided a significant aid.

In the past few years computers have increased in power. This in conjunc­
tion with a growth in the quality and availability of video equipment, such as 
low light level cameras, digital frame capture devices and flat bed scanners 
has stimulated a tremendous growth in the field of image processing.

In the field of fringe analysis these developments have pushed researchers 

to explore techniques for the automatic analysis of interferograms. The ex­
tent to which the process can be automated is a matter of some debate. It 
has been proposed that expert systems be employed as an aid to automatic 
methods [36, 1], Automatic methods aim to eliminate the need for expert 
knowledge of interferometric methods in the interpretation of fringe patterns 
and thereby allow it to be used more widely. Automatic techniques are essen­
tial if systems are to be used unsupervised, for example in quality assurance 
on the production line.
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2.2 The Fringe Analysis Problem

Many techniques in interferometry generate a two dimensional fringe-contour 
map of the phase distribution in the form of Eqn. 2.22, which is rewritten in 
Eqn. 2.23 as it commonly appears when applied to two dimensional interfer- 
ograms.

g { x ,  y )  =  a ( x , y )  +  6(z, y )  cos(<p(x, y ) )  (2.23)

In this equation a ( x , y )  is the background intensity ( which may fluctuate in 
a real experiment ), b ( x , y )  is the amplitude and </>(x,y) is the phase.

The fringe analysis software operates over one or more binary coded im­

ages. These images contain quantised samples of the intensity values within 

an interferogram. Unless otherwise stated reference to phase images etc, are 
with respect to this binary coded form.

Whilst the generation o f this kind of fringe pattern permits a direct means 
of displaying a contour map, it has failings. The sign of the phase cannot 
be determined, i.e one cannot distinguish between hills and valleys in the 
map. Accuracy is limited by quantisation of the intensity, non-linearity of 

the detector, unwanted background variations in a (x ,  y )  and other types of 
optical and electronic noise.

In order to be widely accepted the results of any experiment in Interferom­
etry, embodied in the interferogram, must be quickly and reliably extracted 
without expert knowledge. This would best be achieved by the automatic 
translation of the interferogram into a numerical or pictorial map. The nu­
merical representation would then be easily compared or combined with other 
kinds of measurement data.

The first obstacle to the extraction of measurement data from a fringe 
pattern ( represented by Eqn. 2.23 ) is the difficulty in uniting phase measure­
ments from neighbouring fringes. This is necessary to construct a continuous 

phase map of the measurement parameter across the complete field. The sec­
ond related impediment, is the problem of distinguishing between elevation 
and depression.

One method of fringe analysis which is still very popular, and intuitive, 
is fringe tracking. This is aimed at uniting data from adjacent fringes. The 
directional ambiguity under this regime is either resolved from shaping the
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experimental arrangement so that fringes are generated in an incremental 
way ( by the application of tilt ) or by interactive means [37].

However, several, more generally applicable, automatic techniques for the 
solution of directional ambiguity have been evolved. The most prominent 
of these are the Fourier Transform Technique ( FTT ) [6 , 7] and Phase 
Stepping ( or Quasi Heterodyning ) [2, 3, 4, 5]. In the case of the FTT, 
a tilt or translation is used to solve the elevation/depression problem by 
yielding carrier fringes which are interpreted during an FFT process. In 
the case of Phase Stepping the solution is arrived at by combining several 
interferograms at different phases. Both techniques yield a ‘phase fringe’ 
pattern which contains within it a coding of direction as well as displacement. 
These techniques are reviewed later in this chapter. This type of fringe 
pattern is usually referred to as a wrapped phase map or, as it is derived 
from the tangent of phase, a ’tan’ fringe field.

The wrapped phase map contains a coding of elevation and depression, as 
each point’s ‘ intensity’ ( when displayed as a grey scale image ), is a measure 
of phase. For each fringe the intensity ranges from black at one extreme, 
representing a fringe phase of 0 , to intense white at the other representing 
a phase of 2n. Because the phase fringe field records a direct measurement 
of phase, its analysis is known as Phase Unwrapping. Figure 2.5 shows an 
example of a computer generated wrapped phase map.

Such fringe fields are not usually analysed by fringe tracking. This tech­
nique has been replaced by fringe counting, which involves traversing the 
scan lines of the digitally processed field in search of the phase roll over 
points at the fringe edges. These are denoted by a sudden white/black or 
black/white transition in intensity between adjacent pixels. The aim is that 
by recording the positions of such edges and the direction of phase roll over, 
by a suitable edge detection strategy, the phase may be summed in adjacent 
fringes to produce an unwrapped map. An example of this procedure is given 
by Nakadate [1 1 ] with respect to Speckle images.

In a Holographic system noise represents a problem to such a procedure, 
as it disrupts the fringe edges, upon which the technique relies. In a Speckle 
system the fringe field inherently consists of discrete points of information, 
presenting a much more serious problem. Therefore some other form of
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processing must also be applied. The problems of noise and Speckle may 
be greatly reduced by the use of digital low pass filters, such as an average 
or median. These pass the relatively low spatial undulations of the fringes 
and filter out the rapid oscillations characteristic of noise.

However, phase unwrapping techniques have recently been developed 
which are immune to spike noise [13, 14, 15, 16]. Ghiglia describes the dis­

covery of a cellular automaton which can unwrap con s is ten t  phase data in n 

dimensions in a path-independent manner and which can automatically ac­

commodate noise-induced ( pointlike ) inconsistencies. Although robust for 
con s is ten t  phase data the procedure does not address inconsistencies which 
are large in scale. That is, those which are larger than pixel sized spike noise 
and so may not be detected by a pixel level inspection. As described, the 
technique requires a large number of iterations to converge. Goldstein et 
al. [15] and Huntley [16] have described algorithms based on cuts which are 
immune to such noise and computationally efficient.

The algorithm described here is robust, immune to noise and computa­
tionally efficient. However, the advantage of the MSTT algorithm over the 

former algorithms is that it is scalable. Utilizing small ‘ tiles’ it may unwrap 
a consistent phase map containing noise in a related manner to the methods 
of Ghiglia, Goldstein and Huntley. By increasing the size of tiles, larger local 
features of inconsistency may be detected. Ghiglia describes these as ‘natural 
or aliasing-induced path inconsistencies’ .

Natural path-inconsistencies can occur for a variety of reasons, because 
two independent objects overlap, for example. In satellite interferometry the 
tops of mountains and hills can be closer to the radar than their bases, so that 

in the interferograms, they appear to lean toward the radar. This is known 
as the layover effect. Shadows can cause large discontinuities, as can spaces 
between objects or their parts. Such spaces are especially problematic when 
they occur with a spatial frequency of the same order as the fringe spacing, 
as their size means that they may not be filtered out.

Aliasing-induced inconsistencies can be generated by the device recording 
the fringe pattern. This occurs when the device does not have a sufficient 
bandwidth to cope with that of the fringe field. That is, the fringes are less 
than the size of a pixel in width.
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In general, it is impossible to produce a totally unambiguous solution to 
a phase map with ‘natural or aliasing induced path inconsistencies’ . How­
ever, the MSTT technique incorporates strategies which minimise their ef­

fects where possible. In order to do so the strategy measures factors such as 
local fringe density, low modulation noise, fringe edge terminations and the 
extent to which the solution of neighbouring field areas agree.

The new MSTT method has an inherently high tolerance of errors in the 
interferogram, and operates on the ‘phase fringe’ fields generated by either 
the Quasi-Heterodyne or FFT methods.

! -  Scope Of Thesis

Figure 2.6: Relationship of Elements in Sector o f Fringe Analysis Considered

The interaction of the various elements in a fully automated fringe anal­
ysis system are shown in Figure 2.6. The two systems, leading to the genera­
tion of a wrapped phase map, allow some flexibility. It may be that analysis 
from a single interferogram is essential, in which case the Fourier Transform
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Technique may be employed, alternatively a need for greater accuracy [38] 
may promote the use of Quasi Heterodyning, which requires more than one 

interferogram.

2.3 The Analysis Of A Conventional Interfer- 
ogram By Fringe Tracking

A first approach in the analysis of an intensity fringe pattern might be fringe 
tracking. This involves identifying the fringe positions and following their 
track across the interferogram. The technique can be applied to a range of 

applications.
As G .T Reid [5] outlines, a number of fringe tracking methods have been 

proposed [8 , 9, 10]. Although these methods differ in detail, they usually rely 
on the following procedure:

i) Filter the image. Chambless [39] describes the application of the 
FFT to low pass filter speckle images.

ii) Either (a) fit curves to the intensity data with a view to inter­

polating between fringe centres [40] or (b) identify and track the 
intensity maxima and/or minima with a view to skeletonising the 
pattern and thereby minimising the amount of data which must 
subsequently be processed [41].

iii) Number the fringes either interactively [37] or automatically [42].

iv) Calculate the measurement parameter from the fringe pattern 
data.

In the analysis of high contrast, low noise interferograms which are produced 
in many applications of classical interferometry, especially Holographic In­
terferometry, it is often possible to proceed directly to the fringe tracking or 
curve fitting stage without filtering the image.

Many other types of interferogram, however, contain comparatively high 
levels of noise and/or exhibit quite severe variations in fringe contrast and 
therefore require pre-processing.
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Button et al. [8 ] describe two rudimentary methods of identifying fringe 
positions in Speckle patterns, based on fringe tracking. The first of these 
methods requires the manual input of an initial fringe position from which the 
average intensity along the direction of the fringe track for a given distance 
is found. The average intensities in two directions on either side of this are 
also computed. The direction with the minimum value is chosen to define a 
new point on the fringe and the procedure is repeated. In this way, the fringe 
is tracked until some predefined condition is satisfied. The second algorithm 
employs thresholding to reduce the fringes to a binary image. Each fringe 
then has a single intensity level which is tracked as before after the application 
of a procedure aimed at removing single pixels of noise. It was noted that 
the first algorithm occasionally wandered off a fringe track.

The methods described by Nakadate et al. [10] rely to a great extent 
on the operator indicating the positions of fringe centres with a light pen. 
Funnell [9] advocates the combination of fringe tracking procedures with a 
variety of user interactions. The user is permitted to specify a boundary 
within which to perform the analysis. The fringe centres are determined 
by selecting points along a line cutting all the fringes whose endpoints are 
specified by the user. The user may request a low pass filter to help with 
fringe breaks caused by noise. After each fringe is traced the user also has the 
option of accepting the trace or making the system try again from another 

point.

2.3.1 Problems Associated With Fringe Tracking In 
Completing The Interferogram Analysis

The relative displacement of the tracked fringes, with respect to their neigh­
bours, must then be determined. This is known as assigning fringe order 
numbers. If the operator has sufficient knowledge of the interferogram then 
the fringes can be numbered interactively. This procedure might consist of 
the operator identifying a fringe with a light pen or cursor and then typing 
the fringe number into the computer. Interactive fringe numbering can be 
quite hazardous when complicated interferograms are under analysis.

An erroneously numbered fringe can lead to substantial errors in the
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final calculation of the measurement parameter. In many circumstances, 
it is possible to overcome the fringe numbering problem by introducing a 
substantial degree of tilt [41] to the interferogram so that, the fringes become 
almost parallel with the greatest gradient in the measurement parameter, and 
is then seen as a deviation from straightness of the fringes. In this case, the 
fringe number increases by unity as one moves from one fringe to the next 

and fringe numbering can be carried out automatically.
The techniques applied by Yatagai, which employ tilt, [43] appear to per­

form well for the application they considered, an automatic flatness tester for 
VLSI circuit wafers. The combination of a variety of image processing proce­
dures leads to a correct automatic analysis, contrast enhancement, conversion 
to a binary image, and thinning. However, the application is a special case. 
Circuit wafers are not likely to have holes in them, for example. Yatagai uses 
a region labeling function of his image processing hardware to distinguish 
between fringes. If a gap were to exist between sections of the same fringe, 
such as would be produced by a hole, the sections would probably be labeled 

as separate fringes, and an error introduced.

Figure 2.7: Example Problem in the Determination of Fringe Orders in a 
Discontinuous Field

Under the tilt regime, a discontinuous field makes it difficult to automat­
ically determine fringe orders. Referring to Figure 2.7, the fringe at position 
A  could easily be given the same order as that at position B ,  simply de­
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pending on the scan used to determine the order numbers. 5 j and S? are 
two example scans. In some applications it may also be difficult to introduce 
sufficient tilt [5] to encode the underlying signal, this is a problem in common 
with the FTT method of fringe pattern analysis.

Fringe tracking is not an automatic system for the analysis of interfero- 

grams, except under very specific conditions.
It becomes necessary to identify clearly two important properties that a 

successful automatic fringe analysis system must embody.

i) The solution of the elevation/depression problem in the widest 
possible range of circumstances.

ii) The correct identification of fringe orders.

To acquire the second property it seems evident that an algorithm must 
certainly contain some mechanism for evaluating the quality of data in the 
field of the interferogram. Without such information a system could produce 
a confused result, and be incapable of giving any automatic indication of 
where a problem may have occurred. It is difficult to see how the problems 
of a fringe following system, e.g. tracking being halted at a fringe break or 
wandering over to another fringe, may be resolved without human interven­
tion.

2.4 Electronic And Quasi Heterodyning

2.4.1 Electronic Heterodyning

The first part of this next section is based largely on the review paper by 
Reid [5].

The heterodyning technique is employed to resolve directional ambiguity, 
between hills and valleys. It involves the use of a special type of interfer­
ometer. Although more complex than conventional interferometers, such as 
the Twyman and Green, these are constructed around the needs of auto­
matic analysis rather than visual interpretation. This means that they do 
not possess the same weaknesses as classical interferometers, i.e. sensitivity 
to background variation [5],
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Polarizing 
Beam Splitter

Figure 2.8: Heterodyned Twyman and Green Interferometer
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In principle, the heterodyne interferometer consists of a conventional two- 
beam interferometer in which the fringe pattern is analysed electronically. 
The interferometer may be of any type having two separate beam paths. 
In one path the beam either passes through or is reflected from the optical 
element being tested, while in the other, the original wavefront is preserved 
as a reference plane [19]. A heterodyned Twyman and Green interferometer 

is shown in Figure 2.8 [5]. Bragg cells are placed in both beams of the 
interferometer to impose unequal frequency shifts, Aui and Au>2, on the 
interfering laser beams. Denoting u> as the optical frequency of the light 
leaving the laser, E  as the optical field amplitude and <f> as the optical phase, 
we can represent the two interfering laser beams, at time t, by

Ei =  Eoi cos((u> -(■ Au^i)t ■+■ <f>\) (2.24)

E2 — Eq2 COs((u> “I" Au. 2)t “t" (p2) (2.25)

A photoelectric detector, lying within the interference field, will generate 
a photocurrent, t, of the form

i = <  E\ ■+■ E 2 > 2 (2.26)

where < >  represents time averaging due to the finite bandwidth of the 
detector. Expanding Eqn. 2.26, we find

* =  Eli <  cos2((w +  Ao>i)t -I- <t>i )  >  -(- (2.27)

£$! <  cos2((u> +  A u>2)< +  <t>i) >  +

Eq\Eo2 <  cos((2w +  Aw'i Au?2)f i +  <t>2) ^  "h 

E01E02 <  C O s ( ( A u > l  — A u.'2 ) /  +  <f>\ — ^ 2 )  ^

Assuming that the bandwidth of the detector exceeds (Au>i — Aw2) but 
is much less than u>, then only the last term of Eqn. 2.27 will contribute 
to the alternating photocurrent. Under this condition, therefore, the phase 

(<t> 1 — <¡>2 ) of the alternating photocurrent which is generated at a given pixel 
is equal to the phase of the interferogram at that pixel.
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The use of heterodyne interferometry allows certain issues for the fringe 
analysis software to be eliminated. The phase values produced are not af­
fected to a great extent by stationary noise and variations in contrast of the 
fringes. The greatest benefit is that the increase or decrease of phase with 
an increasing or decreasing fringe order number means that the complexities 
of determining fringe orders are reduced. However, noise and the possibility 
of a non contiguous fringe field are still problems.

2.4.2 Quasi-Heterodyning

The Heterodyne method relies on the detector being sensitive to the difference 

in frequencies between Au>i and Au>2, and not sensitive to frequencies above 
u .  This sets a specification for any photo detector that might be used.

Ideally an array of detectors is needed, so that phase can be sampled at 
a large number of positions. At first it might be thought that video type 
cameras, especially Charge Coupled Devices which typically have a usable 
resolution of 512 by 512 detectors, would be quite suitable. However the 
capture frequency of such cameras is limited to video rates, around 25Hz. 
This is incompatible with the frequency shifting techniques available which 
give (Au>i — Aw2) in the range of kilohertz.

The Quasi-Heterodyne technique [2, 3, 4, 5] overcomes this problem by 
sampling at discrete steps of phase and time. It is probably the most impor­
tant technique that has been developed for the automatic determination of 
elevation and depression. It is compatible with video systems and like the 
Heterodyne technique is tolerant of local intensity variations.

Figure 2.9 shows the arrangement of the interferometer used in Quasi- 
Heterodyning. Note the addition of the piezoelectric translator to alter the 
pathlength /, for the different phase positions. Referring back to the discus­
sion at the beginning of the chapter and Equations 2.19, 2.20 and 2.22.

w\ =  Ai cos(u>t +  2kl)

wj =  A2cos(uj< -I- 2kp(x,y))
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Interference Pattem

with

I ( x ,  y, I) oc A 2 =  A j 2 +  A 2 +  2 A t A 2 cos(2 k (p (x ,  y )  — /))

It may be seen that the real factor of interest is now the profile of the 
test surface p ( x , y ) .

Eqn. 2.22 may be rewritten using the identity

cos(^4 — B )  =  cos A  cos B  +  sin A  sin B  (2.28)

to give Eqn. 2.29 shown below

I (x , y , l) oc a0 +  aj cos 2 kl +  b\ sin 2kl (2.29)

In Eqn. 2.29 the variables are defined as follows

a0 = A i 2 +  A 22 (2.30)
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and the cosine coefficients a\ and b\, which are functions of x  and y  are

a i =  2 A 1 A 2 cos2 k p (x ,y ) (2.31)

and

61 =  2A \A i  sin 2kp(x , y )  (2.32)

The aim is to find the profile of the test object. First of all it is noted 
that by obtaining values for at and bj the profile may be calculated from;

2 k p (x ,y )  =  arctan(— ) mod 2ir (2.33)
at

where ‘mod 27r’ indicates that the map obtained is wrapped every 2 tt 

phase change of I.

The profile can therefore be found from I  provided that ai and 6j can be 
isolated. /  is obtained from discrete samples at varying / using a detector 
sampling in x and y. This might be achieved, for example, by using a CCD 
camera on a traverse. Such samples represent a sequence of fringe patterns 
captured at different phases of / .

Note, the proportionality of I  in Equation 2.29. Any constant of propor­
tionality between the sampled intensity values and I  is cancelled out in the 
division of 6j by aj in Equation 2.33 when actually calculating the profile. 
However, a non-linear response in the detector, clearly, has an effect on the 
measurement. Linearisation of the response of the detector is a subject which 
has received little comment in the literature.

It is now shown how a0, ai and bt can be obtained from I .  The continuous 
case is considered first. Suppose t is equal to the right hand side of Equation 
2.29;

i(x, y ,  l) =  a0 +  a\ cos 2kl +  &! sin 2kl (2.34)

ao is obtained by integrating over one cycle of length L, for constant x 
and y .  A sa  result of the integration this gives a0L. The rest of the expression 
becomes zero as the integrals of sin and cos over one cycle are zero. So a0 is 
given by,
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(2.35)
1 rl o+£

a0 =  i ( x , y , l )  dl

The coefficient ai is obtained by multiplying both sides of Equation 2.34 
by cos 2kl and again integrating over one cycle. The orthogonality of the sine 
and cosine functions means that the sine part of i ( x , y , l ) ,  that is b\ sin2fc/ is 
eliminated in the integration, whilst the cosine part becomes cos2 2kl. The 
integral of cos2 over one period is a half, hence the £ in the equation below,

2 W o+£
ai =  — I i ( x , y , l )  co s2 k l  dl (2.36)

Lj JIq

Similarly, an expression for bi may be obtained by multiplying by sin 2kl 

and integrating over one cycle,

2 do+t
¿>i =  — I i ( x , y , l )  s'm2kl dl (2.37)

L Ji0

For a discussion of Orthogonal Functions and the Trigonometric Fourier 
Series, upon which this process is based, see reference [44].

The next step is to convert this continuous representation to one that 
applies to discrete samples. Below, the integral of intensity over one cycle is 
approximated by a discrete sum,

rlo+L N - i  N- 1
t(x, y, l )  dl ss *(*> =  A  1 ^ 2  i (x ,  y ,  lj) (2.38)

•/‘o j —0 >=0

From this description the following discrete representations for a0, a\ and 
6i are obtained,

A N~ l
ao = t(x, y, / j )  =  A S  +  A22 (2.39)

L j~o

the coefficients ai and are given by;

2 A  i .
ai =  —7— ? .  i ( x , y , l j ) c o s 2 k l j  =  2 A l A tC o s 2 k p ( x ,y )  (2.40) 

L i =o

9  a TV—1
bi =  7 ~ t(x,j/, lj )s\n2klj =  2A \A 2 sin 2kp(x , y )  (2.41)

L J= 0

where N  is the number of intensity samples. The phase at the given x  y
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sample position p ( x , y )  is then, as was seen earlier, given by

2 k p (x ,y )  =  arctan(— ) mod 2ir (2.42)
a\

Equations 2.40 and 2.41 are a general form of the Phase Stepping equa­
tions. It is often the case that just 3 or 4 fringe fields are combined, at phase 
steps of either 90 or 120 degrees. In the case of three fringe fields at a phase 
step of a, the phase <f> at a given pixel may be calculated more concisely from

{ h  — h )  cos a +  ( / i  — h )  cos 2a +  ( / 2 — I\) cos 3a 
(I3 — / 2) sin a  +  ( I i  — I3 ) sin 2 a  +  ( I 2 — I t )  sin 3a

(2.43)

where I \, / 2 and / 3 are the intensities of the interferograms at the three 
phase positions a, 2a and 3a respectively [2].

2.5 The Fourier Transform Technique

Takeda et al. [6] describe a method of extracting phase values from a single 
interferogram by relying on the addition of carrier fringes. These carrier 

fringes may be introduced by a tilt or translation of the object or part of 
the optical set up. In fact, this is a similar process to that required for the 
reliable analysis of an interferogram by fringe tracking. No closed loop, or 
split fringes should be present.

The direction in which the tilt on the object has been applied, to obtain 
the carrier fringes, is not recoverable from the interferogram. This may 
lead to the wedge shape in the measurement parameter ( which the carriers 
represent ) being reversed, so that its slope becomes normal to its original 
slope, in which case hills become valleys and valleys become hills. However, 
the direction in which this wedge is inclined may usually be supplied as an 

input to the analysis software and does not represent a serious handicap.
Figure 2.10 shows a computer generated example of an interferogram. 

In a real experiment such an interferogram might, for example, be generated 
by a double exposure holographic method. Such an interferogram could 
represent a circular plate with pressure applied at its centre, which has caused 
a small deformation in the range of micrometres. The object is not tilted
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and so there are no carrier fringes involved.
Figure 2.11 shows another computer generated interferogram. This sim­

ulates the interferogram of a perfectly flat plate, tilted very slightly until 
it forms a wedge. In effect the image shows a set of unmodulated carrier 

fringes, due to the flatness of the plate.
Figure 2.12 shows the interferogram that would result from applying a 

central deformation to a flat plate and tilting it, between exposures. In this 
case the carrier fringes are modulated by the deformation of the plate. Figure
2.5 shows the wrapped phase map produced by an FFT analysis.

Figure 2.13 shows a real interferogram of a metal disc made in this way.
An interferogram containing carrier fringes may be represented by the 

equation below,

g ( x ,  y )  =  a (x ,  y )  +  6(x ,  y )  cos (2irf0x  +  <f>(x, y )) (2.44)

where a ( x , y )  is the background intensity, b(x , y )  is the amplitude, <f>(x, y )  

is the phase and /o  is the spatial-carrier frequency.
The bandwidth of the image capture device employed should be sufficient 

to satisfy the sampling theory requirements of Nyquist for the spatial-carrier 
frequency f 0. The carrier fringes run horizontally, so this is of particular 
importance in the x  direction.

The input fringe pattern is rewritten in the following form for convenience 
of explanation:

g ( x , y )  =  a ( x , y )  +  c ( x , y ) e x p ( 2 n i f 0x )  +  cm( x , y ) e x p ( - 2 i r i f 0x )  (2.45) 

with
c ( x , y )  =  ^ ^ e x p [t< £ (x ,j /) ]  (2.46)

where * denotes a complex conjugate.

Next, Eqn. 2.45 is Fourier transformed with respect to x  by the use of a 
set of one dimensional Fast Fourier Transforms, one for each scan line, which 
gives
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Figure 2.11: Computer Generated Example of Interferogram ( The Subject 
Simulated is a Tilted Flat Plate )
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G (/, y )  =  A ( f , y )  +  C ( f  -  f 0, y )  +  <?*(/ +  /„ ,  y )  (2.47)

where the capital letters denote the Fourier spectra and /  is the spatial 

frequency in the x  direction.
Assuming c t ( x , y) ,  b ( x , y )  and <t>(x,y) have frequencies which are much 

lower than the spatial carrier frequency /o , then their spectra will be sep­
arated as shown in Figure 2.14. In this figure the y axis is normal to the 
page.

Figure 2.14: Separated Spectra of Fringe Pattern

The algorithm utilises one of the two side lobes. Suppose C ( f  — f o , y )  is 
chosen. Womack’s Complex Exponential Window Algorithm [45] is identical 
to Takeda’s. A translated Hamming function is suggested, as a filter window, 
to extract the desired side lobe. An ideal filter would cut away the zero peak, 
stemming from the slowly varying background illumination, and filter out 
high frequency speckle noise. The spectrum would then be translated along 
the frequency axis by f 0 so that it sits in the position shown in Figure 2.15.

Taking the inverse Fourier transform of C ( f , y )  with respect to x,  we find 
c ( x , y ) .  The phase may then be calculated from Eqn. 2.50 below
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Figure 2.15: One of the Side Lobes Translated to the Origin

c ( x , y )  =  exp[i<ft(x,y)] (2.48)

Recall

(exp[i>(x, y)] =  cos <p(x, y ) +  i sin <f>(x, y ) ) (2.49)

(2.50)

in which 9fc[c(x,y)] and 3[c(x ,y)] represent the real and imaginary parts 
of c (x ,y ), respectively.

sional FFT on each scan line of the field. It utilises each sample point in the 
computation of the frequency spectrum and so, in the inverse computation 
which yields phase, every point on a given scan contributes to the phase 
value given for any individual point. The one dimensional version of the al­
gorithm requires that the carrier fringes are incremental along the horizontal 
axis of the frame. If the carrier fringes are not horizontal, ( perhaps they 
are diagonal for example ) then the algorithm operates on the the horizontal 
component of the carrier and leaves a ramp in the solution running from the 
top to bottom of the frame, the gradient of which corresponds to the vertical 
component of the carrier fringe pattern.

Macy [46] describes a modification to the above technique which utilises 
a two dimensional FFT. This does not require the carrier fringes to run 
horizontally.

The Fourier transform method as described here performs a one dimen­
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Kreis [38] later uses a two dimensional transform in the evaluation of an 
interferogram of a thermally loaded panel. In this example, a hologram is 
made of an illuminated panel. The hologram is developed and replaced in 
its original position. A video frame is then captured from this reconstruc­
tion. After a temperature change, interference fringes are formed between 
the hologram and the thermally distorted panel. A video frame of this image 

is captured.
The frequency spectra of the two video frames, before and after, are 

computed via a two dimensional FFT. The complex spectrum, yielded by the 
FFT, of the background is subtracted from the spectrum of the interferogram. 

This effectively removes the A ( f , y )  term.
The isolation of a single side lobe is then simply a matter of zeroing one 

half of the complex spectrum. The method then follows the same lines as 
before; translation ( in a 2D sense ), inversion and phase calculation from 
the arctangent of the ratio of the imaginary and real parts of the inverted 
FFT.

The procedure described by Kreis enables the side lobe to be isolated 
without a windowing operation in the Fourier domain. That is, the side lobe 
may be isolated without, necessarily, having to use a window to isolate it 
from the DC and A ( f , y )  term. However, this does mean that two images are 
required. A background image is required in addition to the encoded fringe 

pattern.
Windowing methods are prone to error, especially if the interferogram 

contains masked areas, such as the model in a flow experiment ( this case 
is considered in Chapter 5 ). The A ( f , y )  term then not only records slight 
intensity variations across the image, but also the Fourier transform of the 
masked area ( model ). The frequency domain impression of a masked area 
has a much greater spread than simple low frequency undulations in intensity 
( due to the step edge bordering the masked area ). If a background image is 
employed then the transform of the masked area, as well as the low frequency 
intensity fluctuations, are eliminated in the subtraction of spectra. In the 
windowing case it is possible that the masked area impinges on the side lobe 
so that the side lobe is not correctly isolated.

61



2.6 Phase Unwrapping Algorithms

The following section describes a number of algorithms which have been 
developed for phase unwrapping.

The reader is asked to bear in mind that most of the algorithms rely 
on the successful detection of fringe edges. Considering this fundamental 
point, it is surprising how little attention has been paid to the subject. Edge 
detection will be covered in Chapter Four.

2.6.1 The Phase Fringe Counting/Scanning Approach 
To Phase Unwrapping

The procedural steps followed under a Fringe Counting system are described 
below:

i) The digitised interferograms are filtered to eliminate noise. As 
for the fringe tracking method, this process may be performed 
by spatial filtering ( see Chapter Four ) or an FFT low pass 
filter [39]. A wrapped phase map is then computed by either the 
Quasi-Heterodyne or FFT techniques.

The field then contains a relatively clear definition of fringe bound­
aries. The phase is linearly related to the measurement parameter 
other than at these edge discontinuities.

ii) The fringe edges may be found via an edge detection system which 
seeks a phase change of a specified threshold level. A binary image 
recording these points is then produced.

iii) The field is retraced on a scan line by scan line basis, a count 
is kept of the fringe edges passed using the binary image found 
above. This count is incremented or decremented dependent on 
the direction of rollover of the fringe edge. The count ( multiplied 
by 2it ) is added to the phase values of successive pixels [11],

iv) The horizontal scans are then arranged relative to one another by 
using a single vertical scan, or vice versa. Various strategies may 
be applied to select a good candidate for the arranging scan.
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v) At the conclusion of this process an unwrapped map is obtained.
By scaling the range of the unwrapped phase, an estimate of the 
measurement parameter is produced.

The algorithm relies on the quality of the fringe edges. However, there 

can be no guarantee that, even after filtration, noise in the fringe edges will 
disappear. The behaviour of the edge detection technique is an important 
factor. For example the fringe edge must always be distinguished by at least 
the threshold level of the detection procedure. Any failure is carried across 
the field and may disrupt many points of a particular scan in the map.

The scanning algorithm, as was mentioned earlier, has little hope of re­
solving a discontinuous fringe field as, in the case where holes exist, simple 
fringe counting would far from represent the measurement parameter. Many 
errors would be propagated across the field.

2.6.2 Cellular-automata Method for Phase Unwrap­

ping

In the simplest case, a cellular automaton consists of a line of sites, each site 
having a value zero or one. The sequence of site values is the ‘configuration’ 
of the cellular automaton. The cellular automaton evolves in discrete time 
steps. At each time step, the value of the site is updated according to a 
definite rule. The rule specifies the new value of a particular site in terms of 
its own old value, and the old values of sites in some neighbourhood around it. 
The neighbourhood is typically taken to include sites up to some small finite 
range from a particular site. In general, the sites in a cellular automaton 
may take on any finite set of possible values, rather than simply zero and 
one. In addition, the sites may be arranged on a two or higher dimensional 
lattice, rather than on a line. As a further generalisation, one may allow the 
value of a particular site to depend not only on values at the previous time 
step, but also on values from preceding time steps [47].

Cellular automata have five fundamental defining characteristics:

i) They consist of a discrete lattice of sites.

ii) They evolve in discrete time steps.
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iii) Each site takes on a finite set of possible values.

iv) The value of each site evolves according to the same deterministic 
rules.

v) The rules for the evolution of a site depend only on a local neigh­
bourhood of sites around it.

Ghiglia describes an interesting automaton which unwraps phase [13]. 
However, it should be noted at the outset that it is not the action of the 
automaton logic itself which detects or flags errors in the phase map. The 
automaton performs the task over a large number of iterations. Considering 
a two dimensional field, the whole field area progresses successively towards 

the unwrapped solution over each iteration.
A field is unwrapped by the action of many operations, which to begin 

with have a small spatial extent. It is assumed that the field fundamentally 
represents a continuous function, but with added pointlike inconsistencies.

The approach works from the pixel level and gradually gathers more and 
more of the surrounding areas together, until the whole field is solved.

2.6.2.1 Detecting Possible Inconsistencies

A simple means of flagging possible inconsistent regions is implemented by 
checking all 2 x 2 pixel areas in the field according to the procedure shown 
in Figure 2.16. The phase is unwrapped along the closed path indicated. If 
the sum of the wrapped-phase differences along the path equals zero, then 
all four points are said to be consistent; otherwise all four points are flagged 
as inconsistent.

This is done for all 2 X 2 regions until the entire field is covered. These 
flagged inconsistent regions may be superimposed upon the wrapped phase 
map. Depending on the type of inconsistency, the 2 x 2  pixel consistency 
check may not find all inconsistent paths, but gives visual evidence where 
problems can be expected.
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Figure 2.16: 2 by 2 Pixel, Path Consistency Check

2.6.2.2 Two-Dimensional Algorithm Description

Any point flagged as inconsistent by the 2 x 2  path checker ( or by manual 
intervention if required ) is not included in any automaton decision-making 

process. Only the unflagged points are used in the local neighbourhood. The 

complete 2-D algorithm for the automaton is as follows:

i) Each site looks at all unflagged neighbours within a distance of 
one unit. Only 4-connected (i.e. orthogonal) neighbours are al­
lowed, not diagonal neighbours. The phase differences between 
the site of interest and each neighbour are computed ( .i.e. <f>,uc —

4*neighbour ) •

ii) The strength of each neighbour’s vote is defined to be equal to 
the integer number of 2x shifts necessary to wrap the respective 
phase differences. The strength of votes is accumulated.

iii) The site is changed in value by 2ir in a direction appropriate to 
the accumulated strength-of-vote ( .i.e., if there is a stronger ‘up’ 
vote than ‘down’ vote, the site increases by +2ir ).

iv) If none of the neighbours differ by more than ir from the current 
site, no change is made to the site value. If the accumulated
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strength-of-vote is identically zero, the site is changed by +2x 
(i.e. tied strength-of-votes are arbitrarily broken in the positive 
direction ).

v) Repeat steps i) through iv) until the period-two oscillatory state 
is reached, then average two oscillatory states [13]. If the phase 
is not unwrapped, go to first step; otherwise terminate.

2.6.2.3 Cellular-automata Conclusion

Cellular-automata methods can unwrap phase in one and two dimensions, 
beginning with an array of principal values. The cellular-automata method 
has a natural parallelism and path independence.

It is pointed out, however, that the ability of the technique to deal with 
noise points, relies upon proper masking by the 2 x 2  noise detection pro­
cedure. This is not part of the cellular automaton logic. Any bad areas of 
data in the interferogram would have to be masked, via some algorithm, or 
manually for the cellular automaton to operate correctly.

In contrast, the weighting strategy of the MST algorithm does not require 
the flagging o f point noise by a 2 x 2 pixel consistency check. The MST 
algorithm assumes that the larger the phase change between adjacent pixels, 
the more likely an error becomes.

It is stated that aliasing-induced or natural phase dislocations can be 
accommodated by region partitioning guided by a priori knowledge or by 
almost arbitrary partitions designed to prevent unwrapping across inconsis­
tent boundaries. The MST algorithm will show that such partitioning may 
be achieved to a great extent automatically.

As the algorithm works close to the pixel level, automatic partitioning of 
large areas is not considered. In the absence of any inserted partitions the al­
gorithm produces a series of self-similar patterns, where some discontinuities 
are removed and others recreated in a never-ending, extremely long period 
cycle.

A second disadvantage of the algorithm is that it may require a very large 
number of iterations to produce a result. In addition each iteration is inher­
ently parallel in nature and so on a sequential machine takes a substantial

66



time to complete for all cells. It is stated that parallel machines may alleviate 
this problem. The use of a larger cell size would also increase the speed of 
the algorithm. This requires more rules. Since Ghiglia first published his 
work, there has been some interest in the method.

Buckberry [48], has demonstrated a cellular-automata phase unwrapping 
system which employs the power of a frame store with an associated arith­
metic processor. This processor permits rapid execution of low level pixel 
operations, and has proved highly suitable for the technique. The approach 
is employed in an ESPI system, employing the phase stepping method.

Spik [49] has investigated the method and implemented it on an array 
processor. Spik makes some comments on the operation of the algorithm. 
The algorithm begins modifying the field from the edges of phase fringes. It 
shifts these edges by one cell in each pass through the field. This process is 
called ‘ local iteration’ . Eventually, a period-two oscillatory state is reached, 
which can be detected by comparing the latest iteration with the previous 
one. To continue phase unwrapping, a global iteration has to be applied, 
during which the mean value for each point is calculated by taking values 
from the latest picture and the previous one. The field, after a global iter­
ation, appears similar to that before the global iteration except that phase 
fringe edges are shifted to different positions and often lie between the fringe 
edges of the initial condition. The fringe nearest to the bounds of the frame 
is removed, the global iteration removes one fringe from the wrapped phase. 
The number of global iterations necessary to completely unwrap the phase 
is greater than or equal to the number of phase fringes. Large scale disconti­
nuities produce changes during local iterations and finally unwanted fringes. 
If no correction routine is applied the phase is not properly unwrapped. In 
these cases algorithms never reach a stationary state and manual intervention 
is necessary.

Spik further states that the number of local iterations necessary to reach 
the period-two oscillatory state depends on the number of fringes and their 
locations in the field. For many phase fringes the number of local iterations 
is small because the cellular distributions which spread from fringe edges 
meet similar cellular structures from neighbouring fringes. If fringes are close 
together then a few local iterations fill the space between them and it quickly
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tends to the period-two oscillatory state. After several global iterations, 
when few fringes remain in the field, the number of local iterations required 
to complete all global iterations depends on the position of the outer fringe 
in relation to the field boundary. The cellular pattern also spreads from the 
outer fringe edge to the boundary. In this particular case the number of 
local iterations necessary before the global iteration may equal the image 

resolution [49].

2.6.2.4 Modification to Original Cellular Automata Algorithm

Spik describes a modification to the original algorithm to aid with the de­
tection of inconsistencies. The original algorithm, due to Ghiglia, has no 
mechanism to remove or mask large-scale path inconsistencies. The routine 
to mask path inconsistencies consists of a test of every 2 x 2  group o f pixels to 
ensure that the sum of the wrapped phase differences in a square path around 
all four pixels is zero. If an inconsistency exists, the sum will be non-zero and 
all four are masked out. This procedure, in the original algorithm, is only 
applied once, before the phase unwrapping process. This is inadequate be­
cause the routine masks single point path inconsistencies rather than larger 
dislocations. If such a larger phase dislocation appears in the field, only the 

ends of the discontinuity line are masked, not the whole path. The disconti­
nuity masking algorithm can be improved by applying the same routine after 
each global iteration, thus allowing the masked points to propagate along the 
whole length of an inconsistency or fringe break. Spik states that the im­
provement is not directly applicable to the original algorithm. The original 
algorithm has therefore been modified.

The modification involves consideration of the 8 neighbours to each point, 
instead of only 4. The result is to enlarge the simple cell by a factor of two, 
compared to the original one. The speed of the algorithm is improved by 
almost a factor of two. After each global iteration phase fringes are obtained 
without striation lines. This permits the phase inconsistency masking routine 
to be applied after each global iteration [49].

There is a shortcoming in the algorithm which should be pointed out. 
Even applying the masking routine after each global iteration, discontinuities
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which cause a large fringe break are not catered for, also the direction in 
which a discontinuity should be propagated is not determined by the masking 

routine.
The spatial direction in which phase unwrapping proceeds, on an iteration 

by iteration basis, with the cellular automaton is not affected by the quality 
of the data in the field above the size of the cell or of the masking test. That is 
all areas are unwrapped simultaneously and synchronously. The routine does 
not try to  avoid areas of inconsistency, it simply runs into them, avoiding 
those that may be detected by pixel comparisons over a number of iterations. 
Actually Spik mentions this limitation, ‘for long discontinuities phase map 

partioning may occur’ .

2.6.3 Berlin Development of Minimum Spanning Tree 
Method

Since beginning this literature survey it has come to my attention that a 
group in Germany have also been working with Minimum Spanning Trees 
for phase unwrapping [14].

Their first paper on the subject, as far as the author is aware, was first 
presented in April 1989 [14]. The author’s early work on minimum spanning 
trees for phase unwrapping was first presented in August 1989 [50]. A version 

of this paper incorporating the tiling method, but without the minimum 
spanning tree connection strategy was presented in March 1989. Two journal 
papers by the author have appeared covering stages in the development of 
the M STT phase unwrapping technique these are given as references [51] and 

[52].
The manner in which Ettemeyer, the author of the Berlin paper, employed 

the trees differs from the way the author first employed them. Ettemeyer, 
again, chose to address the pixel level phase unwrapping problem. The author 
first used tiles, or blocks of pixels, to solve around larger discontinuities. 
The Berlin paper was published in German. The relevant section has been 
translated, and this appears below. It is similar to the pixel level phase 
unwrapping algorithm ( discussed in Chapter Three ).
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2.6.3.1 The Berlin Pixel Level Minimum Spanning Tree Algo­
rithm

The basic principle of the phase unwrapping method is that before the pro­
cedure of phase unwrapping, there is a path to be found through the phase 
image where errors can be avoided with the most probability. Parts with 
very bad information should be unwrapped at the very end of the evaluation 

so possible mistakes are localised and not dragged along through the whole 

picture.
To do this, the computer first of all compares the complete neighbour­

hoods in the modulo-2jr picture and sorts them with the criteria of ‘size of 
phase difference between neighbouring pixels’ .

A graph of edges ( neighbourhoods ) is built up so every point can be 
compared to their upper right neighbour. Afterwards a table is constructed 
where edges are arranged so that the edges with the smallest values ( the 
difference of the phase between neighbouring points is as small as possible 
) are at the top and points with increasing values are at the bottom. Of 
importance here, is consideration of the phase being arranged in a unified 
circle so the values 0 and 360 degrees are identical.

With the help of this table a minimum spanning tree is constructed. That 
is all neighbouring points with small edges are connected ascending to the 
greater edge values. This means, that points with the greatest neighbour­
hoods are evaluated at the very end. However, because those are exactly the 
points with the highest probability of containing mistakes, these are limited 
locally to small parts of the phase map.

This is, for example, especially recognisable in areas where the sampling 
theorem is violated, e.g. if the density of edges is too great, or there are 
cracks in a part of the reconstruction ( interference fringe jumps ), or shadows 
( missing information ). [14]

2.6.3.2 Conclusion to the Berlin Pixel Level Minimum Spanning 
Tree Algorithm

The method described above has the same underlying principle to my own 
pixel level unwrapping algorithm. The weights are computed differently,

70



however, that is here the weights are computed from the difference in the 
average phase of adjacent pixel pairs, rather than the difference of pixels, 
only. From my investigations, the latter weighting strategy is more sensitive 
to noise. This may be simply explained.

The effect of an averaging filter, placed over a spike noise point, is to 
spread the spike so that it raises the values of surrounding pixels. Using 
the average in the graph weighting strategy serves to increase the weight 
of graph edges, which connect to pixels surrounding the noise point. These 
are embedded in the unwrapping path before the noise spike is actually 
reached, thereby causing the algorithm to delay further its approach to the 

noise spike.
The German algorithm is, without the benefit of the hierarchical ap­

proach, sensitive to discontinuities larger than the pixel. The algorithm at­
tempts to solve the entire field in one swoop. A major problem is the time 
complexity of the minimum spanning tree algorithm. The best sequential al­
gorithm has a time complexity of 0 (  n2 ), where n is the number of pixels in 
the image ( the same order as a bubble sort ). This means that the execution 
time of the algorithm increases as the square of the number of pixels consid­

ered. If the whole image is considered, as Ettemeyer implies, then the phase 
unwrapping algorithm will perform very slowly. Using the tiling approach, 
the number of pixels considered at one time is restricted to the area of the 
tile, and so n is reduced. That is the complexity of the algorithm becomes 
0 ( f~ j m2 ) where m  is the number of pixels in a tile, and n the pixels in 
the image ( this figure does not include the overlap pixels ).

2.6.4 Noise-immune Cut Methods of Phase Unwrap­

ping

The phase unwrapping method described by Goldstein [15] is an enhancement 
of the fringe scanning algorithm. The basis of the algorithm is to place cuts, 
on a scan line by scan line basis, between points of phase discontinuity in 
order to minimise the length of the propagated discontinuity. The size of the 
discontinuity is termed the cut length.

The point discontinuity masking procedure, described with regard to the
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Cellular-Automata method, is also used in this algorithm. However, the 
masked point is now known as a residue, and is signed. That is it may be 
either positive by one cycle, negative or zero. This is illustrated by Figure
2.17 ( the values shown are fractions of a fringe, not phase values ). The 
sign of the residue is determined by the difference between the start and 
end phase pixels, after a clockwise step through the 4 pixels comprising the 
residue. The algorithm is described below.

0 .
1
0 —
1

— ► 0 .3

U.O u .o

Figure 2.17: A Positive Residual

The interferogram is scanned until a residue is found. A box of size 3 
pixels is placed around the residue and searched for another residue. If an­
other residue is found, a cut is placed between the pair detected. If the new 
residue is of opposite sign to the first, then the cut is designated as "un­
charged” and the scan is continued in search of another residue. If, however, 
the sign of the residue is the same as the original, then the box is moved to 
the new residue and the search is continued until either an opposite residue 
is located, the resulting total cut then being uncharged, or new residues can 
be found within the boxes. In the latter case, the size of the box is increased 
by 2 and the algorithm repeats from the then current starting residue.

The processing stage above detects pixels of phase discontinuity and 
masks them out. The phase unwrapping path required to circumnavigate 

the discontinuities is still to be computed. The next step in the process is a 
little vague. Goldstein implies that whilst the masking process is underway, 
phase is unwrapped scan line by scan line as far as the first residue on each 
scan line. Thus, a portion of the field would be unwrapped upon completion
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of the masking process, although these partial scan line solutions would not 
be related to one another. It seems that a kind o f flood fill of the remaining 
pixels is applied, taking the points already unwrapped as the initial wave 
front. This process would have to take account o f the remaining phase roll 

over points.
Goldstein states that a ’layover’ area in their satellite images was typically 

characterized by a preponderance of residues of similar sign, in a line, in one 
half of the layover region, with a corresponding set of opposite sign in the 
other half. It is stated that the cutting algorithm was successful in isolating 

such areas.

Figure 2.18: Two Alternative Pixel Paths for Unwrapping the Phase at Data 
Point x l, y l

Huntley [16] has also described an algorithm which relies on placing cuts 
within the phase map. The algorithm is aimed at solving consistent phase 
maps with noise spikes, although the algorithm would also isolate adjacent 
residues, in a similar manner to the method described by Goldstein above.

The basis of Huntley’s algorithm is the requirement that, given the phase 

at pixel ( x 0,yo ), the phase at any other point ( X j ,  y 1 ) in the image should 
be defined uniquely, independent of the path by which the phases are un­

wrapped. This is again achieved by placing cuts in the phase map, which act 
as barriers to unwrapping.

Consider the two pixel paths A  and B  in Figure 2.18. The sequences 
of phase values along the two paths are denoted $ /i(i) ( i =  0,1,... N a  ) 

and ( j  =  0,1,... N b  ), respectively ( N a  =  3 and N b  =  5 in Figure
2.18 ). Unwrapping along A  is achieved by calculating the number of 2n
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discontinuities, dA(i)  ( i =  1,2,..., N A ), between adjacent pixels:

dA(i)  =  [ ( « ¿ ( i )  -  <M*' "  l ) ) /2 » )  (2.51)

where [...] denotes rounding to the nearest integer. The value 2irdA(i) is 
then subtracted from the phase values along the rest of the path (i.e. from 
0 ^(2'), i‘ =  i , i  +  1,..., N a ). The sequence d s ( j )  required to unwrap 0 b is 
defined in a similar way. Uniqueness of the unwrapped phase at ( x\,y\ ) 

requires the total number of discontinuities along the two paths be equal; i.e. 
that the parameter 5, defined below, is equal to zero,

NB
S = Y . dB ( j ) - ' E d A(i)  (2-52)

¿=i »=1

If path A  is reversed, the dA(i)  all change sign, so that 5  is just the 
total number of 2tt discontinuities around the counter clockwise loop C . The 
problem, therefore, is to construct the cut lines such that any permissible 
closed loop ( i.e. one which does not cross a cut ) has 5  =  0.

To proceed systematically, a closed loop around each of the smallest pos­
sible units of the phase map: a square of 4 pixels, is considered. The dis­

tribution of s  ( the discontinuity source map ) is calculated from 0 (x ,y )  as 
follows:

y) = [($(* + l ,y) -  ^(x,y))/2n] + (2.53)
[(0(æ +  1, y  +  1) -  0 (z  +  1, y) )/2n]  +
[(0 (x ,y  +  1) -  $ (x  +  l , y  +  l))/2?r] +  

[ ( 0 ( s , y ) - 0 ( x , y +  1))/2tt]

The value of 5  for large loops can be easily obtained from s ( x , y ) .  For 

example, path C  in Figure 2.18 has 5  =  s(xo,yo) +  s(xo+l,J /o) +  s (x o ,y o+ l) 
because the contributions from the internal paths cancel. In general, 5  can 
be calculated for any closed loop as

S =  £ s ( x , y )  (2-54)
*,v

where the sum is over all pixels enclosed by the loop [16].
In implementing the algorithm, Huntley uses two arrays of flags, H ( x , y )
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Figure 2.19: Example Cut Made Between Two Discontinuity Sources s =  +1 
and s =  -1

and V ( x , y ) .  These are initially set to zero. To indicate a cut between a pair 

of points, for example (£ 2, 2/2) and (£ 3 , 2/3 ), the vertical cut array V (x - i , y )  is 
set to 1 for all points with £ =  £ 2  and y  between either 2/2 +  1  and 2/3 , if 

2/2 < 2/3 or 2/3 +  1 and 2/2, if 2/3 < 2/2 - A similar procedure is performed for 
the horizontal cuts, setting H ( x , y 3 ) to 1 for all points with y  — y3 and x  

between either £ 2 + 1  and £3, if £ 2  <  £3 or £3 +  1 and £2 , if £3 < £2 . A 
simple example is given in Figure 2.19.

Phase unwrapping may then be carried out from any point, as is necessary 
for path independence. For example, suppose the phase at point ( x , y )  has 

been unwrapped but that at (£+1,2/) has not. A valid path is first established 
between the two points. Normally this would have a single link: the number 
of discontinuities would be calculated as d =  [($(£ +  1 , 2/) -  4>(£,2/))/27r], 
and 2nd  would be subtracted from $ (£  +  l , y ) .  However, if V ( x , y )  =  1, 
indicating a vertical cut between the points, the search direction is rotated 

90 degrees counter clockwise, to the point ( x , y  +  1). This is the next valid 
point in the path, provided H(x,y) =  0. Each successive link is established by 
rotating the search direction through 90 degrees clockwise compared with the 
previous link. In this way, cuts are circumnavigated in a clockwise direction. 
Any other path (e.g., counter clockwise circumnavigation) is of course also 
valid. The number of 27T phase discontinuities between the successive ele­
ments along the path d ( i ) is calculated according to Eqn. 2.51, and 2n £  d(t) 
is subtracted from 4>(£ +  l , y ) .

The ability to deal with regions of an image that contain no fringe infor­
mation is one of the main advantages of the technique.
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2.6.4.1 Cut M ethod Conclusion

The cut algorithms rely essentially on one test of consistency, typified by 
Goldstein’s residue, which is uniquely aimed at detecting spike noise. The 
area over which the consistency test operates is very small, 2 x 2  pixels. 
Huntley’s algorithm amalgamates the results of many such tests, but the 
general problem of ‘natural or aliasing induced path inconsistencies’ remains 

unaddressed.
Natural or aliasing induced discontinuities do not show themselves over 

the small test area considered, because the image areas containing such dis­

continuities do not always contain non zero residues. Several examples of 
these types of discontinuity will be seen in Chapters 3 and 5. The cut algo­

rithms deal with inconsistencies between discrete points. There is no strategy 
to consider large scale regional effects.

2.6.5 Phase Unwrapping by Regions

GierlofF [53] has proposed a phase unwrapping algorithm which differs sig­
nificantly from the Cellular-Automaton, Minimum Spanning Tree, and Cut 

methods just described. This method attempts to segment the fringe field 
into areas of consistency, and then to relate these areas to one another. This 
method recognises the problem posed by large scale discontinuities.

A first attempt to unwrap the fringe field is made via a procedure similar 
to Fringe Counting, or at least Gierloff implies this. The algorithm then 
operates by dividing the fringe field into regions, see Figure 2.20. Regions 
are decided by determining whether points lie within a tolerance of adjacent 
points already included. A point is considered to be part of a region if a 
given percentage of adjacent points are within this tolerance band. A point 
may have up to 8 neighbours. Typical values for percentage agreement have 
been from  40 to 65 percent and typical tolerances from 0.5 to 1.5 radians ( 
one fringe =  2?r radians ).

Once all points have been assigned to a region, the edges of the regions 
are compared to determine if there is a discontinuity between them. The 
regions may have logical inconsistencies. For example, some points along 
region edges may be within an acceptable range of each other and yet others
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not. Some neighbouring regions may suggest that a given region does not 
need to be phase shifted whilst others might suggest that it should.

All edges between adjacent regions are traced. The edge points are com­
pared to determine whether a shift should be made, up by 27r, down by 27r 
or whether no shift. Each point carries a vote. The number giving a specific 
answer must be greater than a defined fraction of the total number of points 

in the edge.

Once the relationships between regions have been defined, regions that 
have been identified as having no phase ambiguities are combined into a 
single larger region. These larger regions are then compared to determine 
necessary phase shifts.

It is possible to have logical inconsistencies when adjusting regions relative 
to other regions. The determination of how to shift regions is made by 

weighting the answer of the comparison by the number of points along the 
common edge [53].
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In concluding Gierloff states

i) The algorithm did not give perfect performance, although it out­
performed several algorithms based on Fringe counting techniques.

ii) The reasons underlying the algorithm’s failures were not under­

stood.

iii) There seemed to be no fundamental reason why the technique 
could not produce results that were close to the globally optimal.

iv) Resolution of the remaining problems would require an in-depth 

examination of phase shifting errors.

Problems with the approach are

i) Path independence is not guaranteed. That is, for example, the 
algorithm could produce substantially different solutions depend­
ing upon the particular region from which phase unwrapping be­

gins. For example starting from a region with aliasing induced 
inconsistencies ( which would not show within the region ) would 
mean that adjoining regions would be mismatched. In the MSTT 
algorithm, the MST guarantees that connection errors are min­
imised when regions are assembled.

ii) The weighting criterion for connecting regions together is flawed.

As the interferogram is two dimensional it is not sufficient to 
compare merely the length of an edge. A straight edge may cover 
a substantially greater area than a circular one of the same 
length, and so give incompatible indications o f confidence. More 
mathematically, the metric for comparing confidence is unsound.

2.6.6 Phase Unwrapping Using a Priori Knowledge about 
the Band Limits of a Function

This approach to phase unwrapping uses information not considered in the
algorithms described above, that is, knowledge of the frequency band limits

2.6.5.1 Region M ethod Conclusion
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of a wrapped phase map.
Green [54] describes an algorithm based on this information and demon­

strates some one dimensional examples where it is successful and a fringe 
scanning algorithm fails. It is also shown that the band limited algorithm 
fails in some cases where the fringe scanning algorithm is successful. It is 
proposed that a robust and practical algorithm could be constructed as a 
hybrid incorporating both fringe scanning and the band limited approach.

When a phase function is wrapped, it is made modulo 2ir. If a phase func­
tion which is frequency band limited is wrapped, then the resulting function 

has a spectrum which extends beyond the bandlimits [54]. The bandlimited 

phase function <j> can be written in terms of the wrapped phase <f>w

</>(x) = <j>w{x) + gn(x) (2.55)

where <7„(x ) is a function with a number of steps n. The Fourier transform 
of equation 2.55 gives

* ( / )  = <M/ )  + G„(f) (2.56)

From equation 2.56 the Fourier transform of the wrapped phase is given

by

* . ( / )  = * ( / )  -  Gn(f) (2.57)

The spectrum of the unwrapped phase is limited between the frequencies 
—f\ and + / i .  It is the step function which extends the frequency band 
beyond these limits when the phase function is wrapped.

Given that

s(x) =

consider the effect of adding another step function at an arbitrary position 
to the original step function gn(x)

0n+i(x) =5n(*) + 27ran+is(x -  xn+1) (2.58)

where an+i can either be +1 or —I. This has the Fourier transform

( 1, if x > 0 
0, if x < 0
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G „+ i( /)  where

G „ + i ( f )  =  G „ ( /)  +  (2 * « ( / )  +  - j ) a ll+1ev - «  (2.59)

or

G „+i ( / )  =  ( 2 » i ( / )  +  j j ) C n+1( f ) (2.60)

for

As only the contribution of the step function is present beyond the band 
limits, it is expected that eliminating a phase discontinuity would reduce the 

modulus of the out-of-band spectrum for all /  relative to the spectrum of 
the wrapped phase. In this case

|Cn+i(/)| < |Cn(/)| (2.62)

The inequality in equation 2.62 is not always true, as the removal of 
a step may result in an increase in the modulus of the resulting complex 
phasor sum. However, an increase in the modulus becomes less likely as the 
resultant modulus decreases, that is, as the number of steps decreases. Since 
ultimately the result of removing all steps is zero out-of-band information 

then it is probable that equation 2.62 will be true for all / .
A measure of the out-of-band power in <t>w(x )  is

which is effectively an average of |Gn(/)| over all frequencies outside the 
band limits. This sum is easily calculated from the data. The removal of a 
phase discontinuity implies that the inequality

E |G»(/)I (2.63)

E K»„+i(/)| < E |G7«(/)| (2.64)
l/l>/.

is true.
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2.6.6.1 The Band Limited Phase Unwrapping Algorithm

Given a single dimensional array of wrapped phase values 4>w(x )  as data, all 
possible step functions defined by the combination (an+i, £n+ i) are added to 
obtain all possible functions pn+i(x ). These are Fourier transformed and the 
particular combination which minimises the sum

E |G„+. ( / ) l  (2-65)
l/l> /i

is kept and assumed to define a step function which unwraps a phase 

discontinuity. The corresponding 2n  phase discontinuity is corrected for and 
the procedure is repeated to correct for further 2n phase discontinuities until 
the addition of further steps no longer reduces the sum of the out-of-band 
moduli.

2.6.6.2 Band Limited Phase Unwrapping Algorithm Conclusion

For wrapped functions corrupted by additive noise, the algorithm is able to 
make correct decisions as to whether a feature is a 2ir phase discontinuity or 

not, where a fringe scanning algorithm will fail. This is because fringe scan­

ning phase unwrapping algorithms operate on local neighbourhoods of the 
wrapped phase and local smoothness is based upon the values of differentials 
in a particular neighbourhood. This algorithm operates on a global basis 
and global smoothness is based upon the amount of frequency information 
outside the band limits.

2.7 Conclusion

This chapter has given some background on interferometric methods, with 
particular reference to phase unwrapping.

Some concepts from the various phase unwrapping algorithms discussed 
above are taken up in the MSTT algorithm, which is discussed in depth 
in the next chapter. These are the ideas of pixel level phase unwrapping, 
encompassed by the Cellular-Automata and Cut Methods, and the concept 
of regional phase unwrapping represented by the Region Method.
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The MSTT algorithm has two hierarchical levels, a regional level and a 
pixel level. Each level has advantages, at the pixel level a close inspection 
of pixel phase values permits circumvention of spike noise, the regional level 

permits the effect of large scale discontinuities to be seen and avoided.
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Chapter 3

The Minimum Spanning Tree 
Approach to Phase 
Unwrapping

3.1 Introduction

A fringe field is similar to a contour map. However, the surface represented 
is sometimes discontinuous, which leads to discontinuities in the contour 
map. For example a rapid phase change in the profile of an object, or the 
density of a flow field may cause the Nyquist limit of the device capturing 
the interferogram to be exceeded. This is known as aliasing. In addition to 

such discontinuity types, which can have broad influence in an interferogram, 

noise of various kinds, optical and electronic, will also be present.
Discontinuities normally have a limited spatial extent in the fringe field. 

They can therefore be isolated to small areas of the interferogram. The 
MSTT approach to phase unwrapping, at the tile level, addresses the problem 
posed by discontinuities which, although they may be localised, are of such 
a size that they are not detectable by making simply pixel level inspections.

The approach utilises the fundamental principle that adjoining areas of 

the phase map should produce the same solution along their common bound­

ary, unless an error is present. By segmenting the field into small areas, 
solving these separately and testing the agreement hypothesis it is possible 
to distinguish areas of confusion.
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The segmented field is re-assembled under a priority scheme. Segments 
which seem to have solved unambiguously are employed in advance of less 
consistent ones. The priority scheme is designed in such a way that it con­
siders a variety of factors in deciding the unwrap path.

In Graph Theory [1, 2, 3] , graphs are used to represent many types of 
problem. A classic example is that of the Traveling Salesman. That is, of 
finding the shortest tour for a traveling salesman so that they visit each of a 
set of cities exactly once, and then return to their initial city. The difficulty of 
this problem is illustrated by the immense number of possible tours: n̂~^! for 
n cities. This number grows very quickly, in fact faster than any finite power 
of n. This means that the brute force approach ( a search of all candidates 
) is limited to small problems.

The TSP problem is analogous to several of more practical importance, 
including circuit layout and wire placement, for example. Research continues 
into algorithms which are able to produce suboptimal, but tolerable solutions 
in polynomial time. A promising approach, that of applying Neural networks, 
is first given in [4].

The phase unwrapping problem is not an analogue of the TSP. It is far 

more tractable. A sequential algorithm exists for the minimisation upon 
which it relies, with a time complexity of 0 (n 2), where n  is the number of 
nodes. A node may be either a tile or a pixel, depending upon whether 
regional or pixel level unwrapping is considered.

The graph provides a structure in which a number of factors may be 
weighed. For a connected undirected weighted graph describing the unwrap­
ping problem, a Minimum Spanning Tree may be used as a mechanism for 
comparing alternative phase unwrapping routes.

The approach is employed hierarchically. Paths between pixels are com­
pared to circumvent spike noise, and at a higher level tiles of pixels are 
compared to circumvent the larger scale discontinuities.

3.1.1 The Processing Objective

The aim of processing is to automatically produce a displacement map of 
the surface described by the phase fringe field. The processed output is to
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contain a displacement value for each pixel of the captured field relative to 
some single origin.

3.1.2 The Processing Problem

In order to produce an automatic processing system, techniques must be 
developed to cope with the problems posed by the general fringe field.

For example, the sources of error in a Holographic interferogram, evalu­
ated by the Quasi-Heterodyne technique are described in detail by Thalman 
and Dandliker [5]. They summarise the sources of error as follows:

i) Fluctuations of the interference phase due to mechanical and ther­

mal perturbations.

ii) Inaccuracy of the phase steps.

iii) The addition of interference patterns due to the overlapping of 
the cross-reconstructions.

iv) Speckle noise.

v) Electronic noise of the detector ( CCD camera ).

vi) Non-linearity of the detector ( CCD camera ).

The errors above may be quantified. Thalman and Dandliker give an 
estimate of 1/100 of a fringe in total phase error for their RCA ” Ultricon” 
camera, which has a resolution of about 300 by 300 pixels. An error in 

the calculation of phase does not mean that the fringe field is necessarily 
discontinuous. That is the data may form a continuous map, with spike 
noise, even though the phase values themselves are in error. The unwrapping 

algorithm may therefore be applied to such maps, and the error in phase 
corrected once continuous data has been obtained. The following present 

serious problems to a phase unwrapping procedure, unless they are identified.

i) Points of low modulation, which are produced from quantisation 
of intensity measurement. Large phase errors result at such po­
sitions.
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ii) Discontinuities, resulting from gaps in the fringe field or at the 
edges of objects.

iii) Aliased areas, resulting from an insufficient pixel resolution to 
define all of the fringes. This is related to the complexity of the 
signal and the magnification of the field.

Any combination of the above may occur in a fringe field, complicating 
the unwrapping procedure, which requires a contiguous path across the field.

3.2 Tests for Low Modulation and Absence 
of Carrier

The low modulation test is widespread in fringe analysis. In Chapter Two it 

was seen that in a phase stepping system, with three fringe fields at a phase 
step of a, the expression below may be employed to compute the phase 4> at 
a given pixel [5]

<j> =  arctan ( I 3 — I 2 ) cos a  +  ( / 1  — I 3 ) cos 2a  +  ( / 2 — h )  cos 3a 
( I3 — I 2 ) sin a  +  ( / 1  — / 3) sin 2a +  ( /2 — / 2) sin 3a (3.1)

where / j ,  / 2 and I3 are the intensities of the interferograms at the three 
phase positions a, 2a and 3a respectively.

It was also seen that in a system employing the Fourier Transform Tech­

nique, the phase is computed from an expression of the form

<t>(x, y )  =  arctan 3[c(x,t/)]
(3.2)R[c(x,y)]

where c ( x ,y )  if found as described in Chapter Two.
A low modulation point is identified when, for the quantity under the 

arctan, both the numerator and denominator are small. The probability of 
error in <j> is then high.

In a Phase Stepping system, this is a successful method of detecting 

bad data points. The critical size for the numerator and denominator is 
empirically determined.
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The test is not so successful for the FFT technique. This assumes that 
carrier fringes are present, modulated by the signal, in all areas of the inter- 
ferogram. However, this may not be the case. For example an object with 
fringes projected on to it may be set on a neutral background, or experimen­
tal apparatus may cast shadows across the field.

The low modulation test may be applied to the FFT method to detect 
bad data points, but it is not so effective as when applied to the Phase 
Stepping method. This is explained as follows. After the side lobe is shifted 

( see FFT Method description in Chapter 2 ), the carrier is eliminated from 
the areas of valid data ( which were previously modulated by the carrier ). 
However, in other areas the carrier is introduced. The fringes in these areas 
are corrupted by any previous windowing type operations, applied whilst in 
the Fourier domain. This corruption permits the low modulation test to 
detect a percentage of bad data points in such areas. See Figure 3.24 for 
low modulation points detected during an FFT analysis. This effect is also 
illustrated in Section 3.3.3.

Aliased carrier fringes appear in areas of the field which lacked the carrier 

in the original interferogram. These areas may be detected in advance of the 

FFT process by examining the interferogram to locate areas where fringes 
are absent. A thresholding strategy may then be employed. The percentage 
of points above an empirically derived intensity level, in a given area, is used 
to determine whether any fringes are present. This strategy has been imple­
mented along with the low modulation test, the areas examined correspond 
to those of the tiles used in phase unwrapping. Any tiles covering an area 
lacking the carrier are not processed.

As another alternative, Donovan et al. [6] have instead introduced the 
carrier into these areas The areas are again detected by a thresholding 
strategy. This strategy has the advantage that the DC term in the Fourier 
domain is reduced, as the transform of the area lacking fringes is not then 

superposed on the rest of the transform. In order to partially eliminate the 
DC term the transform of the area lacking the fringes may be computed 
separately and subtracted in the Fourier domain, this approach is applied by 
BAe ( Chapter 5 ) and is similar to Kreis’s approach ( Chapter 2 ).
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3.3 Examples of Discontinuity Types

3.3.1 Aliasing Induced

The discontinuity shown in Figure 3.1 and 3.2 is caused by insufficient pho­
tographic resolution. A shock has been induced. The sudden increase in 
fringe density has not been accommodated by the spatial resolution of the 
film. The image has subsequently been digitised. It can be seen that the 
profiles of the fringes in the wrapped phase map of Figure 3.2 are disrupted. 
This has caused fringes to terminate suddenly. Such fringe terminations are 
detected in the phase unwrapping scheme, this is discussed later in the chap­
ter. Figure 3.2 shows the wrapped phase map after the FFT analysis method 

has been applied.

3.3.2 Hole in Object

Figures 3.3 and 3.4 give an example of an interferogram in which the subject 

contained a hole. The hole was produced by a spark plug. The source images 
from which this example has been computed were kindly supplied by Jeremy 
Davies and Clive Buckberry of Rover’s Research facility at Gaydon. The 
experiment is described in reference [11]. The phase stepping method has 
been used to generate the wrapped phase map, in an Electronic Speckle 

Pattern system. The low modulation test successfully defined many of the 
problem areas in this example, including the spark plug hole, see centre of 
Figure 3.34.

3.3.3 Absence of Carrier

Figures 3.5 and 3.6 show the effect on the wrapped phase map when an area 
of the interferogram lacks the carrier in processing by the FFT method. The 
effect can be eliminated by one of the methods mentioned in Section 3.2.

3.4 Adoption Of The M ST Tiling Method

It is difficult to design an algorithm to  unwrap a general fringe field when 
one considers the field as an indivisible unit. It is unrealistic to apply a single
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Figure 3.2: Example of Aliasing Induced Discontinuity, (Wrapped Phase Map 
by FFT Method)
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Figure 3.3: Example of Discontinuity Introduced by Hole in Object, (Elec­
tronic Speckle Interferogram after Prefiltering)



Figure 3.4: Example of Discontinuity Introduced by Hole in Object, 
(Wrapped Phase Map by Phase Stepping with 3 Images)
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Figure 3.5: Example of Discontinuity Introduced by Absence of Carrier, 
(Original Interferogram)
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strategy and expect problems such as those outlined above to be resolved.
As was seen in Chapter 2, techniques which deal with spike noise can be 

applied with success in some circumstances. However, the downfall of such 
algorithms results when the field is not broadly continuous. The algorithms 
considered in Chapter 2 lack strategies for dealing with discontinuities that 
do not show up through pixel comparisons. For example, Huntley’s algo­

rithm compares the consistency of phase data along paths of pixel width. 
Discontinuities which are significantly larger than the pixel, say 3 or more 
pixels wide, may appear to have consistent pixel width phase paths through 
them. These types of discontinuity are therefore invisible to such strategies.

3.5 Graphs in Graph Theory

A graph G  =  ( V  , E  ) consists of a set of objects V  =  { « i, u2, ... } called 
vertices, and another set E  =  { ej, e2, ... }, whose elements are called edges, 
such that each edge e* is identified with an unordered pair ( u,-, Vj ) of ver­
tices. The vertices t>;, Vj associated with edge e* are called the end vertices of 
e*. The most common representation of a graph is by means of a diagram, in 
which the vertices are represented as points and each edge as a line segment 
joining its end vertices. Often this diagram itself is referred to as the graph 
[2]. Figure 3.7 shows an example of a graph.

3.5.1 The Concept of Connectedness

A graph is connected if it is possible to reach any vertex from any other 

vertex by traveling along the edges.
A graph G  is said to be connected if there is at least one path between 

every pair of vertices in G. Otherwise, G  is disconnected. Figure 3.7 shows 
a connected graph.

A disconnected graph consists o f two or more connected graphs. Each 
of these connected subgraphs is called a component. Figure 3.8 shows a 
disconnected graph with two components.
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3.5.2 Trees

A tree is a connected graph without any circuits. Figure 3.9 is a tree. Some 
properties of trees are outlined below.

a

There is one and only one path between every pair o f vertices in a tree,

T .

If in a graph G  there is one and only one path between every pair of 
vertices, G  is a tree.

A tree with n vertices has n — 1 edges.

3.5.3 Minimum Spanning TVees

A spanning tree in a graph G  is a minimal subgraph connecting all the 
vertices of G . If graph G  is a weighted graph ( i.e., if there is a real number 
associated with each edge of G  ), then the weight of a spanning tree T  of G  

is defined as the sum of the weights of all the branches in T . Among all of 
the spanning trees of G , those with the smallest weight are called Minimum 
Spanning Trees. Figure 3.10 shows the minimum spanning tree of the graph 
in Figure 3.7. [2]
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Figure 3.10: A Minimum Spanning Tree of the Weighted Graph

3.6 Hierarchical Phase Unwrapping Using Min­
imum Spanning Trees

The phase unwrapping method is divided into two levels. The lowest level 

covers the procedures required to unwrap phase pixel to pixel, within tiles. 
The highest level considers the assembly of the tiles into a whole field solution, 
the weighting strategies employed etc.

The strategy for connecting the solved tiles is examined first. This is 
easier to digest as the concepts are more high level. In operation, however, the 
low level processes are applied first. As a product of the low level processing 
the factors required at the higher level are extracted.

3.7 High Level Phase Unwrapping, Connec­
tion of Unwrapped Tiles

Figure 3.11 shows a tiled section of the fringe field. Firstly, each tile 
is considered to be a vertex in a weighted connected graph G , Figure 3.7. 
Edges are added to the graph where tiles have a common boundary. That is 
each tile vertex is connected, by edges e, to the vertices of neighbouring tiles.
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Figure 3.11: Tiled Section of the Fringe Field Corresponding to the Weighted 
Graph

The weights w , corresponding to the edges, are calculated, from a variety of 
factors, to represent the validity of phase unwrapping across the boundaries.

Fringe Edges

3.7.1 Factors for Assessing the Quality of Data in the 
Field at the Tile Level

3.7.1.1 Agreement of Neighbouring Tiles

The first factor in the weighting quantifies the fit of the solutions in adjacent 
tiles. This is calculated from a comparison of the profiles of the unwrapped 
solutions at the spatial boundaries of the tiles. The tiles overlap one another 
to facilitate this comparison, See Figure 3.12.
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The unwrapped solution at the boundary of each tile is dependent upon 
the data within the tile. That is, bad data within the tile is likely to affect 
the solution obtained at its edge. Therefore a good tile, encompassing valid 

data, placed next to  a bad tile, encompassing invalid data, will produce a bad 

fit when the profiles of the solutions are compared, at the common boundary.

3.7.1.2 Points of Low Modulation

Points of low modulation are identified as described in Section 3.2. They are 

used as an indicator for bad data. The low modulation factor is computed 
from the sum of the number of low modulation points found on either side 
of the tile boundaries. This is a very effective measure, particularly in Phase 

Stepping systems.

3.7.1.3 Fringe Density

The third factor employed is fringe density. It is suggested that in general the 
more fringes there are in a given area of an interferogram, the more probable 
an error is likely to  result. The number of fringes is related to the complexity 
of the signal. The more complex the signal, the greater the likelihood of error.

However, there is a qualification. It has been noted that where aliasing is 
present, that is where the Nyquist limit of the device capturing the interfero­

gram has been exceeded, the number of fringes appears to decrease. In such 

cases this test is unreliable. However, both the neighbourhood agreement 
and fringe termination tests are successful in such areas.

The density of fringes has been estimated using the edge detection proce­

dure. That is the number of points found on fringe edges provides an estimate 
of fringe density. The density factor used in the weighting strategy represents 
the condition at the boundary between tiles. It is therefore computed from 
the sum of the densities on either side of the boundary.

3.7.1.4 Fringe Edge Termination Points

The last factor currently employed in the weighting, is obtained from a test 
for points where fringe edges terminate, See Figure 3.13. That is where 
otherwise continuous fringes suddenly stop. Such points can occur for a
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number of reasons. For example, at the edges of objects, or as a result of 

aliasing.

o = Fringe Edge Termination Point

Figure 3.13: Edge Termination Points

A function is computed from the factors discussed above. A more de­
tailed discussion of this function is given later. It is sufficient to mention at 
this point that a low value for the function is defined to represent a good 
route, and a high value a bad one. The assembly path is then obtained by 
constructing the Minimum Spanning Tree of the connected undirected graph 
formed by the tile vertices. Prim’s algorithm is used to construct this tree 

[8],

The tiles are repositioned in height as the tree is computed, see Fig­
ure 3.14. The height offset of each new tile added is calculated by summing 

height across the tiles, from the root tile to the edge connecting the new tile 
to the tree. Defective tiles are forced to the tips ( or leaves ) of the tree 

branches and so distortions are reduced.
The strategy is analogous to the solution of a jigsaw puzzle. The solution 

begins with a single piece ( the root tile ). New pieces are then added 
successively around it until the complete picture is made. Each tile may be 
thought of as a jigsaw puzzle piece that must be fitted to form the completed 
fringe field. At each stage the piece that is thought to fit best is added. The 
solved tiles have edge profiles that must be matched, but, unlike the jigsaw 
it is not guaranteed that profiles match exactly.
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Tree branch followed to 
arrange tiles in height

Figure 3.14: Tiles being Arranged at their Correct Height Offsets
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3.7.1.5 M etrics

As outlined above, to produce a solution to the phase unwrapping problem 
a path across the field has be found which minimises the effect of errors in 
the interferogram. Parameters may be extracted from the fringe field to aid 
in this minimisation process. The factors, at present, include

i) The agreement of solutions in neighbouring areas.

ii) The extent of low modulation noise.

iii) The local fringe density.

iv) The extent of fringe terminations.

Some sort of mathematical framework is required to quantify and compare 
the relative demerits of these factors.

Suppose there are an arbitrary number, R , of such factors to be compared. 
These may be represented in a space of R  dimensions, each factor on a 

different axis.
To facilitate the comparison it becomes necessary to define a confidence 

measure metric between points in this R  dimensional space.
In order for any such metric to be valid a metric space must exist. The 

following conditions must be satisfied for this to be the case ( suppose x, y 
and z are points in the space ).

i) d (x ,y )  =  d ( y ,x )

ii) d ( x ,y ) < =  d (y ,z )  +  d (x ,z )

iii) d (x ,y )  > =  0

iv) d (x ,y )  =  0 iff y  =  x

Such a metric is often referred to as a distance function.
However, even with the existence of the metric space, it is still important 

to realise that variables with differing statistical characteristics cannot be 
directly compared. A normalisation process needs to be applied to each 
factor to bring them into a domain where they may be directly compared.

109

I



The dynamic ranges of the various axes are forced to be well behaved. An 
overall figure of confidence, for a given step in the unwrapping route, may 

then be computed. [9]
Suppose that there are M  weighting factors. Suppose that the distribu­

tion of a given weighting factor is W j , where (j  =  1,2, . . . ,A / ) ,  is used to 
distinguish between the M  factors. Further suppose that W j j, W J2,..., W j N  

are samples of W j found across the boundaries of adjacent tiles, where N  is 
the number of boundaries. The normalised variables W j(j  =  1 ,2 , . . . ,  M )  are 
obtained from Equation 3.3 below

* *  =
3* > N -1

(3.3)

For (i =  1 ,2 , . . . ,  N ),  and ( j  =  1 ,2 , . . . ,  M ) where •swJN_1 is the standard 
deviation of the sample of W j .

The combined weighting factor wc is obtained from the mean of the 
weighting factors after normalisation

E m
j-\wci =  — —

M
(3.4)

The normalisation process is intended to bring the weighting factors into 

a domain where they might be directly compared. There are alternatives to 
the strategy adopted. One of the problems with the above approach is that, 
in the situation where a weighting factor has a rather uniform distribution, 
the minor variations from sample to sample may be applified unnecessarily in 

the normalisation process and so reduce the effectiveness of the comparison 
tests.

One way of combating this problem would be to record an analysis history 
for similar images. In this way the weighting factors of significance in a 

particular experiment could be isolated. Those factors which did not seem 

to contribute could then be ignored. Such factors simply add noise to the 
weigthing procedure, under the system described above.

3.7.2 The Minimum Spanning Tree Algorithm

Figure 3.1 shows a tabular representation of the graph G . The starting
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Table 3.1: Tabular Representation of the Weighted Graph

vertex ( root of the tree ) is located by descending the table and selecting the 
vertex ( corresponding to tile or pixel ) from those with the highest degree ( 
number of edges ), and the lowest sum of edge weights. Some tiles may not 
have 4 neighbours as bad tiles may have already been deleted from the graph. 
The selection of this vertex is not essential for construction of the tree, but 

it places the root at the most confident pixel or tile and makes construction 

of the tree easier to follow.

The vertices are denoted by vrow index in table- Let r be the row at which 
the root vertex is located. The root is then vT. Prim’s algorithm then pro­
ceeds as follows. Connect vertex vT to its nearest neighbour, the vertex with 
the smallest weight entry in row r of the table, v*. Then consider vT and 
Vk as one subgraph, and connect this subgraph to its closest neighbour ( i.e. 
to a vertex other than vr and u* that has the smallest entry among all the 
entries in rows r and k ). Let this new vertex be w,-. Next regard the tree 
with vertices vT, Vk, and v, as one subgraph, and continue the process until 

all n vertices have been connected by n — 1 edges [2, 8],
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3.7.3 Selection of an Appropriate Tile Size

The confidence calculation is such that there is a relationship between the 
best tile size, the density of fringes and the size of breaks in fringe edges. 
The ideas behind this are explored below.

Figure 3.15 shows the plan view of a tile. A single disrupted fringe edge is 
shown. For simplicity a fringe counting algorithm is considered, working from 
the top edge of the tile to the bottom. That is, the tile is to be unwrapped 
by a series of vertical scans, indicated by l, m  and n  in the Figure. The same 
reasoning applies to the Minimum Spanning Tree approach for the pixel 
level. The algorithm is to decide whether the fringe edge is truly present, 
or whether the apparent edge points are due to noise. This is of particular 
importance for the connection of the tile neighbour along the line P Q . That 
is the height offset of the tile which is to connect along P Q , with respect to 
the tile considered, relies upon the correct solution of this problem and so 
the tile as a whole.

■ I *2 »3

Figure 3.15: Selection of Tile Size: Tile with One Broken Fringe Edge

Figure 3.15 also shows the height profile at the bottom edge of the tile,
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along the line P Q .  This solution contains steps, as a result of some of the 
fringe counting scans having missed the fringe edge, or alternatively having 
struck an erroneous fringe edge. Consider the two possibilities, which differ 
by one fringe in height. The first curve A  represents the cases where a fringe 
edge has been detected, and the second curve B  represents those where no 
edge has been detected. The strategy employed, to determine which solution 
is the most likely to be correct, involves comparing the lengths of the curve 
sections with respect to the horizontal axis. In this case, for example, the 
sum for the A  solution is given by

l A =  +  a2 +  0,3 (3-5)

and for the B  solution by

/ b  =  61 +  62 ( 3.6)

If la is greater than lg  then the A  solution is selected, otherwise the B  

solution is chosen.
/ for the various possibilities is actually computed by comparing the P Q  

profile with the complementary solution obtained from the adjacent tile. To 
be exact, the two solutions from the adjacent tiles are subtracted from one 
another, to yield a list of differences. These differences are then sorted. Sim­

ilar differences are grouped during the sorting process. Suppose that there 
are M  pixels between P  and Q  and that there are N  unique values for dif­
ference, the unique values being denoted as d, (t =  1 , . . . ,  N ). Initially these 
values form an unsorted list. After sorting the f, (t =  1 , . . . ,  N )  are obtained 
by computing the length of each sublist, all the elements of each sublist be­
ing identical. The difference which occurs the most often, <4 given by the 
length of the longest sublist 4 ,  is used as the most probable solution. The 

difference <4, permits the two adjacent tiles to be brought into registration 

with one another. /*, after some normalisation, is used as the ’neighbour 

agreement’ factor in the weighting strategy for connecting tiles together. In 
fact two rows of pixels are considered in the manner described in the current 
implementation.

A choice of only two possibilities exists in the example above, and so the
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strategy works effectively. The idea in the selection of tile size is to obtain 
this position. The confidence with which such a conflict may be resolved, if 
more broken fringes cross the tile, decreases in a non-linear fashion.

Figure 3.16: Selection of Tile Size: Tile with Two Broken Fringe Edges

Consider Figure 3.16, where two disrupted fringes cross a tile. There are 

then four possible solutions, A , B , C  and D . The addition of one more fringe 
edge has doubled the number of solutions that must be considered. As the 
range of the solutions is greater, so it is more confusing for the algorithm as 
a binary choice no longer exists ( A  or B  ).

If /  is the actual number of fringe edges which cross a tile, then the 
number of solutions which must be distinguished between, N , in the worst 
case, increases as a power of two;

N  =  2> (3.7)

The discussion above deals with one extreme of the tile size issue, the
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upper limit. The other extreme, that is the question of how small tiles 
should be, must also be addressed.

Tiles

Figure 3.17: Illustration of Effect of Tile Size

If the tiles are smaller than the fringe spacing, the connection flow will 
tend to track the fringes. However, in this case the confidence calculation 
for a tile bridging the area o f a broken fringe edge, may give a falsely high 
confidence level where adjacent fringes appear to merge, see Figure 3.17 this 
would cause a ridge to be formed along the length of the edge common to 
the fringe pair. That is, the broken area would be forced to the same height 
in the two fringes. This situation may be avoided by placing a lower limit 
on the tile size, such that the size exceeds that of the largest break in any 
fringe edge of the field.

There are two points to consider, then, in the selction of tile size. The 
first point being that the tiles should not be so large that many edges fall 
across them, as a multitude of possible solutions confuses the unwrapping 
process. The second point being that the tiles should not be so small that 
they often fall between gaps in broken edges and so cause adjacent fringes to 
be merged.
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3.8 Low Level Phase Unwrapping, Pixel to 
Pixel

The Minimum Spanning Tree approach to unwrapping phase at the pixel 
level has developed from a fringe counting method. The initial procedures of 

both methods include the steps outlined below

i) Computation of wrapped phase map. There are at least two 
techniques for computing the wrapped phase map. The Phase 
Stepping and FFT Methods are both described in Chapter Two.

ii) Fringe edge detection. An adaptive thresholding technique ap­
plied to the Sobel operator is employed here. This is described 
in detail in Chapter 4.

iii) The unwrap of phase, tile row, by tile row.

iv) The unwrap of phase, tile column, by tile column.

At this point the fringe counting and minimum spanning tree techniques 

divide.
In the case of fringe counting, one set of scans ( either vertical or horizon­

tal ) forms the basis of the solution whilst a single scan from the orthogonal 
set is selected to arrange the elements of the first set relative to one another 

(101.

In the minimum spanning tree case, every pixel is considered to be a 

vertex in a graph of confidence over the tile. The problem is then, as in the 
case of the tile assembly, to construct an unwrapping path which maximises 
confidence. The weights of graph edges are again used to signal the confidence 
of a particular pixel to pixel route.

Each pixel has four neighbours ( apart from those at the edge of the field 
), and these will be referred to by the compass points, north, south, east and 

west. In a similar fashion to the tiles, there is one edge in the graph to relate 
the confidence of unwrapping across each pixel neighbour pair. The weight 
of each edge is calculated from the rate at which phase changes, denoted by 
a difference, in stepping between each pixel pair. The minimum spanning
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tree, therefore, minimises pixel to pixel phase changes in the phase unwrap 

path.
Spike noise may be characterised by a rapid change in phase, between 

the spike and surrounding pixels. By unwrapping phase via a path ( tree 
) which minimises the phase change at each pixel to pixel step, then noise 
points are prevented from entering the solution until the outer leaves of the 
tree are reached, where they no longer threaten the solution. The minimum 
spanning tree approach therefore presents a noise immune phase unwrapping 

strategy.

3,8.1 The Calculation of Edge Weights at the Pixel 
Level

The edge weights may be calculated from the horizontal and vertical tile 
scans, obtained above. These contain partially unwrapped data, localised to 
either rows or columns. The local nature of the data means that the absolute 
offset of the data relative to the rest of the field is unknown. However, for 
the purpose of weight computation only relative phase changes are necessary.

The question really being asked when each edge weight is computed is, 
How sm ooth  would the unwrapped pixel to p ixel phase change be, i f  unwrap­

ping took place through this pixel pair, com pared to one o f  the other p ossi­

bilities?  There is an implicit assumption that the fringe field represents 
a continuous function that is changing relatively slowly. That is, the sig­
nal does not, in the main, contain high frequency components that could be 
confused with noise. Each pixel effectively represents a crossroads at which 

the best direction to move, in order to minimise phase unwrapping errors, 
must be determined. The vertical scan set is used to weigh the merits of 
the north/south options, whilst the horizontal scan set is used to weigh the 
merits of the east/west options.

The steps in the unwrapping procedure continue

i) Computation of east/west pixel edge weights.

ii) Computation of north/south pixel edge weights.

iii) Phase unwrap during calculation of minimum spanning tree.
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Figure 3.18: Pixel Level, Computation of Edge Weights. Weights are Com­
puted over Four Pixels for Each Pair

The edge weights are actually computed as an average over a two pixel 
area, see Figure 3.18. The effect of an averaging filter, placed over a spike 
noise point, is to spread the spike so that it raises the values of surrounding 
pixels. Using the average in the graph weighting strategy serves to increase 

the weight of graph edges which connect to pixels surrounding the noise 
point. These are embedded in the unwrapping path before the noise spike is 
actually reached, thereby causing the algorithm to delay further its approach 
to the noise spike.

Referring to Figure 3.18, X  and Y represent a horizontal and vertical 
unwrap scan, respectively. Let the unwrapped phase of row scan y  be denoted 
by t/y(t), where i is an index to the pixels of the scan, and similarly let Ux ( j )  

represent the unwrapped phase of column x  at pixel j  of the scan. For a row 

pixel pair i and i + 1, the weight of the edge connecting the pixel vertices of 

row i/, is denoted by wv and calculated via Equation 3.8 from the unwrapped 
rows

U)y = !(£/„(•) + Uy(i -  1)) -  (Uy(i + 1) + Uy(i + 2))| (3.8)
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and similarly the north/south edge weights are calculated from the un­

wrapped columns in Equation 3.9

W. = \(Uz(j) +  Ux { j  -  1)) -  (U,U + 1) + U.U + 2))| (3 .9)

The change in phase between the unwrapped pixel pairs 6 is also recorded 
in order that phase may be unwrapped during formation of the minimum 
spanning tree

6 =  U ( i +  1) - U ( i )  (3.10)

Figure 3.19 illustrates pixel level phase unwrapping using the analogy of 
a mountaineer. The climber sets out from a plateau, in this case the foot of 
the mountain. He follows the easiest path he can find, where the ground is 
even and rises easily. The ruggedness of the terrain is similar to noise in the 
interferogram. When confronted by steeply rising ground, or an obstacle he 
cannot climb, he retraces his route and takes a less steep path.

Figure 3.19: Mountaineer Analogy in Pixel Level Phase Unwrapping

3.8.2 The Interaction of Tile Level Phase Unwrapping 
with the Pixel Level
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Figure 3.20: Interaction of Tile Level Phase Unwrapping with the Pixel Level

An example is given in Figure 3.20 of a phase discontinuity which is 
entirely contained within the central tile. The following series of figures 
indicate the manner by which this discontinuity is circumvented.

It can be seen that four fringe edges enter the central tile and terminate 
before reaching the centre. The pixel level phase unwrap of the central tile 
would, as described above, minimise the pixel to pixel phase change from 
pixel to pixel in the solution. The central area of distortion would contain 
larger pixel to pixel phase changes than the surrounding area of the tile and 
so, the pixel level unwrapping strategy would take a path which tended to 

circumnavigate the central area as shown by A in Figure 3.21. This would 
mean that there was no mismatch between the solutions in the overlap areas 
of neighbouring tiles. The discontinuity would be wholely contained within 

the tile and isolated by the pixel level strategy.
Imagine now that the same situation exists, but that the central area of 

the tile is perfectly smooth. That is the discontinuity is not detectable by 
the pixel level strategy as only small changes in phase occur across the dis­
continuity. Such a situation might occur from excessive filtering of a Speckle 
image, for example, Figure 3.22. In this case the comparative smoothness 
of the phase change in the centre of the central tile causes phase unwrap­
ping to spread out from the centre towards the bounds of that tile. This
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Figure 3.21: Pixel Level Phase Unwrap Circumnavigates Phase Distortion

Figure 3.22: Tile Level Phase Unwrap Circumnavigates Smooth Area

121



in turn introduces phase jumps along the edges of the central tile, where 
some paths would have crossed fringe edges, and others not. The solutions 
for the surrounding tiles are not affected by the discontinuity in the central 
tile, and so a mismatch is detected in the tile overlap areas. This leads to 
increased weights on the graph at the tile level for the edges related to the 
central tile. In this situation, then, the tile level of phase unwrapping enables 
circumvention of the discontinuity as shown by B in Figure 3.22.

3.9 Examples of Tile Level Phase Unwrap­

ping

A couple of examples are necessary at this point to illustrate the topics 
discussed above. Examples o f  FFT and Phase Step analysis are given.

The FFT example shows deformation of a metal disc. A full description 

of this experiment is given in Chapter 5.
The original images for the Phase Stepping example have been generated 

by a fibre-optic-based system, developed at the Rover group research centre, 

Gaydon ( images presented by kind permission). They show a cylinder head 
chamber, the four valves can be made out in the image. The experiment is 
described in reference [7].

The discussion begins at the point where the wrapped phase maps have 

been computed.

3.9.1 FFT Example of Tile Level Phase Unwrapping

Figure 3.23 shows the wrapped phase map for the deformed metal disc of 

Figure 2.13, in the last Chapter. This image has been generated by the 
FFT method. There are several discontinuity types in this image. The most 
prominent discontinuities are due to the aliased carrier fringes at the top and 
bottom of the image. As was mentioned earlier there are methods for de­

tecting these aliased areas based upon thresholding the original cosinusoidal 
interferogram and by detection of low modulation points, Figure 3.24.

An interesting discontinuity occurs at the surround of the metal disc. 
The disc is recessed by a few millimetres. A shadow is therefore cast by the
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surround. There is a physical discontinuity between the disc and the surround 
due to the height difference. In the wrapped phase map, the discontinuity 
is visible in the area of the shadow, but not at all points along the rim of 

the disc. The deformation measurement is a difference measure, between 

the state before deformation and after. This explains why no discontinuity 
appears at the edge of the disc other than where the shadow is present. 
It will be seen that the unwrapping strategy detects the presence of the 
discontinuity caused by the shadow and solves the majority of the field in a 
consistent manner in spite of it. The tile size has been selected as 44 pixels, 
including a 4 pixel overlap. This is comparable to the fringe spacing upon 
the disc, and larger than the size of the breaks between fringe edges. The 
reasons underlying the selection of tile size are described in Section 3.7.3.

Figure 3.25: Weighting Factor for Disc : Agreement between Neighbouring 
Tiles

The series of Figures 3.25, 3.26, 3.27, 3.28 and 3.29 show mesh plots 
representing the various weighting factors described earlier in this Chapter 
and the combined weighting, which is a sum of the other factors, employed 
in construction of the tile level minimum spanning tree. The orientation of
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Figure 3.28: Weighting Factor for Disc : Points on Fringe Edges

these plots with respect to the disc image, shown in Figure 3.23, is such that 
the x  axis of the mesh plot aligns with the vertical of Figure 3.23 and the y 

axis aligns with the horizontal. The origin for the mesh plots is in the top 
left hand corner of Figure 3.23.

Figure 3.25 shows the case for the agreement of neighbouring tiles. Each 
grid point represents the edge weight of the factor considered ( in this case 

neighbour agreement ). The greater the value of any factor, then the poorer 
the image quality at the referenced position. It should be noted that the 
aliased tiles, at the top and bottom edges of the image, have already been 
automatically eliminated at this stage of processing by the thresholding and 
low modulation tests described earlier in the chapter. This is the reason why 
there are no high peaks around the edge of the plot in Figure 3.25. In fact as 
the image is predominantly of high quality there are relatively few areas of 
bad data, although it can readily be seen that the neighbour test is beginning 
to pick out the left hand side of the disc as a potential problem area, that is 
the area of the shadow.
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Combinad Weighting

Figure 3.29: Combined Weighting Factors for Disc
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Figure 3.26 shows the result of tile by tile evaluation of low modulation 
noise. This plot does not show results for tiles which have been rejected. 
The Figure shows results for tiles which have less than 10 percent of their 
area as low modulation noise, any with a greater percentage are rejected ( 
this 10 percent figure is definable by the operator ). To see all of the low 
modulation points detected, refer to Figure 3.24. The low modulation test 
is better at detecting errors in a phase stepping system than an FFT one, as 
is evidenced by the phase stepping example later in this chapter. However, 
the test aids detection of aliased areas of the image, see top and bottom of 

Figure 3.24.
Figure 3.27 shows the result of a tile by tile analysis of fringe edge 

termination points. As can be seen this test has been very successful at 
identifying the shadowed side of the disc, and also an area of ragged fringe 
edges in the lower left corner of Figure 3.23. The fringe edges are shown 
more clearly by the edge detection of Figure 3.30. This is the best test of 
consistency for this particular image. Ragged fringe edges are more typical 
in images analysed by FFT methods than those analysed by phase stepping 

methods. Smearing is a feature of combining information from more than 

one pixel, as the Fourier transform requires. The phase stepping method 
computes phase in place, and so smearing is less of a problem.

Figure 3.28 shows the result of a tile by tile calculation of the number of 
points on fringe edges. As can be seen, the disc edge has again been picked 
out as an area of likely error. The values around the inside of the disc edge 
are low, as the fringes are more widely spaced here than near the centre of the 
disc. The basic assumption made by this test is that the less fringes present 
in a given area, the less likelihood there is of an error. There are filtering 
problems with FFT approaches, typified by the shadow discontinuity. In 
such cases this basic assumption is not always valid. The test breaks down 
in the region of the upper right hand corner of the disc ( referencing Figure 

3.23 ), here the wide spacing of fringes is due to the shadow. For the rest of 
the image, however, the test works well. The contributions of the other tests 
lessen the impact of this failing upon the final weighting, see Figure 3.29. 
Note, in Figures 3.25 and 3.27, how successful the neighbour agreement 
and the edge termination tests are in this area.



Figure 3.29 shows the combined ( sum ) of the weighting factors described 
above. This shows the weights that are assigned to the tile level graph’s edges. 
It can be seen that the surround of the disc has been identified, generally, as 

a potential source of error, and that there is a particularly strong indication 
of likely error in the area of the shadow.

Figure 3.30 shows the path tree actually used to unwrap phase at the 
tile level, superimposed upon an edge detection of fringe edges. This tree is 
computed from the tile level graph, whose edge weights are, as mentioned 
above, shown in Figure 3.29.

Figure 3.31 shows a contour plot of the unwrapped numerical phase 
data. Noise points in this contour plot show as small black diamonds, bear 

in mind that only every 5th pixel on the x  axis is plotted, and approximately 
every 3rd pixel in the y . The orientation of this plot is the same as that of 
Figure 3.23. As can be seen the shadow discontinuity has been contained. 
The rippling of the unwrapped data near the centre of the disc is due to the 
Fourier filter used to extract the side lobe. A full presentation of this data 
is given in Chapter 5, including a comparison of the deformation with that 
predicted by theory.

A mesh plot of the final deformation is shown in Figure 5.10. A side view 
of the unwrapped phase is shown in Figure 5.11. The same view is shown 

in Figure 5.12 after the phase values have been corrected for non uniformity 
of the carrier.

3.9.2 Phase Stepping Example of Tile Level Phase Un­

wrapping

The raw ESPI images, employed to generate this example, have been supplied 
by the Rover group research centre, Gaydon. One of the raw images employed 
is shown in Figure 3.32, it has been normalised to make it visible. The phase 
step between the input images was 90 degrees.

This example has been chosen to contrast with the previous case. The 
major difference is that the method, by which the wrapped phase map is 
computed, differs.

It is interesting to note the change which takes place, in the relative suc-
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r igure 3.33: Wrapped Phase Map for Chamber Showing Problem Areas



Figure 3.34: Points of Low Modulation for Chamber ( shown in white )
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cessfulness of the various error detection mechanisms. The final weightings 
are computed on the relative significance of these error detection tests. The 
strategy therefore adapts to match the characteristics of the image.

The tile size has been selected as 64 pixels, including a 4 pixel overlap. 
This is comparable to the fringe spacing in the valid area of the image. 
It is larger than the size of the breaks between fringe edges. The reasons 

underlying the selection of tile size are described in Section 3.7.3.
Figure 3.33 shows the wrapped phase map for the chamber example. The 

wrapped phase map has been computed from three ESPI images. The ESPI 
images were spatially filtered by applying 4 iterations of a 3 x 3 averaging 
filter, prior to computation of phase.

The nature of the ESPI image is such that it consists of discrete points of 
information, captured in a video system. It is difficult to resolve a complex 
signal, because of the limited spatial resolution, especially in light of the 
filtering process which must be applied prior to phase calculation.

Figure 3.33 shows that there are a large number of discontinuities. As 

the signal increases in complexity, fringe edges are lost. The data around the 

central portion o f the image is unambiguous, although there is a hole in its 
centre.

Figure 3.34 shows the points of low modulation which have been detected. 
As can be seen this test has effectively defined many of the problem areas in 
the image, including the central hole. Figure 3.36 shows the corresponding 
mesh plot of the tile by tile weighting factor for low modulation.

It should be noted that the orientation of the mesh plots with respect to 
the wrapped phase map is different between this series and the disc example. 

The orientation of the mesh plots with respect to the chamber image, shown 
in Figure 3.33, is such that the x  axis of the mesh plot aligns with the 
horizontal of Figure 3.33 and the y  axis aligns with the vertical. The origin 
for the mesh plots is in the bottom left hand corner of Figure 3.33.

Figure 3.35 shows a mesh plot of the tile neighbour agreement factor. As 
can be seen the hole at the centre of the image and the border of the frame 
have all been picked out as potential sources of error. There is a missing 
fringe edge near the bottom centre of the wrapped phase map and near the 

top left hand corner, labelled in Figure 3.33. Note particularly how the
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neighbour agreement factor picks out these areas. These are not picked up 
in the low modulation test of Figure 3.36.

As mentioned above Figure 3.36 shows the weighting factor computed 
from the area density of low modulation points. For this analysis tiles were 
not rejected, even though they may have contained a large percentage of 
low modulation points. That is the area threshold was set at 100%. This 
was partly to show how the pixel phase unwrapping strategy circumvents 
low modulation pixels ( the connection weights to such pixels are set to a 
notional infinity ). If a lower threshold were employed, confidence would be 

greater in the remaining data, but large areas of the field would be lost.

Figure 3.37 shows the mesh plot for the edge termination factor. Refer to 
Figure 3.33. The centre and right hand sides of the frame have been found 
to have far fewer edge terminations than the left, top and bottom sides of 
the image. Areas of low modulation are not included in the count of fringe 
terminations. This explains why, for example, the central hole does not show 
in this plot.

Figure 3.38 shows the fringe density factor. This gives a similar result 
to the previous plot. It suggests that analysis should shy away from the 

top, bottom and left hand sides of the image and solve from the right hand 
side into the bottom right hand corner and then on around the centre. Again 
computation of this plot excludes points already identified as low modulation.

Figure 3.39 shows the combined ( sum ) of the above weighting factors. 
As can be seen the hole in the centre of the image has been clearly identified. 
The right hand side of the image is shown as less likely to contain errors than 
the left. The bottom left and top right hand corners of the image are shown 
to be particularly likely to contain errors.

Figure 3.40 shows the path tree actually used to unwrap phase at the tile 

level, superimposed upon an edge detection of fringe edges. This image also 
shows the areas of low modulation ( in grey ). This tree is computed from 
the tile level graph, whose edge weights are shown in Figure 3.39.

Figure 3.41 shows a contour plot of the unwrapped numerical phase data. 
Noise points in this contour plot show as small black diamonds, bear in mind 
that only every 5th pixel is plotted. Figure 3.42 shows the same data after 
post-processing with a 3 X 3 median filter to remove remaining noise spikes.
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Figure 3.43 shows a grey scale image of the unwrapped phase, where black 
is low and white is high.

Figure 3.35: Weighting Factor for Chamber : Agreement between Neigh­
bouring Tiles

3.10 Conclusion

It is noted that square tiles are not optimum for regional phase unwrap­
ping. Octagonal tiles would be a better alternative, Figure 3.44 for example. 
These would permit consistency to be estimated across diagonals in addition 
to the compass points, north, south, east and west. The same reasoning ap­
plies to pixel level phase unwrapping. Note that the area of the tile overlap, 

in Figure 3.44, is the same in the eight directions.

This chapter has described the MSTT tiling technique for phase unwrap­
ping, and given some examples. Further examples are given in Chapter 5.

The next chapter will discuss a variety of issues. These include; image 
capture using a CCD and frame store, image processing ( spatial filtering 
and edge detection ), and the application of parallel processing in fringe
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Figure 3.38: Weighting Factor for Chamber : Points on Fringe Edges

analysis. The parallel algorithm for Minimum Spanning Tree computation is 
introduced. It is shown that silicon devices optimised for parallel minimum 

spanning tree computation have been developed. These may one day find 
application in high speed fringe analysis systems.
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Figure 3.41: Contour Plot of Unwrapped Numerical Phase Data for Chamber 
( Sampled at Every 5th Pixel ) Showing Circumvention of Missed Fringe 
Edges
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Figure 3.42: Mesh Plot of Unwrapped Numerical Phase Data for Chamber 
after Post Processing via 3 by 3 Median Filter ( Sampled at Every 5th Pixel







Bibliography

[1] A. Gibbons, A lgorithm ic Graph Theory , pp.40-41, Cambridge Univer­
sity Press, Cambridge, 1985.

[2] N. Deo, Graph Theory with Applications to Engineering and C om puter  

Science , pp.60-64, Prentice-Hall, London, 1974.

[3] E. Shimon, Graph Algorithm s , Pitman Publishing Limited, London, 
1979.

[4] J. J. Hopfield, D. W. Tank, "Computing with Neural Circuits: a Model” , 
Science 233, pp. 625, 1986.

[5] R. Thalman and R. Dandliker, ’’ High Resolution Video-Processing For 
Holographic Interferometry Applied To Contouring And Measuring De­
formations,” SPIE ECOOSA, vol. 492, Amsterdam, 1984.

[6] P. C. Donovan, D. R. Burton, M. J. Lalor, "Fourier Analysis of Partial 
Field Fringe Patterns” , Applied Optics Digest, 17th-20th September, 
pp.325-326, 1990.

[7] J. Davies, C. Buckberry, ’’ Applications of a Fibre Optic TV Holography 
System to the Study of Large Automotive Structures” , SPIE, 1162, 1989.

[8] R. C. Prim, "Shortest Connection Networks and Some Generalizations,” 
Bell System Tech. Journal, vol. 36, pp.1389-1401, Nov. 1957.

[9] H. C. Andrews, Introduction to M athem atical Techniques in P attern  

Recognition  , John Wiley & Sons, Inc., ISBN 0-471-03172-0, 1972.

[10] D. P. Towers, T. R. Judge, P. J. Bryanston-Cross, "Vibration Mea­
surements Using Dual Reference Beam Holography” , SPIE proceedings

147



1084, Stress and Vibration: Recent Developments, March, pp. 218-239, 
1989.

C. Buckberry, J. Davies, ’’ Digital Phase-Shifting Interferometry and its 
Application to Automotive Structures” , Applied Optics Digest, 17th- 
20th September, pp. 275-276, 1990.

148



Chapter 4

Image Capture and Processing

4.1 The CCD Camera

Recently the CCD ( Charge Coupled Device ) camera has gained particular 
prominence as a tool for the capture of interferograms. This device contains 
a regular grid of sensing elements which eliminates some of the geometrical 
distortions of earlier imaging systems, using the Vidicon tube. The sensitivity 
of the CCD device can be very great, it has become an important device in 

astronomy for looking at faint objects such as distant stars.

□ □ □ □ ....
Charge Sites□ □ □ □ ..."1 !*

__________________________ Sensor Substrate

Figure 4.1: CCD Cells Arranged on Rectangular Grid

CCD technology involves a discrete number of charge storage sites and a 
charge transfer mechanism. The array is usually organised as a rectangular 
grid, see Figure 4.1.

The basic CCD cell is an enhancement mode MOS device that behaves 
like a capacitor, see Figure 4.2. The device is formed by diffusing an impurity,
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Electrode

Figure 4.2: ID Slice for p-type CCD Cell

either a group III or V element, into pure silicon ( a group IV element). This 

creates a semiconductor device upon which an insulator ( typically, silicon 

dioxide ) is formed. Finally, electrodes are deposited on top of the insulator 
to facilitate charge transfer. The minority carriers ( holes or positive charge 

regions in n -type semiconductors and electrons in p -type semiconductors 
) are then moved by applying suitable voltages to the transfer conductors. 
In Figure 4.2 a p -type semiconductor is used for illustration. The charge of 
interest ( negatively charged electrons ) is attracted to the electrodes when 
a positive voltage is applied to them ( with respect to the substrate ). This 
creates charge packets stored in potential wells under the electrode. [1]

To read out the image, the collected charge is moved from cell to cell 
and eventually out of the array. Figure 4.3, illustrates how three electrodes 
together make up a complete cell, the positive potential being applied only 
to every third electrode. The read out is achieved by sequencing a change in 
the cell electrode voltages. There are of course many variations on this basic 
theme.

There is a wide variety of CCD devices available, many designed with 
specific applications in mind. Some for example are sensitive to specific light 
wavelengths, others have been incorporated with a phosphor which glows 
when struck by X-rays.

At the present time most image analysis systems digitise the intensity of
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Figure 4.3: Generation of Minority Carrier Charge Packet from Incident 
Illumination (1-D Slice)

a standard CCD camera to 8-bits of intensity resolution. The standard CCD 
camera has a spatial resolution of the order of 500 by 500 pixels.

Devices are becoming available with significantly greater resolutions than 

this, both in terms of intensity and spatial resolutions. For example a liquid 

nitrogen-cooled CCD array (Thomson, CSF) is being employed in systems 
which digitise to 14 bits of accuracy. An application of this device is described 
in reference [2]. The digitisation produces a range of values from 0 to 214 — 1 
( 16383 ). The CCD has an array of 384 X 576 pixels having dimensions 
of 23 x 23/im. Liquid nitrogen cooling of the array results in a substantial 
reduction of the thermal background signal associated with the array when 

it is not exposed to light. The average back ground level, in the referenced 
application, was found to be 300. This background was found to be nearly 
uniformly distributed across the array. The usable dynamic range has been 
claimed to exceed 103. Another application employing a 14-bit intensity 
resolution CCD camera is given in [3].

In terms of spatial resolution Kodak market a CCD camera with a spatial 
resolution of 4096 x 4096 pixels. The read out time of the device is of the 
order of several seconds. It requires a dedicated frame store.
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4.2 Capturing the Image of a Scene

An image is obtained by sampling the intensity of light striking the face 
of the discrete sensor array, after passage through some optical elements to 
provide focus etc. This immediately leads to the issue of discrete sampling 
of an inherently continuous function, that is the light coming from the scene.

For simplicity sampling is considered for a one dimensional array of sens­
ing elements. Suppose the light from the scene, a continuous signal, is repre­
sented as h(x ) ,  where x  is a distance measured across the sensor array. Let 
A x denote the spacing of the sensor elements, and therefore the spacing of 
intensity samples. The sequence of intensity samples across the array is then

hn =  h ( n A x ) n =  0 ,1 ,2 ,. . .  N -  1 (4.1)

For any sampling interval A*, there is also a special frequency, a spatial 
frequency in this case, / c, called the Nyquist critical frequency, given by;

fc —
1

2A~X
(4.2)

If an intensity sine wave o f  the Nyquist critical frequency is sampled at 
its positive peak value, the next adjacent sensor will capture its negative 
trough. The next sensor in the chain will capture the next peak, and so on. 
Expressed otherwise: Critical sampling of a sine wave is achieved with two 
sample points per cycle.

If a continuous function h ( x ) ,  sampled at an interval A*, happens to be 
band-width limited to frequencies smaller in magnitude than f c, then the 
function h (x )  is completely determined by its samples h n.

The effect of sampling a continuous signal that is not band-width limited 
can be serious. In this case, all of the power spectral density, which lies 
outside of the frequency range —f c <  f  <  f c is forced erroneously into this 
range. This phenomenon is called aliasing. Any frequency component outside 
of the frequency range (—f c, f c ) is aliased, that is falsely translated into that 
range by the very act of discrete sampling. [15]
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4.2.1 The Effect of Intensity Quantization

The above analysis and the Nyquist sampling criterion assume that at each 

sampling position the exact value of intensity is recorded. In a digital system 
with a finite register length this is plainly not the case. In almost all systems 
in operation today, intensity is quantized into samples with an 8-bit register 
length. The camera itself does not usually perform this digitisation process 
itself. This is most often accomplished by a frame capture board which 
receives an analogue video signal from the camera.

In the analysis of quantization, the discussion will follow a single sensor 

and its sampling, in time, of an analogue intensity signal. The previous 

section considered spatial sampling of an image across an array of such 

sensors, not temporal sampling. The distinction is emphasised to avoid 
confusion.

The following discussion is derived from reference [11], Imagine that the 
register being used to record intensity has a length of 6 bits. The register is 
to record a binary measurement between 0 and (1 — 2 ~k), in steps of (2-i>). 
Suppose that b\ bits would be required to ‘exactly’ specify the intensity 
measurement, and b is the number of bits to which the measure is truncated. 

In this case b <  bt . The effect of truncation is to discard the least significant 
(&i — b) bits, and consequently the magnitude of the number after truncation 
is less than or equal to the magnitude before truncation.

If the number before truncation is denoted by a, and after truncation by 
Q {a } , then the truncation error is;

E i  =  Q {a } — a (4.3)

The largest error occurs when all the bits discarded are unity, in which 
case truncation reduces the value of the register by (2 ~b — 2_6‘ ), thus;

_  (2 -t -  2 -6*) <  E t  < 0  (4.4)

Generally, it is reasonable to assume that 2~k> is very much less than 2~b, 

and so;
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—2-6 < E t <  0 (4.5)

In the digitisation process it is assumed that the input samples hn, which 

are samples in time at a single sensor, are truncated to the next lowest 

quantization level, to obtain the quantized samples hn. In order to ensure 

that the unquantized samples are within the range of the 5-bit number, it 
must also be assumed that the intensity waveform is normalised, so that;

0 <  hn < 1 (4.6)

If the exact value of an input signal falls outside of the range indicated, 
then additional distortion results. The quantized value 1 — 2-6 is assigned to 
all samples equal to or greater than 1. This clipping of the input intensity is 
highly undesirable, and it must be eliminated by reducing the amplitude of 

the input until Equation 4.6 is satisfied.
In the frame capture application, this is usually accomplished by reducing 

the aperture o f the camera lens ( increasing the f-stop number ). In the 

system employed, with 6 as 8 bits, the output look-up-table of the frame 
store was configured so that the maximum in range value ( 1 — 2 b ) displayed 
as red, the rest of the scale being shown as a scale of grey. In this way a 
real time indication of the probability of clipping was obtained simply by 
observing the amount of red in the captured image. Two further controls 

of the digitisation process were available. The gain and offset of the frame 

capture board’s analogue to digital converter could be varied, see Figure 4.4.

The offset register could be used to adjust a DC voltage, applied to the 
input analogue signal, in order to clamp the black level to 5 volts so that the 
darkest part of the image would be digitised as binary 0. The gain register 
could be used to  adjust the white level to 0 volts, so that the brightest part of 
the image would be digitised as the maximum permitted value. See reference 
[12], for the hardware description. As an additional aid, a histogram of the 
image on display could be computed to explore the spread of the signal over 
the digitisation range.

Figure 4.5 shows equivalent representations of the quantization process. 
That is;
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Figure 4.5: Representation of Sampling the Analog Intensity Signal
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(4.7)4* 6n

where hn is the exact sample and e „  is called the quantization error. Since 
truncation was assumed;

—2~h < en <  0 (4.8)

en is unknown. A statistical model, as shown in Figure 4.5 has been 
used to represent the effects of quantization in sampling. In particular, the 
following assumptions have been made;

i) The sequence of error samples en is a sample sequence of a sta­
tionary random process.

ii) The error sequence is uncorrelated with the sequence of exact 
samples hn.

iii) The random variables of the error process are uncorrelated; i.e., 

the error is a white-noise process.

iv) The probability distribution of the error process is uniform over 
the range of quantization error.

[11]

In a heuristic sense, the assumptions of the statistical model appear to 
be valid if the signal is sufficiently complex and the quantization steps are 
sufficiently small so that the amplitude of the signal is likely to traverse many 
quantization steps in going from sample to sample [11],

A noise level in the analogue part of the capture system has caused quan­
tized intensity measures to traverse several quantization levels within a series 
of temporal samples. This noise is either generated within the CCD array 
or possibly in the carriage of this signal to the digitiser. This, paradoxically, 
may be used as an aid to the digitisation process. The distribution(s) of the 
noise have been explored. There is a distribution to the samples, and so, a 
large number of frames might be combined to extract a mean estimate for 
the intensity at each pixel.
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P(e)

Figure 4.6: Probability Density Function of Quantization Error with Trun­
cation

Truncation obviously contributes to this distribution. It is assumed that 
the probability distribution of the error is as shown in Figure 4.6. It is 
assumed that the error is independent of the signal.

The mean of the quantization noise, in this case, may be seen from Fig­
ure 4.6;

the variance may be computed as;

12

(4.9)

(4.10)

For the arrangement employed, with an 8 bit digitiser, the mean and 
variance of the quantisation noise are given by;

m c — —0.5 (4.11)

and

=  0.2875 (4.12)

That is, accepting the assumptions indicated above and considering digi­
tised values to lie in the range 0 to (2 5 6 -  1), rather than 0 to (1 — 2~6). The
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mean value of the truncation noise is particularly relevant in describing the 
noise distribution of the camera/digitiser pair, as will be seen in the following 
section.

4.3 An Experiment to Investigate the Dis­

tribution of Noise in a Particular Cam- 
era/Digitiser Pair

This experiment has been devised to investigate the noise level of a particular 
CCD camera/digitiser combination.

The experiment employs a Helium-Neon laser as a light source. Ordinary 

room lighting is inappropriate as this fluctuates with the frequency of mains 
electricity.

Figure 4.7: Experimental Arrangement for Camera Noise Experiment

The laser is arranged so as to project a patch of illumination upon a stable 
wall. See Figure 4.7. The camera is arranged so as to view the illuminated 
patch.
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The system is left to become stable. This precaution is taken as otherwise 
motion of the air or the object ( on to which the light is projected ) causes 
low frequency fluctuations in intensity measurements.

Data are collected at a number of pixel positions over a sequence of 1000 
video frames. In the particular system employed, the hardware required jgth 
of a second to capture a video frame. The software required a short interval to 

read the pixel values, and to request the hardware to collect another frame. 
However, because the frame capture board required time to resynchronise 
with the CCD camera ( the capture board relied on the camera for its timing 
), only every second frame generated by the video camera was collected. 
Therefore, to capture 1000 frames, required 1 minute and 20 seconds ( that 
is (^r) * 1000 seconds ). The process was repeated for 3 different values of 
video gain to explore the relationship between gain and noise.

The x 2 goodness of fit test has been employed to compare the sampled 
data against the normal distribution. Suppose that the noise distribution is 
X ,  which is a discrete random variable. Further suppose that X j, X 2, . . . ,  X y  

represents a sample of X ,  recorded as described above, of size N  =  1000. The 
null hypothesis is

H 0 : P ( X  <  x )  =  <b(x; f i , a )  (4.13)

the alternative is

H\ : P ( X  <  x )  =  F ( x )  ^  4>(x;p,cr) (4.14)

The parameters fi and a  are unknown, and are therefore estimated from X  

and sn_i respectively. The samples are quantised and so the range of values 
they may take is limited. The sample data is divided into r  parts, where 
r =  (m ax(X) — m in(X ) +  1). The (j/j), (i =  1 ,2 ,. . . , r )  are used to denote 
the possible values of X . The o, are used to represent the number of sample 
values within a given interval That is, the (o<),(i =  l , 2 , . . . , r )  are
observed frequencies. The expected frequencies e,-, for (i =  1,2, . . . , r ) ,  as 
given by the normal distribution are computed from
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ei =  N  . ---- —----— ) -  <t>(
•S./V-1

(4.15)yi-i -  X  -  me^
s jv - i

Note the use of m c, the mean truncation error. This factor biases the 
mean of the sampled data so that the expected values of frequency, computed 
from the normal distribution, are aligned with the sampled data. That is, 
an estimate of the true mean of the analogue signal is obtained by correcting 
the mean of the sampled data by the mean of the truncation noise.

Digitised
Value

Observed 
Frequency ( 0  )

Expected 
Frequency ( E )

X2
-  ( O -E f
—  F

7 0 - >71 5 10.2275 2.6719
72 31 30.8894 0.0004
73 66 81.2994 2.8791
74 152 155.3998 0.0744
75 240 215.7638 2.7224
76 270 217.6272 12.6037
77 134 159.4614 4.0654
78 75 84.8723 1.1483
79 18 32.8071 6.6830

8 0 -  >81 9 11.6521 0.6036
Total 1000 1000.0000 33.4522

Table 4.1: Goodness of Fit Test. That is, a Comparison of the Noise Distri­
bution against the Normal Distribution, for Gain 1

Tables 4.1, 4.2, 4.3 and the corresponding Figures 4.8, 4.9, 4.10 show a 
typical set of results, taken at different and increasing values of gain. Table
4.3 shows a summary of the results of the y 2 tests for the data of Figures 
4.9, 4.10 and 4.10. The data have been subdivided as shown in the bar 
charts, with one bin for each digitised intensity level present in the sample 
data. The number of degrees of freedom is equal to the number of bins r, 
minus 1, minus another 1 for each of the estimated parameters of the normal 

distribution /z and a.  The number of degrees of freedom is usually r  — 3. 
However, if a bin contains less than 5 samples, it must be combined with a 
larger bin, and each time this occurs another degree of freedom is lost.

Noise is known to be present in the signal before digitisation as its spread 
varies with the gain of the analogue- to-digital converter, as reflected in the
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Digitised
Value

Observed 
Frequency ( 0  )

Expected 
Frequency ( E )

X2
(Q-g)2

~  E
8 8 -  >89 18 30.7896 5.3126

90 49 54.8029 0.6144
91 101 103.7593 0.0734
92 170 156.5154 1.1618
93 205 188.1100 1.5165
94 192 180.1357 0.7814
95 141 137.4417 0.0921
96 73 83.5519 1.3326
97 35 40.4661 0.7384
98 11 15.6132 1.3631

9 9 -  >100 5 8.8142 1.6505
Total 1000 1000.0000 14.6368

Table 4.2: Goodness of Fit Test. That is, a Comparison of the Noise Distri­
bution against the Normal Distribution, for Gain 2

Digitised
Value

Observed 
Frequency ( 0  )

Expected 
Frequency ( E )

X*
_  (O -E ?
~  E

113- >114 10 9.8035 0.0039
115 8 18.5439 5.9952
116 39 39.7396 0.0138
117 66 72.2359 0.5383
118 120 111.3785 0.6674
119 144 145.6714 0.0192
120 193 161.6132 6.0956
121 160 152.0935 0.4110
122 123 121.4156 0.0207
123 65 82.2177 3.6056
124 41 47.2254 0.8206
125 23 23.0090 0.0000

126- >127 6 15.0528 5.4444
Total 1000 1000.0000 23.6357

Table 4.3: Goodness of Fit Test. That is, a Comparison of the Noise Distri­
bution against the Normal Distribution, for Gain 3
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Figure 4.8: Result of Camera/Digitiser Noise Experiment, Gain 1

X ^n—1 X̂ c Degrees of Freedom Result of Test
75.5 1.60 33.45 12 - 5 =  7 P(X2 <  33.45) «  100%
93.3 1.92 14.64 13 - 5 =  8 P(X* <  14.64) =  93.0%

120.1 2.28 23.64 15 - 5 =  10 P(X2 <  23.64) =  99.1%

Table 4.4: Summary of Goodness of Fit Tests, Comparing the Noise Distri­
bution with the Norma] Distribution
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Figure 4.9: Result of Camera/Digitiser Noise Experiment, Gain 2
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Figure 4.10: Result of Camera/Digitiser Noise Experiment, Gain 3

Figure 4.11: Standard Deviation of Intensity Against Mean for Varying Gain
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mean of the digitised intensity, see Figure 4.11. Quantization reduces the 
mean as explained above.

The noise level varies with the digitiser gain, as does the digitised signal. 
The maximum deviation from the mean intensity, expressed as a percentage 
of the mean, varied as 7.9 % for gain 1, 6.4% for gain 2 and 5.8 % for gain 3.

The results indicate, see Table 4.3, that the quantized noise distribution, 

with contributing effects from both the analogue domain and the digitisa­
tion process, is on the bounds of possibility of being normally distributed at 
certain values of gain, but is far from it at others. For sample 2, of Table
4.2 and Figure 4.9, the \ 2 test gave a 7% or 1 in 14 chance that the sample 
originated from a normal distribution. For sample 3, Table 4.3 and Figure 
4.10, it gave a 0.9% chance, roughly 1 in 100, that the original distribution 
was normal. For sample 1, Table 4.1 and Figure 4.8, it gave a negligible 
chance o f the distribution being normal. This last sample is the one with 
the lowest gain and mean intensity, it deviates most from the normal in the 
centre. It should be remembered that the intensity signal actually arriving 

at the analogue-to-digital converter of the digitiser is very similar for the 
three samples, as sampling has been performed at the same pixel in the same 
scene. It seems, then, that the gain of the converter effects the distribution 
of noise in the digitised signal. This suggests a non-linear gain. As such 
factors as gain are changed often, perhaps from shot to shot, it is important 
to calibrate the camera and assess the affects of the settings employed.

4.3.1 Effect of the Camera Response Upon the Accu­

racy of Fringe Analysis Techniques

There is a fundamental difference between the phase stepping approach to 
fringe analysis and the FT method in terms of the factors which determine 
accuracy. The accuracy of measurement in the phase stepping system is 
dependent upon intensity. Whereas in the FT method it is dependent upon 
the accuracy with which the fringe positions are spatially determined. In 
relation to the preceding discussion, a noise level on the CCD detector is 
seen to be more damaging in a phase stepping system than in an FT based 

system. In addition, non-linearity of the CCD detector in its response to
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light intensity is also more damaging in a phase stepping system.

4.3.2 Image Data Format

There is an abundance of data formats for recording images. These include 
GIF, IFF, PCX, PGM, TIFF etc. The main advantage of adopting a standard 
format is ease of data transfer from one system or software package to the 
next. In the Interferometric application it was of paramount importance 

that any format adopted should have sufficient capacity to encode intensity 
values accurately. It was also desirable to have the latent capacity to cope 

with higher resolution capture devices, both in terms of intensity resolution 

and image size. Practically speaking this meant that formats with an 8 bit 
maximum range for pixel values were not acceptable. The TIFF format has 
been adopted [13].

This format permits an arbitrary number of bits per pixel resolution, up 
to 32 bits. It is a tag based file format that is designed to promote the 
interchange of digital image data.

The standard has been developed in order to take advantage of the varying 

capabilities of scanners, frame stores and similar devices. TIFF is therefore 

designed to be a superset of existing image file formats. A high priority has 
been given to structuring the data in such a way as to minimize problems in 
updating the format. The standard is intended to be independent of specific 
operating systems, filing systems, compilers, and processors.

[13]

Individual fields are identified with a unique tag. This allows particular 
fields to be present or absent from the file as required by the application. The 
standard supports some very useful fields, such as ImageDescription. This, 
for example, allows a note to be kept, of the subject of an image, and also 

the image processing functions which have been applied to it.

4.4 Spatial Smoothing

Spatial smoothing filters are typically used for noise removal. They have been 
extensively applied to filtering noise from interference patterns [14]. Their
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properties are worthy of review, in order to understand the distorting effects 
they have upon the image data.

The crucial point about spatial filters is that once a filter with a given 
window size has been applied, the spatial resolution of the result is reduced 

to the size of the window employed. That is, suppose for example a 3 x 3 
pixel window is applied, the resulting value of the central pixel is then a 
combination of the values in the pixels immediately surrounding it. This 
means that the spatial resolution, after applying the filter, cannot in the 
limit be quoted as better than the width of the 3 pixel window.

4.4.1 Discrete Linear Operator

Linear systems theory provides the mathematical basis for certain filters 
used in digital image processing. The following discussion is derived from 
references [15] and [1], A system S  is considered a black box with an input 
f ( x )  and output g ( x )  =  5 ( / ( x ) ) ;

f ( x ) ~  >  S -  >  g ( x )  (4.16)

f ( x )  is the original image, represented in one dimension for simplicity, 
g ( x )  the filtered output image, and S  the filtering operation. If the filter 
satisfies certain conditions ( if it is linear and shift invariant ), then the 
output of the filter can be expressed mathematically in the simple form;

g ( x )  =  J f ( t ) h ( x  -  t)dt  (4.17)

where h ( t ) ,  called the point spread function or impulse response, is a 
function that completely characterises the filter. The integral expression is 
a common form called a convolution integral.

In the digital case the integral becomes a summation;

+oo
s ( ,:) =  5Z f ( k ) h ( i  -  k)  (4.18)

— OO
Although the limits on the summation are infinite, the function h is usu­

ally zero outside a given region [15].
The simplest example of a smoothing filter is one that employs spatial
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neighbourhood averaging and may be formulated as a linear operation on 
the input image. The smoothing operator for the case of an n X n ’’ window” 
may be formulated as [1]

n/2 n/2
g ( x , y ) =  Y  Y  h s m ( i , j ) f ( x  +  i , y + j )  (4.19)

*'=—n/2 j a —n/2

This indicates that the output g ( x , y )  at the point ( x , y )  is given by a 
weighted sum of input pixels surrounding ( x , y )  where the weights are given 
by hsm( i , j ) .  To create the output at each successive pixel the function 
hsm( i , j )  is shifted by one, and the weighted sum is recomputed. The full 
output is created by a series of shift-multiply-add operations, and this is 
called a digital convolution. [15]

In the case of n =  3, the output image is the convolution of the 3 x 3  
filter kernel;

l l
8 9 
1 1
9 9
1 1 
9 9

[1]

4.4.2 Nonlinear Operator

The theory of linear filters is well understood [11], However, the proper­
ties of these filters can be inferior to a wider class which, although defying 
detailed theoretical analysis, can give superior results in some applications. 

For example, the averaging operator reduces image noise but also blurs edges. 
Another undesirable feature of the averaging filter is that it spreads the effect 
of spike noise over adjacent pixels rather than removing it. These are unde­
sirable side effects and spawn a search for alternative smoothing approaches. 
Niblack [15] describes a number of filters aimed at smoothing without such 
effects. These include the mode where a pixel is replaced by its most com­
mon neighbour, the k nearest neighbour where a pixel is set to the average 

of those within a certain intensity difference k, the Sigma filter which derives 
k from the standard deviation of the intensity distribution, inverse gradient

(4.20)
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filters in which neighbouring pixels are included in an average with a weight­
ing inversely proportional to their difference from the central pixel, and the 
Superspike algorithm which performs a local averaging at each pixel, but uses 
the global image histogram to select the pixels to include in the averaging. 
Filters may also be used which incorporate application specific knowledge 
about the images being dealt with. The Median filter has proved a highly 
successful filter, and deserves further study in application to fringe analysis.

4.4.2.1 Median Filters

Median filtering is a nonlinear filtering technique that has been successfully 

applied to many signal and image processing tasks, including interferometric 
fringe analysis. Most notably, the median filter has been observed to be 
very effective for removing noise, especially impulse noise from one and two 
dimensional signals while satisfying the usually conflicting goal of preserving 
information-bearing edges. It is clear that if noise reduction is to be effected 
prior to detecting edges, then the filtering strategy used must not severely 
degrade the edge content in the image [17].

In fringe analysis edge detection usually follows pre-filtering of wrapped 

phase maps. It is important to retain edge location. It is also important to 

reduce the distortions of the filtering process, as the measurement parameter 
is encoded in the intensity of the interferogram. The median filter does not 
introduce any new intensity values to the field, but does significantly change 
the texture of the image. The window size of the filter is important. The 
data format of the original image is sufficient to store the filtered version. 
This is not the case with the averaging filter, for example, which introduces 
values which can be intermediate between those in the original field.

In order to record the averaged values of intensity, a greater intensity 

resolution may be required than for the original image. This is a particularly 
important consideration if multiple passes of such a filter are applied. Multi­
ple passes of filters with small kernel sizes are widely employed in the realm 
of interferometric fringe analysis. The fringe analysis software, developed in 
the course of this work, expands the image intensity resolution to 16 bits, 
in order to lessen filtering problems of this nature. A number of iterations
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of either a 3 x 3 average or median filter may be selected as pre-filtering 
options within the package.

Median filters are a subset of the class of rank  filters where the output 

image intensity at a spatial location is chosen on the basis of the relative rank 

or intensity of pixels in the neighbourhood of the point. These filters have 
been widely used in fringe analysis, again for removing noise, but also for such 
applications as finding fringe centres [18]. Given a set o f N  pixel intensities 
obtained over a local image region, denoted simply as f ; , i  =  1,2, ...A', an 
ordering of these values in increasing value, i.e.,

{ f u h , . . . f N} (4.21)

where

f i  <  /,+i (4.22)

is computed. If m  indexes the median intensity, then f m is the pixel 
intensity in the ordered sample set that is greater than ( N  — l) /2  of the 

samples.

4 .4.2.2  M edian F ilter Properties

The median filter has a number of interesting properties.

i) The median filter reduces the variance of the intensities in the 

image. Thus, the median filter has a capability to significantly 
alter image texture.

ii) Intensity oscillations with a period less than the window width 
are smoothed. This property is significant when considering mul­
tipass implementations of a fixed size median filter. In general, 
regions unchanged by the filter in a given pass are left unchanged 
in future passes.

iii) Given a symmetrical window shape, the median filter preserves 
the location of edges.
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iv) In the application of a median filter, no new grey levels are gen­
erated. Binary images remain binary, and the dynamic range of 
a median filtered image cannot exceed that of the input image.

v) The shape for a median filter may affect the processing results [1]

vi) The median filter is nearly optimal for suppressing noise which is 
characterised by a large percentage of outliers, including impul­

sive noise [17].

vii) Median filters with cross and X shaped geometries generally af­
ford better results when applied to images containing a major­
ity of horizontal/vertical and diagonal edges, respectively, while 
square-shaped median filters yield edge maps which are generally 
smoother, but with larger amounts of edge displacement when all 
orientations are considered [17].

viii) Median prefiltering can improve the performance of zero-crossing 

type edge operators, as well as more conventional gradient based 

edge operators [17].

4.5 Example of Smoothing on a Speckle Im­
age

4.5.1 Speckle

Without wishing to go into specific applications at this stage, it would be 
advantageous to give an example of smoothing on a typical image of the type 
dealt with in this work.

Speckle is a stationary interference pattern created by spatially coherent 
light scattered from a lambertian surface. This pattern is granular in nature. 
At the surface the granules are exceedingly small, and increase in size with 
distance. At any location in space the resultant field is the superposition of 
many contributing scattered wavelets, scattered from points on the surface 
due to its roughness. These must have a unique relative phase relationship
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determined by the optical path length from each scatterer to the point in 
question, if interference is to be sustained [19].

4.5.2 Electronic Speckle Patterns

The field of Electronic Speckle Pattern Interferometry ( ESPI ) deals with 
capturing such speckle interference patterns in real time using devices such 
as CCD cameras. The resultant images consist of an array of sparse points 
of varying intensity, broadly describing the fringe field.

Figure 4.12: Section of an Electronic Speckle Pattern ( Normalised Intensity
)

Figure 4.12 shows a section of a speckle field before smoothing. The
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Figure 4.13: Section of an Electronic Speckle Pattern ( After 3 X 3  Average
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Figure 4.14: Section of an Electronic Speckle Pattern ( After 3 X 3  Median )
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intensities have been normalised, that is scaled to cover the available range, 
in order to make the image visible. The original image was kindly supplied 
by Rover’s research facility at Gaydon. Figure 4.13 and 4.14 show the 
image after passage through a 3 X 3 averaging filter and a 3 X 3 median filter 
respectively. In fringe analysis a number of passes of the selected filter are 
usually applied to maximise the signal against noise. Towers [20] describes 
a method of calculating the optimum number of passes for a given spatial 
filter in a phase stepping system.

Some fringe analysis techniques require a Fourier transform of the image 
as part of the decoding process. In such a situation any filtering operations 

would more logically be applied in the frequency domain, as this would then 

represent a relatively small overhead on top of the initial transform. Con­
volution in the spatial domain is equivalent to simple multiplication in the 
Fourier domain. Other analysis techniques such as the Quasi-heterodyne 
method do not require an initial Fourier transform of the image, hence spa­
tial filtering is a better option. The quantitative effects of spatial filters like 
the median are difficult to define as they lie outside of the simple discrete 
linear operator class.

4.6 Edge Detection

Edge detection is required in a whole range of image processing applications 
and lower level image processing algorithms such as segmentation. In fringe 
analysis the edges of fringes in wrapped phase maps need to be found in 
order to unwrap phase.

In the course of this work it has been determined that the implementation 
o f an able edge detection technique, is an important element in any fringe 
analysis system. This subject is one that has been seriously neglected by 

many practitioners of fringe analysis. The use of primitive ad hoc methods 

is widespread. One of the major reasons behind this is a lack of expertise 
in the area of image processing, as interferometry has not traditionally been 
related to this subject. The need to  develop an expertise in this area is only 
now being realised.

For example one of the more advanced phase unwrapping strategies, the
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cellular automata approach, incorporates the edge detection strategy within 
the automaton logic. This might at first seem elegant, but the strategy is 
based on a search for a simple step change, which is bound to miss impor­
tant edges from time to time as they sink beneath the detection threshold. 
Needless errors are introduced by a sub-standard edge detection technique. 
Even with the additional tests for 2 x 2 inconsistencies described by Spik 

[21], these errors are not necessarily detected.
Edge enhancement filters are the opposite of smoothing filters. Smoothing 

filters are low pass filters, edge enhancement filters are high pass. Their 
effect is to increase the promenance of edges in an image. However, for many 
applications algorithms need to produce a verdict as to whether an edge is 
present in a given pixel rather than merely producing a visually enhanced 
image. From the high pass filtered image, this may be achieved in part by a 

thresholding operation. In such an image, a high intensity at a pixel indicates 

a good confidence that an edge exists. Thresholding above a certain intensity 
gives an image which, if the threshold is chosen correctly, contains edge pixels 
only. However, the result is not guaranteed. There are some sophisticated 
enhancements to this basic approach.

Two filters that are often applied, as convolutions, are the Gradient and 
Laplacian. They are related to the vector gradient and scalar Laplacian in 
calculus. The gradient is defined as,

where i and j  are unit vectors in the x  and y  directions. The Laplacian 
is defined as,

are changing rapidly in a simple way. An edge operator is a mathemati­

vector at each point whose direction gives the direction of maximum change

(4.23)

(4.24)

A local edge is a small area in an image where the local intensity levels

cal operator ( or its computational equivalent ) with a small spatial extent 

designed to detect the presence of a local edge in the image.

The gradient operator when applied to a continuous function produces a
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of the function at that point, and whose magnitude gives the magnitude of 
this maximum change. A digital gradient may be computed by convolving 
two windows with an image, one window giving the x  component of the 
gradient, and the other giving the y component. [15]

Common masks are the Sobel and Prewitt operators, shown below;

- 1 0 1 - 1 - 2  -1
sobe l  t =  —2 0 2 sobely =  0 0 0 (4.25)

- 1 0 1 1 2 1

- 1  0 1 - 1  - 1  - 1

prewitt x =  —1 0 1 prewitty = 0 0 0 (4.26)

- 1  0 1 1 1 1

Another set o f masks, called the Roberts’ operators, are not oriented 
along the x  and y  directions, but are similar none the less. They are defined 
over a 2 x  2 window as;

mask\ = 1 0  ma sk 2 = 0 1
0 - 1  - 1 0

(4.27)

The Laplacian operator, is also computed by convolving a mask with the 
image. Second derivative operators, such as the Laplacian, use zero crossings 
of the second derivative to detect step edges, see Figure 4.15. However, 
there are a number of problems associated with this approach. Higher order 
derivatives exacerbate noise, and zero crossings often occur in the absence of 

step edges. An example is the case of a corrugated surface. The Laplacian 
is seldom used by itself for edge detection as it is unacceptably sensitive to 
noise, the Laplacian-of-a-Gaussian approach, in which it is combined with 
a smoothing function, is much more effective. This technique is described 
later.

Since edges are a high-spatial-frequency phenomenon, edge detectors are 
usually sensitive to high-frequency noise.

There are a large number of edge operators. Their number makes them
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Figure 4.15: Illustration of Step Edge Detection using Zero Crossing of 2nd 
Derivative, ( f(x) is a step function, f2(x) is a smoothed step function )

very difficult to compare and evaluate. For example, some operators may 
find most edges but also respond to noise; others may be noise-insensitive 

but miss some crucial edges.
Various strategies have been developed for measuring the efficiency of 

edge detectors. For example, reference [16] describes a method due to Pratt, 
and gives a graph showing the performance of the Prewitt/Sobel operators 
against the Roberts. The figure of merit is defined as

F  = 1 Na

ma.x(NA, Nt ) 1 +  (ad? )  

where N A and N i  represent the number of actual and ideal edge points, 

respectively, a is a scaling constant, and d  is the signed separation distance 
of an actual edge point normal to a line o f ideal edge points. The term a d ?  

penalises detected edges which are offset from their true position; the penalty 
can be adjusted via a.

Figure 4.16, shows typical curves for different edge operators. It was 
made using a step edge and the threshold for reporting an edge was chosen 
independently for each operator so as to maximise Eqn. 4.28. Pratt defines

1 (4.28)

178



Prewitt/Sobel

h / sigma

Figure 4.16: Typical Curves for Different Edge Operators

a signal-to-noise ratio as the square of the step edge amplitude divided by 
the standard deviation of Gaussian white noise

Such comparisons can provide a gross measure of differences in the per­
formance of operators even though each operator embodies a specific edge 
model and may be best in special circumstances. Such measures are not per­
fect however. Reference [5], gives an illustration of an instance where Pratt’s 
measure fails to give a reasonable result. That is where the figure of merit is 
high, but upon visual inspection edges appear broken. The reason underlying 
this is that Pratt’s figure does not take into consideration any information 
on the distribution of the edge points along the edge. An example is given 

of the same edge being detected twice, on either side of the true position, 

but because in both cases the detected points are close to the true position 

of the edge, the estimates both increase the figure of merit.
Enhancement/thresholding based edge detectors such as the Roberts’ are 

still widely used, but in many applications more sophisticated edge detectors, 
modeled with characteristics found in some mammalian visual systems, are 
being used. For example the Marr and Hildreth [6] Laplacian-of-a-Gaussian 
( V 2G ) or ( LOG ), which is similar in operation to the post-retinal ganglion 
cells of the eye.

The LOG approach, in essence, attempts to reduce the effect of noise by 
smoothing before edge enhancement. The LOG operator smooths the image 

through convolution with a Gaussian-shaped kernel, see Figure 4.17;
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Figure 4.17: Gaussian Smoothing Kernel ( Sigma =  5 )

G[X'V) = (2 ^ )eXp(~ (X2̂ y (4‘29)
G ( x , y )  has circular symmetry. The smoothing effect may be varied 

through the parameter er. Canny [22] gives a good account of why a smooth 
projection function such as the Gaussian should be used.

When a linear operator is applied to a two-dimensional image, a weighted 
sum of the input values is formed. In edge detection this sum will be a dif­
ference between local averages on different sides of the edge. This output 

represents a kind of moving average of the image. Ideally an infinite pro­

jection function would be best, but real edges have a limited spatial extent. 
It is therefore necessary to window the projection function. If the window 
function is abruptly truncated, for example if it is rectangular, the filtered 
image will not be smooth because of the very high bandwidth of this window 
[22]. That is lower frequencies which are not edges could be picked up as 
edges.

The Gaussian kernel guarantees zero crossings of the second derivative are 
preserved. Following Gaussian smoothing, the Laplacian operator is applied. 
The resulting operator has high-frequency emphasis characteristics. The ker­
nel is usually applied at two or more scalings. The scaling of the kernel is
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Figure 4.18: Laplacian-of-a-Gaussian Smoothing Kernel ( Sigma =  5 )

related to the spatial extent of the edge to be detected. By using more than 
one scaling of kernel, in neighbouring frequency bands, edges that appear 
at the same spatially localised position gain confidence as representing true 
physical edges. The operator is given below and shown in Figure 4.18;

„ a™  , , 1 w( * 2 + y2) „  , - ( * 2 + J/2hV  G ( x , y )  =  ( —  -  l ) exp( — ) (4.30)

Because the resultant zero crossings are of primary significance, the con­

stant term (^ r )  is often replaced with an arbitrary scaling factor. The 
operator is often plotted with a negative scaling, in this case it resembles 
a Mexican hat and is therefore referred to as a Mexican hat operator. The 
LOG operator, with two kernel sizes, has in the past been approximated by 
the difference of two images convolved with the Gaussian operator alone.

It is comparatively difficult, using the LOG operator, to determine the 
magnitude of an edge, that is how confident the detection has been. This is 
due to the technique using the second derivative which indicates the presence 
of maxima or minima, but not their magnitude. The Canny edge detection 

technique [22] uses the 1st derivative and is so better suited to estimating 
the strength of edges.

An adaptive thresholding scheme is described with relation to the Canny
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technique. Two thresholds for the magnitude of the edge are set, a low value 
and high value. If the low value were used alone it would detect most edges, 
but also detect noise points. To avoid this the high threshold is used.

Edge detection is performed on the image, recording points whose mag­
nitudes fall above the low or high thresholds. The edge image produced is 
then reprocessed as described below.

i) For all the pixels which produced an edge magnitude above the 
low threshold, and are not confirmed edge points, do ii).

ii) Compare this point with its adjacent positions in the edge image.

If any adjacent pixel ( including diagonals ) is an edge point 
with a magnitude above the high threshold ( or a confirmed edge 
point ) then confirm this point as an edge point. If this point is 
confirmed goto ii) otherwise continue with step i).

Canny claims that a one-dimensional LOG edge detector is almost iden­
tical to his own but that in two dimensions the directional properties of 
his operator enhance its detection and localisation performance against the 
LOG. The adaptive thresholding idea is an interesting one, but the Canny 
edge detection technique is computationally intensive, compared to simple 

gradient operators.

In the Interferometric application, which is covered extensively elsewhere, 
the adaptive thresholding technique is applied to a simple gradient operator 
( the Sobel ). This has yielded a fast and effective edge detector, well suited 
to the problem found in fringe fields. That is, the 2iz phase jump in wrapped 
phase maps is not always adequately defined. It can fluctuate across the field. 
In some cases it would pass undetected by a fixed threshold edge detector. 
The adaptive technique reduces the problem.

Such an intensity fluctuation represents a distortion of the parameter 

being measured, but this can be corrected if it is prevented from impairing 
the operation of the image processing functions. These aim to unwrap the 
phase of the fringe field and present it as a near continuous 2D function. It 
is much easier to post-process a near continuous field, in order to correct the 
fluctuation, than a wrapped one.
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Because the phase change is very sharp, it is limited to a small spatial 
area, which means that a relatively small window operator may be employed.

A large and sophisticated window operator, employing gaussian smooth­
ing etc, although effective, does not on balance seem to be the best choice. 
This is especially the case when considering that spatial smoothing is nor­
mally applied to the input interferograms before the edge detection process 

to reduce noise. That is, it would often be unnecessary to apply yet another 
smoothing operation during the edge detection phase.

An example wrapped phase map, upon which edge detection has been 
performed, is shown in Figure 4.19. The result of a Sobel edge detection 
with adaptive ( hysteresis ) thresholding is shown in Figure 4.20. The grey 
lines indicate where edges have been found above a low threshold and which 
were connected to edges found above the high threshold, which are shown in 
black. If the Sobel were used in its standard mode, the edges denoted by the 

black lines alone would be found.
The result of a single pass of the Laplacian-of-a-Gaussian zero crossing 

edge detector is shown in Figure 4.21, for comparison. The kernel size for 
the LOG operator was specified as 9 and a  as 1. The zero point in the figure 

is mid way along the grey scale range, so the zero crossings, and therefore 
the edge points, are represented by a black/white or white/black transition 
( similar to the original wrapped phase map in fact ).

4.7 Industrial Requirements for a Fringe Anal­

ysis System

There are some industrial applications which require real time analysis, for 
example TV holography ( ESPI ) on the production line. However, there 
are many others for which this is not the case, for example holographic flow 
visualisation. In order to gain speed, dedicated hardware or multi-processor 
systems might be employed. However, the cost of a dedicated piece of hard­
ware or multi-processor computer, may not be thought economic for the 
application, both in terms of the speed with which results are required, and 
also in respect of the difficulty in updating such systems.
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Figure 4.20: Sobel Gradient Edge Detector with Adaptive Thresholding Ap­
plied to Wrapped Phase Map, Kernel =  3 X 3





As an alternative to more dedicated systems there has been a growth in 
the market for general co-processors. For example, the powerful i860 proces­
sor can be supplied on a PC-card and yet remains a flexible unit, capable 
of compiling standard C or Fortran code. For some industrial applications 
batch processing is a possibility. That is, image data may be captured in 
real time and recorded for processing later. This batch processing may take 
an arbitrary period. To take another scenario, it might be envisaged that a 
measurement is only required intermittently, thus allowing processing to be 
carried out in the intervening intervals.

Yet another option is to employ a powerful remote networked mainframe 

or workstation, to perform the analysis task. This permits, for example, the 
main computing facility of an industrial site to take on the computational 
burden. This approach has been applied here. The network of departmental 
Sun Sparc processors has been accessed over an ethernet connection from 
a data capture PC. The PC Net Filing System software package ( which is 
a piece of system software for PC-Compatible computers ) and an ethernet 
card ( installed in the PC ), permits a PC computer to communicate with 

other machines on the network at high speed[7].

4.8 System Development by Other Researchers 
in Fringe Analysis

Researchers have explored the efficient implementation of the phase stepping 
algorithm in hardware [10], despite the limits upon flexibility that such sys­
tems impose. A number of workers in fringe analysis are using dedicated 
systems comprising a hardware and software element [8, 9, 21]. Breuck- 
mann has done so in an attempt to commercialise the technology. Buckberry 

has built an ESPI system for investigating automotive structures, requiring 
on line processing in the optics lab at Rovers’s research facility at Gaydon, 
employing a frame store with associated processing capabilities. Spik has 
been encouraged by Ghiglia’s speculations [23] to implement the Cellular 
Automata phase unwrapping strategy upon an array processor. The author 
has selected a software implementation because of the advantages of devel-
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opment flexibility, portability and extensibility.
It is difficult to update hardware dependent implementations, this will 

be necessary as developments continue in imaging technology. Kujawinska 
appears to be using a flexible workstation for her work[24].

Some of the software+hardware systems above are unable to deal with 
images larger than the size of the dedicated frame store, or the memory of 
the frame processor. This is a limitation. For example a flat bed scanner, 
( most often used in desk top publishing applications ) is able to produce 
high quality images at typical resolutions of 2500 by 3500 pixels with 8 bits 
intensity resolution ( for example the Hewlett-Packard Scanjet Plus at 300 
dots per inch ). The applications to which the scanners can be applied are 
limited, as there is the limit that the frame must remain stationary for the 
duration of the movement of the linescan element ( around 15 seconds ). 
However, the scanner is an inexpensive device ( about £1000 ), is widely 
available, and is representative of the resolutions that future devices will 
offer with additional flexibility. CCD cameras are available with resolutions 
of 4096 by 4096 pixels ( by Kodak ), although as yet, these are expensive ( 
about £20,000 ), and have a read out time of several seconds.

The software solution presented is able to deal with arbitrary sized im­
ages, including those generated by high resolution CCD cameras and scan­
ners. Processing speed, under this regime, is to be gained from the on going 

development of high speed sequential processors.
Breuckmann gives execution times for his hardware, which employs an 

‘FFP-16’ processor. As the system is a commercial one the analysis method 
is not revealed. The images which have been shown at conferences do not 
contain any large scale discontinuities. The capabilities of the analysis system 
are therefore unknown.

Using this hardware the complete analysis is performed in about two and 
a half seconds, Figure 4.8.

Figure 4.8 shows the performance of the FRAN system on a variety of 
processors for a similar Phase Stepping analysis. However, prefiltering is not 
applied and only three images are used in the analysis. The complexity of the 
phase unwrapping algorithm differs also. Nevertheless the frame processor is 
only 30 times faster than the general software solution running on a SPARC
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Recording of 4 fringe patterns +  phase-step algorithm 200 msec
Fringe enhancement by optimised filter transformations 200 msec
Detection of local inhomogeneities and faults 200 msec
Problem oriented demodulation o f fringe patterns 1-2 sec
Calculation of phase maps in colour-coded fringe patterns video real time

Table 4.5: Execution Times for Breuckmann’s Dedicated
Software-1-Hardware Combination

Machine Phase Unwrap by 
Fringe Counting

Phase Unwrap by 
Minimum Spanning Tree

PC-386 (25Mhz+FP) 7 mins 30 secs 11 mins 21 secs
Sun 3/80 workstation-!-FP 6 mins 43 secs 10 mins 5 secs

Sun SPARC station 1 1 min 22 secs 2 mins 2 secs
Sun SPARC station 2 38 secs 59 secs

Table 4.6: Execution Times for Hardware Independent Analysis Software, 
on Various Processors, Using 3 Phase Stepped (512 by 512) Images, Without 
Prefiltering

station 2.

4.9 The Development Process for the FRAN  
Fringe Analysis System

This section describes the approach taken to the development of the fringe 

analysis system. The goal of this system was to enable the accurate, au­

tomatic and rapid transformation o f interference patterns into a continuous 

format, that non-experts could interpret and combine with other measures. 
The system required the development of the automatic phase unwrapping 
algorithm, as a research activity.

It is inadvisable to confuse algorithmic development with architecture or 
hardware specific issues too early on. The task of algorithm development 
is hindered if optimisation of a particular software/hardware combination is 
attempted in the course o f development.

The test cycle inherently requires modification of the system in the search 

for improved performance. The prototype system has been implemented in
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software. The aim has been to maintain generality, modularity, and clarity in 
programming the prototype where possible to ease the modification process.

The development process has been eased by a flexible development envi­
ronment, with few hardware imposed limits. This environment was provided 
by the Sun Network of the Engineering Department, at Warwick.

The C programming language has been employed. The system is therefore 
portable to other processors which support this language. The software has 
been tested on a variety of machines, PC-386, T-800 Transputer, Sun 3, Sun 

4 ( Sparc ) and an i860 card.
Having assessed the requirements of the Minimum Spanning Tree phase 

unwrapping algorithm, it is seen that a parallel implementation would best 
match its structure. It will be shown later that an SIMD processor array, 
consisting of specialised processors optimised for MST computation could 
provide a high performance system.

A brief review of high speed sequential RISC processors is given below, 
as these processors currently provide the most cost effective platform for a 

fringe analysis system.

4.10 High Speed Sequential Microprocessors

Reduced Instruction Set Computers/Microprocessors ( RISC ) have become 
prominent in recent years, for both use in sequential and parallel processing 
systems. These processors have a small number of highly optimised instruc­
tions.

As specific examples, the Sparc processor from Sun Microsystems ( used 
in their Workstations ), the i860 from Intel, and the Transputer from Inmos 
are all RISC processors.

A brief outline of the capabilities of the i860 processor, and so current 
technology, is given below.

The Intel i860 64-bit microprocessor is a general purpose microprocessor 
integrating an integer RISC core unit, a floating point unit, a paged mem­
ory management unit, instruction and data caches, and 3-D graphics soft­
ware assist logic in a single VLSI component. The versatile 64-bit design of 
the i860 microprocessor balances performance across integer, floating point,
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and graphics processing capability. Its parallel architecture achieves high 
throughput with RISC design techniques, pipelined units, wide data paths, 
large on-chip caches and feist one micron CHMOS IV silicon technology [25].

The i860 performs at up to 40 Mhz, with a peak performance of 80 million 
floating-point operations per second (MFLOPS ) [25], its sustained perfor­
mance is however considerably less than this, as the figure requires that the 

pipe line is kept constantly filled, the system in which the processor is em­
ployed also has a marked effect on performance. The system to which the 
author has had access was resident as a card in a 386 PC, the PC bus acted 
as a bottle neck to data transfer from the PC disc. The Sun Sparc station 2 
is quoted as having a peak performance of 4.2 MFLOPS, with a clock speed 

of 40 Mhz.
However, the processor itself is not sufficient to guarantee performance. 

It requires the backup of a reliable operating system, high speed peripherals 

( disc etc ), and graphical support. In the case of the Sparc these are all 

found within the Sparc station 2.

4.11 Parallel Processing

Computers are conventionally thought of as doing one thing at a time. In 
fact parallelism has existed in computer systems in one form or another for 
decades and has always been on the increase. This can be seen in the upward 
growth of the word length of Microprocessors, ( each bit is processed in paral­

lel ) and in the form of intelligent peripheral devices, such as disc controllers, 
which perform their tasks whilst the processor gets on with something else.

Doing things in parallel, providing communication overheads are small, 
is faster than doing things sequentially. There has been keen interest in 

parallel multiprocessor machines over the last decade. However, there has 
also been a great improvement in the power of individual microprocessors 
such as those mentioned above, which exploit parallelism at a lower level, 
through pipelining and on chip coprocessors for example. This increase in 

the power of individual processors, has reduced the market for multiprocessor 

machines, as clearly the single processor may continue to be employed in 
traditional architectures and execute traditional sequential codes.
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There comes a point, however, when the problem size exceeds the ca­
pability of the sequential processor. In image processing, this point is fast 
approaching, if it has not already been reached. In fringe analysis this is 
particularly the case, considering the current state of video technology which 
promises much increased resolution.

Although a hardware independent sequential source code has been evolved, 
it is also relevant to point out the advantages of alternative strategies, in­

volving parallelism.

The first step in a parallel approach to the solution of any problem is iden­

tification of parallelism within the problem. From this point, an algorithm 
utilising the parallel elements may be established ( or one could say that 
the problem may be mapped to a parallel algorithm, exploiting parallelism 
inherent in the problem ).

Implementation upon a specific parallel architecture is then considered. 
In order to optimize this mapping, parallelism in the algorithm must be 
mapped to the parallel capacities of the machine. That is there are two 

mapping procedures, see Figure 4.22.

M apping 1 M apping 2

Figure 4.22: Mapping of Problem to Algorithm, Algorithm to Architecture

Later on it will be seen how the parallel minimum spanning tree algo­

rithm has been developed for the Parallel Random Access Machine ( PRAM 
) model of parallel computation, which is a general purpose target archi­

tecture for use in developing parallel algorithms, and how subsequently this 
algorithm may be implemented efficiently on a specialised SIMD ( see below 

) processor array. The development of this processor suggests one course for 
the realisation of a parallel fringe analysis system. The various elements of 
such a system are briefly considered with respect to parallelisation.

There are two types of parallel processing elements. These are Single 
Instruction, Multiple Data ( SIMD ) processors and Multiple Instruction, 
Multiple Data ( MIMD ) processors. The sequential computer is referred
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to cis a Single Instruction Stream, Single Data Stream machine or (SISD) 

processor.
SIMD refers to a computer architecture in which each node has local 

memory but operates in lockstep with the same global instruction scheme 
as every other node. This is a more general approach than one might think 

at first, since the common instruction may lead to different results through 

the dependence on the data stored at each node. SIMD works best when 
vector instructions work best. For example in dealing with arrays in for- 
loops. Hence, to have the opportunity for massive parallelism in SIMD there 
must be massive amounts of data, or data parallelism. SIMD is at its weakest 
in ‘ case’ or ‘ if’ statements where each execution unit must perform a different 
operation on its data, depending on what data it has. The execution units 
with the wrong data are disabled so that the proper units can continue.

MIMD refers to a machine architecture in which each node operates in­

dependently on its own local instruction stream and data. The node of an 
MIMD machine may itself consist of an MIMD or SIMD collection of smaller 
subunits [26].

4.12 Fringe Analysis in Parallel

The fringe analysis problem may be broken down into several phases.

i) Prefiltering of the interferogram(s).

ii) Computation of the wrapped phase map.

iii) Edge detection.

iv) Phase unwrapping.

Each of these phases has a parallel element which may be exploited in the 
development of a parallel system. The image processing functions are largely 
localised spatially, that is independent of global image data. The central 
approach is then to spatially decompose the interferogram into small image 

sections, and allocate each area to a distinct processor or set of processors. 
This approach is particularly suited to the tiling approach. Each tile may
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be processed in parallel with adjacent tiles, from the prefiltering stage to 
delivery of the unwrapped phase map. Parallelisation of the various analysis 

phases is considered below.

i) Prefiltering of the interferogram(s).

Filtering may be performed either spatially or in the frequency 
domain. Spatial prefiltering may be performed by simple spatial 
decomposition of the field. A relatively small amount of commu­
nication would be necessary between adjacent nodes, to transfer 
data concerning pixels along adjacent boundaries.

Filtering in the frequency domain is less simple to parallelise, as 
the transform to the frequency domain requires access to global 
image data.

ii) Computation of the wrapped phase map.

The phase stepping method of obtaining a wrapped phase map is 
ideal for parallelisation by spatial decomposition. Each wrapped 

phase value is independent of the data in surrounding pixels. No 
node communication would be necessary.

The Fourier Transform method of fringe pattern analysis is less 

simple to parallelise. As mentioned above the transform to the 
frequency domain requires access to global image data.

iii) Edge detection.

Simple edge detection algorithms, based on edge operators, may 

be parallelised fairly simply. Some communication with adjacent 
nodes may be necessary to communicate pixel data at the border 

of the edge operator. However, as the edge operators employed 
in fringe analysis have a small kernel size, this would not present 

too much of an overhead.

iv) Phase unwrapping.

Spik has implemented the cellular automata method of phase un­
wrapping in parallel [23]. The implementation has employed a
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Linear Array Processor (LAP). The device has been employed as 
a peripheral of a PDP11 sequential computer. This seems to be 
a SIMD ( Single Instruction Multiple Data ) device with 256 sep­
arate processors. Each processor performs the same instructions 
on different data points. The control software permits the device 
to be treated as a 2-D array of processors, which can make sim­
ple calculations for each cell of the memory using neighbouring 
cell values. The image is transferred from a frame capture board 

to the LAP memory raster-by-raster, processed and transferred 
back. The process may occur a significant number of times dur­
ing execution of the algorithm, due to a limit of the processing 
system.

Spik describes the limitations of the LAP processor in terms of 
the word length. The limitations of the 8-bit LAP memory im­
pose specific conditions on data preparation. Data for the LAP 
must be positive in the 8-bit range, that is from 0 to 255. This 

is sufficient resolution for one phase-fringe, but during the un­

wrapping process the required range expands. A scaling process 
is therefore employed which causes a decrease in phase resolution. 

[23]

Spik speculates that the low resolution solution obtained, may 
be compared with the original wrapped phase map and used to 
unwrap it using the original phase values. This is all very well 

but the ability of the algorithm to detect errors in the phase 
map is much reduced because of the small dynamic range, during 

execution of the phase unwrapping algorithm. Edge detection 
capability is impaired.

Spik states that the cellular automata routine executing upon 
the NPL LAP is able to perform five local iterations in one pass 
through the data, but the routine is still slower than a path de­
pendent routine sequentially processing phase data. This was as 
a result of the need to transfer data a number of times from the 

frame store to the processor array, a limitation of the specific
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processing system. The following relationships are given, for a 
path-dependent algorithm

To =  t .m 2 (4.31)

where m  is the array resolution and t is the time to process a 

single pixel. For a cellular automata algorithm the total phase 
unwrapping time is

Tc <
t .m .n j

2
(4.32)

where n j  is the number of phase fringes in the fringe field.

The efficiency o f phase unwrapping for the MSTT approach hinges 
on the efficiency with which the minimum spanning tree algo­
rithm is implemented. The parallel algorithm and its realisation 
on a VLSI chip are discussed in the next section.

4.13 Parallel Minimum Spanning Tree Algo­

rithm for Phase Unwrapping and its Im­

plementation

In Computer Science, Graph theory has been used as a tool for exploring 
efficient parallel algorithms [28]. As it turns out trees are used as a basic 
structure in parallel computations, for example in the structure of compu­

tation, as a data structure or as a structure of processors. Consequently a 
considerable amount o f work has been done into optimal parallel algorithms 
for the computation o f graph algorithms, including minimum spanning trees.

An important feature of MST computation is that it is a closely related 
problem to the computation of graph connected components. This means 

that an efficient parallel architecture for the computation of the latter should 
offer an efficient solution for the MST computations as well. An algorithm
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for the MST has been demonstrated by Chin & Chen [27, 28] for the Paral­
lel Random Access Machine ( PRAM ) computational model. The PRAM 
assumes that all processors in a network have access to a common memory 
and that no memory time penalties are incurred. The model provides a good 
theoretical basis for the development of algorithms but in reality is unreal- 
isable, without memory time penalties. The model neglects any hardware 

constraints which a highly specified architecture would impose. In any real­
isation of a PRAM there would be all possible links between processors and 
memory locations. This complexity of linkages is not physically realisable in 
present-day hardware.

Using the PRAM model simplifies discussion of efficient parallel algo­

rithms whilst at the same time it is known that the algorithm may be im­
plemented upon a real parallel machine and still cost polylogarithmic time

[28].
The parallel MST algorithm by Chin & Chen takes O(log2 n) time on 

processors. The tree is formed in a hierarchical manner in an iterative 
process as follows.

Initially label all nodes uniquely

i) A minimum edge is found from each node/pseudo-node to another 
in parallel.

ii) The groups of nodes that are connected by these minimum edges 
are merged to form new psuedo-nodes.

iii) All nodes/pseudo-nodes in the same newly formed pseudo-node 
are then relabelled with the same label.

Steps i) to iii) are repeated until a single pseudo-node remains which 

represents the MST. This requires a total of log n  iterations. In the sec­

ond and subsequent iterations pseudo-nodes exist which are connected by 
minimum weight edges, from nodes within them. A minimum weight con­
nection between pseudo-nodes may exist between any of the pseudo-nodes 
constituent nodes.

It is important to develop parallel algorithms for generalised parallel com ­
puting platforms, by for example, using models such as the PRAM. The
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above algorithm is a generalised one. Moving to a specific parallel archi­
tecture would normally mean some additional time complexity cost in the 
implementation of the algorithm. However, in the case of the MST, a novel 
VLSI realisation has permitted no cost penalty in the implementation of the 
algorithm, when compared with the PRAM  model, of log2 n.

This realisation is a result of collaboration between the University of 
Massachusetts and Hughes Aircraft Company [29]. As a by product of the 

development of a multi-level massively parallel machine , an enhancement 
has been made to its SIMD processor which facilitates the grouping of the 
Processing Elements ( PEs ) in an arbitrary broadcast network. This network 
is termed a Gated Communication Network (GCN) [30], When the MST 
algorithm is considered this GCN enables the arbitrary connection of nodes 
within each pseudo-node so that its minimum weight may be computed in 
parallel without the cost of data transfer between nodes, as discussed by Shu 
and Nash in reference [31].

Shu and Nash [31] give a comprehensive description of the parallel Min­

imum Spanning Tree algorithm and its implementation on the GCN. The 
GCN itself is described. It is embedded in a content-addressable array of 64 

bit-serial processors, each having 320 bits of on-chip memory and 32 Kbits of 
off-chip backing store ( employing 256 Kbit Video-RAM chips ). The device 
employs more than 100,000 transistors. The 320 bits of RAM are divided 

into multiple pages to provide a double-buffered swapping mechanism be­
tween backing store and on-chip memory. Each PE is a bit-serial machine 
with a 1-bit data path to access memory. However, the first two 128-bit pages 

of PE memory have an 8-bit data path to  support the 8-bit control registers 

used by the GCN. The 8-bit data path allows the GCN to be set up with 

one instruction instead of eight. This also allows 8-bit transfers between the 
backing store and on-chip memory, and improves floating point performance 
as shifts may be made 8-bits at a time.

Considering the phase unwrapping process, the phase image would be 
mapped on to the otherwise general SIMD processor array. It is assumed 
(for convenience) that the processor array is the same size as the image data. 
A graph would first be computed in place ( in parallel ) whose edge weights 
relate the confidence of alternative unwrapping routes. Each PE would then
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hold a single image node, a pixel of the input phase image, and its associated 
four weights to adjacent nodes. Barriers would be included to, initially, 
prevent unwrapping through tile boundaries during the pixel level of phase 

unwrapping.
Image capture systems continue to provide higher and higher resolutions, 

it is likely that processor arrays will be smaller than the size of the images 

as such arrays are not increasing in size at the same rate. The image can be 
split into sheets containing a number of whole tiles, and each sheet computed 
in turn on the processor array. Given an image size of M  by M  pixels and 
a processor array size of P  by P ,  the computation time under this scheme 
would be increased by a factor of f ].

Processing is also affected by the image quality as this determines the size 
of tiles. If an image area contains no fringe boundaries, that is points where 
the phase is not wrapped, then there is no need for phase unwrapping. That 

is some areas need not be processed by the low level pixel phase unwrapping 
procedure, which in turn obviates the need to compute the MST for that 
area. Considering the sheet model described above, this would result in 
poor utilisation of the processor array. It is envisaged that a load balancing 

approach allocating tiles to processors could improve processor utilisation.
In terms of computation the smaller the tiles the better. That is the 

complexity of the parallel MST algorithm is log2 n, so the smaller n, ( where 

n is the number of pixels in a tile ) the better the performance. However, 

it is important that the tiles are larger than the discontinuities to be de­

tected. There is therefore a trade off between successful phase unwrapping 
and performance. In practice ( on the sequential FRAN system ) a fixed tile 
size has been used to solve a variety of images, this tile size has been made 
large enough to deal with the majority of discontinuities across several image 
types. Selecting the tile size automatically on an image by image basis would 
improve performance by using the smallest tile size possible that also coped 
with the discontinuities in the image. This is for the future.
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4.14 Conclusion

This chapter has dealt with a variety of image capture and processing issues. 
The noise level of a CCD and digitiser combination has been investigated. 
The characteristics of low pass filters have been reviewed. The effective de­
tection of phase rollover points in wrapped phase maps has been considered. 
The options for implementation of a fringe analysis system have been con­
sidered. Parallel implementation of the MSTT algorithm has been explored 
on an SIMD array.

Chapter 5 gives some results for the MSTT phase unwrapping process, 
from a number of fringe analysis applications.
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Chapter 5

Example Fringe Analysis 
Applications

5.1 Introduction

This chapter describes several examples of the application of fringe analysis 
techniques, particularly the Minimum Spanning Tree approach to phase un­
wrapping ( described in detail in Chapter Three ). Examples of both Phase 
Stepping and FFT methods are given.

5.2 Deformation Measurement of a Metal Disc

In this example, the practical work of making the hologram, the use of fi­

bre optics to create the carrier fringes and the theoretical discussion of disc 
deformation have been conducted by Chenggen Quan, Engineering Depart­
ment Warwick university. The analysis phase, image capture software, FFT 
processing, correction for non-linearity of the carrier and phase unwrapping 

have been conducted by the author. This collaboration is a good illustration 
of the multidisciplinary nature of the subject. The example is the subject of 
a paper to be published in Optical Engineering [1],

A carrier fringe technique for measuring surface deformation is described 

and verified by experiments. In contrast to conventional holography and 
fringe analysis, this holographic system is based on fibre optics and auto­
matic carrier fringe analysis techniques. Single-mode optic fibres are used



to transfer both the object and reference beams. Carrier fringes are gen­
erated by simply translating the object beam between two exposures. The 
Fast Fourier Transform (FFT) method is used to process the interferograms. 

The experiment gives an example of the tile level minimum spanning tree 
phase unwrapping technique and the pixel level, noise immune, unwrapping 
strategy. The test object is a centrally loaded disc. An excellent correla­
tion between the theoretical deformation profile and that suggested by the 
technique is given.

5.3 Introduction to Disc Deformation

Holographic interferometry is a powerful technique for measuring deforma­
tion, deflection and vibration. Unlike conventional interferometry, holo­
graphic interferometry can be used to make measurements on Lambertian 
surfaces. The hologram permits a three dimensional surface to be recorded, 
and investigated from different view points.

There are several ways of generating carrier fringes;

i) By applying a very small tilt to the wavefront illuminating the 
object field between exposures [2],

ii) By rotating a mirror so that the point source appears to have 
moved [3].

iii) By tilting the object between two exposures [4].

iv) By translating the illumination lens ( in shearography strain mea­
surement ) [5].

Optical fibres offer advantages in the field of optical holography [6, 7, 8];

i) They require much less space than a conventional system and 
allow almost unlimited freedom in selecting object and reference 
beam angles.

ii) The fibre holographic system is very flexible, enabling interfero­
metric studies of obscured or remote objects, or investigations in 
difficult environments.
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5.4 Theory

5.4.1 Direct Deformation Measurement of a Disc

In order to demonstrate the fringe analysis method for measuring deforma­
tion, an aluminium disc has been chosen as an experimental object. A direct 
deformation measurement for an ideal clamped circular disc may be calcu­
lated from theory. The deflection of the disc at a distance r from the centre 

is given by [9]

where

F r 2 , r  F ( R 2 — r2) 
W ~ 8 * D n R +  16?r£>

E h 3
D  =

(5.1)

(5.2)
12(1 - v 2)

Equations 5.1 and 5.2 are for a disc of radius R, thickness h, Young’s 
modulus E  and Poisson’s ratio v. The load, F ,  is determined from the 
change in deflection of the centre of the disc imposed between exposures. In 
the case of the aluminium disc, the parameters for Equations 5.1 and 5.2 are 
as follows, R  =  50mm, r =  20mm, E  =  70kN /m m 2, v  =  0.33, h =  2mm. 
The deformation uq measured at the radial distance r was found to be 1.3 
fim  ±  20nm via a precision gauge. Therefore, the force F  may be calculated 

from the equations above as

F  =
- s L . l n i .  -L fiiz il
8irD , n R T  16irD

=  2.5 N (5.3)

From Equations 5.1 and 5.2, the maximum deflection at the centre of the 
clamped disc, when loaded at the centre, is given by

F R 2

IGirl)
=  2.38 fun (5.4)

5.4.2 Objective of Holographic Carrier Fringe Tech­

nique

The deformation fringe pattern obtained from double-exposure holographic 
interferometry can be complex. This complexity can be reduced to yield
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a simple fringe pattern using carrier fringe linearisation. This is the first 
objective of holographic carrier fringe techniques. The second objective is to 
yield a single interferogram for analysis, which encodes direction as well as 
displacement. In this carrier fringe technique, the fringes are introduced in 
the formation step of a double-exposure hologram by shifting the fibre optic 
beam, illuminating the object, between the two exposures. This principle 

of shifting the object wavefront between exposures to create linear cosine 
fringes has been illustrated in [10]. The fringes have a period p in object 

space, which is given by [6]

P = sin ^
(5.5)

where A is the wavelength of the laser light and ~j is the amount of angular 
shift between the object beams.

5.5 Image Processing Technique

5.5.1 Windowing to Isolate a Side Lobe

Each raster of the interferogram produces a power spectrum similar to that 
shown in Figure 5.9. Each of the spectral side lobes represent modulated 
fringes contouring the measurement parameter. The centre lobe represents 

unwanted background variations in the intensity of the interferogram, which 
are low in frequency.

The FFT technique eliminates background variations by considering just 
one of the side lobes. The frequency tails of the lobes may overlap, if the 
carrier frequency is insufficient. A 11 appropriate division point between the 

lobes must be found. An upper frequency limit for the side lobe must also 

be found. Once these points have been determined, a window may be used 

to isolate the side lobe, using the cut points to determine the size of the 
window.

A variety of strategies may be employed to decide upon these cut points. 
Here, the average power in a band of frequencies ( the width of the check band 
has been specified as a third of the carrier frequency ) to either side of the 
carrier has been measured at successive offsets from the carrier. The criterion 
for these cut points is that the average power in the check bands must fall
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below a certain threshold, on both sides of the carrier. This threshold is 
initially set very low. If no bands are found with an average power less than 
the threshold, then the threshold is incremented slightly, and the process 

repeated. The window function is computed over the range which this test 
suggests, the window may differ, from scan line to scan line.

A Papoulis window has been employed in the spatial domain to bring the 

spatial data to zero at the edges of the image. This window has been selected 
for its sharp cut off. It is obtained by square rooting the Hanning window. 
A Hanning window has been used in the frequency domain to isolate the side 
lobe. These windowing procedures can have dramatic effects on the quality 
of the results obtained.

5.6 Experimental Description and Results

5.6.1 Experimental Set-up

A schematic diagram of the experimental system is shown in Figure 5.1. 
The object is a centrally loaded aluminium disc which has a 100 mm diam­
eter. The light from a 25mW He-Ne laser (A =  0.6328pm) was launched 

into the expander and divided in two by a (60/40) beam splitter (BS). Two 
single-mode optical fibres of about 2m in length were used, one arranged to 
illuminate the object and the other arranged to illuminate the holographic 

plate (H). The object is recorded before and after the deformation by the 

double-exposure technique. As mentioned earlier the deformation was mea­

sured by a precision gauge, which has an accuracy of ±20nm. In order to 
generate carrier fringes for quantitative analysis, the object beam was moved 
between the exposures by a micro translator. The number of carrier fringes 
is determined by the amount of movement of the object beam.

The carrier fringes should be of high enough density to clearly distinguish 
the side lobe from the centre lobe. In this case, the frequencies of the de­
formed fringes are small compared with the spatial carrier. In this experiment 
the carrier frequency was slightly lower than the ideal. That is, the side lobe 
is not clearly separated from the central lobe. The effect of this can be seen 

in the contour plot of this data shown in Figure 3.31 ( Chapter 3 ). There
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is a slight ripple in the contours above and below the central peak. If these 
areas are inspected in the original interferogram of Figure 5.5, it can be seen 
that these areas have respectively low and high frequencies when compared 
to the carrier. These frequencies, therefore, lie in the frequency tails to left 
and right of the side lobe in the power spectrum, see Figure 5.9. They are 
therefore particularly sensitive to defects in the windowing procedure which 

extracts the side lobe.

25mW He-Ne

fibres Holographic
plate

Figure 5.1: Experimental Arrangement for Recording Holograms of the Disc 
by the Carrier Fringe Technique

An exposure was taken with the illuminating object beam at position SI 
in Fig 5.1. Then the object beam was translated 200 /im sideways to position 
S2 to form the carrier fringes, after which a second exposure was made on 

the same plate. Between the exposures, the disc was deformed by central 

loading. The deflection at the centre was estimated from the calculated force 
as 2.38 fim.

Figure 5.2 shows the system for reconstructing holograms. A recon­
structed image is picked up by a CCD camera and digitised as a 512 X 512 
pixel image with 8 bits of intensity resolution. An IBM compatible micro­
computer has served as host for the frame capture board. This is connected
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Figure 5.2: Optical and Electronic Arrangement for Reconstruction of the 
Holograms

via Ethernet and the PC Net Filing System ( PCNFS ) to the departmental 
Sun Network, ( data transfer is transparent to the PC, which simply saves 
an image file to disc ). Image processing takes place on a Sun Sparc station 

2. The result may be read by the PC and displayed ( again transparently 
by reading a file from disc ). Hardcopy of the results is produced by a laser 
printer. See Figure 5.2.

5.6.2 Correction for the Non-linearity of the Carrier 
Fringes

The carrier fringe maxima, as seen around the edge of the deformed disc, can 
be shown to follow Equation 5.6;

m \a  / p

x  =  i--------; n (5.6)b +  mX  tan 0

where (m =  0 ,1 ,2 ,3 ....) is the carrier fringe order number, x  is the dis­
tance of the intensity maxima in the carrier fringes from an origin position
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on the flat disc, b is the displacement between source position 51 and 52, 
and a is the distance from source to object. These quantities are illustrated 

in Figure 5.3.

Figure 5.3: Schematic Diagram for Generation of Carrier Fringes at Slight 
Inclination

The effect of the non-uniformity in the carrier may be observed in the 
unwrapped data, see Figure 5.11. The difference between the function repre­
sented by Equation 5.6 and the ramp expected has been superposed on the 
unwrapped data.

In this analysis the carrier wavelength, employed to demodulate the de­
formation signal, has been selected as the carrier fringe spacing at the cen­
tre of the interferogram. Therefore, the solution is correct at the centre. 

However, the carrier wavelength, following Equation 5.6, becomes stretched, 
non-linearly, towards the top of the interferogram and compressed towards 
the bottom. This can be seen as the bowl shape in the unwrapped data of 
Figure 5.11. The bowl shape s is proportional to Equation 5.7.

mXa
s  oc (5.7)

b +  m \  tan 0

where k is the carrier fringe spacing at the centre of the object.

This superposed deformation has been corrected for. This has been ac­
complished by fitting a polynomial to the data which represents the surround, 
at the edge of the interferogram, which did not undergo deformation. The 
profile of this fitted curve has then been subtracted across the unwrapped
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map.
In addition to the above it is noted that the carrier fringes are also not 

exactly aligned with the axes of the frame. A slight ramp running across the 
image has, therefore, also been imposed. This has been corrected for, in a 
similar fashion. If a 2D FFT analysis had been applied, then this problem 
could have been identified in the Fourier domain and compensated for.

5.6.3 Results and Evaluation

The interferogram obtained by making a double exposure hologram of the 
disc before and after applying the central loading is shown in Figure 5.4. 

The interference fringes are basically a set of concentric rings. Figure 5.5 

shows the fringe pattern produced by both carrier and deformation present 
during the recording. The carrier has been created so that the fringe orders 
increase monotonically from top to bottom. The location of fringes in the 
undeformed carrier can be seen around the edge of the disc.

Figure 5.6 shows the wrapped phase map produced by the FFT process. 
Figure 3.30 shows the edge detection of the wrapped phase map, using a Sobel 
with 3 x 3  kernel and adaptive thresholding. Figure 5.7 shows a normalised 

grey scale plot of the unwrapped phase before it has been corrected for the 
non linearity of the carrier fringes.

The input data for computer processing consists solely of the digitised 
image of the hologram. The functions and variables referred to in this section 

are defined in the discussion of the FFT technique in Chapter 2, Section 2.5. 
By applying the inverse FFT of C (u ,  y )  with respect to u, c ( x , y )  is obtained. 
Figure 5.8 (a) shows the intensity distribution along raster 256 of the 512 in 
the image. The unwanted irradiance variations which are expressed by a ( x ,  y )  

and b ( x , y )  can be seen in Figure 5.8 (a), for example between x-pixel indices 
100 and 200. The end points of each raster are brought to zero by applying 

a Papoulis window across each raster in the spatial domain, to simulate a 
periodic function, as shown in Figure 5.8 (b). The Fourier transform of the 
data in Figure 5.8 (b) is shown in Figure 5.9 (a). Figure 5.9 (b) shows 
the side lobe translated by f 0 in Figure 5.9 (a) toward the origin to obtain 
C (u ,y ).
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Figure 5.6: Wrapped Phase Map for Centrally Loaded Disc, Generated by 
the FFT Technique
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Figure 5.7: Normalised grey scale plot of deformation produced by unwrap­
ping procedure, before correction for non linearity of carrier fringes.



In
te

ns
ity

 
In

te
ns

ity

Figure 5.8: (a) Digitised intensity data of central raster in the interferogram; 
(b) intensity data weighted by Papoulis window.
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Figure 5.9: (a) Power spectrum of central raster from the interferogram with 
carrier and deformation (the window is indicated by the dashed dot line); 
(b) side lobe translated by the carrier frequency to the origin position.

219



Figure 5.10: 3-D perspective plot of the out of plane displacement of the 
centrally loaded disc after phase unwrapping and correction.



The phase unwrapping algorithm counts up the agreements at tile bound­
aries across the interferogram to give an estimate of the field area solved, in 
the case o f the disc with a tile size of 44 pixels including an overlap of 4 

pixels.

i) Total number of tile sides in complete frame =  624

ii) Number of sides which computed between tiles =  480

iii) Number of sides which did not appear to match =  2

iv) Estimate of frame area solved =  76.60%

The 3-D perspective plot shown in Figure 5.10 shows the shape of the 
deformed disc after deformation. A side view of the unwrapped phase is 
shown in Figure 5.11, using the carrier frequency appropriate for the centre 

of each raster as stated above. The same view is shown in Figure 5.12 after 
the phase values have been corrected for the non uniformity of the carrier.

The experiment was so arranged that there existed a large separation 
between the disc and the fibre optic set up. In this case the theoretical 

out-of-plane displacement component w th is given by [4]

m \
wth =  5 --------  (5.8)2 cos a

where m  is the fringe number, A the wavelength and 2a  the angle between 

the propagation vectors in the direction of illumination and observation.

In fact Equation 5.8 is only valid for symmetric cases where the illumi­
nation angle and the viewing angle are equal valued on either side of the 
surface normal. If this condition were not followed an error would be intro­

duced. The rate of change of the out-of-plane displacement, with respect to 
deviation of the illumination angle from its symmetric position is given by

dwth m \=  — —  cot a (5.9)
da 2

assuming that the observation angle remains unchanged.

By moving a cursor over the unwrapped map, the displacement between 
two selected points could be calculated. Single precision floating point has 
been employed in all computations following data capture.
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Figure 5.11: Side view of unwrapped numerical phase data.
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Figure 5.13: Comparison between the theoretical and measured deformation 
for cross section.
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A point on the disc edge and a second at the maximum were sampled. 
By applying Equation 5.8 to the unwrapped phase values of these points the 
relative deformation was found. The angle a  was measured as 25°. The 
maximum displacement at the centre was calculated as 2.35 fim  in this way. 
The discrepancy between the theoretical deformation and that measured is 

therefore 0.03/xm.
A cross section through the point of maximum deformation, obtained 

from the phase unwrapping procedure, is shown in Figure 5.13, along with 

a plot of the theoretical deformation curve. From this comparison it is seen 
that the maximum deviation in the comparison occurs at the edges of the 

disc. This result may be partially explained by the imperfect clamping of 
the disc at its edges, which means that a larger than expected deformation 
might appear at the disc edges.

5.7 Conclusion of Disc Deformation Measure­

ment

The spatial carrier fringe technique has been applied to holographic inter­
ferometry. The spatial carrier across the object can be easily generated by 
moving fibre optics which illuminate the object. The use of fibre optics to 

carry the object and reference beams in holographic interferometry greatly 
facilitates the carrier fringe technique and the FFT fringe analysis method. 

The non uniformity of the carrier fringes has been dealt with by considering 
the non uniformity as a superposed deformation.

It has been shown that the Fourier transform method of fringe analysis 

combined with the carrier fringe technique can be used to extract deformation 
information automatically from complex interferograms.

The image processing phase, including the FFTs, automatic window se­
lection, generation of wrapped phase map, phase unwrapping, and storage of 
grey scale image and numeric ascii data ( on 3 pixel grid ) were all executed 
in software and required 1 minute 15 seconds of processing on a Sun Sparc 
station 2 .
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5.8 Holographic Flow Visualisation

Carren Holden and Steve Parker of British Aerospace have been using the 
FRAN fringe analysis package developed in the course of this work to unwrap 

some of their holographic interferograms.
The test case presented below is a finite fringe hologram of a NACA 

0012 aerofoil at a freestream Mach Number of 0.8. The Hologram was taken 
at the Cranfield Institute 9” wind-tunnel by the Sowerby Research Centre 
of British Aerospace PLC (Image published by kind permission). The un­

wrapped image represents a refractive index field, which is proportional to 

flow density.
Fringe analysis Work by Carren Holden and Steve Parker has been centred 

around the development of a 2D FFT analysis procedure. This procedure is 
being developed to take account of the additive and distorting effect of the 
Fourier transform o f the model around which the flow is moving. The model 
appears as solid, without fringes in Figure 5.14. The analysis procedure does 
not window in the frequency domain, as was the case in the disc example 

described in the previous section. A comparison is given between the auto­
matic windowing procedure implemented within FRAN, used to analyse the 
disc, and the subtractive technique developed at BAe. The wrapped phase 

map computed by BAe has been processed so that the pixels in the area of 
the model are labelled as bad data points. By contrast, the detection of the 
model by the thresholding strategy implemented within FRAN is on a per 
tile basis.

The tile size used for both sets of images was 20 pixels with an overlap 
of 4 pixels.

Figure 5.14 shows the original image with carrier fringes. The win­

dowed sequence is given first via the ID FFT method. Figure 5.15 shows 

the wrapped phase map. As this is a one dimensional analysis, a slight ramp 

across the image remains. This can be seen by comparing Figure 5.15 with 
the wrapped phase map produced by the 2D analysis in Figure 5.19. Fig­
ure 5.16 shows the edge detection of the wrapped phase map and the tree 
followed during the phase unwrapping procedures. Figure 5.17 shows a grey 
scale image representing the unwrapped phase solution.
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Figure 5.14: Finite Fringe Hologram of a NACA 0012 Aerofoil at a Freestream 
Mach Number of 0.8, copyright British Aerospace PLC 1991 for publication







Figure 5.17: Grey Scale Unwrapped Phase Map by ID FFT Method via 
FRAN for NACA 0012 Aerofoil, copyright British Aerospace PLC 1991 for 
nnhlicfltion



The unwrapping process gave the following statistics for the area of the 

field which was solved.

i) Total number of tile sides in complete frame =  3968

ii) Number of sides which computed between tiles =  3284

iii) Number of sides which did not appear to match =  62

iv) Estimate of frame area solved =  81.20%

There then follows the sequence of images generated by Carren and Steve. 
Figure 5.18 is basically an averaged background image computed from Fig­
ure 5.14. The normalised 2D Fourier transform of this image is subtracted 

from the normalised 2D transform of Figure 5.14 to substitute for the Fourier 

windowing operation.
Figure 5.21 shows a contour map of the unwrapped phase solution for the 

2D case. Figure 5.22 shows a mesh plot of the unwrapped phase for the 2D 
case.

The unwrapping process gave the following statistics for the area of the 
field which solved.

i) Total number of tile sides in complete frame =  3968

ii) Number of sides which computed between tiles =  3340

iii) Number of sides which did not appear to match =  33

iv) Estimate of frame area solved =  83.34%

5.9 Analysis of the Modes of Vibration of a 
Vibrating Board by Phase Stepping

This example was originally recorded in a dual reference beam holographic 

system. The example records the modes of vibration of a plane sheet caused 

to vibrate with an impinging air jet. The Holograms were produced using a 
double pulsed ruby laser. The experiment is fully described in reference [11]. 

The tile size for this image was specified as 24 pixels with a 4 pixel overlap.
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Figure 5.21: Contour Plot of Unwrapped Phase Map, Every 5th Pixel, by 
2D FFT Method via FRAN for NACA 0012 Aerofoil, copyright British 
Aerospace PLC 1991 for publication
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Figure 5.23: Grey Scale Unwrapped Phase Map by 2D FFT Method via 
FRAN for Finite Fringe Hologram of a NACA 0012 Aerofoil, copyright British 
Aerosnace PI.C 1091 for niihlication



The 3 phase step method of analysis was applied with a phase step of 
120 degrees between the images. Figure 5.24 shows one of the original 

interferograms, after prefiltering with a single iteration of a 3 x 3 averaging 

filter. Figure 5.25 shows the wrapped phase map for the vibrating board. 
Figure 5.26 shows the low modulation points that were detected. Figure 
5.27 shows the edge detection and tile connection tree. Figure 5.28 shows 

the unwrapped solution as a grey scale image, where black is low, and white is 
high. Any tiles with more than 25% of their area consisting of low modulation 
points, have been rejected during the analysis.

This example is interesting because the impinging air jet has divided the 

field in two. Along the dividing line, aliasing has occurred. That is, the fringe 

density has exceeded the resolution of the capture system. It is instructive 
to explore the behaviour of the phase unwrapping algorithm in this case.

Examine the connection tree in Figure 5.27. It can be seen that infor­
mation is missing along the line where the air jet has struck. The air jet 
is causing a steep valley where it strikes. The phase solution for the two 
halves have been connected on the far right of the board, at a distance from 
the impinging jet, where the displacement is least. Because of the relatively 

small displacement, the fringe density is less in this area and so aliasing has 
not occurred. It may be verified by reference to the wrapped phase map, 

Figure 5.25, that this is the only region of valid data connecting the two 

halves of the board. This area has been chosen by the algorithm for the 
following reasons

i) There is good agreement between the tiles to either side of jet 
valley.

ii) There are no fringe edge termination points in the connecting tile, 
by contrast with the other tiles along the valley.

iii) There are few low modulation points.

These three factors have over ridden the last factor, that is apparent 
fringe density, which is high in the area, to select this position as the most 
reasonable connection point.

i) Total number of tile sides in complete frame =  2600
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ii) Number of sides which computed between tiles =  2070

iii) Number of sides which did not appear to match =  295

iv) Estimate of frame area solved =  68.27%

5.10 Soldering Iron, Aliasing on An Object 
In The Field

The last example shows an interesting example of the technique avoiding 
the aliased carrier fringes on a soldering iron, during FFT processing. Fig­
ure 5.31 shows the original interferogram with carrier fringes. Figure 5.32 
shows the wrapped phase map produced after demodulation. The side lobe 
corresponding to the wrapped phase map was isolated by a rectangular win­
dow, instead of the papoulis, in the Fourier domain. This is therefore a very 
noisy example of a wrapped phase map, as high frequency components have 

been left in. Figure 5.33 shows the edge detection of the wrapped phase map 
and tile connection tree. Figure 5.34 shows the grey scale solution. In this 

image the mismatch in the tiles in the area of the soldering iron can be seen 
at once, the manner by which the algorithm avoids the area, by comparing 

the tile solutions, is clear. Figure 5.35 shows a contour map of this solution, 

and Figure 5.36 shows a mesh plot o f the solution.
The tile size used was 24 pixels including the 4 pixel overlap. An estimate 

for the field area solved is given by the package:

i) Total number of tile sides in complete frame =  2600

ii) Number of sides which computed between tiles =  1510

iii) Number of sides which did not appear to match =  137

iv) Estimate of frame area solved =  52.81 %







Figure 5.26: Low Modulation Noise ( in White ) for Vibrating Board
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Figure 5.28: Grey Scale Unwrapped Fringe Field for Vibrating Board



Figure 5.29: Contour Plot of Unwrapped Phase for Vibrating Board, Every 
5th Pixel on Long Axis
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Figure 5.31: Soldering Iron Interferogram with Carrier Fringes
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Figure 5.34: Grey Scale Plot of Solution Showing Circumvention of Discon­
tinuities in Area of Soldering Iron
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5.11 Conclusion

This chapter has given a number of examples of fringe analysis, and the 
application of the MSTT phase unwrapping strategy. This chapter concludes 
the application of digital image processing to fringe analysis.

The next chapter considers the application of digital image processing to 
Particle Image Displacement Velocimetry ( PIDV ).
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Chapter 6

Particle Image Displacement 
Velocimetry

6.1 Introduction

This chapter turns the discussion of quantitative image analysis away from 
interferometric applications. It discusses the application of image processing 

to Particle Image Displacement Velocimetry ( PIDV ), where small particles 
are imaged to produce velocity information from a flow field.

In the applications considered a double exposure is made of each parti­
cle so that the resultant image records particle pairs, where the displacement 

between the particle images encodes velocity. A spatial pairing analysis tech­
nique has been evolved which attempts to detect and measure velocity from 
individual particle pairs. This strategy has been adopted because of the 

sparse seeding found in high speed PIDV experiments. It is difficult to place 

the seeding particles into high speed flows in sufficient quantities to justify 

the use o f more standard, but time consuming, statistical processing such as 
Auto-correlation. An advantage of the spatial pairing strategy is that the 
original image and the vector results may be overlaid and compared. This 
aids understanding of the flow structure.

The work described in this Chapter was partly undertaken during a LINK 
scheme. The partners in this scheme being, SERC, DTI, Rank Cintel, the 
Aircraft Research Association ( ARA ) and Warwick University. The LINK 
scheme was extremely successful. Its original aims were defined as follows,
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i) To provide a family of optical diagnostics which could be used at 
transonic flow speeds to make non-intrusive measurements within 
a ’hostile’ industrial environment such as that presented by the 

ARA Transonic Wind Tunnel ( TW T ).

ii) To consider the most relevant type of technology which could be 
transferred into a company with an aerodynamic testing back­
ground, such as that found in ARA, but with only a limited 
infrastructure to support optical diagnostic methods.

iii) To generalise the optical diagnostic methods such that they could 
eventually become self standing measurement techniques.

iv) To break ground scientifically in areas which are critical to the 
development of quantitative flow visualisation for the next gen­

eration of transonic wind tunnel testing.

PIDV was one of four diagnostic techniques developed. The others being 

Laser Light Sheet, Holography and Wing Deflection Measurement. For a 

summary of this work see reference [1], The author’s part in the scheme was 
to provide digital computer control during the tests and quantitative analysis 
of the images obtained. Digital control required software synchronisation of 
laser, cameras and frame store.

An excellent and comprehensive introduction to the subject of PIDV is 

given by Adrian in reference [2] in a lecture series given by the von Karman 
Institute in 1988.

Adrian describes Particle image displacement velocimetry ( PIDV ) as 

a method of measuring many fluid velocity vectors simultaneously, over ex­
tended regions of a flow domain. The intent is to combine the accuracy of 
single-point methods such as laser Doppler velocimetry with the multi-point, 
nature of flow visualisation techniques. Efforts along these lines have been 

undertaken by numerous research groups during the past decade. PIDV is 
one of several approaches that have been aimed at measuring accurately 
velocities at hundreds of points in two-dimensional or three-dimensional re­
gions.
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When the flow field is unsteady, multi-point measurement techniques are 
capable of creating instantaneous pictures of the flow field that are unavail­
able from single-point measurements. Such information is much needed in 
the study of turbulent flow, where it is now widely recognised that the instan­
taneous realisations of the flow may bear little resemblance to the average 
structure. The need to study instantaneous unaveraged coherent structures 
has been one of the primary motivations for the development of multi-point 
measurement methods.

A characteristic of turbulent flows is that they contain a range of motions 
at a variety of scales. Experimental techniques must therefore be able to 

capture large coherent structures as well as having sufficient spatial resolution 

to capture small scale features. [2 ]
The marker used to seed the flow in PIDV is a small optical scattering site 

- such as a solid particle or gaseous bubble in liquid flow, or a solid particle 
or liquid droplet in gaseous flow. Gaseous air flows are considered here. The 
seeding employed has been either water droplets or solid latex particles.

There are a variety of ways of encoding velocity in the images. The 

approach used here was to employ a pulsed laser to produce a series of pulses. 

This in turn produces a series o f images of each particle. In fact two pulses 

were normally used so that the resultant images contained ‘particle pairs’ , 
that is two images of each particle. Some other possible coding schemes are 
shown in Figure 6.1, taken from reference [2].

Illumination for the project took the form of a light sheet, see Figure 6.2. 
This is a thin sheet of light illuminating a planar region, of the order of a 
few millimetres thick.

Under the LINK scheme PIDV was applied in a hostile industrial envi­
ronment at a much larger distance than had previously been demonstrated. 
It proved to be a powerful technique. The technique has been seen to be 
within the capacities of a test centre to operate on a regular basis, without 

the constant attendance of expert practitioners. The velocities of 1 micron 
particles, travelling at transonic speeds, were measured at an optical distance 
of 2.4m.

A variety of improvements to  the optical system were made in the course 
of the LINK scheme. The optical developments were made by the optics
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Figure 6.1: Coding Techniques for Image Velocimetry

Figure 6.2: Schematic Diagram of PIDV as Applied in Transonic Wind Tun­
nel
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team of P. J. Bryanston-cross, C. E. Towers and D. P. Towers. A single 
oscillator double pulse Nd/Yag laser was the final choice of laser. This was 
of lower power than the Ruby originally employed, but permitted a much 
higher repetition rate ( double pulse to double pulse ). The drop in power 
of the laser was found to be acceptable from initial tests with the Ruby. 
The Nd/Yag laser was capable of giving a maximum of a tenth of a Joule in 

energy per pulse, whereas the Ruby could give up to a Joule. The repetition 
rate of the Ruby was around 30 seconds, however, whereas the Nd/Yag could 
repeat at around 10Hz.

Double-pulsed lasers such as the Ruby and Nd/Yag produce high energies 

in pulses of very short duration, of the order of 10 to 25 ns. Because the 

particles being imaged in the TW T were so small the order of power supplied 

by such lasers was necessary. This is related to the light scattering properties 
of small particles ( the Mie light scattering theory is described in detail in 
reference [3] ). The particles have to be small to follow the flow correctly, 
and not simply continue on their own paths when shocks occur, for example. 
The subject of visualising such small particles in the application of PIDV 
has been explored by Bryanston-Cross [4], The frequency doubled Nd/Yag 
laser employed could produce two 10ns 0.1J pulses separable over the range 
50nsec to 100 microsecs. It had a wavelength of 532nm. Several properties 
of the laser helped make the PIDV tests successful. These are described by 
Dr. Bryanston-Cross in reference [5], and given below,

i) The solid state Nd/Yag pulse has a well defined Gaussian beam 

profile, which could be focused to produced a sheet of laser light 
0.3mm thick. The quality and width of the light sheet were con­
firmed by placing a piece of laser analysis paper in the plane of 
the sheet to produce a burn pattern.

ii) The Mie theory shows that the size of a sub-micron particle is 

related logarithmically to its ability to scatter light. Thus halv­
ing the particle size from 500nm to 250nm theoretically produces 
an order of magnitude reduction in the scattered light which 
can be collected in the side-scatter mode. The frequency dou­
bled Nd/Yag laser has a greater Mie scattering efficiency for sub­
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wavelength particles than the alternative Ruby pulse laser which 

operates at 695nm.

iii) The laser could be run in an open lase mode at a repetition rate 
of 10Hz. This meant that alignment of the optical system was a 

simple task. Sharp focus was essential because of the narrowness 
of the depth of focus of the optics and the light sheet.

[5]
The film used for this test series, TM AX 3200, has both high speed and 

high resolution characteristics. TM AX has a resolution of 100 lines/mm 
and can be used at a sensitivity of ASA (ISO) 1280. However, TM AX is 
insensitive to the near red and infra-red parts of the spectrum which means 

that it may not be used to record images made using a Ruby laser as the 

illumination source.
However, subsequent tests have been performed using Kodak high speed 

infra-red film. The speed and resolution of this product were found to be 
very similar to TMAX.

It is fairly clear that there is a limiting balance between the amount 
of light scattered from a particle and the speed and resolution of the film 
required to image it. It is also known that this is of particular importance 
when sub-micron particles are considered. The break through in reaching 

large operating distances came from a re-appraisal by Dr. Bryanston-Cross 
of some work done by Adrian. Adrian had derived a relationship, between the 

factors above, based on fundamental optical wave theory, but the derivation 
made use of an empirically derived factor which related to the particular lens 
used. Adrian did not take into account the effect of simple geometric lens 
aberrations as found in most conventional lenses. The result of this was that 
the potential sensitivity of the technique was underestimated [5].

From a detailed study of the optical performance of available camera 
lenses, conducted by Warwick jointly with the Royal Aerospace Establish­

ment ( RAE ), it was determined that standard lenses imposed a significant 
resolution limit on the technique. By using diffraction limited imaging op­

tics it was possible to extend the previous stand-off measurement distance of 
sub-micron particles from 100mm to 2.4m.
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A 35mm camera was used to record the particle data on film, through 
the diffraction limited optics. A video camera, installed in place of the pen­
taprism, enabled remote focusing of the camera so that the narrow depth of 
field of the optic could be overlapped with the position of the light sheet, see 
Figure 6.2.

It was later seen that transonic Video PIDV results were obtained through 

this video camera. That is real time Transonic Video PIDV was observed 
in the control room as tests progressed. It was then realised that a video 
approach to Transonic PIDV was possible and desirable. It was also noted 
that the analysis techniques for Transonic Video PIDV would require a digital 
image processing method rather than the more common optical processing 
methods which have been applied to PIDV images on film, these methods 
are described later. Moreover real time image processing, which is becoming 
more accessible, could make vector velocity results available during the test 
and so allow interaction with the experiment.

One of the motivations for developing a digital processing method was 
in order that it might later be applied to Transonic Video PIDV. The field 

of view of the CCD camera employed was much less than that of the film 

camera, although the pixel size of the CCD detector and the grain size of 
the film were comparable. That is the film did not provide a greater spatial 
density of detector sites, only a larger number. Video cameras with large 
arrays of detector sites are available, but as yet these are expensive and 
have a frame transfer rate considerably lower than that of conventional video 
systems ( of the order of seconds as against ^  of a second ). However, the 
potential for a high resolution video system was obvious. The wet processing 

stage in the film based technique takes too much time.

A more standard CCD may be used as a probe to seek active areas. 
These may then be made the focus of attention. The 35mm SLR and CCD 
may then be used in conjunction. The CCD seeking out the relevant flow 

features, and the film camera being used to record single frames with a wider 
field around such areas. These developments mean that Transonic Video 
PIDV offers real time results in the visualisation of complex transonic flows 
at very large stand-off distances.
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6.2 History of Particle Image Displacement 
Velocimetry

Grant and Smith give a brief summary of the development of PIDV in ref­
erence [6 ]. The history below is loosely based upon this reference. PIDV 
was first described in papers by Grousson and Mallick [7], Barker and Four- 
ney [8 ] and Dudderar and Simpkins [9]. Grousson and Mallick employed 
polystyrene spheres of 0.5 pm diameter as a seeding material in their fluid, 
and an electroptic modulator in the path of their 0.8 Watt, continuous wave 
laser to generate pulses of laser light. A cylindrical lens was used to gener­

ate the light sheet. The image of the fluid consisted of a speckle structure. 
Illumination of the fluid by two pulses left two mutually displaced speckle 
patterns upon the film. The displacement being different for different areas 
o f the flow. The analysis technique employed was based upon a Fourier plane 
analysis. The application of PIDV in these first reports was to liquid flows. 
Experimental difficulties limited the speed of flows which could be investi­
gated to speeds of the order of millimetres per second and over regions of the 
order of square centimetres.

Adrian and Yao [10, 11, 12] detailed the differences between the particle 

image and the speckle regimes and discussed the effects of particle scattering 

characteristics.
In reference [10] Adrian notes the difference between the techniques of 

recording multiple exposures of the speckle pattern translation during sur­
face motion ( for example, to measure in-plane displacements of surfaces, 
see ESPI series in Chapter 2 ), and applications involving fluids. He states 
that these are fundamentally different. The light scattering characteristics 
o f fluids containing small particles can be quite unlike those of solid sur­
faces. For example, fluids are illuminated by a pulsed sheet of laser light 
whose thickness is A z. Hence scattering occurs from a volume distribution 

of particle scattering sites rather than a surface distribution. The particles 
are typically small ( 0 . 1  - 1 0  p m ), and they act as discrete point sources of 
scattered light. The number density of particles per unit volume and their 
size can vary over a very wide range of values, depending upon the fluid and
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its treatment. For speckle patterns to exist, the number of scattering sites 
per unit volume must be so high that many images overlap with random 
phase in the image plane. Since the number densities of scatterers in fluids 
can be quite low, it is possible that speckle is not present in many fluid ap­
plications, and that discrete images of particles are photographed instead. 

This, then, changes the mode of operation from laser speckle velocimetry to 

particle image velocimetry [1 0 ].
In concluding the same paper Adrian states that the source densities 

encountered in many air and water flows of interest in research and practical 
applications are often not high enough to produce speckle. He correctly notes 
that seeding in large scale flows or high speed flow becomes increasingly 
difficult and expensive as the concentration increases.

Meynart [13] first reported measurements in air where a pulsed Ruby 
laser was used to investigate an unexcited jet. Lourenco and Whiffen [14] 

described the use of a mechanically chopped, continuous wave, Argon-ion 
laser, and discussed the dynamic range of the instrument.

Bryanston-Cross first applied PIDV to transonic flows [4]. His work 
moved from a feasibility study at the Massachusetts Institute of Technol­

ogy, to proving the technique in industrial environments, both in the course 
of the LINK scheme [1] and during tests at RAE Pyestock [5].

6.3 Processing Methods

The intuitively simplest processing method, for resolved particles, is di­
rect analysis of the PIDV negative to determine the distance and direction 
through which the particles have translated between exposures. The prob­
lem then is to identify a particle and its partner. In densely seeded flows the 

probability of mis-matching particle images is high. One method that helps 
to resolve this problem is to pulse the laser several times, to create multi­
ple images of each particle, which provides additional criteria for allocating 
particles to unique groups.

An alternative processing method demonstrated by Meynart uses whole 
field analysis of the image by optical Fourier transformation and filtering. 
This provides a pattern of fringes which represent iso-velocity contours.
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The most appropriate method of analysis depends on the particle density 
within the image. In the application of high speed PIDV it is far more difficult 
to introduce the seeding material than in low speed applications. This means 
that the images produced from high speed PIDV are relatively sparse, when 
compared with those from low speed PIDV. Because of the sparse nature 
of the data, methods which rely upon local statistical averaging of many 

particle pairs are not appropriate.
It has been found that in order to believe in the measurements, in the 

presence of noise and laser light reflections ( glare ), it has been a requirement 
to be able to inspect the particle pair images themselves. This has been 
facilitated by the use of a video overlay in which the computed velocity 
vectors are overlaid upon the original PIDV image. The computation of 
individual measurements for each particle pair have been found to be more 
appropriate than area averages in order to understand flow structures which 

would otherwise be averaged away.

6.3.1 Two Dimensional Correlation and Two-Dimensional 

Spectrum Analysis of Young’s Fringe Pattern

The notes from the von Karman institute [2] present a detailed theoreti­
cal analysis of two general and powerful analysis methods; these are, full 

two-dimensional correlation in the case of the image plane and full two- 
dimensional spectrum analysis of the Young’s fringe pattern in the case of 
analysis in the Fourier transform plane [2].

These statistical methods can be used to analyse the PIDV negative when 

there are many particles present; they rely on the fact that the displacements 

of markers within a sufficiently small interrogation spot will be nearly equal, 
so that the probability of detecting the mean displacement is high compared 
to random pairings of marker images.

In a double-pulsed system, correlation techniques determine the displace­
ment which gives the greatest correlation between the first image and the 
second image.

Using the Young’s fringe method each pair of images within the interro­
gation region produces a set of interference fringes in the far field. The fringe
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spacing is inversely proportional to the spacing of the pair images. The ori­
entation of the fringes is perpendicular to the direction of travel. If there are 
several images within the interrogation spot, then the average fringe pattern 
will be dominated by the fringes associated with the average displacement.

These methods may be implemented optically employing a transparency 
of the marker positions. This transparency is translated to different posi­
tions in front of a light source ( He-Ne Laser ), to select different spots, see 
Figure 6.3.

2 - 0  Imog« 0«HdO'

Figure 6.3: Interrogation of a Double Exposed Transparency (a) Processing 
in the 2-D Image Plane via Two Dimensional Correlation, (b) Processing by 
Young’s Fringe Analysis in the Fourier Transform Plane of the Images

The correlation theorem is outlined below. Reference [15] gives a good 

introduction to Fourier transform spectral methods. Given two functions 
h {x )  and g ( x ) ,  the correlation of the two functions, denoted Corr(g, h), in 
the continuous case is defined by
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(6.1)/ ° o
g ( x  +  a )h (x )d x

-OO

x is a spatial measure in this case. The correlation is a function of a, 
which is called the lag. The transform pair below permits conversion to and 
from the Fourier domain

C o r r (g ,h )  «-----► (6 .2 )

given that g  and h are real. This result shows that multiplying the Fourier 

transform of one function by the complex conjugate of the Fourier transform 
of the other gives the Fourier transform of their correlation. For the discrete 
case, of two sampled functions gk and hk, each with period N ,

N - i

Corr(<7, h )j  =  ^  Qj+khk (6.3)
k=0

The discrete correlation theorem states that this discrete correlation of 
two real functions g  and h is one member of the discrete Fourier transform 

pair

Corr(g, h )j *--- * G kH k* (6.4)

where G k and H k are the discrete Fourier transforms of gj and hr  The 
correlation of a function with itself is called its autocorrelation. In this case 
the discrete transform pair becomes

Corr( g , g ) j  <--------♦  \Gk\2 (6.5)

This is called the Wiener-Khinchin Theorem. Autocorrelation, via appli­

cation of a digital two-dimensional Fourier transform and the above theorem, 
is employed to analyse an example later in this chapter. The power spectrum 
computed during this process resembles the Young’s fringe pattern.

It is important in the application of correlation techniques to consider end 
effects, since the images will not be periodic as intended by the correlation 
theorem. Zero padding is employed. For example, if lags as large as +  or — 
K  pixels are sought, then a buffer zone of K  zeros must be appended at the
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edge of the image. If this padding is not applied then erroneous results will 
be obtained when data close to one edge of the image is compared with data 
close to the opposite edge. If all possible lags are sought, then this means 

appending a buffer zone with K  equal to the size of the image.
Analysis by the Fourier correlation theorem serves to illustrate the rela­

tionship between the optical Young’s fringe approach, and the digital Fourier 
methods. Researchers have tended to take this approach, of mapping the op­
tical analysis method to the digital domain by simulating the optical process. 
That is, by producing the analogue of the Young’s fringe pattern ( the power 
spectrum ) by using a 2D FFT. However, this has tended to blind researchers 
to the possibility of implementing the correlation technique in other ways. 
It seems that the huge advantages of a spatial implementation have been 

overlooked.
Myrman [16], for example, discusses the use of an NMX-432 array pro­

cessor, in the analysis of Dr. Adrian’s PIDV data, in order to perform the 
autocorrelation in the Fourier domain. The images analysed are from a 4 x 5 
inch negative and contain 12,500 interrogation spots, each spot containing 
64,000 pixels. Processing time is given as around 3 hours. He briefly dis­

cusses the time complexity of the Fourier approach when implemented upon 
a digital computer.

Pre-processing of the digitised PIDV negative is performed by Myrman, 

prior to the analysis. This pre-processing reduces the pixel image of each par­
ticle to a single pixel, calculated as the the centroid. The motivation for this 
is in order that the Fourier impression of the PIDV image is not contaminated 
by the transforms of the individual particle images. This contamination oc­
curs as each particle differs slightly in shape and size, the pre-processing 
eliminates the image of each particle reducing them all to a single pixel. As 
is seen later, without this pre-processing large particle images can dominate 
the fringe field. This problem must exist, without proper filtering, in optical 
methods.

The pre-processing applied by Myrman is sensible ( it is the same pre­
processing as applied by the spatial pairing technique ). However, Myrman 
fails to take advantage of the simplicity of the image thus obtained. For exam­
ple, Figure 6.4 illustrates a spatial approach to the autocorrelation problem.
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The spatial correlation technique may be implemented very efficiently over 
such an image. To begin with bit manipulation arithmetic may be used, as 
operations are then performed over a binary ( bilevel) image. Perhaps more 
importantly, the complexity of the processing task may be vastly reduced by 
definition of a maximum value for the lag K . This means that the corre­
lation process may be halted  before all possible lags have been computed. 
This is an important point, the global transforms of the Fourier approach, 
which compute all possible lags, need not be performed. It is only necessary 
to compute a relatively small number of lags up to that corresponding to the 

maximum possible velocity in the image.

The result of the autocorrelation method is an average velocity vector for 
the area of the image considered. Individual pairs are not picked out as is 
the case with the spatial pairing method.

6.4 Initial Semi-Automatic Data Reduction 
System for Transonic PIDV via Spatial 
Pairing

The aim of processing is to produce a velocity vector field from the digitised 
particle field. The digitised particle field typically contains

i) Images of the paired particles.

ii) Single unmatched particles travelling perpendicularly to the light 
sheet.

iii) Glare from laser light reflection.

iv) Film grain noise.

The spacings of the paired particles must be identified and translated into 
velocities.

The particle data in the high speed flows considered is, as has been men­
tioned, sparsely distributed. One of the concerns was that a Fourier ap­
proach, for example, would be largely processing empty space and so have
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become rather distant from the problem itself. A spatial pairing analysis 
strategy has therefore been evolved to deal efficiently with the sparse data 

fields encountered.

Mirror Pair

Figure 6.5: Initial Semi-Automatic Data Reduction System for Transonic 
PIDV

The first approach taken to the analysis of the PIDV data from the tran­

sonic tests is shown in Figure 6.5. This system involved projection o f part 
of the PIDV negative on to the face of a CCD cell within a video camera. A 
typical image obtained from the system is shown in Figure 6.6. The image 
shows two clear particle pairs, and a possibly unpaired particle. The partner 
of the lone particle may be just visible within the film grain noise, or may 
have been lost as it passed beyond the light sheet. The image in this Figure 
is 512 by 512 pixels. There is an apsect ratio of 1.41 from the CCD camera 

to the frame capture board. This has been reproduced in the Figure. Each 
pixel in this image represents about 1 micron in the PIDV negative. The 

particle images are approximately 30 microns, or 30 pixels, across.

The question of accuracy is explored below. Suppose that an experiment 
has been conducted with a laser pulse separation of 2 microseconds and that 
the particles imaged were moving at 200 m /s. This would give a particle pair
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separation in space of 0.4mm. The actual image size on the negative would 
be 1.9 times smaller than this, a feature of the optical system. This produces 
an image displacement of approximately 210 microns. The individual particle 
image diameter as defined by the imaging lens employed, was found to be 
approximately 30 microns as illustrated in Figure 6.6 ( in this Figure the 
particles are not moving at 200 m /s ).

The resolution of the film is 100 line pairs/mm. That is 10 microns per line 
pair. The line pair resolution means that two adjacent lines can be separately 
resolved at a spacing of 10 microns on the film, it is therefore a somewhat 
conservative estimate for the resolution of the film. Figure 6.6 suggests that 
the line pair resolution does not directly represent the resolution with which 
the position of a particle may be determined.

It can be seen that the resolution of the digitisation process, in this sys­
tem, is far above the resolution of the film, again see Figure 6.6. The limit 
of measurement accuracy is therefore in the film, and not in the digitisation 
process.

.+/-1

Figure 6.7: Computation of Particle Centre from Bounding Box in PIDV

Figure 6.7 illustrates the manner in which the centre of the particle is 

computed. A bounding box is used. The bounding box is found from the 
extreme x  and y coordinates of the particle. Referring to Figure 6.7, A  and 
B  show the extreme x  coordinates of the particle. An illustration of the 
calculation for the x  coordinate of the particle centre, C x is shown. C y is 
calculated in a similar manner. The final error in the calculation of the 
position of the particle centre is a combination of x and y  effects. Equation
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6.6 describes this error ec, in terms of the error in C x , which is given as ex 

and the error in C y, given as e„.

ec =  (e*2 +  e„2) i  (6.6)

Let us suppose that the position of the edge of a particle, in either the x 
or y  directions can be determined to +  or - 0.5 line pairs ( +  or - 5 microns 
or approximately +  or - 5 pixels ). ex and ey which represent the error in C x 

and C y, would then lie in the range from —5 to 5 microns, see Figure 6.7. 
The maximum value of ec may be determined by substituting the extreme 

value 5 for ex and ey in Equation 6.6. The maximum error in ec is seen 
to be \/50 or about +  or - 7 microns. This worst error causes a measured 

displacement of the centre along a line at 45 degrees to the horizontal.
Suppose that the coordinates of the two particle centres in a pair are 

given by ( X i,yi ) and ( x2, y 2 ), respectively. Equation 6.7 then describes 
the displacement d between the particles, in microns ( or pixels ). The 
equation also includes terms relating the error in measuring the positions of 
the particle centres. That is eXl is the micron ( or p ixel) error in measuring 

xi, ey, is the micron ( or pixel ) error in measuring y\, etc.

d =  (((x j +  eXl) -  (x2 +  e*,))2 +  ((jq +  eVl) -  (y2 +  e,*))2) ’  (6.7)

Using this equation it is possible to investigate the error distribution for 
the velocity measurement. Suppose that the x and y  coordinates of the 
centres may be measured to +  or - 0.5 line pairs ( +  or - 5 microns or +  or - 
5 pixels ), consistent with the previous discussion on measuring the position 
of particle centres. The true spacing of the particles on the film is known to 

be 210 microns, for the example. However, the angle at which this velocity 
vector lies, in frame, has an effect on the accuracy of measurement.

The error distribution was first investigated by a brute force method. 
This method simulated the vector at angles from 0 to 90 degrees, and varied 
the errors er, , etc ( over the values —5,0,5  microns ), in order to simulate 
the effect on d. This exploration yielded the plot of Figure 6.8. As can be 
seen the maximum error occurs at 45 degrees.

274



Error in Measursing Velocity Vector at a V ariety of Angles

Figure 6.8: Error in Measuring Velocity Vector at a Variety of Angles
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The maximum error 
in measuring the length 
o f  the velocity vector 
occurs when the vector is 
at 45 degrees.

At this angle the vector 
is aligned with the 
maximal particle 
centre displacement 
vector.

This means that the 
apparent length o f

the velocity vector is increased 
by a greater amount than 
at any other angle.

Compare a) and b)

Figure 6.9: Error in Vector Measurement is Greatest at 45 Degrees

This is explained by Figure 6.9. The displacement of the particle centres 
align with any vector at 45 degrees and so maximise the total length of the 
vector over all other angles. The error in length is almost entirely due to the 

displacement of the particle centres by 7 microns in opposite directions along 
the 45 degree line.

Provided the assumptions above are valid, this gives a total potential 
measurement accuracy, in the worst case, of about +  or - 15 microns or 1.5 

line pairs. This corresponds to a percentage accuracy for the example, at the 

film processing level, of +  or - 7%, as 15 microns is 7%  of 210 microns ( the 
expected displacement for the example particle ).

The part of the negative imaged by the system is controlled via a pair 
of computer controlled scanning mirrors, controlling x and y axis motion 
respectively. In this system, the operator was able to control movement across 
the negative via the cursor keys of the PC. The method of data collection 

involved the operator traversing the negative until particle pairs appeared on 
screen. The computer was then signalled to record the particle positions by 
processing the visible frame.

The positions of the particles in the frame were extracted via the following 
processing steps
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i) Thresholding of the image. This operation was applied to distin­
guish the particle images from the background. The operator was 
able to fix the threshold level to best extract the particle images 
from the background noise. This was not always entirely success­
ful due to the similarity in intensity between the film grain noise 

and the particle images themselves.

ii) Flood fill of marked areas. Those areas above the specified thresh­
old level were flood filled in order to size them. That is the pixel 
area of each particle candidate was computed. It seemed that 
the area pixel count for patches of film grain noise was consid­
erably less than the pixel count for particle images. During this 
processing phase a bounding box describing the spatial limits of 
each particle candidate was computed, as described earlier in this 

section, see Figure 6.7.

iii) Those candidates which were more likely to be film grain noise 
than particles were rejected, based upon a user specified area 

threshold level.

The pairing process for this system was controlled by the operator. The 
computer aided the analysis by automatically recording the galvanometer 
coordinates of the scanning mirrors and the pixel coordinates of the parti­

cle centres. The centres were determined from the centres of the particle 

bounding boxes, as mentioned above. These factors were then converted 
to spatial coordinates and ultimately into velocity vectors using a specified 
pulse separation and scaling factor.

As can well be imagined the pairing operation was a time consuming and 
laborious process. A more automated analysis system was necessary. Rather 
than develop an improved system based around the hardware just described, 
a more compact and less labour intensive method of digitising the PIDV 
negative was adopted. This system overcame the problem of hysteresis. The 

galvanometers were under the control of 12 bit digital to analogue converters, 
the galvanometers did not always return to precisely the same point.
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6.5 Improved Spatial Pairing PIDV Analysis 
System

This section describes the improved PIDV analysis system based around a 
flat bed scanner instead of the scanning mirror arrangement. In this system 
high resolution has been sacrificed for a m ore automated scanning process. 
It is noted that the resolution of the scanner over a 10 by 8 inch print is 

comparable to the line pair resolution of the film over a 35mm negative. 

That is 10 inches at a resolution of 300 pixels per inch gives 3000 pixels, 
wheras 35mm at a resolution of 100 line pairs/mm gives 3500 line pairs.

The image processing functions have been improved to provide a much 
more automated system. The processing strategy is described below.

The operator supplies band limits for the particle size. The program may 
either apply a series of iterations of the analysis procedure, varying tight 
band limits for velocity and direction, in order to build up a histogram of the 
velocity distribution, and from the peak of this histogram the chief velocity 
vector in the image. Alternatively they m ay specify their own band limits 

for velocity and direction and view the pairs which are found within those 
limits using a video overlay.

IBM PC Compatible Micro Hewlett Packard Flat
Bed Scanner ( 300 dpi ) 
or similar

Figure 6.10: Data Reduction System Based Upon Flat Bed Scanner
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The accuracy of the system depends upon a number of factors, the accu­
racy of timing of the delay between laser pulses, the relative component of 
velocity of the particle pair through the sheet and the digitisation process.

In the scanner system as shown in Figure 6.10, there is an intermediate 
photographic print process between capture of the PIDV data on film, and 
scanning of that print into the computer. Each step in film processing affects 

the accuracy of the system, as well as the scanning process.
It has been the practice to print the PIDV negatives as 10 inch by 8 inch 

prints. These are then scanned at 300 pixels per inch. In this way the whole 
field is digitised in one process. The resolution of the digitisation process 
could be increased by photographic enlargement of the PIDV negative, to 
the limit of the optical systems and film grain. The analysis system is not 
dependent upon the specifics of apparent particle size, in the digitised image, 

or scale, as these may be supplied as inputs.
Let us examine the accuracy of this system, using the same example, of a 

particle moving at 200 m /s with a pulse separation of 2 microseconds, as was 
used in the previous section. Suppose the 35mm negative is printed as a 10 by 
8 inch print. The 35mm dimension of the negative maps to approximately 

10 inches in the print ( a more exact scaling factor is determined from a 
calibration shot ). The spacing of the particle images in the print would be, 

1̂035ooo 54 =  0.15 cm, which is 6 hundredths of an inch. This corresponds 
to a displacement of 18 pixels in the digitised image. A particle with an 
image diameter of 30 microns on the negative would have a pixel diameter 

in the scanned print of about 3 pixels. The spatial position of the centre of 
the particle can be computed to +  or - \/2 =  1.4 pixels by again applying 
Equation 6.6. If analysis of the scanned image produces a result to +  or - 1.4 
pixels, for each particle, then it produces a result to +  or - 2.8 pixels for the 
measurement, as the position of each particle in the pair must be assessed. 
The analysis has a resolution of approximately plus or minus 1 part in 6.4, 
for the given example, which is 15.6%.

The accuracy per point is low for the example. However, the 15.6% figure 
was arrived at by considering a scan of the entire 35mm negative. Clearly, 
for this example, the accuracy achieved is unacceptable. A more accurate 
analysis could be achieved with the same system by scanning an enlarged
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section of the 35mm negative. As mentioned above, there is a trade off 

between convenience and accuracy.

6.5.1 The Problem of Ambiguous Pairing and Com­

parison of Particle Positions

Figure 6.11: Schematic of Particle Pairs Showing an Ambiguous Pairing 
Problem

Figure 6.12: Schematic of Particle Pairs, Circles Define the Maximum Dis­
tance that a Particle could have Moved, Pulse to Pulse

One problem in the automatic analysis of PIDV data is the resolution of 
directional ambiguity. A coding scheme for the first and second particle is 
necessary. If this is not available then the analysis becomes confused in the 
area of a vortex or reversed flow region. In these cases there is a 180 degree 
ambiguity in the direction of fluid flow. Coding the image, perhaps by the
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Figure 6.13: Schematic of Particle Pairs, Ambiguous Pairings are Deleted 
and Velocities Computed for the Remaining Pairs

use of two colour lasers can solve the problem, but such equipment was not 
available for the transonic tests performed to date.

A possible aid in determining the flow direction has been observed in the 
data gathered by the Warwick team. This relies on the fact that the power 
in separate laser pulses is seldom identical. That is, due to the difference in 
pulse energy between the first and second pulses, the image of the particle 
appears to change size in a predictable way between the first and second 
pulse. It may then be possible to assess the direction of motion by sorting 

the particle pair data using the size of the particle images. This effect can 
be seen in Figure 6.6.

Another problem for automatic analysis is that of ambiguous pairing. 
The problem of ambiguous particle pairings is illustrated by the series of 

Figures 6.11, 6.12 and 6.13. Figure 6.11 shows three particle pairs and a 
rogue particle whose pair is absent. This has made it difficult to tell which 
particle should be paired with which.

In order to first recognise this sort of situation a maximum value for the 
velocity of the particles is required. This, together with the pulse separation, 
allows the maximum distance that any particle could have moved between 
pulses to be calculated. This in turn allows the definition of circles of influ­

ence for each particle, within which partners must lie. This is illustrated by 
Figure 6.12. As can be seen, for the ambiguous pairing situation, on the right 
of the figure, each of the three particles lies within the sphere of influence of



two others. This is therefore an ambiguity.
Ambiguities are dealt with by deletion. That is all particles involved 

in ambiguous pairings are eliminated from consideration in the flow field 
solution. This is illustrated by Figure 6.13.

Velocity is constrained to lie within a specified band. The size of particles 
( that is their pixel area ) is similarly constrained, and the angle of the velocity 

vector is also constrained.
The algorithm is able to reject glare in the image, or other artefacts which 

are too large to be particles, based on the specified limits for particle size. 
The sizing operation is performed via a flood fill of each distinct illuminated 

area.
The positions of those ’particles’ which lie within the acceptance band 

for size are noted. A list is formed. Each particle is considered to have its 
pair within a distance band dictated by the minimum and maximum velocity. 
This band lies within two concentric circles centred on the particle.

A sort of the particle list is performed in order to group particles which 
could be pairs together. The original list is therefore subdivided into a series 
of sublists. Each sublist contains a grouping of particles.

At this point group lists which contain only one particle are removed. 
Group lists containing uniquely two particles are considered particle pairs. 
These form the basis for the velocity field solution. Groupings of larger 

numbers of particles are ignored.
Each particle is associated with a sub group. In order to perform this 

grouping operation a large number of comparisons between particle positions 
and particle groups must be made. This is time consuming. A strategy has 

therefore been developed in order to reduce the number of comparisons that 

need to be made. This involves computation of the spatially bounding box for 
each particle grouping. Instead of comparing each candidate particle to all of 
the members of any group, an initial test is made against the group bounding 
box, A in Figure 6.14. If the candidate particle is at such a distance from the 
bounding box that it could not be paired with any particle within the box, 
that is outside B in Figure 6.14, then the particle is not further compared 
with members of the group. Otherwise a more thorough comparison of the 
position of the new particle with those of the group is undertaken. This
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Figure 6.14: Bounding Box Test to Improve Performance of Pairing Algo­
rithm

process considerably improves the performance of the algorithm.

6.6 Example of PIDV Analysis by 2D Auto­

correlation Technique on a Single Pair of 
Particles

The simplest PIDV image open to analysis contains two unique particles. 
This case is given as a first example of analysis by the Autocorrelation 
method.

Figure 6.15 shows a pair of pixels, which represent a pair of particles. It 

will be seen later how reduction of particle images to single pixels aids the 

analysis procedure by eliminating the transforms of the individual particles, 
as mentioned earlier in reference to Myrman [16]. Figure 6.16 shows the 
2D Power spectrum of Figure 6.15. The Figure resembles a Young’s Fringe 
pattern. This image is squared and the inverse 2D FFT computed to give the
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autocorrelation, according to the Wiener-Khinchin Theorem. This inverse 
application of the 2D FFT produces Figure 6.17. Here it is seen that the 
pixel particle images have produced two clear peaks, at a spacing of double 
the original particle spacing. The spatial positions of these peaks may be 
extracted automatically by a search for the two most prominent maxima to 
find the spacing of the pixels in the original Figure 6.15, clearly a trivial 

example. However, the same ( or at least a similar ) process may be applied 
in a real image, with many particles as will be seen below.

Figure 6.15: Single Pixel Pair Image
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Figure 6.17: Single Pixel Pair Autocorrelation
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6.7 The 2D Autocorrelation Method Applied 
With and Without Preprocessing of the

PIDV Image

A comparison is made between correlation analysis without pre-processing 
of the PIDV image and with a pre-processing step. The pre-processing step 
reduces the particle images to single pixels defined by the centres of the 
particles’ bounding boxes.

The data is taken from an experiment to measure the performance of the 
thrust reverser of a jet engine, see Figure 6.18. The final results of this test 
are to be published in ASME. The model employed was scale.

Micron sized water droplets were used as the seeding material. PIDV was 
used to make a specific measurement in the vicinity of the thrust reverser’s 

‘kicker’ plate to map the velocity and direction of the exit flow.
Figure 6.19 shows a scanned and reprinted version of the original PIDV 

photograph, with a box added to denote the area of the test image. Figure

6.20 shows the test image to be analysed.
The Autocorrelation technique is applied here using 2D Fourier Trans­

forms. Following application of the technique, the correlation peaks may be 

found be searching about the centre of the field within two concentric circles 
whose radii are defined by the minimum and maximum lag, which correspond 

to the minimum and maximum velocities expected in the image.

Let us consider the 2D Power spectrum of the test image, shown in Fig­
ure 6.21. The test image itself is shown in Figure 6.20. At first sight this 
image appears to present a fairly clear fringe pattern. However, after the in­
verse transform, which gives the autocorrelation, Figure 6.22, it can be seen 
that the relatively clear low frequency fringes in Figure 6.21 have, in fact, 

been generated by the image of two abnormally large water droplets. These 
can be seen in the top left hand corner o f Figure 6.20. The maximum band 
limit for velocity, 300 metres per second ( equaling a lag of 31 pixels ), is 
marked on the autocorrelation image as a white circle ( not part of the trans­

form ). The large droplets can be seen echoed in the autocorrelation image 
in several places, most noticeably to the left and right of centre, beyond the
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Figure 6.18: Thrust Reverser
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Figure 6.19: W hole Field View of PIDV Experiment on Thrust Reverser 
showing Area of Test Image in Box
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Figure 6.20: Test Image
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Figure 6.21: Test Image 2D Power Spectrum with DC Removed
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area defining the maximum lag. Here the droplets have correlated with their 

own images.
The peak due to the velocity of the particles is spread. It lies near the 

centre of the Figure 6.22 and is difficult to detect. The peak has been spread 
by the transforms of the particle images. The analysis has been disturbed 

by the images of the seeding particles.
This is a serious problem and must be addressed before the analysis tech­

nique may be employed with any confidence. It would be a difficult problem 
to deal with if the transform were being applied in an optical system. For­
tunately in a digital environment, pre-processing of the image is possible to 
eliminate the images of the particles in the transform.

It becomes necessary to apply a pre-processing stage to the image, in order 

to locate and size the individual particles. In the course of this processing 

‘particles’ which are too large to follow the flow may be removed along with 
other artifacts. This is, in fact, the same pre-processing as is required for the 
spatial pairing analysis method.

Once this pre-processing has been applied an image of the type shown in 
Figure 6.23 is obtained. As can be seen the particle images have been reduced 
to the same normalised form of a single illuminated pixel. Abnormally large 
particles have been removed. The grey line at the top and right sides of 
the image defines the area of zero padding. The 2D power spectrum of this 

image is shown in Figure 6.24. This image shows a very noisy Young’s fringe 

pattern. However, there is a discernible pattern of fringes in the direction of 
particle motion. The lack of clarity in this image will be explained by the 
following discussion.

First of all consider the inverse transform of Figure 6.24 to Figure 6.25. 
In this image, the autocorrelation of Figure 6.23, the minimum and maximum 
velocity band has been represented by the addition of two concentric circles, 
the inner circle defining the lower velocity band limit of 100 metres per second 

and the outer circle defining the upper limit of 300 metres per second. It can 
be seen that within these limits there is an expected and relatively clear pair 
of peaks for the perceived direction of particle motion. These peaks can be 
seen better in the contour and mesh plots of the central region of Figure 6.25 
in Figures 6.26 and 6.27.
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Figure 6.25: Reduced Test Image 2D Autocorrelation ( Circles Define Mini­
mum Velocity =  100 m /s and Maximum Velocity =  300 m /s )
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However, there is also another pair of peaks, which might not have been 
expected, running at about 45 degrees to the horizontal axis. The explanation 
for these twin peaks is that there are in fact two prominent flow directions 
and velocity profiles in the test image of Figure 6.20. This is not at all appar­
ent from a first inspection of the image. The upper and right halves of the 
test image are responsible for the pair of peaks which are nearer vertical ( in 
Figure 6.25 ). The bottom left hand corner of the test image is responsible 
for the other pair. This is a good example of the power of the Autocorrela­

tion technique to pick out periodicities which are not apparent to a human 

observer and which are difficult to detect by other means.

Figure 6.26: Contour Plot of Central Region of Autocorrelation for Reduced 
Test Image

Some evidence for this explanation is provided by the next series of im­
ages. The test image has been edited. The bottom left hand corner of the 
image has been cleared, and the analysis re-applied. The partial image is 
shown in Figure 6.28. The Young’s fringe pattern of Figure 6.29, is much
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less noisy than previously, compare Figure 6.24. As can be seen from Fig­

ure 6.30, there is now only one clear pair of peaks. A contour map and mesh 
plot of the central portion of Figure 6.30 are shown in Figures 6.31 and 

6.32 respectively.

6.8 Comparison of Analysis by 2D Autocor­

relation with that by Spatial Pairing

The main velocity vector for the partial image is given in Table 6.1. The 

result for the other correlation peak in Figure 6.25, corresponding to the 

lower left corner of the image, is shown in Table 6.2.

Velocity =  157 m /s
Vector Angle =  153 deg
Displacement Between Peaks =  32.6 pixels

Table 6.1: Summary of Fourier Analysis Result for Edited Test Image

Velocity =  183 m /s
Vector Angle =  133 deg
Displacement Between Peaks =  38.2 pixels

Table 6.2: Summary of Fourier Analysis Result for Lower Left Corner of Test 
Image

Mean Velocity =  156 m /s , s.d. =  19.4 m /s
Mean Vector Angle =  152 deg, s.d. =  6.3 deg
Mean Particle Size =  16 pixels, s.d. =  12.9 pixels
Mean Particle Displacement =  16.2 pixels, s.d. =  2.0 pixels

Table 6.3: Summary of Spatial Pairing Analysis Result for Test Image

The spatial pairing result is shown in Figure 6.33, and Table 6.3. The 
result shown is as displayed by the AP analysis package, on a PC compatible 
computer ( see Appendix on AP package ). It is a video overlay, where the

299







Figure 6.30: Part of Reduced Test Image 2D Autocorrelation ( Circles Define 
Minimum Velocity =  100 m /s and Maximum Velocity =  300 m /s  )



Figure 6.31: Contour Plot of Central Region of Autocorrelation for Part of 
Reduced Test Image
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Figure 6.32: Mesh Plot of Central Region of Autocorrelation for Part of 
Reduced Test Image
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velocity vectors are superposed on the original PIDV image. The author 
believes that this gives a better idea of what is happening in the flow than 
the pair of average velocity vectors given by the Autocorrelation method.

A 512 by 512 pixel section of the original field has been selected for this 
comparison test. A  larger image would have proved unwieldy for processing 
by the FFT. However, the spatial pairing technique is easily applied to larger 
images, as is shown by the analysis of the full image given later in this 
chapter. The whole field of Figure 6.19 is processed in around 3 minutes by 
the technique on a 25MHz PC with a floating point coprocessor.

6.9 Discussion of Results for Spatial Pairing 
and Correlation Techniques

The two flow directions isolated by autocorrelation can be seen in the spatial 
pairing analysis result, although they arc not highlighted so well. Examine 
and compare the direction and velocity of the vectors in the lower left corner 

of Figure 6.33, with those in the rest of the image.

The results for the spatial pairing analysis technique and the correla­

tion technique are similar. The choice of technique should depend, in part, 
upon computational efficiency. As was discussed earlier the Autocorrelation 
technique can be considerably optimised using a spatial approach.

The number of comparisons required to analyse the field is the key to 

efficiency. The spatial pairing technique requires fewer comparisons than the 
Fourier correlation technique.

The spatial pairing technique operates over a sparse matrix. That is, the 

data operated upon is a list of coordinates rather than a two dimensional 

array of pixel values. Less data is being manipulated, and this may lead to 

a corresponding saving. In comparison to the Fourier correlation approach, 
every particle position is not compared with every other, particles are often 
compared with groups as discussed in Section 6.5.1. ft would be interesting 
to investigate the performance of the spatial correlation technique against 
the spatial pairing technique. This is a subject for further work.

The spatial pairing analysis result for the whole image is presented in
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Figure 6.33: Result of Test Image Analysis by Spatial Analysis Superimposed 
on Test Image
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the next series of Figures, that is not just the section which the test image 
represents. Figure 6.34 shows a plot of the velocity vectors. Figure 6.35 
shows a histogram of velocity. Figure 6.36 shows a histogram of velocity 
vector angle. Table 6.4 shows a table summarising the result for the complete 

field.

Mean Velocity =  165 m /s , s.d. =  40.8 m /s
Mean Vector Angle — 150 deg, s.d. =  10.8 deg_____________
Mean Particle Size =  16 pixels, s.d. =  15.0 pixels___________
Mean Particle Displacement =  17.2 pixels, s.d. =  4.2 pixels

Table 6.4: Summary of Spatial Pairing Analysis Result for Thrust Reverser 
( Complete Field )

6.10 An Example of High Speed PIDV at a 
Large Stand Off Distance (Applied in 
the Transonic Wind Tunnel of ARA Bed­

ford)

This section gives a further example of the spatial pairing analysis method, 
used to analyse PIDV data obtained during the Link scheme.

Figure 6.37 shows the original PIDV photograph scanned at 300 pixels 
per inch. Figure 6.38 shows the velocity vectors resulting from the spatial 

pairing analysis. Note that the results near to the glare region are question­

able. However, this result was obtained automatically, once some band limits 
had been specified. Velocity in this case has been constrained between 50 
and 100 metres per second, and the vector angle between 60 and 120 degrees. 
The histograms show these to  have been reasonable limits, Figure 6.39 shows 
a histogram of velocity and Figure 6.40 shows a histogram of the velocity 
vector angle. Table 6.5 shows a table summarising the result.
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Figure 6.34: PIDV Vector Plot For Thrust Reverser, Pulse Separation 2.0 
Microseconds, Minimum Allowed Velocity =  100 m /s, Maximum Allowed 
Velocity =  300 m /s , Minimum Allowed Angle ( from vertical) =  120 degrees, 
Maximum Allowed Angle =  170 degrees



Histogram  o f  Velocity fo r  Thrust Reverser

Figure 6.35: PIDV Histogram of Velocity for Thrust Reverser

Mean Velocity =  63.2 m /s , s.d. — 8.9 m /s_________________
Mean Vector Angle =  89.5 deg, s.d. =  7.4 deg
Mean Particle Size =  14.2 pixels, s.d. =  9.9 pixels__________
Mean Particle Displacement =  15.5 pixels, s.d. — 2.2 pixels

Table 6.5: Summary of Spatial Pairing Analysis Result for Example ARA 
Test
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Histogram  o f  V elocity  V ector Angle for Thrust Reverser

Figure 6.36: PIDV Histogram of Velocity Vector Angle for Thrust Reverser
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Figure 6.37: Scan of PIDV Print, Mach No. 0.2, Frame No. 7, 10 Microsec­
ond Pulse Separation, Model at Incidence of 5 Degrees
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Figure 6.38: PIDV Vector Plot Mach No. 0.2, Frame No. 7, 10 Microsecond 
Pulse Separation, Model at Incidence of 5 Degrees
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Histogram of Velocity for ARA Test

Figure 6.39: PIDV Histogram of Velocity, Mach No. 0.2, Frame No. 7, 10 
Microsecond Pulse Separation, Model at Incidence of 5 Degrees
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Histogram of Velocity Vector Angle for ARA Test

Figure 6.40: PIDV Histogram of Velocity Vector Angle, Mach No. 0.2, Frame 
No. 7, 10 Microsecond Pulse Separation, Model at Incidence of 5 Degrees
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6.11 Conclusion

This chapter has explored the analysis of PIDV data by Autocorrelation and 
a Spatial Pairing method. It has been demonstrated that both techniques 
have their particular advantages. These are summarised below.

Advantages of the 2D correlation technique,

i) Gives a clear visual indication if a number of differing flow vectors 
are present in a given area.

ii) It can be implemented using dedicated FFT hardware, which is 

widely available.

iii) The method is based on standard mathematical techniques.

iv) The method can be spatially optimised, but specialised hardware 
is not then available.

Disadvantages of the 2D correlation technique,

i) Velocity vectors are not easily traceable to the specific ’particles’ 

in the flow image which generated them.

ii) The method is very time consuming if implemented in the Fourier 
domain without dedicated hardware, or high powered processing.

iii) Each correlation must take place over a small area. If the area 

considered is too large, then it becomes difficult to extract cor­
relation peaks. If a complete vortex were contained in the area 
considered, for example, then this would produce many peaks in 
a ring.

Advantages of the spatial pairing analysis technique,

i) Analysis is rapid for sparse fields, without dedicated hardware.

ii) The computed velocities are easily matched with the pairs which 
gave rise to them. This permits a better understanding of flow 
structures to be obtained in sparse data fields.

315



iii) As the technique does not require dedicated hardware it is easily 

transferred between installations.

iv) Simple statistics may be performed upon the relatively large num­
ber of velocity data points obtained. For example, mean, stan­
dard deviation and the velocity distribution are all easily ob­

tained.

Disadvantages of the spatial pairing analysis technique are,

i) It becomes rather slow when very dense fields are considered.

ii) Dedicated hardware is not available to speed the technique.

iii) Prominent flow directions are not as well highlighted as with the 
Autocorrelation method.
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Chapter 7

Conclusion

A summary and discussion of the main points from the work are given below.
The first five chapters of the thesis have concerned fringe analysis.
A general and robust two dimensional phase unwrapping technique has 

been presented. The technique is particularly aimed at addressing the prob­
lems posed by natural or aliasing induced discontinuities. Phase unwrapping 
approaches have not fully addressed such problems in the past. The success 
of the technique has been demonstrated in a wide variety of fringe analysis 
applications. These applications have included vibration analysis, deforma­

tion measurement and flow visualisation. The technique has been shown to 
be applicable to wrapped phase maps generated by the FFT and Phase Step­
ping methods ( the most prominent methods for the generation of wrapped 
phase maps ). The technique may be applied in any application which yields 

wrapped phase maps, for example Satellite Radar Interferometry or Moire.
The phase unwrapping approach has a clear structure. It makes use of 

a regional and pixel level. Information across a range of scales in the image 
is therefore combined to improve the confidence of phase unwrapping. This 

structure provides scope for enhancement with future developments. For 

example, the weighting functions may be modified to take account o f any 

specialised discontinuity types, which might be found in future applications.
Interest in the subject of fringe analysis has increased over the last decade. 

This has been due, in part, to developments in Video technology and Com­
puter Engineering which have encouraged researchers to experiment. It is 
always desirable to automate analysis systems, to reduce the need for expert
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knowledge.
Interferometry is used in a range of applications where automation would 

be welcome:

i) Deformation measurement

ii) Assessing modes of vibration.

iii) Stress /  Strain analysis.

iv) Flow visualisation.

v) The detection of delaminations, non-adherence and cracks.

The question arises of how far automatic methods can proceed in fringe 
analysis, especially in relation to the special problems found in fringe fields. 
The traditional technique of Fringe Tracking has clear limitations. The di­
rection of motion is not coded and the analysis is not reliable where the field 
is discontinuous.

Phase Stepping and FFT Methods permit automatic coding of elevation 
and depression. The Phase Stepping method is prone to non-linearities in the 
response o f the detector, as the phase is computed from a series of intensity 
measurements. The FFT method relies on the deviation in straightness of a 

set of fringes. The accuracy of the technique is more reliant on the spatial 
measurement of fringe position, rather than intensity.

The FFT method requires an automatic strategy for extraction of the 
side lobe. In order to perform this task reliably the carrier frequency must be 

much higher than any component in the original signal. This requires careful 

experimental design. Such design issues have been addressed in the work. 
The work has illustrated a method of isolating the side lobe by a F'ourier 
windowing technique. It has been shown that this method can introduce 
phase errors, if the entire signal is not within the window. An alternative 
method is to compute the Fourier transform of a background image, and 
subtract this from the Fourier transform of the interferogram. This has been 
illustrated with reference to work at BAe.

The phase unwrapping approach is required to decode the interferogram 
and supply a result in terms of the parameter measured.
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One of the points highlighted in the work has been the importance of the 
successful detection of fringe edges at 2 x  phase jumps. This is sometimes 
overlooked and implemented in an ad hoc manner. It has been shown that 
adaptive thresholding provides one method of improving the performance 

of edge detection in fringe analysis, particularly when applied to the widely 

used Sobel edge detection technique.
It has been shown that a high degree of automation may be achieved by 

the combination of regional and pixel level unwrapping strategies.
Pixel level unwrapping strategies are typified by the Cellular Automata 

technique, Minimum Spanning Tree and Cut Methods. Any of these may be 
applied in conjunction with a higher level regional strategy to improve confi­
dence in the solution obtained. The Graph and weighting factors developed 
enable the consistency of the field to be mapped.

A tile level of phase unwrapping has been described which permits the 

isolation of large scale discontinuities, typified by shadows or aliasing prob­
lems. It has been shown that the size of tiles employed should be related to 
the size of the discontinuities which are to be isolated.

In computing the tile level weightings, it has been shown that the strategy 

adapts the significance of the various factors to match the field. That is, the 
factors are normalised based upon their distribution in the particular image 

being processed, rather than having a predefined absolute range from bad to 

good.

To produce a system capable of accurate measurement all steps from 
generation of the interference pattern to delivery of the final unwrapped 
solution must be carefully considered to evaluate the errors introduced. The 
function of the computer in such systems is to convert data in the form of 
the interferogram into other more accessible forms whilst introducing as few 
distortions as possible. The computer forms just one link in the chain.

This reflection prompted an investigation of the CCD camera and the 

digitisation process, the component of the system which directly supplies in­
put to the computer. The response of the device capturing the interferogram 

is an important factor in the system. It was seen that the gain setting of 
the digitising board effected the noise distribution. It was seen that the sig­
nal noise level can represent an intensity variation, from frame to captured
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frame, of as much as +  or - 8% for some values of gain. If the camera digi­
tiser combination is calibrated the noise level may be reduced by summing 

frames. The phase stepping method is more sensitive to the response of the 
camera/digitiser combination than the FFT method.

Devices for digitising imagery continue to increase in both spatial reso­
lution and intensity resolution. The fringe analysis system developed in this 
work has been designed with this in mind. The package is not limited by 
image size, and is designed to deal with up to 16 bits of intensity resolution.

Parallel approaches are well matched to the problem posed by increasing 
image size. Parallel implementation of the MSTT phase unwrapping strategy 

has been considered. It has been shown that the the tiling approach is well 
suited to parallelisation as each tile is solved independently of its neighbours, 
which means tile solutions may be computed in parallel. The parallel Min­
imum Spanning Tree algorithm has been described, with a time complexity 
of O(log2 n) time on n processors, where n is the number of pixels or 
tiles depending upon the level considered. The sequential algorithm has a 
time complexity of 0 (  n 2 ). It has been shown that implementation of the 

phase unwrapping strategy on a Gated Connection Network, in parallel, is 

possible. This is an SIMD processor array optimized for MST computation 

( and similar problems ).
Chapter 6 discusses Particle Image Displacement Velocimetry. There is 

a need to provide sophisticated aerodynamic diagnostics in order to encour­
age aircraft manufacturers to return to UK testing facilities such as ARA 
Bedford.

PIDV is a very important technique. It permits the visualisation of tur­
bulent flow, without averaging effects, and gives quantitative data.

PIDV is undergoing rapid development. Advances in video technology 
will effect the way PIDV is applied. The next step will be to apply the 
technique with high resolution CCD arrays.

It was seen in Chapter 6 that a number of PIDV processing options exist. 
The spatial pairing strategy has been developed with the requirements of 
Transonic Video PIDV in mind. The data points are sparsely distributed 
and require online processing. It is hoped that, with suitable processing 
capacity, such results could be displayed in real time during aerodynamic
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testing providing vast amounts of quantitative data, but also in order that 
attention might quickly be directed to the flow domains of significance. Laser 
doppler anemometry by contrast samples one point at a time and therefore 
produces an average impression of the flow field.

In contrast to this development of Video PIDV, lies the potential of Holo­
graphic PIDV. That is particle images stored three dimensionally in a holo­

graphic medium. It has recently been shown that fringe patterns encoding 

velocity and direction information may be generated from double pulse holo­
grams, recording the 3D spatial positions of particles during the first and 
second pulse. This should provide much higher resolution results, ae
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Appendix A

Documentation For FRANSYS  
Fringe Analysis System

A .l Introduction

FRANSYS is a software package which permits automatic fringe analysis. 
The package supports both Fourier Transform (FT) and Phase Step fringe 
analysis. FT analysis is performed according to the method described by 
Takeda [1]. The Phase Stepping procedure uses 3 interferograms, as described 
by Dandliker [2]. The package implements an advanced automatic phase 
unwrapping algorithm by Judge [3, 4].

A useful review of Fringe Analysis techniques is given by Reid up to 

1986/87 [5].
FRANSYS has been conceived as a portable package. It has been ex­

tensively tested on both PC compatibles and Sun Workstations. The main 

analysis package is identical on both systems. However, it has been found 
useful to supply an additional graphical interface for the Sun System to com­
pliment the windowing environment of Sunview or Open Windows.

Throughout the documentation a computer generated FT image is used 
as an example, see Fig A .l. This has been generated from the module ‘mkfft’ 

described within this document. The test image represents a concentric fringe 
pattern modulated by a set of carrier fringes. The carrier frequency has been 
specified as 0.25 cycles/pixel ( that is one carrier fringe is four pixels wide ) 
and the concentric fringe frequency as 0.025 cycles/pixel. The image is 256
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by 256 pixels.
The package consists of a series of modules which will be described in the 

sections which follow.

A .2 Sunview Window Interface

This interface is available with the Sun version of the software.
The sunview windowing environment may be invoked by typing

sunview
The graphical interface to FRANSYS is called ‘ fw’ . This may be started 

by typing
fw&

within one of the windows of sunview. Figure A .2 shows an example of 
the screen display.

The main fran package may be executed from a button selection within 
this environment. The interface incorporates an image viewer which operates 

on 8 or 16 bit per pixel TIF ( Tagged Image Format ) files. A zoom function 
is supplied for enlarging detail.

There are facilities to generate Postscript from the images, print directly 
to a specified laser printer and to convert images into the Sun Raster file 
format.

Project files, which record analysis options for specific images, may be 
created and edited under the menu system.

A .2.1 TIF Image File Display

In order to display an image file, enter the file name in the field labeled ‘ Image 

File Name: This field is situated near the top of the window interface. In 
order to enter text, the mouse cursor should be positioned just beyond the 
colon and the left mouse button pressed. The file ‘ test.tif’ may be used as 
an example. This is the image of Fig A .l. When the file name has been 
correctly entered, ‘ press’ the button labeled ‘Read Image File’ ( a ‘button’ 
icon is ‘pressed’ by moving the mouse cursor to it and pressing the left button 
on the mouse ).
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Assuming all is well, the image will appear in the canvas area of the 
interface. The window may be resized if the whole image is not visible. If 
the image is too small ‘press’ the button labeled ‘Zoom In’ . If the image is 

too big ‘press’ the button labeled ‘ Zoom Out’ .

Information about the image is displayed within the window which started 

the ‘fw’ process. This information includes the size of the image in pixels 
and a textual description of the image.

The -f option of the ‘mktif’ command may be used to specify an image 
description.

The details of the example image as displayed in the window are shown 
in Figure A .3.

Image File Name : test.tif
Image Size : x =  256, y =  256 pixels
Description :
FFT Method Test Image, Computer Generated 
Carrier Frequency 0.250000 
Concentric Frequency 0.025000

Figure A .3: Image Data Display in Sunview

A .2.2 Pseudo Colour

To view an image in Pseudo Colour press the ‘Pseudo Colour’ button. This 

gives an increase in visual dynamic range over a grey scale image and more 

detail is then visible. High intensity points are shown as yellow, middle 
intensity as red, and low intensity as blue. Zero intensity is shown as black.

A .2.3 Grey Scale

To switch to a grey scale image display simply press the button labeled ‘Grey 
Scale’ .

A ,2.4 Printing an Image File

If the image is to be inserted in a document then it is worthwhile discovering 
whether the document preparation system being employed accepts TIF files
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( many do, for example Ventura ). If this is the case then the original 
TIF image files may be used as they are. The next option is to generate 

Encapsulated Postscript files for the images and investigate how to insert 
them into the document. Most document preparation systems allow insertion 
of Postscript. In order to generate a Postscript file simply press the button 
labeled ‘Create PS File’ . The source image file is that indicated by the ‘ Image 

File Name field. The image does not necessarily have to be on display. 
The file generated is given the same name as the original image file, with the 

extension ‘ .ps’ appended.
To print an image directly to a printer, first specify the name of the 

printer in the ‘Printer Name field. In commands such as ‘ lpr -Pxx’ , xx is 
the printer name. This should be the name of a Postscript printer. When 
this has been correctly entered simply press the button labeled ‘Print Image’ . 
The button will turn dark grey while the various files are being generated. 
When it returns to its original colour the image will be in the printer queue.

A .2.5 Reading a Project File

The project file contains various options and variables to do with fringe 

analysis. It is described in detail later on. A project file is read in a similar 
manner to an image. The project file name is specified adjacent to the 
‘ Project File Name:’ field and read by pressing the button ‘Read Project 
File’ . Alternatively a project file may be loaded as ‘ fw’ is started, using the 

syntax
fw <project file> &i

Try this, for example, with the project file for the test image ‘ test.cfg’ . 
To view the data contained in the project file, move the mouse cursor so that 
it is over the canvas area where images are displayed. Hold down the right 

button. A menu will then appear. This menu will contain the project file 
data which may be amended as required.

A .2.6 Creating a Project File

In order to create a project file specify a name next to to the field ‘Project 
File Name :’ . Next move the mouse cursor so that it is over the canvas area.
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Hold down the right button and a menu will appear. This menu will contain 
default information about the type of analysis to be performed. It is similar 
to the project file itself ( see below ).

Phase Step analysis is assumed by default. To change this, simply select 
the option labeled Phase Step and release the mouse button. The menu will 
then disappear. To see the change in the menu, hold down the right button 
once again. The mode of analysis should then have changed to FFT. This is 
the general way to change an option which has several modes.

To change an option that requires numeric or textual input, enter the 
data ( numeric or textual ) adjacent to the field ‘ Input Line Move the 
cursor again over the canvas and select the menu by holding down the right 
button. Selecting an option will then cause input to be taken from the ‘ Input 

Line field.
The FRAN package is run by pressing the button labeled ‘Execute FRAN’ . 

The project data is saved to the project file just before execution commences.

A .2.7 Converting To Sun Raster File Format

Set up the TIF image file name in the ‘ Image File Name:’ field, then press 
the ‘Create Raster File’ button. This will create a raster file of the same 
name as the original image with the extension ‘ .ras’ appended. The original 
image is not deleted.

A .2.8 Removing an Image From the Canvas

To remove an image from the canvas press the button ‘Clear Canvas’ .

A .3 The FRAN Program

The main analysis program is called ‘ fran’ . It has a window based interface ( 

described above ), but may also be used from the command line. The syntax 
is then

fran < project file>

The project file is an ascii text file. The options it contains control the 
‘ fran’ program. The format of the project file and the available options are
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described below.

A .3.1 Project File Format

Each line in the project file is given to a separate option. The file begins 

by defining the mode of analysis, either by phase stepping or the FFT ap­
proach, and ends by specifying the images over which the analysis should be 
performed. Other options effect the data saved during processing, wrapped 
phase map, edge detection etc. In order to function as a project file each line 
of the file should contain an option, in the order shown below.

i) PHASE-STEP [phase step] or FFT [carrier freq] or FFT.USING 

[raster n] or READY-WRAPPED

The PHASE-STEP option is used to  indicate that quasi-heterodyne 

analysis is required. The argument [phase step] should be an an­
gle in degrees. Three input interferograms are used. In this case, 
with three fringe fields at a phase step of a, the phase <f> at a given 
pixel in the wrapped phase map, may be calculated [2] from

( I 3 — / 2) cos a  -|- ( / 1  — I3 ) cos 2 a  +  ( /2 — I t )  cos 3a
m — arctciri ____________________________________________________________

( I 3 — I 2 ) sin a  +  ( / 1  — I3 ) sin 2a -f ( / 2 — I t )  sin 3a
(A .l)

where / 1 , / 2 and I3 are the intensities of the interferograms at the 
three phase positions a, 2a and 3a  respectively.

For FFT analysis the option F F T  is employed. This has two 

forms. The first FFT-USING is followed by a raster number. The 
carrier frequency, in this case, is extracted from the specified scan 
line. The selection is made by examining the power spectrum of 

the indicated scan line for the frequency with the greatest power. 
In the second form, FFT [carrier freq], the carrier frequency is 
specifically set in cycles per pixel.

The READY-WRAPPE1) option should be used if the wrapped 
phase is computed by some external process. The input file, in 
this case, should consist of a list o f single precision floating point
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numbers in their binary format ( that is 4 bytes per pixel value ), 
representing the wrapped phase values between — 7r and ir. The 

size of the image is passed separately into a file of the same name 
as the input file with the extension ‘ .fps’ , this should contain 
two integers in their binary format ( 32 bits per integer on Sun 
Machines ), specifying the x  and y  resolution of the image re­
spectively. In order to check whether the wrapped phase map 
has been interpreted correctly, it is written to a TIF output file 
with extension ‘ .tan’ ( if the SAVE-TAN-ON option is enabled ).

ii) TILE_SIZE [n]

Phase unwrapping takes place over a grid. That is, the field is 
divided into tiles which are unwrapped separately. These are 
then recombined according to a confidence tree. The option 
TILE_SIZE specifies the size of the TILE in the grid. There is an 
overlap of 4 pixels between tiles which should be included in the 
tile size. The minimum tile size is 6 pixels.

iii) BLUR [n] or MEDIAN [n]

BLUR [n] specifies the number of iterations for a pre-processing 

averaging filter. This filter averages by replacing the centre pixel 
by the average of a 3 X 3 pixel area. This option is normally 
used with speckle fringe fields. The filtered image(s) are written 
to files with the same prefix as the original images but extension 
.prp. The number of bits is expanded to 16 per pixel.

MEDIAN [n] specifies the number of iterations for a pre-processing 

Median filter. This filter replaces the centre pixel by the median 

of a 3 x  3 pixel area. This option is normally used with speckle 

fringe fields. The filtered image(s) are written to files with the 
same prefix as the original images but extension .prp.

iv) MOD-PERCENT [n] (where n is a floating point number)

Low modulation is an indicator of bad data. This option specifies 
an area threshold for low modulation points. If the area of low
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modulation exceeds this threshold the tile is deleted from the 
solution. The area threshold is specified as a percentage of the 
tile area. A value of 10 %  has been found to be effective.

v) NORMALISE.ON /  OFF

This option indicates whether the input image(s) should be nor­
malised. Normalisation stretches the grey scale range of the image 

to cover the available range. The original grey scale range of the 

image is displayed. The normalised images are written to files 
with the same prefix as the original images but extension -prp.

vi) SAVE.TAN-ON /  OFF

This option specifies whether an image containing the wrapped 
phase map should be saved. If an image is generated it is given 
the extension ‘ .tan’ . The example of Fig A .4 shows the wrapped 

map of the test image.

vii) SAVE-EDGES-ON /  OFF

This option specifies whether an image containing the Sobel edge 
detection of the wrapped phase map should be saved. If an im­

age is generated it is given the extension ‘ .edg’ . The example 
of Fig A .5 shows the edge detection of the wrapped map of the 
test image, with the tree added. Edges detected above the high 

threshold are shown in solid black, those above the lower thresh­

old in grey.

viii) SAVE_LOW.MOD.ON /  OFF

This option specifies whether an image containing the low mod­
ulation noise in the wrapped phase map should be saved. If an 

image is generated it is given the extension ‘ .mod’ .

ix) SAVE-GREY-ON /  OFF

This option specifies whether an image containing the normalised 
unwrapped phase map should be saved. If an image is generated 
it is given the extension ‘ .grey’ . The example of Fig A .6 shows 
the unwrapped map of the test image.
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Figure A .4: Example FFT Wrapped Map
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Figure A .5: Example F F T  Edge Detection of Wrapped Map, With Tree 
Added
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Figure A .6: Example FFT Unwrapped Map
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x) SAVE-TREE.ON /  OFF

This option specifies whether the Minimum Spanning Tree used 
to unwrap the field should be saved. The file created is given the 

extension ‘ .tree’ . This file is not an image but a binary data file 
containing a list of tile coordinates and interconnection weights. 

If the SAVE-EDGES option is set, ON, then the connection tree 
is drawn onto the edge detected image with extension ‘ .edg’ , as 
shown in Fig A .5.

xi) SAVE.FFTS [start scan],[end scan] or SAVE-FFTS-OFF

This option is specific to fringe analysis by the FFT method. It 
indicates that spectral data about the raster scan lines between 
the rasters [start scan] and [end scan] should be saved. Five file 

types are created. The file names are generated automatically 

with the following format

< prefix > .<  file type key letter > <  raster number 
>.dat

The following is a list of the file type key letters and what the files 
contain. As an example data concerning raster 128, the central 

raster of the test image, has been saved. This data is shown in 
several plots below.

r) This is the original intensity data for the raster,
Fig A .7.

w) This is the original intensity data for the raster 
weighted by a papoulis window, Fig A.8.

f) This is the power spectrum of the specified raster, 
shown in Figure A.9 by a solid line.

x) This is the papoulis window employed to weight the 

power spectrum of the specified raster, shown in Fig­

ure A.9 by a dash-dot line. The data file is zero padded 

outside of the weighted area so that it aligns with the 
data file generated by f) above.



t) This is the power spectrum of the translated side 
lobe ( after weighting by the papoulis window ), shown 
by the solid line in Figure A .10.

xlO4

Figure A .7: Original Intensity Data For Raster 128

xii) SINGLE_TAN or DOUBLE-TAN

This option is included to allow doubling of the number of fringes 

appearing in the wrapped phase map. This is achieved by using 

the ‘atan’ function rather than the latan2’ function to compute 
principal values.

The edges of fringes in the wrapped phase map are used as one 

measure o f confidence. In some cases it is possible to improve the 
unwrapped solution by doubling the number of fringe edges.

xiii) RAW-DATA or FRINGE.COUNT or POLY .CORRECT n or 
POLY .SMOOTH n
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Figure A .10: Translated Side Lobe

This option selects the mode of pixel level phase unwrapping. 
RAW-DATA indicates that the Minimum Spanning Tree approach 

should be used. The Minimum Spanning Tree produces a better 

result than the other options. It is capable of circumventing spike 

noise without fitting polynomials etc.

FRINGE-COUNT indicates that the fringe scanning or counting 
method should be used. POLY-CORRECT n selects the fringe 
counting method and attempts to correct some of the errors this 

method generates by fitting a polynomial of degree n to the un­
wrapped scans. POLY-SMOOTH n is similar to POLY-CORRECT 
n except that rather than pushing the values of pixels up or down 
by 2 pi to make them fit with the trend of the fitted polynomial 
( as is the case with POLY-CORRECT n ), the routine replaces 

the values of pixels with that computed by the fitted function.

xiv) GRID [n] (grid size of mesh in pixels)

This option selects the X grid spacing of the numerical unwrapped 
output data which is always saved as an ascii file with extension 
.dat. This file may be used for mesh plots, contour plots etc using
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a suitable plotting package. Examples of a mesh plot and contour 
plot are shown in Figs A .11 and Figs A .12 respectively. The Y 
grid spacing is computed from the aspect ratio of the image(s) 
automatically. This means that the data in the output file ( .dat 

) is produced over a square grid, in terms of the real object.

Figure A .11: Example FFT Mesh Plot

xv) OUT-FILES [Output file(s)* prefix]

This option is used to specify the file prefix of all output files.

xvi) USE-RAM or USE-DISC

This option indicates whether to save the intermediate tile solu­

tion data on disc as it is computed. This is necessary on the PC 

to stop the package exhausting the available memory. The Sun 

version of the code may solve extremely large images using this 
option.
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Figure A. 12: Example FFT Contour Plot
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xvii) BOUNDS FULLFIELD or [fname] (file containing boundary def­

inition of region to be processed)

This option specifies a boundary for the analysis. A boundary is 
sometimes useful to speed up the processing by concentrating on 

the area of interest, or to ensure that erroneous areas of the field 
are avoided. If analysis of the entire field is required, the option 
BOUNDS FULLFIELD, should be used. The second form speci­
fies the name of an ascii file containing coordinate data. This file 
specifies the vertex coordinates of a polygonal boundary within 

which the analysis code should operate. An example file is shown 

in Figure A. 13. This specifies the full field of a 512 by 512 image. 

There should be no blank lines in the file.

0
0
511
0
511
511
0
511

Figure A. 13: Boundary Example

xviii) fname (File name of image 1)

This line specifies the file name of the first interferogram. The 
file should be a TIF image file. This is the only image required 
for FFT analysis.

xix) fname (File name of image 2 - not necessary for FFT method ) 

This line specifies the second image for quasi heterodyne analysis.

xx) fname (File name of image 3 - not necessary for FFT method ) 

This line specifies the third image for quasi heterodyne analysis.
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A .3.2 An Example Project File

Figure A. 14 shows an example project file. This file was used to generate 

the example images in this document.

FFT 0.25 
TILE_SIZE 36 
BLURO
MOD-PERCENT 100.0
NORMALISE-ON
EDGE-DETECTION 1
SAVE-TAN.ON
SAVE.EDGES-ON
SAVE-LOW.MOD-ON
SAVE-GREY-ON
SAVE-TREE.ON
SAVE.FFTS 128,128
SINGLE-TAN
RAW-DATA
GRID 5
OUT-FILES test 
USE-DISC
BOUNDS FULLFIELD 
test.tif

Figure A. 14: Example Project File

A .4 Converting To TIF Format

Two utility programs are provided for this purpose. The first utility converts 

from a raster file to a TIF file. This program is a public domain utility which 
has been modified by the author of this work. Its usage is shown below

Usage: ras2tif -[vq] <rasterfile> Coutput tif file>

The second utility ‘mktif’ is supplied for converting binary image data 
into the TIF format. The syntax of the utility is shown below.

Usage : mktif [-xn] [-yn] [-an] [-rn] [-w] cinput byte image file> 
<output tif file>
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-xn : This option specifies the size of the image, integer n, pixels 

in the x direction.

-yn : This option specifies the size of the image, integer n, pixels 

in the y direction.

-an : This option specifies the aspect ratio, real n, of the image.

-f[file name] : This option allows an image description to be at­
tached to the TIF file. The description is read from the specified 
file. In order to view the description use the ‘ tifinf’ , command.

-rn : This option specifies the output resolution in the x direction.

This resolution would be used if the image were printed, for ex­

ample. It is specified in fractions of an inch. For example, -r72.0, 

indicates 72 pixels per inch, in the x direction. The y resolution 
is calculated from the aspect ratio ( see above ).

-w : This option sets the grey scale so that 0 indicates white and 
255 indicates black, rather than the default of 0 meaning black 

and 255 white.

A .4.1 Defaults for Mktif

If both the x and y pixel resolutions are omitted and the image file length is 

a square number, 512 * 512 =  262144, 64 * 64 =  4096 etc, then the resolution 
is computed from the square root of the file length.

If one of the resolutions is specified the other is computed by division of 
the file length e.g. -x64 on a file of length 2048 bytes would give y =  ( 2048 
/  64 ) =  32.

If the aspect ratio is not specified it is assumed to be 1.0. An aspect ratio 

greater than 1.0 indicates that the pixels are smaller in the y direction than 

in the x. For example, -a2.0 would indicate that if the image were displayed 

on a corrected video monitor, it would require twice as many pixels in the y 
direction to equal a similar length in the x direction.

If the -r option is omitted the output resolution is set at 72 pixels per 
inch. This is the default resolution of postscript laser printers.
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If the -w option is omitted the grey scale range will be from (0 =  black) 

to (255 =  white).

A .5 Converting From TIF Format

Two utility programs are provided for this purpose. The first utility converts 
from a TIF file to a sun raster file. This program is a public domain utility 
which has been modified by the author of this work. Its usage is shown below

Usage: tif2ras -[vq] < input tif file> <rasterfile>

The second utility ‘mkbin’ allows conversion between the TIF format and 

a straight 8-bit per pixel binary image.

Usage : mkbin [-xn] [-yn] Cinput tif file> <output byte image>

-xn : This option specifies the size of the image, integer n, pixels 
in the x direction. If this is less than the true image width then 
the output will contain only the leftmost n pixels.

-yn : This option specifies the size of the image, integer n, pixels 
in the y direction. If this is less than the true image length then 

the output will contain only the topmost n pixels.

A .6 Creation of FFT Test Image

A utility ‘mkfft’ is supplied for generating a test image for FFT processing. 
The test image featured in this document was produced using this program.

Usage : mkfft [-cn] [-fn] [-xn] [-yn] [-an] [-rn] [-w] Coutput tif file>

The test image is made up of a concentric fringe pattern, modulated by a 
set of carrier fringes. The spatial frequency of both the underlying concentric 
fringe pattern and the modulating carrier fringe pattern may be specified. 
The concentric fringe pattern is centred about the midpoint of the image. 
The test image was generated with the command;

rnkfft -x256 -y256 -f0.25 -c0.025 -r36.0 test.tif
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The image without the carrier is shown in Fig A. 15. This was generated 

by the command;

mkfft -x256 -y256 -c0.025 -r36.0 conc.tif

-cn : This option specifies the concentric fringe frequency, real n, 

in cycles per pixel.

-fn : This option specifies the carrier fringe frequency, real n, in 

cycles per pixel.

-xn : This option specifies the size of the image, integer n, pixels 

in the x direction.

-yn : This option specifies the size of the image, integer n, pixels 
in the y direction.

-an : This option specifies the aspect ratio, real n, of the image.

-rn : This option specifies the output resolution in the x direction.

This resolution would be used if the image were printed, for ex­
ample. It is specified in fractions of an inch. For example, -r72.0 
indicates 72 pixels per inch in the x direction. The y resolution 

is calculated from the aspect ratio ( see above ).

-w : This option sets the grey scale so that 0 indicates white and 

255 indicates black, rather than the default of 0 meaning black 

and 255 white.

A .6.1 Defaults for Mkfft

If the carrier frequency option is omitted, then the carrier fringes are not 
generated. This allows the underlying concentric fringe pattern to be viewed. 
Likewise omitting the concentric frequency option allows only the carrier 
fringes to be generated.

If the aspect ratio is not specified it is assumed to be 1.0. An aspect ratio 
greater than 1.0 indicates that the pixels are smaller in the y direction than 
in the x. For example, -a2.0 would indicate that if the image were displayed
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on a corrected video monitor, it would require twice as many pixels in the y 
direction to equal a similar length in the x direction.

If the -r option is omitted the output resolution is set at 72 pixels per 

inch. This is the default resolution of postscript laser printers.
If the -w option is omitted the grey scale range will be from (0 =  black) 

to (255 =  white).

A .7 Displaying Information about a TIF Im­

age

The utility program ‘ tifinf’ is provided for displaying information about TIF 

images. The usage of the program is shown below

Usage: tifinf <input tif image file>

A .7.1 Example Use of Tifinf

An example of the use of this program is shown below

tifinf test.tif

produces the result shown in Figure A. 16.



TIFF Directory at offset 0x10008
Image Width: 256 Image Length: 256
Resolution: 36, 36
Bits/Sample: 8
Compression Scheme: none
Photometric Interpretation: ” min-is-black”
Host Computer: UNIX SYSTEM 
Software: MKFFT : A Test Utility for FRAN 
Software Author: Mr. T. R. Judge, Warwick University 
Image Description:
FFT Method Test Image, Computer Generated 
Carrier Frequency 0.250000 
Concentric Frequency 0.025000

Samples/Pixel: 1 
Rows/Strip: 31
Planar Configuration: single image plane 

Figure A. 16: Tifinf Example
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Appendix B

Documentation for the 
Automated PIDV Image 
Analysis Package ( AP )

B .l Introduction

The AP package is designed to allow the semi-automated analysis of images 

from Particle Image Displacement Velocimetry ( PIDV ). The package is 
implemented for IBM PCs and compatible machines.

Velocity is coded by the displacement between double exposure particle 
images.

The package operates over Tagged Image Format Files ( TIFs ) with either 
8 or 1 bit per pixel of intensity resolution. Particle images are expected to 

be white on a dark background ( in the case of 8 bit TIFs ) or in the case of 

1 bit TIFs binary 1 on a background of zero. Such files would normally be 
generated by flat bed scanners, for example. The most convenient format for 
PIDV data is the 1 bit per pixel compressed form. This is known as Macintosh 
Packbits encoding. In this case image files are very small, typically around 
80K for a 10 inch by 8 inch print scanned at 300 pixels per inch.
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B.2 User Interface

The package is menu driven. Help for any option is available by placing the 
selector bar over an option and pressing the FI key, Figure B .l.

File Tif File Piv View Tif View Vec Zoom In Filter Process Batch

PIV Parameters

Scale ( 1cm in scanned image == ? cm in PIV experiment) 

Threshold intensity level for 8  bit TIF 

minimum particle size ( square pixels (T IF )) 

mAximum particle size ( square pixels (T IF )) 

minimum Feature size ( square pixels (T IF ))

Pulse separation ( micro seconds ) 

miNimum velocity accepted ( metres/second ) 

m aximum velocity accepted ( metres/second ) 

miniMum angle accepted ( 0  = north, 9 0  = east etc ) 

m aximum angle accepted ( 0  = north, 90  = east e tc ) 

set Box size in microns for direction validation 

set vector plOt scaling factor

FI-Help F2-Save Particles F3-Open PIV Files F4-Dos Command F5-Core Left

Figure B .l: PC Screen Display for AP Package

B.3 Main Menu

The main menu is found along the top line of the screen, see Figure B .l. The 

various options are accessed by moving the selector bar with the cursor keys, 
left and right. Each of the options is described below.

B.3.1 File Tif

Selection of this option accesses a menu which is specifically concerned with 
the input TIF file. The first option allows a new TIF file to be opened which 
automatically closes down the image then being worked upon.

In addition to opening the TIF' file, the disc is interrogated for any other
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files associated with the image. If the image had, for example, been analysed 
previously then the analysed particle data would be loaded for viewing.

This option is also available from function key F3.
The File Tif menu also provides an option to view details about the TIF 

file currently being operated upon, for example its x and y pixel dimensions, 

the resolution at which it was digitised, the number of bits per pixel etc.

B.3.2 File Piv

Selection of this option accesses a menu which is concerned with the various 
files created during PIDV image processing. After processing via the Process 

option ( described later ), the output consists of a number of files. These 

include particle data files, plot files, feature data files and text files describing 

the image.
It is sometimes desirable to create one or more of these files without 

having to reprocess the entire image. The PIDV data held in the PC ’s 
memory is stored in terms of particle positions. It is only when a file is output 
that velocities are computed. The then current values of pulse separation, 

scaling etc are employed. So, for example, to explore the effect on the results 

of a slight variance in pulse separation, the pulse separation would simply 
be changed via the relevant menu option and a request made to save the 

appropriate file ( which would then be in terms of the new pulse separation 

)•

B.3.3 View Tif

This option permits the input TIF file to be displayed on the PC screen. 

The TIF image is squashed so that the whole file is fitted on the screen. The 
aspect ratio is retained.

If a closer inspection of the TIF image is required then the Zoom In option 
may be used ( see below ).

If selection of the View Tif option is made after the image has been 
processed then the velocity vectors are drawn in over the TIF image.
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B.3.4 View Vec

This option is similar to the one above, except that it permits the velocity 
vectors to be viewed in isolation from the original TIF image. This can give 

a clearer display.

B.3.5 Zoom In

This option permits the TIF image and processing results to be displayed at 
high resolution. In this case every pixel o f the digitised image is mapped to 
a pixel on the PC screen, normally this means that one pixel on the sceen is 

equivalent to ^  of an inch in the digitised print.

If the image is larger than the PC screen ( as is normally the case ) then 
the cursor keys permit the window of the PC screen to be moved around the 

image.
This option is only available after the TIF image has been processed. 

Initially only the velocity vectors themselves are displayed, with the corre­
sponding speed in metres per second. That is the image from which they 

result is not displayed. This permits rapid movement around the image with 

the cursor keys. If the underlying image is required then this may be invoked 

as an underlay to the velocity vectors by pressing the ‘F ’ key ( for feature 
). This is a toggle. If the PC window is moved across the image, then the 
TIF file will be displayed together with the velocity vectors until the toggle 

is switched off by another stroke on the ‘ F ’ key.

In order to display the angle of the velocity vectors, instead of the velocity, 
the toggle key ‘T ’ may be used.

B.3.6 Filter

In order to operate the package a number of factors must be supplied by the 

user. These are listed below, and shown on the pull down menu in Figure 
B .l. This menu is accessed by selecting the ‘Filter’ option from the list at 

the top of the screen.
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This option is used to specify the scale relationship of the input image to 

that o f the real experiment.
The input image would normally be a photographic print of the PIDV 

negative, digitised by the scanner. The TIF image format is a widely ac­

cepted standard for the output from such devices. It contains as part of 

its specification the resolution of the digitisation process used to create the 
image. This is typically of the order of 300 pixels per inch. From this piece 
of information and the x and y pixel dimensions of the image, the size of the 

digitised print may be calculated. That is the dimensions of the photographic 

print are recorded automatically.
The scaling factor is required to specify the scale relationship between the 

photographic print and the real spatial dimensions of the PIDV experiment. 

Some record of the scale of the experiment must be made at the time of the 

experiment. One method is to record a test shot of a centimetre rule placed in 
the plane of the light sheet. The scaling factor is determined by measurement 

of the apparent size of a one centimetre length of the ruler in the test shot, 
printed at the same scale as the PIDV negative. The factor represents the 

reduction ratio from print to spatial dimensions. As an example, if 1cm in the 
real experiment occupied 10cm on the photographic print then the scaling 
factor should be specified as 0.1.

B.3.6.2 Threshold Intensity Level for 8 Bit TIF File

The first processing step for grey scale ( as opposed to bilevel) PIDV images 
is thresholding. Particles have a much higher intensity than the background 
level due to the light reflected from them, thresholding is employed to spa­
tially delimit the particle images from the background. The thresholding 

process converts the grey scale image to a bilevel representation in which the 
high intensity pixels belonging to particles are denoted by a pixel value of 1 
and the background as a pixel value of 0.

The filter menu option ‘Threshold intensity level for 8 bit T IF ’ permits 
the threshold level to be specified as a percentage of full scale. The effect of 
a specific threshold setting on the detection of particle images may be viewed

B .3 .6 .1  Im age Scaling
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by selecting the ‘View T if’ option. The option displays an 8 Bit TIF file as 
a bilevel thresholded image with the then current threshold setting.

B.3.6.3 Particle Size

Particles are sized during a flood fill of illuminated pixels. This means that 
the pixel area of illuminated areas of the image is known.

In PIDV images it is possible that areas of glare or reflection will be 
present. An automatic process of avoiding such features is necessary. This is 
implemented by fixing a limit on the size of objects that are to be considered 
particles. Any object in the image which exceeds this size is ignored. A 

similar lower limit may also be defined.

B.3.6.4 Feature Size

Features are defined as large areas of glare or reflection. The positions of 
such features can be a valuable aid in registration, that is, in recognising 
the portions of the flow to which the PIDV data corresponds. During the 
sizing procedure mentioned above, the pixels describing the outline of the 

filled areas are recorded. If upon completion of the filling process it is found 
that the area sized is greater than the specified minimum feature size, then 
the coordinates of the outline of the feature are recorded. These recorded 

outline coordinates are subsequently added to velocity vector plots etc, as a 

reminder of the area considered.

B.3.6.5 Pulse Separation

This option is used to specify the laser pulse separation in time between 
recording of the first and second particle images which go to make a particle 
pair. The separation should be specified in microseconds.

B.3.6.6 Minimum /  Maximum Velocity Accepted

This option is used to specify the band limits o f velocity in the PIDV 
image. This is necessary to permit a partial resolution of particle pair ambi­
guities, see Figures B.2, B.3 and B.4.
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Figure B.2: Schematic of Particle Pairs Showing an Ambiguous Pairing Prob­
lem

Figure B.3: Schematic of Particle Pairs, Circles Define the Maximum Dis­
tance that a Particle could have Moved, Pulse to Pulse

Figure B.4: Schematic of Particle Pairs, Ambiguous Pairings are Deleted and 
Velocities Computed for the Remaining Pairs
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B.3.6.7 Minimum /  Maximum Angle Accepted

Figure B.5: Specifying Band Limits for Direction

In a similar fashion to the velocity band limits these options permit a 
directional range to be specified to aid in the resolution of particle pair am­

biguities.
Consider Figure B.5. A and B mark the position of a particle at the time 

of the first and second laser pulse, respectively. The coding scheme for the 
particles is not sufficient to specify which particle image corresponds to the 

first pulse and which to the second. There is therefore a 180 degree ambiguity 
in the direction in which the particle was moving.

To specify the band limits for flow direction it is sufficient to specify the 
minimum and max angle in the range 0 to 180 degrees, the shaded area of 
Figure B.5. For example specifying a range of between 110 and 160 degrees 
will automatically included pairs which appear to be moving on a bearing of 
between 110+180 =  290 to 160+180 =  340 degrees.

B .3.7 Process

This option initiates processing of the then current TIF image.
During the first stage of processing the package looks for particle images 

and records their position. This data is retained on disc. Suppose the PIDV 
image requires reprocessing to better tune the analysis. If parameters un­
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connected with this initial stage of processing are modified then this step is 
not repeated. For example, suppose the band limits for velocity are adjusted. 
This has no effect on the store of candidate particles considered for pairing, so 
the detection stage of processing is bypassed. In practice this means that the 

effect of different band limits on the analysis may be evaluated very quickly.
Pairing of the particles is performed during the second stage of processing. 

This phase is also responsible for the detection of pairing ambiguities.
Files with the extensions given below are involved in the analysis process. 

The file prefix for these files is extracted from the source TIF image file. For 

example, if the source image is named ‘ image.tif’ , then the prefix would be 

‘ image’ , ‘ tif’ is the standard extension for TIF files.

i) cfg : This file contains scaling and other information concerning 
the image under analysis. If this file exists when a TIF image is 
loaded then the scaling information it contains is automatically 

recalled. This file is created whenever the image is reprocessed.

ii) dat : This file is produced in order that the velocity vectors may 

be plotted from a suitable package. The file format was designed 

for use with ‘matlab’ . The file is in ASCII format. Each line 
contains the following information

X coordinate in microns of particle pair mid point.

Y coordinate in microns of particle pair mid point.

Velocity of particle pair in metres per second.

Velocity vector angle in degrees ( 0 =  north ).

The final line of the file is special. It contains the pulse separation 

of the laser in microseconds and the scaling factor for the arrows 
of the plot, followed by zero, zero. Therefore the last line also 
contains four numbers.

iii) par : This is a binary file. It contains a list of C structures, one 
for each particle. This structure is shown below

typedef struct xy.particle {



int xp,yp; 

long mass; 

char delete;

struct xy.particle huge* pred; 

struct xy .particle huge* succ;

} XY.PARTICLE;

The particle data in this file is unpaired. The file represents the 

store of candidate particles. That is, unless the limits upon par­
ticle size are changed from within the Filter Menu, any PIDV 
solutions are computed from the data in this file. If the limits for 
particle size are changed then this file is automatically regener­

ated from the TIF file.

iv) prs : This file contains data in the same format as the ‘par’ 
file except that each consecutive pair of structures represents a 

particle pairing. This file represents the current field solution. 
It is regenerated from the ‘ par’ file, taking account of the Filter 
options, whenever the Process option is selected.

v) crd : This is an ASCII file. It contains the integer X, Y TIF co­
ordinates of the centres of all particles in the ‘par’ file, multiplied 

by 2.

vi) daf : This is an ASCII file, it contains the X, Y coordinates in 

microns of all points found on the edges of features. It is used in 
conjunction with the ‘dat’ file to produce velocity vector plots.

vii) fet : This is a binary file containing the integer TIF coordinates 

of points on the edges of features.

viii) vec : This is an ASCII file. This is the main textual description of 

the result of PIDV analysis. It contains most of the information 
extracted during PIDV processing in the form of a table and 

statistics such as mean velocity, mean vector angle, mean particle 
size, plus standard deviations.
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B.3.8 Batch

This option permits batch processing of a number of PIDV images.

In order to use this option a text file must first be created containing 

the names of the TIF images to be processed, including the extension .tif. 
One file name should be specified per line. Batch processing is started by 
selecting the Batch option and entering the file name of this text file.
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Chapter 1

Software Listing for 
FRANSYS Main Program

1.1 Introduction

This chapter gives a software listing for the main program in the FRANSYS 
analysis package.

The main program is divided into a series of modules. These modules are 
listed below.

i) franheader.h : This header file contains some definitions which 
are used throughout the program.

ii) computewrapped.c computewrapped.h : This module is respon­
sible for computing the wrapped phase maps ( by both the FFT 
and Phase Stepping Methods ).

iii) correctoffsets.c correctoffsets.h : This module handles correction 
of tile offsets. That is, it occasionally happens that the offset 
given by the MST for a bad tile can be improved. This is a 
post processing operation which considers the number o f tiles, 
neighbouring the bad tile, which suggest the same tile offset.

iv) dynamicarray.c dynamicarray.h : This module handles the dy­
namic memory allocation of variably sized two dimensional ar­
rays.

1



v) fringecount.c fringecount.h : This module implements a fringe 
counting algorithm. The algorithm operates on a per tile basis (
See FRANSYS documentation ).

vi) graph.c graph.h : This module implements the graph data struc­
ture as a linked list, with double links.

vii) imageprepro.c imageprepro.h : This module is responsible for 
image preprocessing, that is normalisation, averaging and median 
filters.

viii) main.c main.h : This is the main control module. It also contains 
the adaptive Sobel edge detector.

ix) polysmooth.c polysmooth.h : This module implements polyno­
mial smoothing.

x) tileelements.c tileelements.h : This module controls the assign­
ment of tiles to the whole field array.

xi) unwraptile.c unwraptile.h : This module controls the phase un­
wrapping process at both the tile and pixel levels. It computes 
the weighting factors and minimum spanning trees.

xii) Makefile: This file may be used to compile the program on a 
Unix system. The program may be compiled for an IBM PC 
or Compatible using Turbo C Version 2.0 or higher. The only 
change to the program then required is that the system definition 
in the file ‘ franheader.h’ should be changed from ‘ #define unixc’ 
to ‘ ^define turboc’ .

The program is dependent upon the availability of the TIFF Library 
for SPEC 5.0, Release 2.1 written by Sam Leffler. There is a mailing list 
associated with this library tiff@ucbvax.berkeley.edu. This may be joined by 
sending a message to tiff-request@ucbvax.berkeley.edu. Sam Leffier may be 
contacted directly at sam@ucbvax.berkeley.edu.

mailto:tiff@ucbvax.berkeley.edu
mailto:tiff-request@ucbvax.berkeley.edu
mailto:sam@ucbvax.berkeley.edu
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Chapter 2

Software Listing for AP 
Program

2.1 Introduction

This chapter gives a software listing for the PIDV analysis package. The 
package has been written for an IBM PC or compatible using Borland’s 

Turbo C Version 2.0 compiler.
The main program is divided into a series of modules. These modules are 

listed below.

i) bitbuffer.c bitbuffer.h : This module handles the dynamic mem­

ory allocation of a bilevel image buffer.

ii) dirgrid.c dirgrid.h : This module handles the dynamic memory 

allocation of a velocity and direction grid array. That is the pack­
age may be instructed to save the average direction and velocity 
for each box of a grid placed over the image.

iii) llist.c llist.h : This is a linked list data type for handling a list of 
pixels. It is used during the flood fill operations.

iv) main.c main.h : This is the main control program.

v) memory.c memory.h : This module implements a hook into the 
system’s memory allocation facility. That is, the allocation sys-



tem may be intercepted ( and perhaps checked ) by modifying 

the code of this module.

vi) pivfiles.c pivfiles.h : This module contains routines related to file 

I/O .

vii) pivmenus.c pivmenus.h : This module contains the menu defini­

tions used by the package.

viii) plist.c plist.h : This is a linked list data type for handling a list 

of particles.

ix) popmenus.c popmenus.h : This module implements the pop up 
menu interface to the PC DOS system.

x) savscrn.c savscrn.h : This module permits the PC screen to be 

saved to a file.

The program is dependent upon the availability of the TIFF Library for 
SPEC 5.0, Release 2.1 written by Sam Leffler, modified for IBM PCs and 
Compatibles. There is a mailing list associated with this library tiff@ucbvax.berkeley.edu. 
This can be joined by sending a message to tiff-request@ucbvax.berkeley.edu.
Sam Leffler may be contacted directly at sam@ucbvax.berkeley.edu.

mailto:tiff@ucbvax.berkeley.edu
mailto:tiff-request@ucbvax.berkeley.edu
mailto:sam@ucbvax.berkeley.edu
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