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#### Abstract


An ab initio calculation of the temperature dependence of the EXAFS spectrum of the zinc (II) tetraimidazole complex has been made and compared to low noise, energy calibrated EXAFS spectra at seven temperatures. The ab initio calculation was based on the MSXAS package, (122), and was adapted to incorporate a full configurational average to account for the temperature dependent damping of the EXAFS spectra due to thermal atomic disorder and it did not involve the fitting of free parameters. The information about the atomic disorder was obtained from two sources: (i) a TLS analysis of $x$-ray crystallography data which yielded estimates of total atomic displacements and (ii) a full normal mode analysis based on the refinement of a model force field which reproduces the hydrogen-weighted vibrational density of states measured via inelastic neutron scattering. In the latter, a vibrational force field for solid state imidazole was determined which is shown to be a significant improvement over existing force fields, mainly obtained via ab initio methoda, since it more accurately reproduces both the eigenvalues and the eigenvectors of the force field (the eigenvectors correspond to the atomic displacements in the normal vibrations and are frequently not checked for consistency with experiment ). The imidazole force field was subsequently incorporated into the much larger force field for zinc (II) tetraimidazole. This latter force field was shown to be consintent with inelastic neutron scattering measurements of zinc (II) tetraimidazole borofluorate (boron-11 enriched), ainc (II) tetraimidazole perchlorate and two deuterated states of the perchlorate compound; this demonstrates the validity of the isolated molecule approach used to model the force field for this case. The mean discrepancy in the rmsatomic diaplacementa derived from the normal mode analyas and the TLS analysis is shown to be $\pm 50 \%$. The 105 normal modes modes of the zinc (II) tetraimidazole complex are interpreted in terms of their effect on the damping of the individual multiple scattering paths in the EXAFS spectrum. The $\mathrm{Zn}-\mathrm{N}$ pair correlation function is found to be dominant in causing damping of the most significant partial signale from both single and multiple scattering paths but it is shown that the cumulative damping effect of other intramolecular motions cannot be neglected. The total configurationally averaged theoretical EXAFS apectra exhibit an undereatimate of the amplitude compared to experiment. The magnitude of this undereatimate is not uniform through the spectrum and it is shown that the Muffin-Tin energy discontinuity in the modelling of the emitter optical potential causes a significant oscillatory modulation of the theoretical amplitude up to $\pm 25 \%$ which persists strongly in the high wavevector regime. The implications of the underestimate and oscillatory modulation of the theoretical amplitude for the EXAFS method as analytical tool are an impairment of the structural determination beyond the first coordination ahell and in particular an underestimate of the values determined for atomic disorder.

## Chapter 1

## Introduction

EXAFS (extended x-ray absorption fine structure) spectroscopy is an analytical technique which is used to determine short-range static and dynamic atomic atructure in materials. The quantity of interest in an EXAFS experiment is the oscillatory component of the x -ray absorption coefficient observed above the characteristic absorption edge for a particular type of atom in the sample; the form of the oscillatory structure is determined by the local environment of this type of atom up to a radius of a few Angstroms. The oscillatory component may be isolated, to give the EXAFS spectrum, and then, in principle, interpreted to yield quantitative information concerning interatomic distances and angles, coordination numbers and atomic disorder. The method compliments other spectroscopic techniques such as infrared, Raman and nuclear magnetic resonance which mostly generate qualitative information. The probe of the local structure is a photoelectron, emitted from the $x$-ray absorbing atom, with wavelengthe typically in the range $0.5 \rightarrow 0.05 \AA$; consequently structure determination via EXAFS is potentially of very high accuracy (i.e. $\pm 0.001 \AA$ for nearest-atom distances). In contrant to $x$-ray cryatallography, the EXAFS technique may also be applied to non-cryatalline anmples such as gases, liquids or amorphous solids such as glasses and is important in the study of surface interactions and catalyais; see the review articles, (37), (75), (112), (126), (137), (138). In the biological field, EXAFS spectroscopy is an importent method for examining the environment of metal centres in large protein molecules, such as enzymes, with an order of magnitude better precision than $x$-ray crystallography; in enzymes, the metal centres are often believed to be located at the active site and characterising the local atructure is an important step to understanding the function of the enzyme. The atrength of the technique in
this case is its selectivity since the EXAFS signal may be extracted from a single metal atom embedded in a protein molecule composed of many thousand less massive atoms. In addition, the protein may be studied under conditions which emulate its working environment in vivo, typically in aqueous solutions in the presence of a substrate or inhibitor, and consequently EXAFS is applicable to many proteins which do not yield to crystallography techniques. Numerous studies of metal centres in proteins have been reviewed in the articles (20), (21), (22), (52), (53), (111), (132).

The conventional method for EXAFS data analysis was described in 1971 by Sayers et al., (127), who proposed Fourier transforming an EXAFS signal to obtain a radial distribution function of the atomic environment about the photon-absorbing atom. The method is based on an approximation of the photoelectron scattering by a propagating plane-wave that undergoes back-scattering from nearby atoms. Unless a correction is applied, the distances inferred from the Fourier transform are shorter than the true radii of successive coordination spheres because the phase-shifts experienced by the back-scattered photoelectron are not taken into account. Sayers et al. showed that it is possible to extract these phase-shifts by comparison with a similar compound with known structure so that an accurate value for the distances may be determined. This approach is generally successful in extracting information within the first coordination sphere but is not appropriate at greater radii since the radial distribution function also contains featurea due to multiple scattering of the photoelectron. The general importance of multiple scattering in the interpretation of EXAFS ipectra was first emphanised for the case of metal-bonded imidazole complexes, (108), (141), which mimic the histidine ligation of metale centres found in a number of common metalloenzymes auch as carbonic anhydrase, (157), amine oxidase, (71) and superoxide dismutase, (7). The presence of multiple sattering components prevento a simple treatment of EXAFS spectra but implies that information may be extracted beyond the pair correlation function, potentially revealing such quantities as equilibrium bond angles and correlations in many body disorder. For example, in the case of histidine ligation in metalloenzymes, information could be obtained as to the angle of the imidazole ringe with reapect to the metal atom which could be important in determining the energetica of the active site. The determination of atomic disorder is of
great interest and has been recently been stressed by Pendry, (102), as an important direction in the development of the EXAFS technique since it holds the key to such processes as diffusion and surface reactions of catalysts. In order to yield such information, an ab initio approach has to be adopted in the EXAFS data analysis which embodies multiple scattering. However, for this method to have any success in extracting such information, which is usually characterised by the weakest features in the spectrum, it is essential that the ab initio theory is correct.

The neglect of the curvature of the wavefront in the plane-wave description of photoelectron scattering, which causes the theory to fail at low energies, was corrected by Schaich, (128), for single scattering and by Lee and Pendry, (76), and Ashley and Doniach, (1), for multiple scattering. These descriptions were based on the assumption that the multiple scattering is sufficiently weak, even at low energiea, so that an expansion in the order of the multiple scattering is possible. Durham et al., (35), proposed a similar theory embodying a full solution including all orders of multiple acattering. These curved-wave theories are exact but are presently too slow to be incorporated in effective data analyais. The exact theory has since been simplified by Rehr et al., (117), Pettifer et al., (108) and Gurman et al., (47), (48) permitting fast and accurate computations of EXAFS signala. The latter two authors used a small atom approach which retained the least serious approximations of the plane-wave theory for systems involving light atome such as carbons and nitrogens.

The above multiple ncattering, curved-wave schemes for computing ab initio EXAFS spectra are currently incorporated in three independent computer parkages for EXAFS data analysia: EXCURVE, (48), (140), from Daresbury Laboratory, FEFF, (94), (116), by Rehr and coworkers and GNXAS, (40), (which is based on MSXAS, (122) ), by Natoli and coworkers. In each case a proposed atom cluster is modelled by effective one-electron optical potentials that are constructed within the Muffin-Tin approximation. The intrinsic and extrinaic energy lose mechanisms of the photoelectron, which result in an attenuation of the signal, are modelled either by an imaginary self-energy of the photoelectron or by a complex scattering potential. The data analysin is effected by fitting the generated EXAFS signal to the experimental apectrum by verying a parameterised model for the static and dynamic structure of
the atom cluster. However, shortcomings of the theory may be concealed by adjustments of free parameters that affect the spectrum in a similar way to the deficiencies in the theory. In other words, an excellent fit to experiment is not sufficient evidence to conclude that the theory is correct. The only rigoprous way of determining the accuracy of the theory is therefore to eliminate the structure refinement by calculating the EXAFS signal from a system whose structural parameters are known; any discrepancies between theory and experiment can then be assessed on the basis of non-structural parameters. In this way, the validity of specific elements of the theory can be quantitatively evaluated, such as the Muffin-Tin approximation and the model for photoelectron inelastic loss.

In this thesis, an attempt is made to establish all the structural parameters of an interesting aystem and thereby predict the EXAFS spectrum entirely ab initio at a range of temperatures. The system selected is the zinc (II) tetraimidazole complex which is of relevance in the biological field as a model compound for the metal centre in carbonic anhydrase and is of special interest as a system which produces strong multiple scattering components in the EXAFS spectrum. It therefore constitutes an excellent test case for multiple scattering theory in a typical situation where the EXAFS technique is employed.

The static structure of the molecule has been determined from $x$-ray crystallography with two different counterions, (2), (79), and consists of four planar imidazole rings coordinated to a central zinc ion in an approximately tetrahedral configuration. Multiple scattering occura as the photoelectron propagates through the imidazole rings.

Determining the dynamic structure of the subject molecule presents a greater challenge and a considerable part of this thesis is devoted to this problem. The dynamic atructure in this context is defined as the probability distribution function of each scattering atom about its equilibrium position, described by the static structure, with respert to the primary absorber, which is the zine atom. In general the dynamic structure is composed of both static and thermal disorder, both of which result in an attenuation of the EXAFS apectral amplitude. The attenuation arises since the disorder in the atom positions introduces an incoherence in the contributions to the total EXAFS which are then averaged over time and over all absorption sitea in the sample; the resultant EXAFS signal is thus ameared out and
the amplitude is damped. Static disorder is significant in amorphous materials or crystals of very large molecules but is not expected to greatly affect the relative position of atoms within a small molecule such as the zinc (II) tetraimidazole complex; it is therefore assumed in this study that static disorder is negligible in the context of EXAFS damping. Thermal disorder is due to thermal vibrations of the molecule and only those vibrations, which cause displacements of the scattering atoms with respect to the zinc atom, are considered. The assumption is made that lattice vibrations do not effect the internal structure of the molecule and, therefore, this study is only concerned with internal vibrations of the molecule; this is known as the isolated molecule approach.

The frequencies of intramolecular vibrations can be routinely obtained via infrared and Raman spectroscopy but determining experimental values for the associated probability distribution functions of the atom positions is more difficult. In this thesis, two methods are employed:

1. TLS analysis of $x$-ray crystallography data. This involves a deeper consideration of the refined thermal parameters. The individual atomic anisotropic displacement parameters are reparameterised to take account of large scale correlated motions of the molecule. Within a simple model, this allows the internal displacement distributions of the atoms to be eeparated from the overall displacement distribution which includes all contributions, such as those from lattice vibrations. The result is a probability distribution function for each atom that deacriben the total displacements of the atom due to all types of internal molecular motion.
2. A full normal mode analysis of the internal thermal vibrationa of the molecule based on data from inelastic neutron scattering, infrared and Raman studies. A dynamic model, based on a harmonic force field, is constructed for the isolated molecule which generates all the orthogonal normal modes of vibration. The elements of the force field are then best-fitted to reproduce the experimental hydrogen-weighted vibrational density of states of the molecule as meared by inelastic neutron scattering. The eigenvalues of the secular equation of motion map the vibrational frequencies of the
molecule and the eigenvectors describe the displacement distributions of the atoms corresponding to each of those frequencies.

The latter method provides the most detailed information since it effectively reproduces the many-body vibrational correlation function (VCF ) of the molecule which fully describes the internal vibrational motion. By knowing the VCF of the molecule it is possible to rigoyrously model the damping effect of thermal vibrations on the theoretical EXAFS spectrum, even to the extent where the partial damping contribution of each normal mode of vibration is described. This is achieved by calculating a configunational average of the EXAFS signal over all the correlated displacements of the scattering atoms based on a linear expansion of the partial signala from each multiple scattering path, (3); this algorithm will be justified in the thesis. Within the harmonic approximation, the configurational average may then be extended to model the damping at any temperature.

The product of this study is a detailed vibrational analysis of the zinc (II) tetraimidazole complex which enables the first quantitative test of the current state of multiple scattering EXAFS theory. It is hoped that this will act as a benchmark for future studies by indicating the strengths and weaknesses of the EXAFS method as an analytical tool for structural determination.

### 1.1 Layout of this Thesis

The following three chapters of this thesis are aelf-contained atudies each treating a different aspect of the problem; the following two chapters concern methods of obtaining the dynamic atructure of the ainc (II) tetraimidasole complex, the results of which are inserted into the configurationally averaged EXAFS calculations in the subsequent chapter. All the results are brought together in the final discussion in chapter 5 where they are put int, the context of the overall study. This general layout is depicted schematically in figure 1.1.

In chapter 2, estimates for the total mean-squared displarements of the atoms due to all modes of internal motion are obtained via a TLS analyais of $x$-ray crybtallography data of sinc (II) tetraimidazole tetraborofluorate. Standerd TLS analyais is explained and a methodology


Figure 1.1: Schematic diagram showing the layout of this theais.
for implementing the technique in described that permits the displacement distributions due to intramolecular motion to be separated from the total distribution function. The latter includes all contributions due to lattice motion and any static disorder, if it is present. The atomic displacements due to internal motion are aubsequently interpreted in terms of correlated motion of the whole imidazole ring.

In chapter 3, a normal mode analyais is applied, first to the imidazole molecule, and subsequently to the sinc (ll) tetraimidaznle complex and detailed information about the correlated many-body motion of the molecules is obtained. The experimental information is obtained principally vis inelastic neutron scattering and brief overview is given of the relevant theory necesary to interpret the data. The phyaics and methodology of normal mode analyars are also explained. A dynamic force field for imidazole is developed and tested
for consistency with both neutron and optical experiments and a comparison is made with published force fields for imidazole. The force field for imidazole is then incorporated in a much larger force field deacribing the normal mode vibrations of the zinc (II) tetraimidazole complex. A methodology is described for modelling the elusive low frequency skeletal modes of the complex. The force field is finally tested for consistency with deuteration studies.

In chapter 4 , the ab initio temperature dependence of the EXAFS spectrum of the zinc (II) tetraimidazole complex is calculated based on the static structure from the crystallography in chapter 2 and the dynamic atructure from the normal mode analyais in chapter 3. A brief description is given of the theory used to calculate the EXAFS signal and of the algorithm used to include the dynamic information via a configurational average. New, high quality EXAFS data of zinc (II) tetraimidazole tetraborofluorate ase presented and discussed. The input of the complete dynamic structure permita a novel breakdown of the effect of the individual normal modes on the EXAFS apectrum. Finally, a comparison is made between the experimental temperature dependent EXAFS and the ab initio calculations permitting a quantitative assessment of the theory.

## Chapter 2

## TLS Analysis

### 2.1 Introduction

In this chapter a deeper analysis of $x$-ray crystallography data of the zinc (II) tetraimidazole complex is described which yields estimates of the magnitudes of the total internal thermal motion of the molecule.

Generally in $x$-ray crystallography the static structure of a primitive cell in a crystal is established via a least squares refinement that minimises the difference between the calculated and observed integrated peak intensities of the $x$-ray diffraction image. The calculated integrated peak intensities are determined from the square of the structure factor, $F$, which is the function that dictates the amplitude of coherently diffracted $x$-rays in directions that satisfy the Bragg condition. The structure factor equation may be written as, (63);

$$
\begin{equation*}
F\left(h_{j}\right)=\sum_{r=1}^{n} f^{(r)}\left(h_{j}\right) \exp \left(2 \pi i x_{j}^{(r)} h_{j}-\frac{1}{2 \pi} U_{j h}^{(r)} h_{j} h_{k}\right) \tag{2.1}
\end{equation*}
$$

in which Einstein's nummation convention is assumed for $\boldsymbol{j}, \boldsymbol{k}=\mathbf{1 , 2 , 3}$. The atructure factor is defined with respect to the reciprocal lattice Miller indices, $h_{1}, h_{2}$ and $h_{3}$ and takes account of the various types of atom, $r$, present in the lattice via the atomic form factors, $f^{(r)}$, and the situation, $x_{j}^{(r)}$, of the atoms in the unit cell via the phase-like term in the exponent. The serond term in the exponent simulates the damping of the diffracted amplitude due to the distributions of displacements of the atoms about their static equilibrium positions; the damping occurs because the distribution in the static structure introduces an incoherence to the reflected $x$-rays that reduces the integrity of the Bragg interference. The probebility density functions ( pdf ) describing the displacement distributions are anumed to be triveriate

Gaussians and are completely characterised by the six quantities $U_{11}, U_{22}, U_{33}, U_{12}, U_{13}$ and $U_{23}$ known as the anisotropic displacement parameters (ADP). The ADP's of a given atom form the symmetric second rank tensor $U$ and describe the second moments of the Gaussian pdf along three oriented orthogonal axes; it is the physical information that the ADP's contain that is of interest in this study.

The assumption that the atomic pdf's may be modelled by Gaussians merits some discussion. Atoms in a crystal are displaced from their equilibrium positions for several reasons: Of great significance are the displacements caused by thermal vibrations of both the molecule and the crystal lattice; the resultant pdf's represent the time- and lattice-averaged motion of the atoms. If the vibrations are assumed to be harmonic and rectilinear the approximation of the atomic pdf's by multivariate Gaussian is appropriate. However the approximation breaks down for anharmonic vibrations or vibrations in curvilinear space both of which become increasingly poorly modelled with increasing temperature. In the case of large amplitude anharmonic motion it would be desirable to express the pdf with additional higher cumulants. However large amplitude motion causes a rapid decrease in the diffracted amplitude from atoma at high scattering angle so the determination of additional parameters becomes especially difficult experimentally. Another source of atomic displacements is that of static disorder throughout the lattice. This is always present to varying degrees and is difficult to predict or model without doing extensive temperature dependent studies; therefore for static disorder, the contributions to the atomic pdf's are only arbitrarily modelled by a trivariate Gausian. A further concern about the modelling of the atomic pdf's via Gausians is that the deacription does not take into account the correlations in the diaplacementa between different atoms. Highly correlated atomic displacements can result in different $x$-ray Bragg intensities than those predicted using the Gausian model since the correlations affect the damping of the Bragg reflection. This can in turn lead to systematic errors in the refined ADP's. However, in spite of thene reservations, the Gaussian approximation to the pdf is virtually universally made and is therefore adopted here.

The ADP's obtained experimentally from $x$-ray crystallography can be further inspected via TLS analyais. In this technique, additional information is obtained from the atomic ADP'
by making some assumptions about the large-scale correlated displacements of the molecule. By inspection, parts of the molecule are designated as rigid, to within a specified deviation, which implies that all the atoms within the rigid-body are coupled and can only diaplace en masse. The displacement distributions of these so-called rigid-bodies may then be described by a translation tensor, $\mathbf{T}$, and a libration tensor, $\mathbf{L}$, plus a coupling screw tensor, $\mathbf{S}$, for the general case when the libration axes do not intersect at the rigid-body centre of mass. The $\mathbf{U}$ tensors for those atoms within the rigid-body may all be individually determined from its $\mathbf{T}$, $L$ and $S$ tensors. This constitutes a re-parameterisation of the system such that the coupled motions of the atoms in the rigid-bodies are implicit in the ADP's and, in most cases, implies fewer refinable parameters. Consequently, TLS analysis is used as an extra constraint to facilitate difficult crystallographic refinements, but it is also widely employed as an analytical tool in its own right for obtaining information about etatic and dynamic disorder.

Apart from providing estimates of correlated displacements, TLS analysis is also widely used to correct interatomic distances from crystallography that suffer Bastiansen-Morino shrinkage ${ }^{1}$. It has also been used to derive approximate force constants, (146), identify low energy paths for molecular isomerisations, (8), (30), (158), and the onset of phase changes, (43), (158), and with the advent of improved experimental resolution from synchrotrons is beginning to be applied to macromolecules such at the small protein rubredoxin, (151). A comprehensive background is contained in the review articles, (31), (32), (63).

In this study, the experimentally determined ADP's, at two temperatures, of zinc (II) tetraimidazole tetrafluoroborate are inapected via TLS analyais. The aim is to obtain information about the atomic displecements caused by intramolecular vibrations. This requires that the experimental ADP's for each atom are separated into a part assumed to result solely from internal motion and a part representing the displacements due to all other causes; i.e. lattice vibrations and static disorder (henceforward referred to a overall diander ). To do this requires an adapted implementation of the atandard theory so that the T,I, and S tensori are determined for a rigid-body whose diaplecements are predominantly due to overall

[^0]disorder. The rigid-body chosen for this purpose is the $\mathrm{Zn}-4 \mathrm{~N}$ tetrahedral core of the zinc (II) tetraimidazole complex since its participation in internal motion is assumed to be small compared to other parts of the molecule; i.e. the imidazole branches are expected to show larger amplitude motion due to internal vibrations. Based on this assumption, the $\mathbf{T}, \mathbf{L}$ and S tensors for the core of the molecule may be used to determine the ADP's, attributed solely to overall disorder. It is hoped that these generated ADP's are smaller than the experimental ones, which embody all types of disorder, and thus, vis subtraction of the calculated ADP's from the experimental ADP's, a residual set of atomic pdf's may be eatablished that are as sociated only with internal thermal motion. The residual pdf's are subsequently interpreted in terms of more intuitive displacements of the imidazole ringe such as stretches and wags.

TLS analysis provides estimates of quantities that are difficult to obtain via other methods but it has inherent limitations that can be severe. The analysis that is described here is taxing TLS to its limit and the result is a large margin of error; this is in part difficult to estimate quantitatively since it depends on the quality of the model used; errors are discussed further in the last section of this chapter. Also considered in the final discuasion is a recent development to TLS theory (see appendix A) that attempts to automatically separate one degree of internal motion from the overall disorder; it is described why this was not applicable in this case.

### 2.2 Standard Theory of TLS Analysis

TLS analysis is essentially a re-parameterisation of the ADP's oblained via $x$-ray cryatalIngraphy based on the denignation of portions of the molecule as being rigid. (The exart definition of what constitutes a rigid-body in this context is addressed in section 2.4.1.) The distribution of displacements of a rigid body about its equilibrium position may be described by a T,L and $\mathbf{S}$ tensor which, within the Gausian approximation, define the second momente of the partial pdf's of translation, libration and their coupling renpectively. In the next subsection the $\mathbf{T}, \mathbf{L}$ and $\mathbf{S}$ tensore for a rigid-body are derived illustrating how they relate to the individual $\mathbf{U}$ tensors for each constituent atom.

### 2.2.1 Rigid-Body Motion

The most general type of displacement for a rigid-body is a screw; i.e. a translation of the body along a vector $t$ followed by a rotation of magnitude $\theta$ about the unit vector $l$. An atom in the rigid-body with the equilibrium position $\mathbf{r}$ experiences the displacement $\mathbf{u}$ such that

$$
\begin{equation*}
\mathbf{u}=\mathbf{t}+\mathbf{v} \tag{2.2}
\end{equation*}
$$

where $v$ is the linear displacement of the atom due to the rotation alone, as illustrated below:

$v$ may be expanded in terms of the axial vector $\lambda \equiv \theta 1$ i.e.

$$
\begin{equation*}
v=\lambda \times r+\frac{1}{2} \lambda \times(\lambda \times r)+\frac{1}{6} \lambda \times[\lambda \times(\lambda \times r)]+\ldots \tag{2.3}
\end{equation*}
$$

in which the elements of $\boldsymbol{\lambda}$ are infinitesimal so that the rotations are commutative about the components of 1 . To firat order Eq. (2.2) becomes

$$
\begin{equation*}
\mathbf{u}=\mathbf{t}+\boldsymbol{\lambda} \times \mathbf{r}=\mathbf{t}+\mathbf{A} \boldsymbol{\lambda} \tag{2.4}
\end{equation*}
$$

where

$$
A=\left[\begin{array}{ccc}
0 & r_{3} & -r_{2}  \tag{2.5}\\
-r_{3} & 0 & r_{3} \\
r_{2} & -r_{1} & 0
\end{array}\right]
$$

Eq. (2.4) relater a single arbitrary displacement of the rigid body, involving a tranalation, $t$, and a rotation, $\lambda$, into the corresponding linear displacement, $u$, of a constituent atomat $r$; this may now be generalised to express the pdf of an atom in three dimensions in terms of the tranalational and librational diatributions of the rigid-body.

If the displacements $u$ of the atom in the rigid-body obey a trivariate Gaussian distribution when averaged over time and throughout the lattice then the pdf of the atom may be characterised by its second moments with respect to three orthogonal principal axes. This is equivalent to generating the variance-covariance matrix, $\mathbf{U}=\langle\mathbf{u * u} \mathbf{u}$, for the displacement $\mathbf{u}$; note that * denotes the direct product such that the elements of (u*u) are ( $u_{i} u_{j}$ ). Applying the same treatment to both sides of Eq. (2.4) yields

$$
\begin{align*}
\langle\mathbf{u} * \mathbf{u}\rangle & =\langle t * t\rangle+\langle\mathbf{A} \boldsymbol{\lambda} * \mathbf{A} \boldsymbol{\lambda}\rangle+\langle\mathbf{A} \boldsymbol{\lambda} * \mathrm{t}\rangle+\langle t * \mathbf{A} \boldsymbol{\lambda}\rangle \\
\mathbf{U} & =\langle\mathbf{t} * \mathbf{t}\rangle+\mathbf{A}(\boldsymbol{\lambda} * \boldsymbol{\lambda}\rangle \mathbf{A}^{\dagger}+\mathbf{A}\langle\boldsymbol{\lambda} * t\rangle+\langle\mathbf{t} * \boldsymbol{\lambda}) \mathbf{A}^{\dagger} \tag{2.6}
\end{align*}
$$

where $\dagger$ denotes matrix transpose. The matrices $(t * t)$ and $(\lambda * \lambda)$ are the second moment matrices of the partial pdf's of the translational and librational diaplacements of the rigidbody and, aimilarly to $U$, are symmetric second rank tensors denoted by $T$ and $L$ containing the elements $\left\langle t_{1} t_{j}\right\rangle$ and $\left\langle\lambda_{1} \lambda_{j}\right\rangle$ respectively. The matrix $\langle\boldsymbol{\lambda} * t\rangle \equiv\langle t * \lambda)^{\dagger}$ is identified as the coupling between $\mathbf{T}$ and $\mathbf{L}$ and is denoted as $S$; it is also a second rank tensor composed of the elements $\left\langle\lambda_{1} t_{j}\right\rangle$ and is not generally symmetric. Eq. (2.6) may be rewritten in matrix form as

$$
\begin{align*}
\mathbf{U} & =\mathbf{T}+\mathbf{A} \mathbf{L} \mathbf{A}^{\dagger}+\mathbf{A} \mathbf{S}+\mathbf{S}^{\dagger} \mathbf{A}^{\dagger} \\
& =\left[\begin{array}{l|l}
\mathbf{I} & \mathbf{A}
\end{array}\right]\left[\begin{array}{l|l}
\mathbf{T} & \mathbf{S}^{\dagger} \\
\hline \mathbf{S} & \mathbf{L}
\end{array}\right]\left[\begin{array}{l}
\mathbf{I} \\
\hline \mathbf{A}^{\dagger}
\end{array}\right] \tag{2.7}
\end{align*}
$$

in which 1 is the identity matrix. Eq. (2.7) gives the desired result of the derivation in which the individual atomic ADP's contained in the $U$ matrix are related to the second moment matrices of the rigid-body translational and librational pdf's.

Note that the original formalism, (24), did not include a coupling matrix $\mathbf{S}_{\text {; }}$ this was subsequently incorporated, (131), to scenunt for molecules that do not exhibit inversion site symmetry or, put another way, for the case where the axes of libration do not intersect at the rigid-body centre of mase. If the $S$ matrix in generated from observed $A D P ' s$, only the differences of the diagonal elementa, $S_{n}-S_{j j}$, may be determined and not the actual values; this stems from the lose of coupling information through expressing the atomic displacement distributions in terms of ADP's. The sum of the disgonal in $\mathbf{S}$ is normally arbitrarily set to
zero and consequently an experimentally determined $\mathbf{S}$ matrix is expressed by 8 parameters. Together with the 6 parameters for each of the symmetric $\mathbf{T}$ and $\mathbf{L}$ matrices, the rigid-body displacement pdf is characterised by 20 independent parameters. In view of the six ADP's required to express individual atomic pdf's, this formalism implies a reduction of parameters for rigid-bodies with more than three constituent atoms; for less than three atoms the TLS tensors can not be determined uniquely.

The $\mathbf{T}, \mathbf{L}$ and $\mathbf{S}$ tensors may be refined concurrently or after the static structure refinement. In the former case this implies an improvement of the ratio of free parameters to observed Bragg intensities which can expedite a refinement. In the work presented here, the TLS study was done for analytical purposes after the static structure and atomic ADP's had been established.

### 2.3 Crystallography of Zinc (II) Tetraimidazole Tetrafluoroborate

The TLS analysis was made on the ADP's obtained from the $x$-ray crystallography of zinc (II) tetraimidazole tetrafuoroborate, $\left.(\operatorname{Zn}(i m i d))_{4}\left(B F_{4}\right)_{2}\right)$. Measurements and analysis were done at two temperatures, 100 K and 150 K , in collaboration with N.Alcock, (79).

The crystals were prepared from hydrated zinc (II) tetrafluoroborate, ( $Z \pi\left(B F_{4}\right)_{2} \cdot 6 H_{2} O$ ), and pure imidazole, ( $\mathrm{C}_{3} \mathrm{~N}_{2} \mathrm{H}_{4}$ ), after the method of Reedijk for the analogous perchlorate substance, (115); see also page 68. Crystals of the compound are colourlese prisms.

The space group is monoclinic, $C 2 / c$, with unit cell dimensions a $=18.035 \AA, b=6.761 \AA$, $c=19.077 \AA$ and $\beta=115.628^{\circ}$ at $100 K$ and $a=17.994 \AA, b=6.818 \AA, c=19.139 \AA$ and $\beta=115.632^{\circ}$ at 150 K . Data were collected with a Phillips PW 1100 four circle diffractometer using $x$-rays of wevelength $0.71069 \AA$ ( $\mathrm{Mo}_{\mathrm{o}}, \mathrm{K}_{\mathrm{a}}$ ).

Reflections were processed to give 5624 unique reflections; 1608 were considered observed ( $\frac{1}{\sigma}(t) \geq 2.0$ ) and used in refinement; they were corrected for Lorentz polariation and absorption effects, the latter by the Gaussian method. Maximum and minimum transmission factori were 0.86 and 0.74 . The atructure was alved by atandard Patteran and Fourier


Figure 2.1: Unit cell of cryatalline sinc (II) tetraimidasole tetrafluoroborate. The two projections are (i) parallel to the $b$ axis and (ii) parallel to c. Projection (i) ir equivalent to viewing the moleculen along their two-fold axes.
methods and aubjected to full-matrix least squares refinement. A weighting scheme of the form $W=1 /\left|\sigma^{2}(F)+0.011 F^{2}\right|$ was adopted for the object function being optimised; the final R-factor was 0.039 at 100 K and 0.041 at 150 K . The software used was SHELXTL PLUS, (133).

The unit cell is depicted in figure 2.1 it contains four cations and eight anions. The zinc atoms lie on special positions on the two-fold axis and are coordinated to the nitrogen atoms of four imidazole molecules in an approximately tetrahedral configuration (i.e. the $\mathrm{N}-\mathrm{Zn}-\mathrm{N}$ angle: are all to within $3.1^{\circ}$ of the tetrahedral angle, $109.4^{\circ}$ ). Due to the $C_{3}$ point group aymetry there are only two cryatallographically independent imidazole branches in the anymmetric group; henceforth they are referred to as imidazole 1 and imidazole 2 . The $\mathrm{Zn}-\mathrm{N}$ bond lengthe in the aymmetric group are both $1.983(2) \mathrm{A}$ at 100 K and $1.987(2) \mathrm{A}$ and

## 100K



150K


Figure 2.2: Diagrame showing the refined structure at two temperatures of the cation of crystalline sinc (II) tetramidasole tetrafluoroborate including dioplacement probability ellipeoids. The ellipsoids represent the aurfaces that enclose $50 \%$ of the probability of the atomic pdf's deacribed by the refined anisotropic displacement parameterm, $U_{i j}$. The atomic labelling is duplicate for the two anymmetric groupa per molecule. The molecules are projected so that the two-fold axir is vertical and in the plane of the page; hydrogen atoma are not shown since their isotropic diaplacement parameters were not used in the TLS analyois. The diagrams were generated by the programme ORTEP, (62). Note that the ellipaoids in the two plots appear very amilar but are not the same; the amplitudes of the ellipsoids in the 150 K plot are greater which reflects the increase in amplitude of the thermal vibrations.
$1.981(2) \AA$ at $150 K$; this compares with $1.997(7) \AA$ and $2.001(7) \AA$ for the $\mathrm{Zn}-\mathrm{N}$ bonde in the published structure of ainc (II) tetraimidazole perchlorate at room temperature, (2). The imidazole rings are planar to within the errors of the experiment and are inclined towerds the $C_{2}$ axis such that the angles made between the imidazole planes and the $\mathrm{Zn}-\mathrm{N}$ bonda are $4.9^{\circ}$ and $1.9^{\circ}$ at 100 K and $5.3^{\circ}$ and $1.9^{\circ}$ at 150 K where the eatimated standard deviation in these angles is $0.1^{\circ}$.

Figure 2.2 depicta the final refined atructure of the cation at the two temperatures including atomic displacement probability ellipsoids. The ellipsoids are generated by

$$
\begin{equation*}
x U^{-1} x=\text { constant } \tag{2.8}
\end{equation*}
$$

and are surfaces enclosing a specified probability, in this case $50 \%$. As such, the ellipsoids permit the refined ADP's, upon which the TLS analysie was done, to be visualised. Hydrogen
atoms are not included in the TLS analysis since the ADP's are refined isotropically; i.e, the pdf is described by just one parameter. This is a consequence of the weak $x$-ray scattering by hydrogen atoms which dictates extreme economy in the description of their pdf's. It is encouraging that the plots are so similar at the two temperatures with the 150 K plot exhibiting clear increases in the atomic ADP's compared to the lower temperature. The magnitudes of the ADP's increase towards the extremities of the molecules but otherwise it is not easy to draw conclusions, from inapection alone, as to the nature of the intramolecular thermal motion.

The ADP's of the perchlorate salt were not presented with the published crystal atructure, (2), but an ORTEP plot similar to those in figure 2.2 was given for $50 \%$ probability. In that plot, the ellipsoids show a marked elongation out of the imidazole planes; the measurements in that case were made at room temperature.

### 2.4 Methodology for TLS Analysis

In this section, a standard test is described that sets the criterion for a group of atoms to be designated as a rigid-body suitable for TLS analysis. Subsequently, the rigid body used in this study is described with the aim of separating the atomic displacements due to intramolecular vibrations from all other kinds of displacements that the atoms undergo,

### 2.4.1 Rigid Body Test

A quantity $\Delta_{A B}$ may be deduced for any pair of atoms, $A$ and $B$, in the molecule such that

$$
\begin{equation*}
\Delta_{A B}=\left\langle u_{A}^{2}\right\rangle-\left\langle u_{B}^{2}\right\rangle=n^{\dagger} U_{A} n-n^{\dagger} U_{B} n \tag{2.9}
\end{equation*}
$$

where $n$ is the unit vector in the direction $A B$. This quantity describes the difference in the mean-squared displacements of the two atoms along their connecting vertor. For two atoms in an ideally rigid body this difference would be zero by definition; (note that the converse is not necenarily true, i.e. $\Delta_{A B}=0$ dnes not automatically imply a rigid body ). Hirschfeld, (59), proposed an experimental tolerance of $\Delta_{A B}=10 \mathrm{pm}^{2}$ ( i.e. $10^{-3} \AA^{2}$ ) for atoms of about the mase of carbon that are bonded together. This limit takes eccount of the typical differences


Table 2.1: Matrix of $\Delta_{A B}$ values ( $\mathrm{pm}^{2}$ ) for all atoms in the sinc (II) tetraimidasole cation. The values are calculated uning the experimental ADP's from the cryatallography of sinc (II) tetraimidasole tetraborofluorate at 100 K . The valuea correapond to $n^{\prime} U_{A} n-n^{\prime} U_{B} n$ where $A$ are the atoms along the top of the matrix, $B$ are the atoma on the left and $n$ is the unit vector between $A$ and $B$. The labelling of the atoms is that shown in figure 2.2. The encircled values denote $\Delta_{A B}$ between two bonded atoms. The estimated etandard deviation (end) of the $\Delta_{A B}{ }^{\prime}$ is $\sim 8 p \mathrm{pm}^{2}$.
due to interatomic stretching vibrations and holds well for organic compounds, (32), thus serving as a useful quantitative test of the quality of the experimental ADP's. Inspection of $\Delta_{A B}$ values also indicater which subgroups of the molecule might qualify as rigid-bodies and thus yield to a TLS analysis. Regions in which the $\Delta_{A B}$ values are significantly greater than $10 \mathrm{pm}^{2}$ indicate large relative displacements of the atome and a lack of rigidity.

Table 2.1 gives the $\Delta_{A B}$ values for all atoms in the asymmetric group of the zinc (II) tetraimidazole cation from the crystallography of the tetrafluoroborate compound at 100 K . Negative values indicate that the mean-squared displacement of the atom on the left of the table is greater than that on the top along their connecting vector. The matrix is divided into blocks that collect the atoms of each imidezole together and by inspection it is clear that the values in the off-diagonal block coupling imidazole 1 to imidazole 2 are generally much larger than the values in the diagonal blocks relating the two imidazoles to themselves; i.e the rms $\Delta_{A B}$ values of the off-diagonal block is $41 \mathrm{pm}^{2}$ compared to 17 and $19 \mathrm{pm}^{2}$ for the
diagonal blocks. This indicates a high degree of relative displacements of the two imidazoles with respect to one another and greater level of rigidity of the atoms within each imidazole group. The estimated standard deviation (esd) of the $\Delta_{A B}$ values is $\sim 8 \mathrm{pm}^{2}$; the encircled $\Delta_{A B}$ values for bonded atom pairs have an rms $\Delta_{A B}$ of $17 \mathrm{pm}^{2}$ which lies just within the esd margin of the Hirschfeld tolerance indicating that the data are probably of reliable quality.

### 2.4.2 Choice of Rigid-Body - Separation of Internal Displacements

In order to separate the ADP's into contributions from internal vibrations and other types of displacements (overall disorder) it was necessary to make some broad assumptions about the syatem under study:

1. All averaged motions and disorders are describable by Gaussian pdf's of the atoms.
2. Intramolecular and intermolecular motions are effectively decoupled each producing atomic mean-squared displacements that are wholly attributable to one type of motion; i.e. intermolecular motion and static disorder in the lattice cause displacements of the whole molecule as a rigid unit and do not involve relative displacements of the atoms within a molecule.
3. Librational displacements of the whole molecule due to intermolecular motion and static disorder are asumed to take place about the zinc atom.
4. The zinc atom, being massive compared to the other atoms, only experiences amall displacements due to internal modes of motion. Consequently the zinc atom pdf approximates the translational diaplacements undergone by the whole molecule due to intermoleculer motion and any static disorder.

On the basis of assumption 4 , the zinc atom pdf determines a $T$ tensor for the whole molecule that characterisea intermolecular motion and otatic disorder. However the $L$ tenar cannot be determined by one stom alone; more atoms must be included and so the TLS rigid-body was asnigned as the ainc atom plus its four nearest neighbours, the nitrogen atoms from the four imidazole groups. The assumption implicit in making this assignment is that the five atoms of

|  | N4 N13 N22 N31 |
| :---: | :---: |
| ZnI | (8) (8) 6 |
| N31 | 23024 |
| N22 | 023 |
| N13 | 24 |
| N4 | $\mathrm{rms} \Delta_{\mathrm{ABB}}=15 \mathrm{pm}^{2}$ |

Table 2.2: Matrix of $\Delta_{A B}$ values ( $\mathrm{pm}^{2}$ ) for the five atoms in the rigid-body chomen for the TLS analynin. The encircled values denote pairs of atome which are bonded. Note that atoma N22 and N31 are aymmetry generated from N4 and N13 reapectively and conform to the atom labelling that is adhered to throughout this thesis.
the $\mathrm{Zn}-\mathrm{N}$ rigid-body, which constitute the tetrahedral core of the molecule, do not participate significantly in internal molecular vibrations. This is a rather crude assumption and is not entirely satiafactory; the core of the molecule certainly is involved in intramolecular motion but it is intuitively expected thet the amplitudes of the displacements are much smaller than those caused by the relatively free librations of the imidazole rings towards the periphery of the molecule. A further implicit assumption is that the librations of the imidazole rings all have their libration axes passing through the zinc-bonded nitrogens. These assumptions are discussed further in the final section of this chapter.

The displacements of the $\mathrm{Zn}-4 \mathrm{~N}$ rigid-body therefore define a $\mathrm{T}, \mathrm{L}$ and $\mathbf{S}$ tensor for the molecule which represent all kinds of displacements except those due to internal motion. The ADP's generated from the $\mathbf{T}, \mathbf{L}, \mathbf{S}$ tensors are contained in the tensors $\mathrm{U}_{\text {TLs }}$ for each atom and may be subtracted from the observed $A D P ' s, U_{\text {obs }}$, to produce residual tensors, $U_{\text {res }}$, that are assumed to represent the atomic pdf's resulting from internal motion alone; i.e. for each atom:

$$
\begin{equation*}
\mathbf{U}_{\text {res }}=\mathbf{U}_{\text {obs }}-\mathbf{U}_{\text {TLS }} \tag{2.10}
\end{equation*}
$$

The rigid-body test should be applied to the selected $2 \mathrm{n}-4 \mathrm{~N}$ group of atome. Table 2.1 is recast in table 2.2 including only those atoms of the $\mathrm{Zn}-4 \mathrm{~N}$ rigid group, where the symmetry generated aitrogens labelled N22 and N31 are equivalent to N4 and N13 reapectively. The root-mean-squared $\Delta_{A B}$ value for this aub-group is $15 \mathrm{pm}^{2}$ which is leas than that for either of the two asymmetric imidezole groups indicating a relatively high degree of rigidity; the
$\mathrm{Zn}_{\mathrm{n}}-4 \mathrm{~N}$ sub-group thus appears to be well suited to rigid-body analysis.

### 2.5 Results

### 2.5.1 Mean-Squared Displacements of Overall Disorder

The TLS analysis of the $\mathrm{Zn}-4 \mathrm{~N}$ rigid body was done using the software CRYSTALS, (152), the product of which are the $T, L$ and $S$ matrices. As discussed in the last section, these are assumed to model the translational and librational pdf's for the whole molecule due to interatomic vibrations and etatic disorder.

The calculated $\mathbf{T}, \mathbf{L}$ and $\mathbf{S}$ matrices for the $\mathrm{Z} \pi-4 \mathrm{~N}$ rigid-body at the two experimental temperatures are:

$$
\begin{aligned}
& \mathbf{T}_{100 K}=\left[\begin{array}{ccc}
0.015 & 0 & 0 \\
0 & 0.020 & 0 \\
0 & 0 & 0.026
\end{array}\right] \mathbf{T}_{1 \mathrm{BOK}}=\left[\begin{array}{ccc}
0.019 & 0 & 0 \\
0 & 0.025 & 0 \\
0 & 0 & 0.032
\end{array}\right] \\
& \mathbf{L}_{100 K}=\left[\begin{array}{ccc}
0.600 & 0 & 0 \\
0 & 1.100 & 0 \\
0 & 0 & 7.200
\end{array}\right] \mathbf{L}_{1 \mathrm{BOK}}=\left[\begin{array}{ccc}
0.200 & 0 & 0 \\
0 & 1.400 & 0 \\
0 & 0 & 9.000
\end{array}\right] \\
& \mathbf{S}_{100 K}=\left[\begin{array}{ccc}
-0.06 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0.06
\end{array}\right] \mathbf{S}_{1 \mathrm{BOK}}=\left[\begin{array}{ccc}
-0.08 & 0 & 0 \\
0 & -0.02 & 0 \\
0 & 0 & 0.10
\end{array}\right]
\end{aligned}
$$

where the matrices are given in diagonalised form for clarity. Note the units are $\AA^{2},\left({ }^{\circ}\right)^{2}$ and ( $A^{0}$ ) for the $T, L$ and $S$ matrices respectively.

The librational pdf's for overall disorder show a pronounced anisotropy; the translational pdf's are nearly isotropic; i.e. the rms displacements along the principal axes of the tranala. tional pdf are between 0.12 and $0.16 \AA$ at $100 K$ and 0.14 and $0.18 \AA$ at $150 K$

The orientations of the $\mathbf{T}$ and $\mathbf{L}$ tensors with respect to the molecule are shown in figure 2.3 and listed in table 2.3 as direction cosines with respert to a defined eet of orthognal axes;
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|  |  | 100K |  |  | 150K |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | ${ }^{*}$ | b | c | a* | b | c |
| T | 1. | -0.276 | 0.000 | 0.961 | -0.268 | 0.000 | 0.964 |
| principal | 2. | 0.000 | 1.000 | 0.000 | 0.000 | 1.000 | 0.000 |
| axes | 3. | 0.961 | 0.000 | 0.276 | 0.964 | 0.000 | 0.268 |
| L | 1. | 0.000 | 1.000 | 0.000 | 0.000 | 1.000 | 0.000 |
| principal | 2. | 0.797 | 0.000 | -0.604 | 0.716 | 0.000 | -0.698 |
| axes | 3. | -0.604 | 0.000 | -0.797 | -0.698 | 0.000 | -0.716 |

Table 2.3: Direction cosines of principal axes of refined $T$ and $L$ tensors. The orientations are with respect to the orthogonal axea $\mathbf{a}^{\circ}, \mathbf{b}$ and $\mathbf{c}$ where $a^{\circ}=\mathbf{c} \times \mathbf{b}$. The principal axes are denoted from 1. to 3 . in order of increasing magnitude.
both tensors maintain the same orientations at the two temperatures. The orientation of the Tensor, i.e. translational pdf, is not of great interest since it is approximately isotropic. The orientation of the $L$ tensor indicates that the largest librational displacements of the rigidbody occur about an axis perpendicular to the two-fold axis that bisects the $\mathrm{N}-\mathrm{Zn}-\mathrm{N}$ angle of the asymmetric group. The smallest librational displacements occur about the two-fold axis. ( It in a consequence of symmetry that one of the principal axes in each case lies along the two-fold axis but the magnitude of that axis is not dictated).

### 2.5.2 Mean-Squared Displacements of Internal Motion

The method described in section 2.4 .2 was used to obtain a set of residual ADP's for each atom, $\mathrm{U}_{\text {res, }}$ that were assumed to characterise the atomic pdf's due only to the total averaged internal motion of the molecule.

In order to interpret the $U_{\text {ren }}$, the internal motion of the molecule is greatly simplified such that it is assumed to be composed of four rigid imidazole rings each with four degrees of freedom. The four degrees of freedom are depicted in figure 2.4 and are: an in-plane atretching diaplacement, an in-plane wagging diaplacement about the zinc-bonded nitrogen, a toraional diaplacement about the Zn - N bond and an out-of-plane bending diaplacement.


Figure 2.3: Diagramshowing the orientation of the principal axes of the $T$ and $L$ tensors with respect to the sinc (II) tetraimidasole cation. The sinc is approximately tetrahedrally coordinated and in viewed here at the centre of a cube; the cube permite a reference frame with reapect to which the principal axes are drawn. Axis 1 in each case has the amalleat associated second moment and axis 3 the greatent. Note that the $T$ and $L$ tensora have the same orientations at both of the experimental temperatures, 100 K and 150 K .

Note that the torsional and bending modes both produce atomic displacements out of the ring plane; they are therefore indintinguishable since no correlation information is retained in the experimental ADP's. Having made this asumption about the motion, eatimatea for the stretching, wagging and toraion/bending displacements can be obtained by evaluating reapertively the magnitudes of the residual $\mathrm{U}_{\text {rea }}$ tensors (i) parallel to the $\mathrm{Zn}-\mathrm{N}$ bond, (ii) in the imidazole ring plane but perpendicular to the $\mathrm{Zn}-\mathrm{N}$ bond and (iii) perpendicular to the imidezole ring plane.

The components of the second moment tensors in the three directions mentioned above are tabulated in table 2.4. Notice that in the torsion/bending direction most of the components are negative and therefore cannot be meaningfully interpreted; this is discunsed in the next section. In the atretching and wagging directions the values are positive and show the expected
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Figure 2.4: The assumed four degrees of freedom of each imidasole branch in the internal motion of the sinc (II) tetraimidasole cation. The asumption is necenary to aid the intuitive interpretation of the reaidual atomic ADP's from the TLS analysis.
increases with temperature and are translated into root-mean-squared displacements (in A and degrees ) for each whole imidazole ring in table 2.5. These values are averages of the individual displacements for each atom and should only be viewed as estimates; this is especially true for the wagging motion where the angular displacementa are based on libration about an axis passing through the zinc-bonded nitrogen; this was an arbitrary choice of libration axis which was an inherent assumption in the definition of the $\mathbf{Z n}$ - $\mathbf{N} \mathbf{4}$ group as the TLS rigid-body. Notice that the average rms displacements in both atretching and wagging are conaistently greater for imidazole 2.

### 2.6 Discussion of TLS Analysis

The mean-aquared displacements quoted in the last section have an associated calculated error margin of the order $10^{-3} \AA^{2}$. This is a result of the estimated standard deviations of the measured ADP's and the goodneas of fit of the TLS tensors to the dats. However, the cryatallographic experimental errors may in fact be much larger, as has been argued, (32), due to inadequate correction for absorption, thermal diffuse scattering etc., in which case

|  |  | Component of reaidual atomic $\mathrm{U}_{\text {rea }}$ tenaor, ( $10^{-3} \AA^{\mathbf{2}}$ ) |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | \|| to $\mathrm{Zn}-\mathrm{N}$ bond atretching |  | in ring plane \& $\perp$ to $\mathrm{Zn}-\mathrm{N}$ bond wagging |  | out of ring plane torsion/bending |  |
|  |  | 100K | 150K | 100K | 150K | 100K | 150K |
| imidasole 1 | $N_{4}$ | 2.2 | 2.2 | 2.1 | 2.0 | 0.3 | 0.4 |
|  | $C_{3}$ | 6.2 | 7.6 | 3.7 | 4.2 | 3.3 | 7.6 |
|  | $\mathrm{N}_{2}$ | 2.9 | 2.8 | 6.9 | 13.8 | -8.6 | -4.1 |
|  | $\mathrm{C}_{6}$ | 6.0 | 6.0 | 9.2 | 15.0 | -18.1 | -16.8 |
|  | $C_{5}$ | 7.5 | 8.9 | 1.1 | 4.8 | -2.2 | -1.1 |
| imidasole 2 | $N_{13}$ | 2.2 | 2.6 | -0.3 | 0.4 | 1.3 | 0.8 |
|  | $C_{12}$ | 6.5 | 8.9 | 4.3 | 6.7 | -4.8 | -6.6 |
|  | $\mathrm{N}_{11}$ | 5.2 | 4.8 | 17.8 | 23.9 | -14.5 | -21.6 |
|  | $C_{18}$ | 6.7 | 8.3 | 22.6 | 28.9 | 0.3 | -1.1 |
|  | $C_{14}$ | 13.4 | 14.2 | 2.8 | 4.9 | 18.1 | 23.7 |

Table 2.4: Table showing components of the residual $U_{\text {res }}$ tensors for each atom in the aymmetric group of sinc (II) tetraimidasole. The tensors are projected in the three directions in which the imidasole ringe are asumed to displace in the simplified model for their internal motion; see figure 2.4. The error margin of these valuen in approximately $10^{-3} A^{2}$
the additional aystematic errors tend to be incorporated in the ADP's rather than in the static structure. Nevertheless, the calculated errors are small compared to the mean-aquared displacements contained in the $\mathbf{T}$ and $\mathbf{L}$ tensors ( $<10 \%$ ) and they therefore represent good eatimates of the overall disorder. However, the mean-aquared displacementa amplitudes of the residual ADP's, ansumed to represent intramolecular pdf's, are much smaller (es much as ten timen amaller than the overall disorder) and consequently the calculated errors are much more significant ( $10 \rightarrow 50 \%$ ). This constitutes a weakness in the approsech described in this study, where amall residual ADP's are obtained by subtracting large ADP's (derived from the TLS analyais ) from slightly larger observed ADP's. The actual error margin may in fact be even worse than the calculated one since some broad assumptionsare made in separating the interna. displacements from the overall disorder; the true error depends on the validity of these assumptions.

|  | average rms displacements of imidazole rings |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | stretching |  | wagging |  |
|  | 100K | 150K | 100K | 150K |
| imidazole 1 | 0.069 A | 0.070 A | $3.0^{\circ}$ | $4.1^{\circ}$ |
| imidazole 2 | 0.079 A | 0.085 $\AA$ | $4.1^{\circ}$ | $4.6{ }^{\circ}$ |

Table 2.5: Root-mean-squared displacements of imidasole ringa due to internal atretching motion and wagging motion an defined in figure 2.4. The values are the averages of all the atomic rms displacemente. The wagging angular displacements are calculated from linear diaplacemente with the sinc-bonded nitrogen atom lying on the librational axis.

The central assumption was that the ADP's of the rigid-body, assigned to be the $\mathrm{Zn}-4 \mathrm{~N}$ tetrahedral core of the molecule, completely define the overall disorder of the molecule, which is modelled by the fitted TLS tensors. For this to be true, the intramolecular disorder and overall disorder must be effectively decoupled which can only be discussed in the light of spectroscopic information and is left to the discussion in chapter 5.

Another assumption is that the axis of the internal librations of the imidazole rings pass through the zinc-bonded nitrogens which therefore do not displace in the wag and bend projections; this is required by the main assumption above because the nitrogen displacements are used to define the $L$ tensor. This is certainly not completely true, as is evidenced by the $\Delta_{A B}$ values for the rigid-body in table 2.2 which show that the zinc-bonded nitrogens do exhibit relative diaplacements and therefore do participate in internal motion of the molecule; the $L$ tensor must therefore be an overestimate about at least one of its principal axes. The consequence of this is that the residual mean-squared diaplacements in the was and bend projections are underestimates since the $L$ tensor is effectively stealing a proportion of their value. In the case of the out-of-plane bend displacements, the underestimate is acs great that many of the residual mean-squared displacements are negative, which prevents interpretation. (Oonsequently, the principal exis of the $\mathbf{L}$ tener parallel to the libration exis of the imidasole
bend vibration is certainly overestimated; this corresponds to the principal axis of the fitted L tensor with the greatest magnitude, i.e. about the bisector of the $\mathrm{N}-\mathrm{Zn}-\mathrm{N}$ bond in the anymetric group. Thus, no information can be gained about the intramolecular out-ofplane bend displacements of the imidazole rings via TLS analysis.

In the case of the in-plane wag modes, the residual mean-squared displacements are all positive. This implies that the zinc-bonded nitrogens participate less in wag motion than they do in bend motion and the assumption, that the libration axis passes through the nitrogen, is more appropriste. This conclusion is further supported by the fact that the magnitudes of the displacements in the wag projection increase towards the periphery of the molecule, which suggests a wag libration axis of the imidazole rings towards the core of the molecule; (i.e. the most out-lying atome, $N_{2}, C_{6}, N_{11}$ and $C_{15}$ have the largest wagging displacements ). Consequently, for this molecule, TLS analysis yields quantities for the intramolecular inplane wag displacements of the imidazole rings, although these may be underestimates. It is important to note that the axes of libration for the wag and bend vibrations of the imidazole are nearly orthogonal; this means that the overestimate in the $L$ tensor in one projection, which renulte in the underestimate of the bend displecements, is uncoupled from the other two projections and therefore does not affect the wag displacements.

The axes of libration of the in-plane wag vibrations of the imidazole ringe are approximately parallel to the two-fold symmetry axis; the mean-squared libration displacement about this axis, due to overall disorder, is given by the $L$ tensor as $1.1\left({ }^{\circ}\right)^{2}$ and 1.4()$^{\circ}$ at 100 K and 150 K respectively. This correspond to a linear mean-squared displacement of $10 \times 10^{-3} \mathrm{~A}^{2}$ of the atoms at the periphery of the molecule, which is of the same order of magnitude as the internal wag libration. It is difficult to draw conclusions about the relative amplitudes of libration in the bend projection because no result wer obtained for the internal libratinns; however the overall librations of $7.2\left({ }^{\circ}\right)^{2}$ and $9.0\left({ }^{\circ}\right)^{2}$, at 100 K and 150 K respectively, correspond to linear mean-squared displacements of $\sim 50 \times 10^{-3} \lambda^{2}$ at the periphery of the molecule. This is $\sim 5$ times greater than mean-squared displecemente of the internal wag motion.

The m'at confidence can be placed in the results for the mean-squared displacements in the stretch projection. They are essentially determined by the deduction of the $T$ tensor
from the observed ADP's, and the $\mathbf{T}$ tensor is predominantly determined by the pdf of the zinc atom. Thus, the stretch displacements are based on the assumptions, firstly, that the zinc atom pdf reproduces the displacements due to overall translational disorder, and secondly, that the whole molecule librates about the zinc atom. Both are probably good approximations; the former because the zinc atom is massive compared to the other atoms and will not displace significantly in intramolecular vibrations, and the latter because the molecule is almost tetrahedrally symmetric and the centre of mass is close to the equilibrium zinc position. Internal translational mean-squared displacements are of the order $5 \times 10^{-3} \AA^{2}$, which is a factor of five smaller than the overall translational motion.

Finally, an extenaion to the standard TLS theory is considered which is apecifically aimed at automatically separating one degree of internal freedom from the overall disorder; it is known as the segmented rigid-body model, (11), (33), (64), and is outlined in appendix A. In this model, an attached-rigid-group (ARG) is defined within the molecule to which an extra degree of internal freedom can be assigned, for example an internal libration about one specified axis. The method is not applicable to the zinc (II) tetraimidazole molecule for the following reasons:

- The internal libration of the ARG is only distinguishable from the overall librations about the parallel exis if the latter is small in coniparison. It was shown in this study that the overall librations and the internal librations can produce mean-squared displacemente of similer magnitude.
- The ARG's have to be attached to main rigid-body from which the overall TLS tensors are established. The only useful candidates for the ARG's would be the imidazole ringe, but this only leaves the zinc atom as the main rigid-body, which is not sufficient to determine an Lensor.
- The model would not permit estimates of internal displacements in the stretching projection parallel to the $\mathrm{Zn}-\mathrm{N}$ bond.


### 2.6.1 Summary

A TLS analysis of the zinc (II) tetraimidazole molecule has been made based on $x$-ray crystallography ADP's at 100 K and 150 K . Separate estimates were obtained for mean-squared displacements of atoms due to intramolecular vibrations and overall disorder (i.e. disorder due to lattice vibrations and atatic disorder).

Overall disorder was described in terms of translational and librational pdf's of the whole molecule. The translation pdf was found to be isotropic with a second moment of the order $25 \times 10^{-3} \AA^{2}$. The molecule has a preferred axis of librational displacement parallel to the bisector of the $\mathrm{N}-\mathrm{Zn}-\mathrm{N}$ bond in the esymmetric group; mean-squared librational displacements are in the range $1 \rightarrow 9\left(^{\circ}\right)^{2}$ about the zinc atom which corresponds to a linear mean-squared displacement of the order $10 \rightarrow 50 \times 10^{-3} \mathrm{~A}^{2}$ at the periphery of the molecule.

The intramolecular motion was categorised as mean-squared displacements in three projections relative to the imidazole rings: (i) In the stretch projection (parallel to $\mathrm{Zn}-\mathrm{N}$ bond) mean-squared displacements were of the order $5 \times 10^{-3} \AA^{2}$ averaged over the ring. This is a factor of 5 smaller than the mean-squared displacements due to overall translation disorder. (ii) In the wag projection (in-plane wage about Zn -bonded nitrogen ) the librations were of the order $\sim 16\left(^{\circ}\right)^{2}$ which implies mean-aquared displacements at the periphery of the molecule of $10 \times 10^{-3} \AA^{2}$ which is in the range $1 \rightarrow 5$ times smaller than the mean-squared dieplacements causes by overall librational disorder. (iii) In the bend projection (nut-of-plane bende) no information could be obteined.

The resulta can only be regarded as eatimates due to the large calculated error of $\pm 1 \times$ $10^{-3} A^{2}$ but mainly due to the broad assumptions necessary for this kind of analysin which incur errore that are difficule to ansess.

## Chapter 3

## Inelastic Neutron Scattering

### 3.1 Introduction

In this chapter, a precise analysis of the dynamic structure of the zinc (II) tetraimidazole complex is described based on a fundamentally distinct experimental method from that of chapter 2. In contrast to the coherent elastic photon scattering of X-ray crystallography, the physical process employed here is incoherent inelastic neutron scattering, ( denoted henceforth as INS ).

In neutron scattering spectroscopy, a beam of thermal neutrons impinging on a molecular crystal containing hydrogen is scattered predominantly incoherently. The energy spectrum of the out-going neutrons may be analysed by time-of-flight techniques because the neutron is a masive particle whose velocity depends on energy; it is found that the neutrons scatter both elestically and inelastically. The elatic component is analogous to optical Rayleigh scattering wheress the inelastic part corresponds to the Stokes and anti-Stokes lines in the Raman effect. The inelastic acater is a reault of quantised energy transfer to and from the quantised motion present in the sample and, as for light scattering, the separation between the elantic and inelastic peaks permits determination of the energies of the modes responsible for the scattering. Unlike the arattering of light however, the entire vibrational-rutational spectrum is revesled since optical selection rules do not apply for this method of excitation and thus, poorly defined peaks in the optical epectrum may be well defined in the INS apectrum. A further, very important advantage of neutron acattering over optical scattering, from systems which give mostly incoherent scattering (i.e. hydrogennus), is that the intennity
of the inelastic paaks in the energy spectrum may be directly related to the partial amplitudes of motion of the nuclei in each vibrational mode. This differs from optical intensities where assumptions about electronic motion must be made to explain the peak intensities.

In this atudy, the INS spectra of imidazole and zinc (II) tetraimidazole molecular crystals and some deuterated analogues have been measured at very low temperature. At these temperatures, the anti-Stokes excitations are negligible since most, if not all, of the modes of motion are in their ground states and can not impart energy. We consider the Stokes spectrum in the energy range of 5 meV to 2 eV , which encompasses most lattice and molecular vibrational energies. A central assumption in this work is that the lattice modes are weakly coupled to the internal molecular vibrational modes in the samples chosen, i.e. the latter are non-dispersive; we are interested in the intramolecular modes and this assumption permits an ssolated molecule approach to the problem which is essential for the treatment described here. The validity of the isolated molecule approach may be assessed directly from the experimental INS spectrum: if peaks are seen to be broader than the intrinsic resolution it suggests that the asociated vibrational modes are dispersive through the lattice. Furthermore, neutron scattering yields information about the excitations throughout the Brillouin zone ( BZ ) whereas optical experiments, in contrast, determine excitation energies only at the BZ centre. Therefore, in neutron scattering, the excitations near the edge of the BZ dominate, due to the so-called volume effect, and consequently large energy discrepancies ( $>$ fow $\mathrm{cm}^{-1}$ ) in the INS peak positions with respect to the optical frequency spectra provide further evidence of dispersion in the vibrational modes

Assignments of the INS spectra are aided by the peak intensities which reveal modea involving large hydrogen motion. Subsequently, based on the isolated molecule approach, force fields for the respective molecules are developed via normal mode analysia that model both the INS peak energies and intensities. This is equivalent to modelling the complete hydrogenweighted vibrational density of ntates of the samples. In a series of articles, (81), (101), (118), (119), (120), (147), (153), White and coworkers concluded that INS intensities were a far more sensitive teat of the accuracy of a force field in predicting the dynemic behaviour of a molecule than simply equating the eigenvalues to the vibrational energies of the modes. The
normal mode analysis yields both the energies and nature of the molecular vibrations, which is equivalent to specifying both the eigenvalues and eigenvectors of the secular equation of motion. This enables the complete vibrational correlation function (VCF) to be determined, which wholly defines the relative motion of atoms in the molecule.

The description of the dynamic behaviour of an isolated molecule by force fields presupposes the harmonic approximation. Anharmonicities in the vibrations cause broadening and splitting of peaks in the INS spectra. However, at low temperature, the anharmonicity effects are minimised, and according to White, (119), a quasi-harmonic model may be adopted if at low temperatures the peak widths correspond to the experimental resolution. This is found to hold in the INS spectra presented here.

The aim of the work was to obtain the VCF for the zinc (II) tetraimidazole complex so that it could be input to the EXAFS simulations described in chapter 4 . In order to address such a large problem, it was first necessary to partially solve the dynamic structure by determining the VCF for the isolated imidazole molecule. The force field for imidazole was then incorporated into the larger and more complex force field for the zinc (II) complex.

The first two sections in this chapter provide an introduction to the theoretical background required to do an analysis of this kind; the nomenclature in these two sections is then referred to in the subsequent sections. The first section describes the partial differential cross section, which is the observed quantity in an INS experiment, and shows why it is dominated by incoherent scattering from hydrogen atoma and how it may be interpreted to yield information about the magnitude of molecular vibrations in the ample. The second section describes the physice of molecular vibrations in orthogonal normal modes and goes on to deacribe the formaliam and manipulations required to do a normal mode analysis. An experimental section describes the spectrometer used to record the INS apectra and also diacusses the sample preparation and analytical software employed; the latter is based on the thenry described in the first two sections. Finally, the last two sections present the results of the INS studies on pure imidazole and the sinc (II) tetramidazole complex and the methodolegy used in the normal mode analysia.

### 3.2 Essential Elements of INS Theory

The intensity of nuclear scattered neutrons measured experimentally is proportional to the mean-squared relative displacements of the target nuclei about their equilibrium positions and is dominated by the incoherent scattering contribution from the hydrogen atoms in the sample. Rigourous proof of this assertion is quite involved and may be found by reference to texts on Neutron Scattering Theory, (e.g. see (82)). However the essential elements of the theory directly related to this effect are summarised here. The subsections 3.2.1, 3.2.2, 3.2.3 and 3.2 .4 are compiled mainly from reference to (82) and (143). At the end of this section, some effects observed in experimental spectra, such as combination bands and phonon wings, are described.

### 3.2.1 Partial Differential Cross Section

In a nuclear scattering event the variables of interest are the change in neutron energy, equivalent to the quantum $\hbar \omega$, and the momentum transfer, $\hbar Q$, such that

$$
\begin{align*}
n \omega & =E-E^{\prime}  \tag{3.1}\\
\mathbf{Q} & =\mathbf{k}-\mathbf{k}^{\prime} \tag{3.2}
\end{align*}
$$

in which $E$ and $E^{\prime}$ are the neutron energy and $\mathbf{k}$ and $\mathbf{k}^{\prime}$ the neutron wave vector before and after scattering respectively. In both the initial and final states, the wave function, $\boldsymbol{\psi}$, of the neutron is described as a plane wave; for the out-going wave this is equivelent to the asymptotic form of the wave function in the limit that the wave is detected far from the point of acatter, i.e.

$$
\begin{align*}
\psi_{k}^{\prime} & =C e^{i k r} \\
\psi_{k^{\prime}} & =C e^{i k^{\prime} \cdot \mathbf{r}} \tag{3.3}
\end{align*}
$$

in which $C$ is a normaliation constant. From perturbation theory the probability governing the transition from the initial to the final atate of the neutron is proportional to the equare of the matrix element of the nucleon-nucleon interaction operator, $V$, between the two statea
involved; this probability is stated in Fermi's Golden Rule:

$$
\begin{equation*}
W_{k \rightarrow k^{\prime}}=\frac{2 \pi}{\hbar}\left|\int d \mathbf{r} \psi_{\mathbf{k}}^{*} \hat{V} \psi_{\mathbf{k}^{\prime}}\right|^{2} \rho_{\mathbf{k}^{\prime}}(E) \tag{3.4}
\end{equation*}
$$

where $\rho_{\mathbf{k}^{\prime}}(\boldsymbol{E})$ is the density of final scattering states per unit energy range. Normalisation is achieved by enclosing the entire system in a large box of volume $L^{3}$; this enables the neutron wave functions in Eq. (3.3) to be normalised via $C=L^{-\frac{3}{2}}$ and permits the density of final states per unit energy range to be written explicitly as:

$$
\begin{equation*}
\rho_{\mathbf{k}^{\prime}}(E)=\left(\frac{L}{2 \pi}\right)^{3} \frac{d \mathbf{k}^{\prime}}{d E} \tag{3.5}
\end{equation*}
$$

If the total cross section for nuclear scattering from a given nucleus is denoted by $\sigma$, and the incident flux of neutrons by $\hbar k / m L^{3}$, it may thus be seen that, (82),

$$
\begin{align*}
d \sigma & =W_{k \rightarrow k^{\prime}} / \text { incident flux } \\
& =\left(\frac{m}{2 \pi \hbar^{2}}\right)^{2}\left|\int d \mathbf{r} e^{-i \mathbf{k}^{\prime} \cdot \mathbf{r}} \hat{V} e^{i \mathbf{k} \cdot \mathbf{r}}\right|^{2} d \Omega \\
& \left.=\left|\left\langle\mathbf{k}^{\prime}\right| \hat{V}\right| \mathbf{k}\right\rangle\left.\right|^{2} d \Omega \tag{3.6}
\end{align*}
$$

where $d \Omega$ is an element of the solid angle about the point of scatter; Bra-Ket notation has been introduced for convenience to denote the integration of the initial and final state wave functions over all space. The so-called differential cross-section for elastic nuclear acattering may thus be written as

$$
\begin{equation*}
\left.\frac{d \sigma}{d \Omega}=\left|\left\langle\mathbf{k}^{\prime}\right| \hat{V}\right| \mathbf{k}\right\rangle\left.\right|^{2} \tag{3.7}
\end{equation*}
$$

and is an experimental observable. It deacribes the angular dependence of the strength of elatic neutron scattering about the nucleus and is determined by the form of the interaction potential, $\hat{V}$.

When inelastic scattering occurs the change of the target nucleus from its initial state $\lambda$ to its final state $\lambda^{\prime}$ has to be conaidered. The state functions in the matrix element of Eq. (3.7) should therefore be rewritten as the product state functione deacribing the neutron and target, i.e. $\left\langle\lambda^{\prime} k^{\prime}\right|$ and $|\lambda k\rangle$. Conservation of energy, cf. Fq. (3.1), ill incorpurated via the delte function

$$
\delta\left(\hbar \omega+E_{\lambda}-E_{\lambda^{\prime}}\right)
$$

in which $E_{\lambda}$ and $E_{\lambda^{\prime}}$ are the initial and final state energies of the target nucleus. The integral of this delta function over all final state energies is, by definition, equal to unity, which implies

$$
\begin{equation*}
\frac{d}{d E^{\prime}}=\delta\left(\hbar \omega+E_{\lambda}-E_{\lambda^{\prime}}\right) \tag{3.8}
\end{equation*}
$$

Premultiplying both sides of Eq. (3.7) by this relation, and denoting the probability of occupation of the initial state $\lambda$ by the factor $p_{\lambda}$, an expression for the partial differential cross section may be expressed as a sum over all possible transitions, $\lambda \rightarrow \lambda^{\prime}$, i.e.

$$
\begin{equation*}
\left.\frac{d^{2} \sigma}{d \Omega d E^{\prime}}=\frac{k^{\prime}}{k} \sum_{\lambda \lambda^{\prime}} p_{\lambda}\left|\left\langle\lambda^{\prime} \mathbf{k}^{\prime}\right| \hat{V}\right| \lambda \mathbf{k}\right\rangle\left.\right|^{2} \delta\left(\hbar \omega+E_{\lambda}-E_{\lambda^{\prime}}\right) \tag{3.9}
\end{equation*}
$$

It is this basic quantity that is measured in every inelastic neutron scattering experiment. Notice the factor ( $k^{\prime} / k$ ), which was unity for elastic scattering in Eq. (3.7). The horizontal bar in Eq. (3.9) represents any further averaging necessary such as the distribution of isotopes, nuclear spin orientations or static disorder of nuclei positions.

Note that, when dealing with neutrons, it is not usually necessary to employ the full partial wave description from formal scattering theory to express acattering events. In other words, the state functions, $\mid \lambda k$, and interaction operator, $\dot{V}$, need not be expressed as a sum of terms over all angular momentum components but rather by a single term. The justification for this stems from both the very short range of the nucleon-nucleon interaction, ( $\sim 1.5 \times 10^{-3} \AA$ ), therefore limiting the length of the smpact parameter and the small size of the nuclear radius ( $\sim 10^{-2} \AA$ ), in comparison with the wavelength of thermal neutrons, ( $\sim 1 \AA$ ). Consequently only -wave components ( $l=0$ angular momentum ) are significant in the partial wave description and all other terms may be safely neglected; i.e. the nucleus behaves as a point scatterer. All of this meane that the nuclear scattering of neutrons is isotropic and may be characterised by a single acalar quantity, $b$, known an the scattering length. bis equivalent tu the scattering amplitude $f(\theta, \phi)$ (from formal acattering theory) for a-wave scattering alone and indicates the atrength of acstering from a particular nucleus.

[^1]
### 3.2.2 Coherence and Incoherence - Scattering from Protons

Scattering, both elastic and inelastic, may be subdivided into a coherent and an incoherent part. Essentially the distinction arises due to the variation in the scattering potentials throughout the target, or more precisely, the distribution of the nuclear scattering lengths, $b$. This may be demonstrated by considering the form of Eq. (3.9) for an idealised, rigid array of $N$ bound nuclei. The so-called Fermi pseudo potential is employed to generate isotropic scattering centred on the $j^{\text {th }}$ nuclei at position $\mathbf{R}$, i.e.

$$
\begin{equation*}
\hat{V}(\mathbf{r})=\frac{2 \pi \hbar^{2}}{m} \sum_{j} b_{j} \delta\left(\mathbf{r}-\mathbf{R}_{j}\right) \tag{3.10}
\end{equation*}
$$

Note that each nucleus is characterised by a separate scattering length, $b$, The prefactor, $\frac{2 \pi n^{2}}{m}$, is a normalisation constant; it is the reciprocal of the prefactor to the scattering matrix element, ef. Eq. (3.6), and thus disappears when the Fermi pseudo potential is aubstituted into Eq. (3.9); i.e.

$$
\begin{align*}
\frac{d^{2} \sigma}{d \Omega d E^{\prime}} & =\frac{k^{\prime}}{k} \overline{\left.\sum_{\lambda \lambda^{\prime}} p_{\lambda}\left|\left\langle\lambda^{\prime}\right| \sum_{j} b_{j} \int d \mathbf{r} e^{-i \mathbf{k}^{\prime} \cdot \mathbf{r}} \delta\left(\mathbf{r}-\mathbf{R}_{j}\right) e^{i \mathbf{k} \cdot \mathbf{r}}\right| \lambda\right\rangle\left.\right|^{2} \delta\left(\hbar \omega+E_{\lambda}-E_{\lambda^{\prime}}\right)} \\
& \left.=\frac{k^{\prime}}{k} \sum_{\lambda \lambda^{\prime}} p_{\lambda} \right\rvert\,\left\langle\lambda^{\prime}\right| \sum_{j} b_{j} e^{\left.i \mathbf{Q} \cdot \mathbf{R}_{j}|\lambda\rangle\right|^{2} \delta\left(\hbar \omega+E_{\lambda}-E_{\lambda^{\prime}}\right)} \tag{3.11}
\end{align*}
$$

Note that the right-hand side of Eq.(3.10), and therefore also the function in the matrix element of Eq. (3.11), are not operators. Consequently, the state function $|\lambda\rangle$ is not acted upon and the matrix element obeys

$$
\left\langle\lambda^{\prime}\right| A|\lambda\rangle=A\left(\lambda^{\prime}|\lambda\rangle=A \delta_{\lambda^{\prime} \lambda}\right.
$$

where $A$ is a constant. This implies that the matrix element vanishes unless $\lambda^{\prime}=\lambda$ from which it follows that $E_{\lambda^{\prime}}=E_{\lambda}$, i.e. scattering from a totally rigid erray of nuclei is elastic ${ }^{2}$

Eq. (3.11) may thus be rewritten in the form:

$$
\begin{align*}
\frac{d \sigma}{d \Omega} & =\sum_{j j^{\prime}} e^{i \mathbf{Q} \cdot\left(\mathbf{R}_{j}-\mathbf{R}_{j^{\prime}}\right) \overline{b_{j^{\prime}}^{*} b_{j}}} \\
& =\sum_{j j^{\prime}} e^{i \mathbf{Q} \cdot\left(\mathbf{R}_{j}-\mathbf{R}_{j^{\prime}}\right)}\left[|\bar{b}|^{2}+\delta_{j^{\prime} j}\left(\overline{|b|^{2}}-|\bar{b}|^{2}\right)\right] \tag{3.12}
\end{align*}
$$

[^2]It may be seen that Eq. (3.12) has been reduced to the sum of two parts, which may be identified as coherent and incoherent scattering.

In coherent scattering, there is strong interference between the scattered neutron waves such that Bragg acattering results; in this case only the mean scattering length for the whole target, $\bar{b}$, satisfies this condition; coherent scattering is thus proportional to $|\bar{b}|^{2}$. The deviations from the mean scattering length however are randomly distributed, producing a random distribution of scattering from the nuclei which cannot interfere. This is known as the incoherent scattering and is proportional to the mean-squared deviation of $b: \overline{|b-\bar{b}|^{2}}=\left(\left.\bar{b}\right|^{2}-|\bar{b}|^{2}\right)$.

The variation in the scattering length is generally due to the presence of isotopes and the interaction of the neutron (a spin $\frac{1}{2}$ particle) with a nucleus of spin $i$. In the latter, the interaction can take place in states of total spin corresponding to $i+\frac{1}{2}$ and $i-\frac{1}{2}$, which have associated scattering lengths of $b^{(+)}$and $b^{(-)}$. These scattering lengths are then weighted according to the multiplicity of states with the respective total spins.

An important example is that of the scattering of neutrons by protons. The proton is also a spin $\frac{1}{2}$ particle and hence there are three states with total apin 1 and one state with total spin zero. The scattering lengthe are found to be:

$$
\begin{aligned}
& b^{(+)}=1.04 \times 10^{-12} \mathrm{~cm}^{2} \quad \text { (triplet) } \\
& b^{(-)}=-4.74 \times 10^{-12} \mathrm{~cm}^{2} \quad \text { (singlet) }
\end{aligned}
$$

( where a negative scattering length describes a phase difference of $\pi$ compared to positive values ). Hence

$$
\bar{b}=\frac{3}{4} b^{(+)}+\frac{1}{4} b^{(-)}=-0.38 \times 10^{-17} \mathrm{~cm}^{2}
$$

and

$$
\overline{|b|^{2}}=\frac{3}{4}\left|b^{(+)}\right|^{2}+\frac{1}{4}\left|b^{(-)}\right|^{2}=6.49 \mathrm{bn}\left(10^{-24} \mathrm{~cm}^{2}\right)
$$

which resulto in

$$
\begin{aligned}
\sigma_{\text {lenal }} & =81.7 \mathrm{bn} \\
\sigma_{\text {coher }} & =1.8 \mathrm{bn} \\
\sigma_{\text {incoh }} & =79.8 \mathrm{bn}
\end{aligned}
$$

Clearly, the scattering from ${ }_{1}^{1}$ Hydrogen nuclei is dominated by the incoherent component, $\sigma_{\text {incoh }}$, (this is also the case for naturally occurring Hydrogen due to the low abundance of other isotopes). Additionally, it is found that the total scattering cross section, $\sigma_{\text {total }}$, is very much larger than for most nuclei (generally ~ 5 bn ). Consequently, most inelastic neutron scattering experiments, including that described in this study, are essentially probes of the incoherent acattering from hydrogen nuclei in the target.

### 3.2.3 Correlation and Response Functions

It is possible to recast Eq. (3.11) so that the partial differential cross section is factorised into a term derived from the interaction of neutrons with matter and a response function that reflects the physical properties of the particular sample under inspection.

For this purpose, the delte function in Eq. (3.11) is written as

$$
\begin{equation*}
\delta\left(\hbar \omega+E_{\lambda}-E_{\lambda^{\prime}}\right)=\frac{1}{2 \pi \hbar} \int_{-\infty}^{\infty} d t e^{-\frac{i t}{\hbar}\left(\hbar \omega+E_{\lambda}-E_{\lambda^{\prime}}\right)} \tag{3.13}
\end{equation*}
$$

where the integral is over time, t. Inserting Eq. (3.13) into Eq. (3.11) gives

$$
\begin{equation*}
\left.\frac{d^{2} \sigma}{d \Omega d E^{\prime}}=\frac{k^{\prime}}{k} \frac{1}{2 \pi \hbar} \int_{-\infty}^{\infty} d t \sum_{\lambda \lambda^{\prime}} p_{\lambda}\left|\left\langle\lambda^{\prime}\right| \sum_{j} b_{j} e^{i \mathbf{Q} \cdot \mathbf{R}_{j}}\right| \lambda\right\rangle\left.\right|^{2} e^{-\frac{i 4}{\hbar}\left(\hbar \omega+E_{\lambda}-E_{\lambda^{\prime}}\right)} \tag{3.14}
\end{equation*}
$$

The energy terms in the exponent may be incorporated in the scattering matrix element and reexpressed in terms of the hamiltonian of the target system. Then, asouming that the coupling between target states and the interaction potentials is inaignificant, (i.e. that $b_{j}$ is independent of $\lambda$ and $\lambda^{\prime}$ and may be written outside of the scattering matrix element ), Eq. (3.14) becomea

$$
\begin{equation*}
\frac{d^{2} \sigma}{d \Omega d E^{\prime}}=\frac{k^{\prime}}{k} \frac{1}{2 \pi \hbar} \int_{-\infty}^{\infty} d t e^{-i \omega t} \sum_{j j^{\prime}} \overline{b_{j}^{*} b_{j^{\prime}}} Y_{j j^{\prime}}(\mathbf{Q}, t) \tag{3.15}
\end{equation*}
$$

where the modified scattering matrix element, summed over all possible transitions $\lambda \rightarrow \lambda^{\prime}$, is represented by the so-called correlation function, $Y_{j y^{\prime}}(\mathbf{Q}, t)$. The derivation of the correlation function involves making some subtle manipulations of the acattering matrix element that are beyond the scope of this thesis (refer to (82), (83)); the result is therefore simply stated as

$$
\begin{equation*}
Y_{j j^{\prime}}(\mathbf{Q}, t)=\left\langle e^{-t \cdot \mathbf{Q} \cdot \mathbf{R}_{i} e^{\iota} \mathbf{Q} \cdot \mathbf{R} j^{\prime}(t)}\right\rangle \tag{3.16}
\end{equation*}
$$

in which $\dot{R}_{j^{\prime}}(t)$ is a time-dependent operator, incorporating the hamiltonian of the target system, which acts on the initial and final stationary states of the system. The angledbrackets in Eq. (3.16) denote the statistical average over all initial states, which is equivalent to replacing $p_{\lambda}$, the probability of occupation of the state $\lambda$, by the normalised thermodynamic factor $\exp \left(-E_{\lambda} / k_{B} T\right) / \sum_{\lambda} \exp \left(-E_{\lambda} / k_{B} T\right)$. The correlation function is therefore a thermal average of a combination of operators belonging to the target and has implicit in it the 3-dimensional static and dynamic structure of the particular sample.

The response of the target system to the scattering of neutrons with a given $\mathbf{Q}$ and $\omega$ is given by the Fourier transform of the correlation function with respect to time, i.e.

$$
\begin{equation*}
S(\mathbf{Q}, \omega)=\frac{1}{2 \pi \hbar N} \int_{-\infty}^{\infty} d t e^{-i \omega t} \sum_{j j^{\prime}} Y_{j j^{\prime}}(\mathbf{Q}, t) \tag{3.17}
\end{equation*}
$$

This result, $S(\mathbf{Q}, \omega)$, is known as the response function, (148), of the system and projects a surface in $(\mathbf{Q}, \boldsymbol{\omega})$ space. It is analogous to the structure factor in $x$-ray diffraction, the Fourier transform of which is a 3 -dimensional map of the electron density of the target; in the case of the response function, the Fourier transform is the correlation function which characterisea the 3 -dimensional interaction of neutrons with the nuclei of a specific sample. For a given momentum transfer $\mathbf{Q}_{0}, S\left(\mathbf{Q}_{0}, \omega\right)$ describes the frequency composition of the many-body motion of the target system.

Consequently, the observed quantity, $d^{2} \sigma / d \Omega d E^{\prime}$, may be expressed as the product of two independent terms, i.e.

$$
\begin{equation*}
\frac{d^{2} \sigma}{d \Omega d E^{\prime}}=\left[N \frac{k^{\prime}}{k} \overline{b_{j}^{*} b_{j}^{\prime}}\right] \cdot S(\mathbf{Q}, \omega) \tag{3.18}
\end{equation*}
$$

The first term governs the strength of the neutron interaction with the target sample based on the scattering lengths of the operators $b^{\circ}$; and $b_{3} ;$ it depends only on the type and relative proportions of the nuclei present in the sample (it is this term for example that determines the coherent and incoherent character of the scattering ). The second term, the response function $S(Q, \omega)$, in determined wholly by the physical and chemical nature of the target system and its behaviour in time. It is the evaluation of the response function that is sought after in inelastic neutron scattering experiments.

### 3.2.4 Response Function for Isolated Harmonic Oscillator

For a vibrating molecule it is appropriate to express $\mathbf{R}$, the position of a given nucleus, as a sum of 1 , the position of the centre of mass of the molecule, and $d$ the position of the nucleus relative to 1 . Thus

$$
\begin{equation*}
\mathbf{R}=\mathbf{I}+\mathbf{d} \tag{3.19}
\end{equation*}
$$

The important assumption is now made that the motion of the centre of mass of the molecule and the relative motion of the nuclei are mutually independent, in which case, the correlation function in Eq. (3.16) factorises into a term with respect to 1 and a term with respect to d. We consider the latter term and, according to a proof given in (82), chapters 3.5, 3.6.2 and 3.8 , involving Bloch's identity, may write the correlation function, in the frame of the molecule, as
where $\mathbf{d}(t)$ is a time-dependent operator, analngous to $\mathbf{R}(t)$ in Eq. (3.16), which incorporates the target interaction operators and the hamiltonian, $\hat{\mathcal{H}}$, describing the stationary states of the molecule. (Note that the notation convention has been maintained whereby the angled brackets denote the atatistical average over all initial atationary states ). For a nucleus of mass $M$, in an isotropic, harmonic potential the hamiltonian may be written as

$$
\begin{equation*}
\hat{\mathscr{H}}=\frac{1}{2 M} \hat{\mathbf{p}}^{2}+\frac{M \omega_{0}^{2}}{2} \hat{\mathbf{d}}^{2} \tag{3.21}
\end{equation*}
$$

where $\bar{p}$ is the momentum operator and $\omega_{0}$ is the associated frequency of vibration of the nucleus about its equilibrium position. Hy asaming a harmonic potential, whose energy level atructure is well understond, the atatiatical average ( canonical average) over initial energy atates in Eq. (3.20) may be expressed analytically; consequently the two exponential terms on the right-hand aide of Eq. (3.20) may be written explicitly.

The firot term of Eq. (3.20) may be written as

$$
\begin{equation*}
e^{-\left((Q d)^{2}\right\rangle}=e^{-Q^{2}\left(d^{2}\right)}=\exp \left[-Q^{2} \frac{\hbar}{2 M \omega_{0}} \operatorname{coth}\left(\frac{\hbar \omega_{0}}{2 k_{B} T}\right)\right] \equiv e^{-Q^{2} U^{2}} \tag{3.22}
\end{equation*}
$$

in which the coth term in the exponent is identified as the mean-squared-diaplacesnent of the nucleus ( see appendix B, Eq. (B.11)) and is denoted by the conventional symbol $U$. The
first term of the correlation function has a damping effect and is known as the Debye-Waller factor.

Similarly, by substitution of the harmonic form of the operators and by taking the canonical average, the second term of Eq. (3.20) can be written as:

$$
\begin{equation*}
e^{((\mathbf{Q} \cdot \mathbf{d})[\mathbf{Q} \cdot \mathrm{d}(t)| \rangle}=\exp \left[\frac{\hbar Q^{2} \cosh \left(i \omega_{0} t+\frac{\hbar \omega_{0}}{2 k_{B} T}\right)}{2 M \omega_{0} \sinh \left(\frac{\hbar \omega_{0}}{2 k_{B} T}\right)}\right] \equiv \exp \{y \cosh (x)\} \tag{3.23}
\end{equation*}
$$

in which

$$
y=\frac{\hbar Q^{2}}{2 M \omega_{0} \sinh \left(\frac{\hbar \omega_{0}}{2 k_{B} T}\right)} \quad \text { and } \quad x=i \omega_{0} t+\frac{\hbar \omega_{0}}{2 k_{B} T}
$$

Thus, using the identity

$$
\begin{equation*}
\exp \{y \cosh (x)\}=\sum_{n=-\infty}^{\infty} \exp (n x) I_{n}(y) \tag{3.24}
\end{equation*}
$$

the second term in the correlation function may be described by modified Bessel functions ${ }^{3}$, $I_{n}(y)=I_{-n}(y)$, of integer order $n$.

With both terms in the correlation function, Eq. (3.20), expressed explicitly for the harmonic potential, the response function for the harmonic oscillator may be evaluated using Eq. (3.17) to give

$$
\begin{equation*}
S(\mathbf{Q}, \omega)=e^{-Q^{2} U^{2}} \sum_{n=-\infty}^{\infty} I_{n}(y) e^{\frac{n \hbar \omega_{0}}{2 \hbar B^{T}}} \delta\left(\hbar \omega-n \hbar \omega_{0}\right) \tag{3.25}
\end{equation*}
$$

### 3.2.5 Fundamentals, Overtones and Combinations - Spectral Intensity

It is evident from the formula for the harmonic response function, Eq. (3.25), that the integer $n$ measures the amount of energy, $n \hbar \omega_{0}$, lost ( $n>0$ ) or gained ( $n<0$ ) by the neutron. However nince experimente are generally carried out at low temperature, i.e. $T \sim 20 \kappa$, when the target is mostly in ite ground atate and cannot impart energy to the neutron, it is usually only necesary to consider the case when $n \geq 0$. On this basis, it is possible to identify the case $n=0$ as the elatic interaction, $n=1$ as the fundamental excitation, $n=2$ as the firat overtone and so on. The response function for each of these events and hence the spectral intenaity is thus easily obtained using Eq. (3.25). The elantic line intensity accounts for most

[^3]of the scattered neutrons and is exactly analogous to the Rayleigh line in Raman scattering; it does not however yield much information and is normally suppressed from inelastic scattering spectra in the study of molecular vibrations. In keeping with the analogy to Raman spectra, the ( $n>0$ ) excitations in inelastic neutron scattering may be thought of in terms of the Stokes lines. The ( $n<0$ ) components therefore form the Anti-Stokes lines but are quenched at low temperature.

It is possible to simplify the form of the harmonic response function given by Eq. (3.25) in the regime where $h \omega_{0}>2 k_{B} T$ so that $y \rightarrow 0$. Consequently, for $n>0$, the modified Bessel function may be written as

$$
\lim _{y \rightarrow 0} I_{n}(y)=\frac{1}{n!}(y / 2)^{n}
$$

and the response function, for a single nucleus undergoing harmonic motion, becomes

$$
\begin{equation*}
\lim _{n \omega_{0} \gg 2 k_{B} T} S(Q, \omega)_{n}=\frac{1}{n!}\left(Q^{2} U^{2}\right)^{n} e^{-Q^{2} U^{2}} \tag{3.26}
\end{equation*}
$$

Eq. (3.26) demonstrates clearly the very simple relation that the spectral intensity of a fundamental, or overtone excitation, is determined by the mean-squared-displacement, $U^{2}$, and attenuated by the Debye-Waller factor, $e^{-Q^{3} U^{2}}$. At typical experimental temperatures of $20 \mathrm{~K}, \hbar \omega_{0}>2 k_{B} T$ for neutron energy transfer greater than $\sim 3.5 \mathrm{meV}\left(\equiv 28 \mathrm{~cm}^{-1}\right)$, hence Eq. (3.26) is valid for most atudies involving optical modes.

Eq. (3.25) and Eq. (3.26) are only atrictly true for one-dimentional isolated harmonic oscillators. In the case of molecules, the damping of the acattering intensity in a particular mode due to the atatistical distribution of the nucleus about its equilibrium position, (represented by the Debye-Waller factor, $e^{-Q^{2} U^{2}}$ ), should include the mean-aquared-displacement of the nucleus in allits modes of vibration. In order to achieve this, tensor notation is required, and the one-dimensional mean-squared displacement, $U^{2}$, is replaced by a symmetric second-rank tensor, $U_{\nu}$, whose elements describe the second moments of the 3 -dimensional probsbility distribution function of the nucleus in the $\nu^{\text {th }}$ intramolecular vibrational mode. The expornent in the Debye- Waller factor is then written in terms of a new symmetric second-order tenaor $U$ where $U=\sum_{\nu} U_{v}$. Thus, the spectral intenaty for fundementale and overtones in
the $\nu^{\text {th }}$ mode for an atom vibrating in a molecule is represented by (145)

$$
\begin{equation*}
S(\mathbf{Q}, \omega)_{n}^{\nu} \propto I_{n}\left(\mathbf{Q Q}: \mathbf{U}_{\nu}\right) e^{-(\mathbf{Q Q}: \mathbf{U})} \tag{3.27}
\end{equation*}
$$

where the vector $\mathbf{Q Q}$ is the direct product of the momentum transfer vector $\mathbf{Q}$. In this notation, the scalar arguments ( $\mathbf{Q Q}: \mathbf{U}_{\nu}$ ) and ( $\mathbf{Q Q}: \mathbf{U}$ ) represent the projection of the $\mathbf{U}_{\nu}$ or $\mathbf{U}$ tensors respectively in the direction of the vectcr $\mathbf{Q Q}$ multiplied by the magnitude of QQ.

Multiphonon scattering is also possible and may be categorised into three types:

- single excitation of more than one mode. This is known as a combination excitation.
- multiple excitation of one mode. Strictly speaking this is also a combination mode although within the harmonic approximation it effectively produces an overtone line; its intensity however is distinct from the overtone intensity caused by a single excitation.
- excitation of external vibrational modes (lattice modes) as well as the internal mode. This produces so-called phonon wings and is dealt with in the following subsection.

The intensitiea in the first two categories above are described to a good approximation by the response function for double-excitation combinations (69)

$$
\begin{equation*}
S(\mathbf{Q}, \omega)_{n, n^{\prime}}^{\nu, \nu^{\prime}} \propto I_{n}\left(\mathbf{Q Q}: \mathbf{U}_{\nu}\right) \cdot I_{n^{\prime}}\left(\mathbf{Q Q}: \mathbf{U}_{\nu^{\prime}}\right) e^{-(\mathbf{Q Q}: \mathbf{U})} \tag{3.28}
\end{equation*}
$$

where the multiple excitation of the $\nu$ and $\nu^{\prime}$ modes produces a line at $\omega=n \omega_{0}^{\nu}+n^{\prime} \omega_{0}^{\nu^{\prime}}$.
In general, the $U_{\nu}$ and $U$ tensors are anisotropic; consequently the intensity of scattered neutrons depends on the orientation of the momentum transfer vector $Q$ as well as the magnitude. This can be interesting for single crystal experiments but for powder samples the calculated intensities should be averaged over all orientations; a so-called pouder average. Analytical techniques for achieving powder averages in neutron scattering experiments have been applied, (142), (145), (150) and found to be accurate when the genmetry of the $\mathbf{U}$ tensor for each atom is known. For the case where the $U_{\nu}$ tensors are best-fitted and the form of the U tensor is not known, numerical powder averages are found to be more appropriate, (17).

### 3.2.6 Phonon Wings

There is a finite probability that a neutron will scatter inelastically exciting an optical molecular mode and an acoustic lattice mode; this produces additional structure in the spectrum above the optical excitation energy that mimics the low frequency acoustic regime of the spectrum. The acoustic regime is composed of broad peaks as a function of energy due to the highly dispersive nature of lattice modes (i.e. lattice modes may be excited by a range of neutron energy transfer, albeit with the corresponding phonon wave vector determined by the pertinent dispersion relation ); hence the additional atructure above the optical excitation line ( often referred to as the zero-phonon line ) appears as a broad featureless wing or phonon wing.

It is also possible for more than one acoustic phonon to be excited as well as the optical phonon. This resulta in additional wings above the zero-phonon line distinct from the singlephonon wing; their form may be understood as the convolution of those broad peaks associated with the acoustic modes in question. Consequently, the many-phonon wings extend higher in energy from the zero-phonon line than does the single-phonon wing. The concept of phonon wings is illustrated in figure 3.1 for the ideal case of a one-dimensional diatomic lattice.

The spectral intensity of the zero-phonon line, described by Eq. (3.27), is distributed between the zero-phonon line and its phonon wings; the fraction in the phonon wings is given by (144)

$$
\begin{equation*}
1.0-e^{-Q^{2} u^{2}} \tag{3.29}
\end{equation*}
$$

where the exponential is the Debye-Waller factor for the external modea and $u$ is the mean-squared-displacement amplitude of the lattice vibrations. The assumption in this expression is that the molecular modes are completely uncoupled from the lattice modes sor that the latter may be independently described by the parameter $u$. Also, the motion of the atoms due to the lattice modes is assumed to be isotropic so that $u$ is just a scalar quantity and not a tensor. By expanding Eq. (3.29), the distribution of the intensity among the single and


Figure 3.1: Illustration of the phonon wing phenomenon in the idealised case of a perfect one-dimenaional diatomic lattice. The diagram on the left shows the dispersion relationship of longitudinal waves within the firat Brillouin sone and for thia case exhibits one optical and one acountic branch. Neutrons impinging on the lattice may acatter inelatically, tranaferring energy and momentum by exciting a vibrational phonon whose frequency and wave vector eatiofy the diapersion relationship; two possible phonon excitations are denoted by the arrowe corresponding to an energy transfer of $h \omega_{\mathrm{opt}}$ and $h \omega_{\text {eco }}$ respectively. The graph on the right is the corresponding response function for this idealised case and represents therefore the partial differential cross mection of a neutron scattering experiment. It corresponds to a weighted denaity of states spectrum for the system and as such the two branches from the diapersion diagram appear as peaks; effectively the branches are collapsed onto the $w$ axis and consequently produce a narrow optical peak (sero-phonon line) but a brasd band in the acoustic region. For the case where a neutron excitem both an optical and acountic phonon the energy transfer corresponds to $\lambda \omega_{o p t}+\lambda \omega_{\text {sco }}$ and the associated feature in the response function occurs above the sero-phonon line as the 1 -phonon wing reproducing the form of the peak in the acoustic region. For multiphonon excitation the energy tranafer corresponds to $h_{\omega_{o p t}}+\lambda \omega_{\text {ece }}+h_{\omega_{\text {acos }}}+\cdots$ and produces winge extending further above the sero-phonon line. The form of the $n$-phonon wing is the $n^{t h}$ convolution of the acountic peak, in this case with itmelf.
multi-phonon wings may be expressed as


It may be deduced from Eq. (3.30) that the multi-phonon wings are more significant for experiments in which there is a large momentum transfer and for samples which exhibit large scale motion due to lattice modes. For light molecular species in particular, high-order phonon wings may even dominate the spectrum; for all samples, phonon wings become more significant and more extended as the temperature rises.

To summarise this section, the most important points are noted. The measured quantity in an inelastic neutron scattering experiment is the partial differential cross section; the expression for which may be shown to be separable into two terms, one due to the type of nuclei present and the other one dependent on a response function for the sample. The former term dictates that incoherent scatter from hydrogen atoms present in the sample dominate any experimental spectra. The latter term reflects the physical make-up of the sample, such as the vibrational motion undergone by the constituent nuclei, and it is this response function that determines the spectral form. The response function is written down for the specific case of harmonic motion of nuclei and is decomposed into contributions from fundamentals, overtones, and combinations. It is found that the spectral intensity is shared among the various molecular modes according to the displacement of the atom in each mode and attenuated by the displacements of the atom in all other moder. In the general case, the anisotropy of the motion requires that powder averages be done. The situation is complicated by external lattice modes of the ample which produce phonon-winge in the spectra.

### 3.3 Molecular Vibrations and Normal Mode Analysis

The method of determining the frequency and nature of small molecular vibrationa from a proposed or observed local potential energy function assumed to be harmonic is known as nomal mode analysis. Clanical treatment is montly adequate due to the property that the motion can be resolved into combinations of uncoupled simple harmonic oscillations whose
frequencies may then be established. Quantum mechanical considerations applying to the nature of the motion may be introduced subsequently. All internal vibrations may be treated approximately independently of translations and rotations of the molecule provided the correct coordinate system is adopted ${ }^{4}$. Wider and more rigourous discussion of the topic may be found in the atandard texts, (26) and (156).

### 3.3.1 Classical Description of Small Vibrations

The Newtonian equations of motion for a vibrating molecule composed of $N$ atoms may be expressed in Langrangian form ${ }^{5}$ as

$$
\begin{equation*}
\frac{d}{d t}\left(\frac{\partial L}{\partial \dot{q}_{j}}\right)-\frac{\partial L}{\partial q_{j}}=0 \quad j=1,2, \ldots, n \tag{3.31}
\end{equation*}
$$

The Lagrangian $L=T-V$ is a function of the kinetic energy, $T$, and the potential energy, $V$, defined with respect to the set of $n$ generalised coordinates, $q_{j}$. It is convenient to choose $q_{j}$ to be the $3 N$ cartesian displacement coordinates of each of the $N$ atoms about their equilibrium positions and to weight each coordinate by the square root mass of the respective atom. The $q_{j}$ 's in this case are referred to as mass weighted cartesian displacement coordinates. The kinetic energy of the vibrating system may thus be expressed as

$$
\begin{equation*}
T=\frac{1}{2} \sum_{i=1}^{3 N} \dot{q}_{i}^{2} \tag{3.32}
\end{equation*}
$$

We consider conservative systems in which the potential energy is a function of position only and we asaume all displacementa to be small. The potential energy may therefore be expanded in a Taylor series about equilibrium, retaining only the lowest order terms, as

$$
\begin{equation*}
V\left(q_{1}, \ldots, q_{n}\right)=V\left(q_{01}, \ldots, q_{0 n}\right)+\sum_{i=1}^{3 N}\left(\frac{\partial V}{\partial q_{1}}\right)_{0} q_{i}+\frac{1}{2} \sum_{i, j=1}^{3 N}\left(\frac{\partial^{2} V}{\partial q_{i} \partial q_{3}}\right)_{0} q_{1} q_{1}+\cdots, \tag{3.33}
\end{equation*}
$$

Linear terma in $q$, vanish automatically since by definition at equilibrium the generalised forces acting on the system are eero which requires

$$
\begin{equation*}
\left(\frac{\partial V}{\partial q_{\mathrm{i}}}\right)_{0}=0 \quad i=1,2, \ldots, 3 N \tag{3.34}
\end{equation*}
$$

[^4]The first term in Eq. (3.33) is also made to vanish by shifting the arbitrary zero of potential to coincide with the equilibrium potential to leave just the quadratic terms as the first approximation to $V$, so that

$$
\begin{equation*}
V=\frac{1}{2} \sum_{i, j=1}^{3 N} f_{i} q_{i} q_{j} \tag{3.35}
\end{equation*}
$$

where the $f_{1 j}$ 's are symmetric coefficients, i.e. $f_{i j}=f_{j 1}$, given by

$$
\begin{equation*}
f_{i j}=\left(\frac{\partial^{2} V}{\partial q_{2} \partial q_{j}}\right)_{0} \tag{3.36}
\end{equation*}
$$

The Lagrangian, $L$, may be re-expressed in terms of Eq. (3.32) and Eq. (3.35) as

$$
\begin{equation*}
L=\frac{1}{2} \sum_{i=1}^{3 N} q_{i}^{2}-\frac{1}{2} \sum_{i, j=1}^{3 N} f_{i j} q_{i} q_{j} \tag{3.37}
\end{equation*}
$$

and substituted into Eq. (3.31) to yield the set of $3 N$ equations of motion

$$
\begin{equation*}
\ddot{q}_{j}+\sum_{i=1}^{3 N} f_{i}, q_{i}=0 \quad j=1,2, \ldots, 3 N \tag{3.38}
\end{equation*}
$$

These are second order differential equations which are satisfied by an oscillatory solution of the form

$$
\begin{equation*}
q_{1}=R A_{1} e^{-i \lambda \frac{\lambda^{2}}{t+\epsilon}} \tag{3.39}
\end{equation*}
$$

where $A_{1}$ gives the amplitude of oscillation for each coordinate, $q_{1}, \lambda$ is introduced as a constant related to the frequency of oscillation and $\epsilon$ is an additional phase. Substitution of Eq. (3.39) into Eq. (3.38) leads to the following $3 N$ homogenous linear algebraic equations in the unknown emplitudes $A_{1}$

$$
\begin{equation*}
\sum_{i=1}^{3 N}\left(f_{i j}-\delta_{1}, \lambda\right) A_{i}=0 \quad j=1,2, \ldots, 3 N \tag{3.40}
\end{equation*}
$$

in which $\delta_{1 j}$ is the Kronecker delta aymbol. For these equations to have a non trivial solution the determinant of the coefficients must vanish, i.e.,

$$
\left|\begin{array}{cccc}
f_{11}-\lambda & f_{12} & \cdots & f_{1,3 N}  \tag{3.41}\\
f_{21} & f_{22}-\lambda & \cdots & f_{2,3 N} \\
\cdots & \cdots & \cdots & \cdots \\
f_{3 N, 1} & f_{3 N, 2} & \cdots & f_{3 N, 3 N}-\lambda
\end{array}\right|=0
$$

Eq. (3.41) is known as the secular equation ${ }^{6}$ and gives a $(3 N)^{\text {th }}$ order polynomial in $\lambda$ whose $3 N$ roots are the eigenvalues $\lambda_{k}$. For a given $\lambda_{k}$ Eq. (3.40) may be solved to give a non unique set of amplitudes $A_{i m}^{\prime}$. A unique set, $l_{i k}$, may be found by imposing the normalisation condition

$$
\begin{equation*}
l_{i k}=\frac{A_{i k}^{\prime}}{\left[\sum_{i}\left(A_{i k}^{\prime}\right)^{2}\right]^{\frac{1}{2}}} \tag{3.42}
\end{equation*}
$$

The physical amplitudes of oscillation, $A_{1 k}$, are proportional to the $l_{\mathrm{ak}}$ 's via a set of constants, $K_{k},\left(A_{\mathbf{i k}}=K_{k} l_{\mathbf{i} k}\right)$, that are dependent on the total energy of the system. Assuming knowledge of the coefficients, $f_{t j}$, which in this particular coordinate system correspond to mass weighted harmonic force constants, the vibrations of the molecule may be fully described by

$$
\begin{equation*}
q_{i}=\Re \sum_{k=1}^{3 N} l_{i k} K_{k} e^{-i \lambda_{k}^{\frac{1}{2}} t+\epsilon_{k}} \equiv \sum_{k=1}^{3 N} l_{i k} K_{k} \cos \left(\lambda_{k}^{\frac{1}{2}} t+\epsilon_{k}\right) \tag{3.43}
\end{equation*}
$$

The constants $K_{k}$ and $\epsilon_{k}$ depend on the initial conditions, i.e. the starting values of $q_{1}$ and $\dot{q}_{1}$.

### 3.3.2 Normal Coordinates and Zero Frequencies

The general solution, Eq. (3.43), to the equations of motion set up in section 3.3.1 describes $3 N$ modes of simple harmonic oscillation of the atoms each with a characteristic frequency $\lambda_{k}^{\frac{1}{2}} / 2 \pi$. However since our definition of the potential energy, Eq. (3.35), depends only on the internal configuration of the molecule it can be shown (see (156), chapter 2.6) that six of the roots, $\lambda_{k}$, of the secular equation, see Eq. (3.41), must be identically zero. These so called zero frequencies correspond to the three translational and three rotational modes of the entire molecule. The remaining $(3 N-6)$ roots correspond to the $(3 N-6)$ free vibrational modes of the molecule known as the normal modes.

From the above description it is clear that the generalised coordinates, $q_{1}$, employed in section 3.3.1 do not compose minimum basis set. There always exists set of ( $3 \mathrm{~N}-6$ ) independent generalised coordinates, $Q_{k}$, which express the normal modes such that one finite root of the secular equation, $\lambda_{k}$ is entirely associated with just one coordinate. The

[^5]minimum set of $Q_{k}$ is known as the normal coordinates and is defined such that
\[

$$
\begin{equation*}
Q_{k}=\Re K_{k} e^{-\lambda \lambda_{k}^{\frac{1}{k}} t+\epsilon_{k}} \equiv K_{k} \cos \left(\lambda_{k}^{\frac{1}{2}} t+\epsilon_{k}\right) \quad k=1,2, \ldots,(3 N-6) \tag{3.44}
\end{equation*}
$$

\]

By comparison with Eq. (3.43) it is apparent that coefficients $l_{1 k}$ determine the linear combination of the normal coordinates, $Q_{k}$, which constitute the mass weighted generalised coordinates, $q_{\mathrm{a}}$. Eq. (3.43) may therefore be rewritten as

$$
\begin{equation*}
q_{1}=\sum_{k=1}^{(3 N-0)} l_{i k} Q_{k} \quad i=1,2, \ldots, 3 N \tag{3.45}
\end{equation*}
$$

Since by definition the normal coordinates are orthogonal the transformation represented by the $l_{\Delta k}$ 's is also orthogonal and due to the condition in Eq. (3.42) normalised. This means the inverse transformation $\left(l^{-1}\right)_{k t}$ is simply obtained by

$$
\begin{equation*}
\left(l^{-1}\right)_{k_{1}}=l_{2 k} \tag{3.46}
\end{equation*}
$$

Normal coordinates may thus be expressed in terms of the mass weighted cartesian displacement coordinates by

$$
\begin{equation*}
Q_{k}=\sum_{i=1}^{3 N} l_{k} q_{i} \quad k=1,2, \ldots,(3 N-6) \tag{3.47}
\end{equation*}
$$

### 3.3.3 Quantum-Mechanical Considerations

The motion of atoms in a molecule may be described by inserting the appropriate total wave equation, $\psi$, into Schrödinger's equation and solving for the wave function, i.e.

$$
\begin{equation*}
\mathcal{H} \psi=E \psi \tag{3.48}
\end{equation*}
$$

It may be shown ( see (156), chapter 11) that the total wave function, $\psi$, can be approximately treated as the product of three separate equations, one for vibration, translation and rotation.

$$
\begin{equation*}
\psi \cong \psi_{V} \psi_{T} \psi_{R} \tag{3.49}
\end{equation*}
$$

The vibrational part, $\psi v$, is a function of the displacement coordinates which are chosen for convenience to be the normal coordinates as described in section 3.3.2. By substituting

Eq. (3.45) into Eq. (3.35) the potential energy may be expressed in terms of normal coordinates

$$
\begin{align*}
V & =\frac{1}{2} \sum_{k=1}^{(3 N-6)}\left(\sum_{i, j=1}^{3 N} l_{i k} l_{j k} f_{i j}\right) Q_{k}^{2} \\
& =\frac{1}{2} \sum_{k=1}^{(3 N-6)} \lambda_{k} Q_{k}^{2} \tag{3.50}
\end{align*}
$$

The kinetic energy is of the same form as Eq. (3.32)

$$
\begin{equation*}
T=\frac{1}{2} \sum_{i=1}^{3 N} \dot{q}_{i}^{2}=\frac{1}{2} \sum_{k=1}^{(3 N-\theta)} \dot{Q}_{k}^{2} \tag{3.51}
\end{equation*}
$$

Notice that neither expression contains cross terms in $Q_{\boldsymbol{k}}$ which is the property of normal coordinates. The time independent Hamiltonian operator of Eq. (3.48) may thus be written as a differential operator for each individual normal coordinate, $Q_{k}$, as

$$
\begin{equation*}
\mathcal{H}=-\frac{1}{2} \sum_{k=1}^{(3 N-\theta)}\left(\frac{h^{2}}{4 \pi^{2}} \frac{\partial^{2}}{\partial Q_{k}}-\lambda_{k} Q_{k}^{2}\right) \tag{3.52}
\end{equation*}
$$

whose stationary states are those of the simple harmonic oscillator

$$
\begin{equation*}
E=\sum_{k=1}^{(3 N-6)} E_{k}=\frac{h}{4 \pi} \sum_{k=1}^{(3 N-8)} \lambda_{k}^{\frac{j}{2}}\left(n+\frac{1}{2}\right) \quad n=0,1,2, \ldots, \tag{3.53}
\end{equation*}
$$

in which $\lambda_{k}^{\frac{1}{2}}$ is related to the wave number, $\nu_{k}$, of the $k^{\text {th }}$ normal mode via

$$
\begin{equation*}
\lambda_{k}=4 \pi^{2} c^{2} \nu_{k}^{2} \tag{3.54}
\end{equation*}
$$

The corresponding solutions to the wave function are given by

$$
\begin{equation*}
\psi_{k}\left(\xi_{k}\right)=\left(2^{n} n \left\lvert\, \pi^{\frac{1}{2}}\right.\right)^{-\frac{1}{2}} e^{-\frac{1}{-1} \epsilon_{h}^{2} H_{n}\left(\xi_{k}\right),} \quad \xi_{k}=\sqrt{\frac{4 \pi^{2} c \nu_{k}}{h}} Q_{k} \tag{3.55}
\end{equation*}
$$

where $H_{n}$ are the Hermite polynomial. There is one independent solution, $\psi_{k}$, per normal coordinate, $Q_{k}$, hence the vibrational wave function, $\psi_{k}$, has effectively been separated into the product

$$
\begin{equation*}
\psi v=\psi_{1}\left(Q_{1}\right), \psi_{2}\left(Q_{2}\right), \ldots, \psi_{3 N-6}\left(Q_{3 N-6}\right) \tag{3.56}
\end{equation*}
$$

The advantage of using normal coordinates is now apparent since Schrödinger's equation for molecular vibrations separates into $(3 N-6)$ independent wave equations of the form

$$
\begin{equation*}
-\frac{1}{2}\left[\frac{h^{2}}{4 \pi^{2}} \frac{\partial^{2}}{\partial Q_{k}}-\lambda_{k} Q_{h}^{2}-h c \nu_{k}\left(n+\frac{1}{2}\right)\right] \psi_{h}\left(Q_{h}\right)=0 \quad n=1,2, \ldots \tag{3.57}
\end{equation*}
$$

It has been demonstrated via quantum mechanical arguments that, by using normal coordinates, the vibrations of a molecule may be resolved into ( $3 N-6$ ) uncoupled one-dimensional simple harmonic oscillators. In this context, uncoupled means that if a system is set oscillating in a particular normal mode no other modes will be excited. This is a central assumption in normal mode analysis.

### 3.3.4 Temperature and the Mean-Squared-Amplitude Matrix

The effect of temperature in the classical picture is to alter the amplitude of the molecular vibrations. This translates to changing the initial conditions via the constants $K_{k}$ in Eq. (3.43) and Eq. (3.44). In the quantum mechanical sense the temperature dictates the probability distribution over all energy states of an ensemble of equivalent harmonic oscillators representing a particular normal mode. It, therefore, influences the ensemble expectation values of observables.

We consider the expectation values of the squared displacements of the normal coordinaten, $\left\langle Q_{k}^{2}\right\rangle$. As was demonstrated in section 3.3.3, oscillation about a normal coordinate may be treated as simple harmonic and entirely independent of all other oscillations. $\left(Q_{k}^{2}\right)$ may thus be obtained from the canonical average over all energy states of the simple harmonic oscillator and is expressed as

$$
\begin{equation*}
\left\langle Q_{k}^{2}\right\rangle=\frac{h}{8 \pi^{2} c \nu_{k}} \operatorname{coth}\left(\frac{h c \nu_{k}}{2 k_{B} T}\right) \tag{3.58}
\end{equation*}
$$

(The derivation of this equation is given in appendix B) ${ }^{8}$.
These expectation values may be considered to be the diagonal elements of the diagonal matrix, $\delta$, such that

$$
\begin{equation*}
\delta_{k k}=\left\langle Q_{k}^{2}\right\rangle ; \quad \delta_{k 1}=\left\langle Q_{k} Q_{1}\right\rangle=0 \tag{3.59}
\end{equation*}
$$

Considering the transformation of Eq. (3.47) we see that

$$
\begin{equation*}
\delta_{k k}=\sum_{1, j=1}^{3 N} l_{i k} l_{j k}\left(q_{1} q_{j}\right) \tag{3.60}
\end{equation*}
$$

[^6]Adopting the notation $\mathbf{M}_{1 j}=\left\langle q, q_{j}\right\rangle$ and using the transformation of Eq. (3.45) the inverse relation is obtained

$$
\begin{align*}
\mathbf{M}_{1 j} & =\sum_{k=1}^{(3 N-6)} l_{i k} l_{j k}\left\langle Q_{k} Q_{k}\right\rangle  \tag{3.61}\\
& =\sum_{k=1}^{(3 N-\theta)} l_{i k} l_{j k} \delta_{k k}
\end{align*}
$$

The symmetric matrix, $M$, is known as the mean-squared-amplitude matrix or vibrational correlation function. It is extremely useful since it fully describes all many-body correlations in the vibrating system at a given temperature, $T$, and may be expressed in a chosen generalised coordinate system which, for example, may be simple cartesian displacements.

### 3.3.5 Internal coordinates

A specific subset of the generalised coordinates, $q_{3}$, are the internal coordinates, $S_{i}$. They do not necessarily present a minimum set as do the normal coordinates but are physically the easiest to interpret since they correspond to internal structure distortions of the molecule. As such they are unaffected by translations and rotations of the molecule as a whole and provide a coordinate basis that does not mix with the basis describing overall motion. (That is not the case for example with cartesian diaplacement coordinates ). The four principle types of internal coordinate are depicted in figure 3.2. The arrows in figure 3.2 denote diaplacement vectors for each atom in the directions which cause the greatest increase in the respective $S_{\ell}$. The magnitudes of these vectors are equal to the increase in $S_{\ell}$ produced per unit displacement of the atom in this most effective direction. (Calculation of these vectora depends on the geometry of the molecule and is trivial; see (156), pp.55-61). The $n$ internal coordinate may always be written as linear combinations of the $3 N$ cartesian displacement coordinater, $\xi_{i}$, such that

$$
\begin{equation*}
S_{t}=\sum_{i=1}^{3 N} B_{t i} \xi_{i} \quad t=1,2, \ldots, n \tag{3.62}
\end{equation*}
$$

in which the coefficients $B_{t}$ define the above-mentioned displacement vectors in cartesian conrdinates.

An important advantage of casting the vibrational problem in internal conrdinates is that the expression for the potential energy

$$
\begin{equation*}
V=\frac{1}{2} \sum_{t t^{\prime}} F_{t t^{\prime}} S_{t} S_{t^{\prime}} \quad t, t^{\prime}=1,2, \ldots, n \tag{3.63}
\end{equation*}
$$



Figure 3.2: The four principle typea of internal coordinate. For the out-of-plane bending the dashed line repreaenta the pasition the $3-4$ bond would occupy if the dintorted molecule were rotated and tranalated to return atoma 1, 2 and 4 to their original poaitiona.
yielde coefficienta, $F_{1 t^{\prime}}$, that are chemically significant: the harmonic force constants of bond stretches, angle bends etc.. This makes intuitive entimates possible where the $F_{t \prime}$ are not known.

### 3.3.6 The Wilson GF method

A concise formalism for expressing the vibrational problem was develuped in 1939 by Wilson, ( 155 ), and has been widely adopted since. A aet of quantities, $G_{11^{\prime} \text {, are defined by }}$

$$
\begin{equation*}
G_{1 t^{\prime}}=\sum_{i=1}^{3 N} \frac{1}{m_{1}} B_{t_{1}} B_{i^{\prime}} \quad t_{1}, t^{\prime}=1,2, \ldots, n \tag{3.64}
\end{equation*}
$$

in which $\boldsymbol{m}_{1}$ in the mass of the $i^{\text {th }}$ atom and $\boldsymbol{B}_{10}$ are the coefficients introduced in Eq. (3.62) relating the internal conrdinates, $S_{1}$, to the cartesian diaplacement coordinates, $\xi_{0}$. The
physical significance of $G_{t^{\prime}}$ is evident from the expression for the kinetic energy in terms of internal coordinates in which $G$ assumes the role of an inverse mass matrix

$$
\begin{equation*}
T=\frac{1}{2} \sum_{t t^{\prime}}\left(G^{-1}\right)_{t t^{\prime}} \dot{S}_{t} \dot{S}_{t^{\prime}} \quad t, t^{\prime}=1,2, \ldots, n \tag{3.65}
\end{equation*}
$$

in which the quantities $\left(G^{-1}\right)_{t t^{\prime}}$ are related to the $G_{t t^{\prime}}$ via the equations

$$
\begin{equation*}
\sum_{t^{\prime}}\left(G^{-1}\right)_{e^{\prime}} G_{e^{\prime} t^{\prime \prime}}=\delta_{t^{\prime \prime}} \quad ; \quad \sum_{t^{\prime}} G_{t^{\prime}}\left(G^{-1}\right)_{t^{\prime} t^{\prime \prime}}=\delta_{t^{\prime \prime}} \tag{3.66}
\end{equation*}
$$

where $\delta_{t t^{\prime \prime}}$, the Kronecker delta, is unity if $t=t^{\prime \prime}$ and zero otherwise.
Matrix and vector notation is now adopted for convenience. The quantities $G_{\ell \ell^{\prime}}$ and $F_{\ell^{\prime}}$ ( see Eq. (3.63) ) are defined as the elements of the matrices $\mathbf{G}$ and $\mathbf{F}$ respectively. $\mathbf{S}$ and $\dot{\mathbf{S}}$ are column matrices composed of the internal coordinates, $S_{\ell}$, and their time derivatives, $S_{\ell}$. The Lagrangian is written as

$$
\begin{equation*}
L=\frac{1}{2}\left(\mathbf{S}^{\dagger} \mathbf{G}^{-1} \dot{\mathbf{S}}-\mathbf{S}^{\dagger} \mathbf{F} \mathbf{S}\right) \tag{3.67}
\end{equation*}
$$

in which the superscript $\dagger$ denotes matrix transpose. Substitution of this expression into Eq. (3.31) and then premultiplying by $\mathbf{G}$ yields the equations of motion in the form

$$
\begin{equation*}
\ddot{\mathbf{S}}+\mathbf{G F S}=\mathbf{0} \tag{3.68}
\end{equation*}
$$

where $\mathbf{0}$ is the zero matrix. As in section 3.3.1, a trial periodic solution for $S$ analngous to Eq. (3.39) produces $n$ homogenous linear equations in the unknown amplitudes $A_{\text {thi }}$ i.e.,

$$
\begin{equation*}
\left(\mathbf{G F}-\mathbf{E} \lambda_{k}\right) \mathbf{A}_{k}=\mathbf{0} \tag{3.69}
\end{equation*}
$$

in which $\mathbf{A}_{k}$ is the $k^{t h}$ column of the matrix $\mathbf{A}=\left\|A_{t k}\right\|$. This yields the secular equation

$$
\begin{equation*}
\left|\mathbf{G} \mathbf{F}-\mathbf{E} \boldsymbol{\lambda}_{\boldsymbol{k}}\right|=\mathbf{0} \tag{3.70}
\end{equation*}
$$

(where $\mathbf{E}$ is the unit matrix) which may be solved for the $n$ eigenvalues $\lambda_{k}$. As remarked in section 3.3 .2 the normal mode frequencies may be identified as $\lambda_{k}^{\frac{1}{k}} / 2 \pi$.

In order to describe the normal coordinater, $Q_{k}$, (denoted by the column matrix $\mathbf{Q}$ ), in terme of the internal coordinates $\mathbf{S}$ the tranaformations $\mathbf{L}$ and $\mathbf{K}$ are required such that

$$
\begin{equation*}
\mathbf{S}=\mathbf{L} \mathbf{Q} ; \mathbf{Q}=\mathbf{K} \mathbf{S} \tag{3.71}
\end{equation*}
$$

Note that $\mathbf{K}=\mathbf{L}^{-1}$. The $k^{\text {th }}$ column of $\mathbf{L}, \mathbf{L}_{k}$, is related to the amplitudes $\mathbf{A}_{\boldsymbol{k}}$ by a simple coefficient which means that the $L_{k}$ 's must also satisfy Eq. (3.69), i.e.

$$
\begin{equation*}
\left(\mathbf{G} \mathbf{F}-\mathbf{E} \lambda_{k}\right) \mathbf{L}_{k}=\mathbf{0} \tag{3.72}
\end{equation*}
$$

but subject to the normalisation condition

$$
\begin{equation*}
\boldsymbol{\lambda}=\mathbf{L}^{\dagger} \mathbf{F} \mathbf{L} \tag{3.73}
\end{equation*}
$$

in which $\boldsymbol{\lambda}$ is the diagonal matrix

$$
\begin{equation*}
\lambda=\operatorname{diag}\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n_{1}}\right) \tag{3.74}
\end{equation*}
$$

This condition is obtained by requiring that the potential energy, $V$, is equivalent whether expressed with respect to internal coordinates, S, as in Eq. (3.63), or normal coordinates. The inverse transformation $\mathbf{K}$ may be found directly by solving the linear equations analogous to Eq. (3.69) and Eq. (3.72)

$$
\begin{equation*}
\left(\mathbf{F G}-\mathbf{E} \lambda_{k}\right) \mathbf{K}_{k}=\mathbf{0} \tag{3.75}
\end{equation*}
$$

subject to the normalisation condition

$$
\begin{equation*}
\mathbf{F}=\mathbf{K}^{\dagger} \lambda \mathbf{K} \tag{3.76}
\end{equation*}
$$

Note that the tranuformations $L$ and $K$ are not composed of the dimensionless elements $l_{1 k}$ of Eq. (3.42) and are not orthonormal (thus $\mathbf{K}=\mathbf{L}^{\dagger}$ does not hold in this case). Section 3.43 dealt with the particular case of mass-weighted generalised coordinates, $q_{1}$, transforming to the mass-weighted normal coordinates, (both having dimensions $\left[M^{\frac{1}{3}} L\right]$ ). In the present case the internal coordinates, $S$, have dimensions of length only and consequently $L$ and $K$ have dimensions, in mass, of $\left[M^{-\frac{1}{2}}\right]$ and $\left[M^{\frac{1}{2}}\right]$ respectively.

Knowledge of the transformation, $L$, from normal to internal coordinates, allows the vibrational correlation function, ( VCF, see section 3.3.4), to be expressed in the internal coordinate syatem

$$
\begin{equation*}
M_{1 n t}=L \delta L^{\prime} \tag{3.77}
\end{equation*}
$$

in which 6 is the diagonal matrix defined in Eq. (3.59) whose elements are the mean-squareddisplarements of the normal coordinates. Perhaps more useful however is the VCF expressed
in the cartesian coordinate basis. From the relationship given in Eq. (3.62), and denoting the quantities $B_{t_{1}}$ by the matrix $B$, it is easy to derive

$$
\begin{equation*}
\mathbf{M}_{\text {cart }}=\mathbf{B}^{-1} \mathbf{L} \delta\left(\mathbf{B}^{-1} \mathbf{L}\right)^{\dagger}=\mathbf{B}^{-1} \mathbf{L} \delta \mathbf{L}^{\dagger}\left(\mathbf{B}^{-1}\right)^{\dagger} \tag{3.78}
\end{equation*}
$$

It has been shown here how the Wilson GF method simplifies the expression of the vibrational problem when the coordinate basis used is that of internal coordinates. All of the vibrational motion of the molecule may then be conveniently expressed by the many-body VCF in terms of non-mass-weighted cartesian coordinates.

### 3.3.7 Inclusion of Symmetry - Group Theory

In many systems the inherent symmetry of the molecule may be used to considerably simplify the analysis. The mathematical tool for implementing this is group theory. Group theory ${ }^{9}$ may be applied to determine:

- the number, symmetry species and degeneracy of the normal modes
- the symmetry restrictions on the form of the $\mathbf{F}$ matrix
- a minimum coordinate basis which partially factorisea the secular determinant

The latter point is dealt with in the next subsection.
The symmetry type of a molecule is identified by its point group. These are apecific symmetry groups which leave at least one point in space fixed under all of the group operations. (Here we are concerned with the 32 crystallographic point groups which are the possible point eymmetries that can occur in a repeated atructure). The group operations act on the molecule in such a way an to leave it in a position indistinguishable from its original position. They comprise the symmetry claseas of reflection, rotation, inversion, identity and combinations of the above. A group may be classified by its character; which provides a method of determining all the irreducible representations present in the group; the irreducible representations are essentially the symmetry species of the normal modes and have an associated degeneracy of

[^7]1,2 or 3 fold. (Knowledge of the symmetry species is instrumental in determining infrared and Raman selection rules which are significant when characterising observed frequencies in unassigned spectra). Thus, before any normal mode analysis need take place, it is possible to predict, from knowledge of the structure and point group of a given molecule, how many normal modes exist, which symmetry species each one belongs to and what the pattern of degeneracy is. (For more detail on determination of symmetry species of normal modes refer to appendix C).

Perhaps the most significant advantage of the application of group theory is that the permitted qualitative form of the $\mathbf{F}$ matrix can be predefined. Consideration of the symmetry of the molecule determines relationships connecting different elements of $\mathbf{F}$ and in some cases which elements are identically zero. This is particularly advantageous when the elements of $F$ are not known exactly, which is frequently the case, since it considerably reduces the number of independent quantities to be determined. This is true even for molecules with low symmetry point groups.

The symmetry restrictions stem from the definition of the potential energy given in Eq. (3.63). (We confine ourselves here to the internal coordinate basis set ). Under consideration is the effect of symmetry operation on the atomic displacements as distinet from the atomic configuration. The internal coordinates are acted upon individually by the group operations to create a set of allowed permutations. For example, it may be found that under a given group operation the bond stretch, $S_{\varepsilon}=1$ (in arbitrary units), permutes to the bond stretch $S_{v}=1$ and upon further operation to $S_{z}=1$. Since under all permutations the potential energy must be the same we have, from Eq. (3.63), when all other displarement are zero

$$
\begin{equation*}
V=\frac{1}{2} F_{v z} S_{z} S_{z}=\frac{1}{2} F_{v v} S_{v} S_{v}=\frac{1}{2} F_{s z} S_{s} S_{s} \tag{3.79}
\end{equation*}
$$

which yields the relationship

$$
\begin{equation*}
F_{E \varepsilon}=F_{v v}=F_{s z} \tag{3.80}
\end{equation*}
$$

Similarly it may be found that the internal coordinate displacements $S_{\mathbf{z}}=1$ and $S_{\mathbf{y}}=1$ permute to $S_{v}=1$ and $S_{z}=1$ (with all other displacements zero). The condition,

$$
\begin{equation*}
V=\frac{1}{2}\left(F_{x x} S_{x} S_{x}+F_{y y} S_{y} S_{y}+2 F_{x y} S_{x} S_{y}\right)=\frac{1}{2}\left(F_{y y} S_{y} S_{y}+F_{z z} S_{z} S_{z}+2 F_{y z} S_{y} S_{z}\right) \tag{3.81}
\end{equation*}
$$

therefore, produces the relationship

$$
\begin{equation*}
F_{x y}=F_{y z} \tag{3.82}
\end{equation*}
$$

The above example demonstrates how a correspondence between elements of $\mathbf{F}$ may be constructed; in this way the total number of parameters defining the matrix may be significantly reduced.

### 3.3.8 Internal Symmetry Coordinates

A further practical adventage of the application of group theory to the vibrational problem is in the determination of yet another coordinate basis which partially factorises the secular determinant. This has the following advantages:

- The $\mathbf{F}$ matrix becomes block diagonalised and is therefore described by significantly fewer parameters than the arbitrary full matrix. This is not the same as restricting the form of the $\mathbf{F}$ matrix via symmetry as described in section 3.3.7.
- A minimum coordinate basis may be established. Minimum, in this context, means there are an many coordinatea as normal modes. Thus, as well as being block diagonalised, the $\mathbf{F}$ matrix may, in some cases, be made smaller.
- The secular equation is easier to solve.

The new coordinates are conveniently described as a linear combination of the internal conrdinates, $S_{\ell}$, discussed in section 3.3 .5 , (which are written in column matrix form $\mathrm{m}_{\mathrm{s}} \mathbf{S}$ ); they are known an internal symmetry coondinates and are denoted by $\mathbf{S}^{\prime}$. The relation between the two sets of coordinates is expressed by the transform ${ }^{10} \mathbf{W}$ such that

$$
\begin{equation*}
\mathbf{S}^{\prime}=\mathbf{W} \mathbf{S} \tag{3.83}
\end{equation*}
$$

[^8]Since $\mathbf{S}$ and $\mathbf{S}^{\prime}$ have the same dimensions, $\mathbf{W}$ is dimensionless; it is also unitary so that

$$
\begin{equation*}
\mathbf{w} \mathbf{w}^{\dagger}=\mathbf{E} \tag{3.84}
\end{equation*}
$$

The effect of the transform $\mathbf{W}$ is to decompose the internal coordinate basis into its irreducible representations; that is to find linear combinations of the $S_{t}$ that form non-mixing blocks under the point group operations. Each block is identified as belonging to one of the symmetry species, $\mu,(\mu=\{A, B, E, T\})$, discussed in appendix $C$. The technique for determining the W matrix involves the use of projection operators and is discussed in appendix D .

The $\mathbf{F}$ and $\mathbf{G}$ matrices are changed to their symmetrised forms by the unitary transformations

$$
\begin{align*}
\mathbf{F}^{\prime} & =\mathbf{W} \mathbf{F} \mathbf{W}^{\dagger} \\
\mathbf{G}^{\prime} & =\mathbf{W} \mathbf{G} \mathbf{W}^{\dagger} \tag{3.85}
\end{align*}
$$

Hence

$$
\begin{equation*}
(\mathbf{G F})^{\prime}=\mathbf{W} \mathbf{G F} \mathbf{W}^{\dagger} \tag{3.86}
\end{equation*}
$$

The secular equation is thus

$$
\begin{equation*}
\left|(\mathbf{G} \mathbf{F})^{\prime}-\lambda \mathbf{E}\right|=\mathbf{0} \tag{3.87}
\end{equation*}
$$

(GF)' is defined with respect to the irreducible representation of the internal coordinate basis and in consequently block diagonalised such that each block has an asociated symmetry species, $\mu$. The secular equation may therefore be more apecifically written as

| $(\mathbf{G F})^{\left(\mu_{1}\right)}-\mathbf{E \lambda}$ | 0 | 0 | 0 |
| :---: | :---: | :---: | :---: |
| 0 | $(\mathbf{G F})^{\left(\mu_{2}\right)}-\mathbf{E \lambda}$ | 0 | 0 |
| 0 | 0 | $(\mathbf{G F})^{\prime\left(\mu_{s}\right)-F i \lambda}$ | 0 |
| 0 | 0 | 0 | etc. |$|=0$

in which (GF) ${ }^{(\mu)}$ represent the irreducible representatinns of $\mathbf{C} \mathbf{F}$. This block-dingonalinatinn resulta in the secular determinant being partially factorised.

One of the advantages, mentioned above, of using symmetry coordinates is that a minimum conrdinate basis may be determined. If the internal coordinate beas, $\mathbf{S}$, is over-defined, that
is, there are more than $(3 N-6)$ internal coordinates, the concept of redundant coordinates in the $\mathbf{S}^{\prime}$ basis arises. This is frequently the case because complete internal coordinate sets are usually desired that include all the valence bond stretches, bends, torsions etc. present in a molecule. The symmetry species of the redundancies can be deduced by comparing the reduction of the internal coordinate basis (i.e., the symmetry species contained in that representation) with the reduction of the cartesian basis; the latter contains the symmetry species of the normal modes once the pure rotations and translations have been taken out. The redundant coordinates, $\mathbf{S}_{\text {rad }}$, may then usually be identified by inspection leaving the remaining ( $3 N-6$ ) coordinates forming a minimum set of internal symmetry coordinates, $S_{m \times n}$, i.e.,

$$
\begin{equation*}
\mathbf{S}^{\prime}=\binom{\mathbf{S}_{\min }}{\mathbf{S}_{\text {red }}} \tag{3.89}
\end{equation*}
$$

The rows and columns of the symmetrised $\mathbf{G}^{\prime}$ matrix corresponding to the $\mathbf{S}_{\text {red }}$ should automatically vanish ${ }^{18}$ after the tranaformation by $\mathbf{W}$ such that

$$
\mathbf{G}^{\prime}=\left(\begin{array}{cc}
\mathbf{G}_{\min } & 0  \tag{3.90}\\
\mathbf{0} & \mathbf{0}
\end{array}\right)
$$

where $\mathbf{G}_{\text {min }}$ is the $(3 N-6) \times(3 N-6)$ matrix acting on the minimum set of $S_{\text {min }}$. The same rowe and columns of the $\mathbf{F}^{\prime}$ matrix should be set to zero to obtain a minimum, blockdiagonalised force conatant matrix.

### 3.4 Inelastic Neutron Scattering Experiment

The INS experiments were performed using the UK pulsed neutron facility ISIS at the Rutherford Appleton Leboratory. Neutrons are produced on ISIS when $0.4 \mu \mathrm{~s}$ proton pulses at 50 Hz from an 800 MeV proton aynchrotron (design current $200 \mu \mathrm{~A}$ ) are incident on a apallation larget. The target, of either uranium- 238 or tungsten, produces about 25 neutrons per incident proton with energies in the MeV range. These epthermal neutrons are slowed in four fluid moderators at three different temperatures (ambient $\mathrm{H}_{2} \mathrm{O}, 100 \mathrm{~K} \mathrm{CH}_{4}$ and $20 \mathrm{~K} \mathrm{H}_{3}$ )

[^9]and, after passing through beam-choppers (to prevent pulse overlap), are delivered to various neutron scattering instruments.

### 3.4.1 The TFXA spectrometer

The measurements reported here were taken using the time-focused crystal analyser spectrometer, TFXA, (103); see figure 3.3. TFXA is an inverted geometry spectrometer and therefore determines the incident neutron energy via time-of-flight over a known distance. A watermoderated white pulse of thermal neutrons is incident on the sample 12 m from the source; back-scattered neutrons are then Bragg-diffracted from two pyrolytic graphite crystal analysers so that $\sim 4 \mathrm{meV}$ neutrons are selected from the white backscattered beam; beryllium filters serve to remove higher harmonics from the Bragg reflection. The $\sim 4 m e V$ neutrons are subsequently detected by two arrays of 16 high pressure ${ }^{3} \mathrm{He}$ filled detectors.

Energy resolution is effected since the very short time-span for generation of neutrons at the target produces a well defined spatial distribution of neutron energies within the incident pulse by the time it reaches the sample. The energy of the incident neutrons is therefore a function of the time of impact on the sample within each 50 Hz cycle. A particular geometry is chosen for the spectrometer such that the time of flight between the sample and detector banks for a neutron of any energy is constant; this permits a broader band of neutron energies around 4 meV to be admitted (thus enhancing the detected intensity) without adversely affecting the energy resolution. In this geometry, the sample is positioned in the name plane as the two detector arraya. The time taken, $t_{a}$, for neutrons to traverse the distance from the ample to a apecific point on the cryatal analyaer and back to the plane of the detector is thus independent of the neutron energy and may be shown to be, (143),

$$
\begin{equation*}
t_{a}=\frac{4 g d m}{h} \tag{3.91}
\end{equation*}
$$

wheres is the separation of the analyser plane from the sample-detertor plane (as shown in figure 3.3 ), $d$ is the separation of the Bragg planes in the graphite cryotal, $m$ is the neutron mass and $h$ is Plancks constant. The response, $S(Q, \omega)$, of the sample as a function of the energy tranafer at the ample (i.e. $E-E^{\prime}=E_{\text {ancudent }}-4 \mathrm{meV}$ ) may thus be obtained from


Figure 3.3: Schematic diagram of the TFXA spectrometer at the ISIS pulsed neutron facility, Rutherford Appleton Laboratory, U.K.. The apectrometer makes use of a particular inverted geometry in which the time of fight of neutrons of all energies ( chosen to constitute a band about 4 meV ) is constant for neutron trajectories from the sample to the detectora, via one point on the cryatal analyser; this condition is ensential for energy remolution.
the detected intensity versus the time of impact on the detector array. A complete spectrum is thus collected in every 50 Hz cycle and cumulated with the detector counts from previous cycles to reduce noise.

The intrinsic energy resolution is dictated by the crystal analyser and is consequently the differential of Bragg's law, $\left(\lambda=2 d \sin \theta_{B}\right)$ :

$$
\begin{equation*}
\frac{\Delta E}{E}=2 \frac{\Delta \lambda}{\lambda}=2\left\{\left[\cot \theta_{B} \Delta \theta_{B}\right]^{2}+\left[\frac{\Delta d}{d}\right]^{2}\right\} \tag{3.92}
\end{equation*}
$$

where $\theta_{B}$ is the Bragg angle. For $\theta_{B} \rightarrow 90^{\circ}$ the resolution tends to zero. The TFXA spectrometer is set up such that $2 \theta_{B}=135^{\circ}$, which gives an energy transfer resolution equal to $\sim 1.5 \%$ over an energy range from 5 meV to 2 eV which adequately covers most lattice and molecular vibrational energies. The calibration is quoted as being $\pm 4 \mathrm{~cm}^{-1}$ at energy transfers of $150 \mathrm{meV}\left(\cong 1200 \mathrm{~cm}^{-1}\right)$.

The low final neutron energy of $\sim \mathbf{4 m e V}$ utilised on the TFXA spectrometer is selected so that the detected intensity of the measured response function, $S(\mathbf{Q}, \omega)$, is optimised. This may be understood by reference to figure 3.4 in which the ideal two-dimensional response function of a simple harmonic oscillator is depicted. In the limit $n \omega \gg 2 k_{B} T$ (which holds at low temperature for optical molecular vibrations and many lattice vibrations, see section 3.2.5) the response function may be described by Eq. (3.26). For each inelastic excitation, (i.e. $\pi \geq 1$ ), the $S(\mathbf{Q}, \omega)$ curves for constant $\omega$ (i.e. $\omega=\pi \omega_{0}$ ) as a function of $\mathbf{Q}$ exhibit common maxima occurring at $Q_{\text {opt }}$. Via differentiation of Eq. (3.26) it may be seen that $Q_{o p t}^{2} U^{2}=1$ which, for oscillatorn of proton masa, tranalatea to very low final neutron energies; hence the aelected final energy of $\sim 4 m e V$ for the TFXA spectrometer. A drawback of intensity optimisation is that atrong phonon wings are usually present in experimental spertra because of the need for the relatively large momentum transfer, $\mathbf{Q}_{\text {apt }}$ the strength of phonon wings increases as $\mathbf{Q}$ is increased or as the temperature is raised, see section 3.2.6.

The expression for the overtone sequence of an isotropic harmonic oscillator on an intensity optimised spestrometer is (45)

$$
\begin{equation*}
S(\mathbf{Q}, \omega)_{n}=\frac{n^{n}}{n!}\left\{\frac{1}{\mu} \exp \left(\frac{1}{\mu}\right)\right\}^{n} \tag{3.93}
\end{equation*}
$$

where $\mu$ is the oscillator man. Eq. (3.93) is instructive because it indicates that the overtone


Figure 3.4: The ideal two-dimensional renponse function, $S(\mathbf{Q}, \omega)$, of a aimple harmonic oscillator vibrating at angular frequency $\omega_{0}$ and the projection on to the $\omega$ exis for intensityoptimised momentum tranofer, $\mathbf{Q}_{\text {opt }}$. The curves may be generated from the approximate deacription for the reoponse function in the limit when $h \omega>2 h_{B} T$, see Eq. (3.26) and interpreted auch that $n=0$ is the elastic renponse, $n=1$ the fundamental excitation and $n \geq 2$ the consecutive overtone excitations. From Eq. (3.26) it may be seen that the maxime of these excitation curves occur such that $Q_{0 ; 1}^{2} U^{2}=1$; for an oscillator mase equivalent to that of a single proton this correnponde to low final neutron energies for inverted geometry apectrometers (i.e. $\sim 4 m e V$ on TFXA). The function projected on to the $w$ axis is the idealised spectrum as measured on a perfect, intenaity optimised apectrometer. (To determine the experimental apectrum, the instrument function for the given epectrometer should be convoluted with the delta functiona from the ideal spectrum. )
sequence for $\mu=1$, the proton mass, is extensive. However, for $\mu>1$, the overtone sequence diminishes rapidly with increasing $\mu_{\text {; }}$ this is significant since it implies that low frequency oscillations, whose reduced mass of oscillation is usually greater than unity, (i.e. skeletal modes etc. ), do not have strong overtones that complicate the spectrum at higher frequencies.

### 3.4.2 Samples for INS experiment

Inelastic neutron scattering measurements were performed on the following four samples:

1. Zinc (II) tetraimidazole perchlorate, $\left(\mathrm{Zn}(\mathrm{imid})_{4}\left(\mathrm{ClO}_{4}\right)_{2}\right)$, at 20 K .

The perchlorate anion is believed to be well decoupled dynamically from the zinc tetraimidazole cation and has a low absorption cross section.
2. Boron-11 enriched zinc (II) tetraimidazole borofluorate, $\left(\operatorname{Zn}(\text { imid })_{4}\left({ }^{11} B F_{4}\right)_{2}\right)$, at 20 K . This sample was chosen to determine the effect on the vibrational spectrum of changing the anion from perchlorate to borofluorate. This is a test of the sensitivity of the intermolecular modes to changes in the crystal field; small changes would support the assertion that the anion is well decoupled from the cation. Naturally occurring boron could not be used since the isotope boron-10 ( $20 \%$ abundant ) has an immense absorption cross section for thermal neutrons of $\mathbf{3 8 0 0}$ barns; this would screen any scattering signal. The borofluorate anion was therefore boron-11 enriched to $\mathbf{9 9 \%}$ isotopic purity; (the absorption cross section of boron-11 is 0.006 barns ).
3. Zinc (II) tetraimidazole- $d_{1}$ perchlorate, $\left.\left(\mathrm{Zn}_{\text {(imid- }} \mathrm{d}_{(1)}\right)_{4}\left(\mathrm{ClO}_{4}\right)_{2}\right)$, at 20 K . The cation is deuterated at the nitrogen position on each of the four imidazole branchen. Shifte in the vibrational frequencies and relative changes in the intensity of vibrational peaks in the spectrum compared to the undeuterated sample should aid with assignment of peaks and help with the development of a model force field. Due to the relatively amall change in mass from deuteration the frequency shifts would probably only be detectable for internal imidazole modes. The scattering cross section of deuterone ( 7.6 barns ) is an order of magnitude amaller than that of protons ( 81.7 barns) and so a weaker signal was anticipated; measurements were recorded over correspondingly longer time
periods.
 The cation is deuterated at the three carbon positions on each of the four imidazole branches; the nitrogen position is protonated. In this case more significant shifts might be expected in the vibrational spectrum, including small shifts in the low frequency skeletal modes of the molecule. Again, the shifta and relative intensity changes in the vibrational peaks should help to develop and corroborate a model dynamical force field for the undeuterated cation. The measurement time period was again increased due to the further reduction in the proportion of protons in the sample.

All samples were in powder form and mounted in the neutron beam in approximately $5 \mathrm{~cm} \times$ $1 \mathrm{~cm} \times 1 \mathrm{~cm}$ folded aluminium foil achets. The mass of sample required per measurement was of the order of a few grams. Exposure time ranged from 24 hours for samples 1 and 2, to 48 hours for sample 4.

The following paragraphs detail the chemical preparation of the samples

### 3.4.2.1 Preparation of $\mathrm{Zn}(\text { imid })_{4}\left(\mathrm{ClO}_{4}\right)_{2}$

Firstly, hydrated zinc (II) perchlorate, ( $2 \mathrm{n}\left(\mathrm{ClO}_{4}\right)_{2} \cdot 6 \mathrm{H}_{2} \mathrm{O}$ ) was prepared:

- 0.6 moles of 11.6 M perchloric acid, $\mathrm{HClO}_{4}$, (Merck), was added to 40 ml of distilled water.
- Zinc oxide, $Z n O$, ( Merck ), was added to slight exces i.e. approximately 0.3 moles.
- The solution was filtered to yield white crystals.

Zinc (II) tetraimidazole perchlorate was then prepared according to the prescription of Reedijk, (115)

- 0.16 moles of hydrated zinc (II) perchlorate was dissolved in 160 ml of ethanol.
- 1.13 moles of $99 \%+$ pure imideenle (Sigma ) was diseolved in 160 ml of ethanol with 48 ml of triethyl orthoformate as a dehydrating agent.
- The two solutions were mixed together and 370 ml of dry diethyl ether added. The molar ratio of zinc to imidazole was $1: 7$ which is in excess of the $1: 4$ ratio required for the product via stoichiometry. After standing for 1 day in refriぬgeration, white monoclinic crystals appeared. The crystals were filtered, washed 3 times in dry diethyl ether and then thoroughly dried in vacuo.

The crystal yield was $42 \%$. The product was checked via mass spectroscopy and infrared and Raman apectroscopy.

### 5.4.2.2 Preparation of $Z n(i m i d) 4\left({ }^{11} B F_{4}\right)_{2}$

Boron-11 enriched hydrated zinc (II) borofluorate, $\left(\mathrm{Zn}\left({ }^{11} \mathrm{BF} \mathrm{F}_{4}\right)_{2} .6 \mathrm{H}_{2} \mathrm{O}\right)$, was specially prepared and obtained from CENTRONICS Plc. with an isotopic purity of $99 \%$.

Boron-11 enriched zinc (II) tetraimidazole borofluorate was then prepared using this compound with the same prescription as for the perchlorate sample. The crystal yield after filtering and drying was $60 \%$.

### 3.4.2.3 Preparation of $\mathrm{Zn}\left(\text { imid-d } \mathrm{d}_{(1)}\right)_{4}\left(\mathrm{ClO}_{4}\right)_{2}$

Crystals of Zinc (II) imidazole perchlorate were washed three times in cold $D_{2} O$ and dried in vacuo and sealed under nitrogen.

### 3.4.2.4 Preparation of $\mathrm{Zn}\left(\text { imid- } 3 d_{(2,4,8)}\right)_{4}\left(\mathrm{ClO}_{4}\right)_{2}$

Firatly, imidazole-3d ${ }_{(2,4,5)}$ was prepared ${ }^{12}$ according to the prescription of Majoube, (85)

- $D_{3} O$ was condensed on to imidazole cryatale in a glabs ampule under vacuum. The molar ratio of $D_{2} O$ to imidazole was $20: 1$ which gives a deuteron to proton ratio of $10: 1$.
- The ampule was sealed with a nitrogen counter pressure of 20 bar and heated at $210 \pm$ $30^{\circ} \mathrm{C}$ for 3 hourf. At this atage the imidazole was anticipated to be $\boldsymbol{\sim} \mathbf{9 0 \%}$ deuterated at all positione.

[^10]- The $\mathrm{D}_{2} \mathrm{O} / \mathrm{H}_{2} \mathrm{O}$ solution was condensed off to leave white imidasole-4d crystals. These were checked for deuteration via infrared spectroscopy and nuclear magnetic resonance.
- The cryatals were washed three times in pure water to effect protonation at the nitrogen1 position of imidazole and sealed under nitrogen. The washing should be done quickly to avoid additional exchange at the carbon-2 position. The product, imidazole-3d ${ }_{(2,4,5)}$, was confirmed by infrared spectroscopy.

Finally, zinc (II) tetraimidazole-3d(2,4,8) perchlorate was prepared using the $3 d$-deuterated imidazole with the asme prescription as for the undeuterated case and atored under nitrogen. For this preparation, the zinc (II) perchlorate used was obtained commercially (Alfa, Ventron).

### 3.4.3 Analytical Software - CLIMAX

The experimental INS spectra were analysed using the CLIMAX software package from G. J. Kearley et al., (67), (68). The object of the analysis was to obtain the cartesian mean-squared-displacement vectors of every atom in every normal mode of the zine tetraimidazole complex. In other words, the output of CLIMAX is assumed to define the vibrational correlation function (VCF) of the complex, see section 3.3.4, and thus entirely describe the vibrational motion of the molecule.

The analysis centres on the least squares refinement of a harmonic force field for a proposed model that is supposed to reflect the dynamic behaviour of the subject molecule. (This is discussed in section 3.3.5 ). From a proposed force field, the tentative VCF of the model may be extracted via normal mode analyais, which is made tractable by using the Wilson CiF method, ( see section 3.3.6), and the inclusion of symmetry considerations, (sections 3.3.7 and 3.3.8). The VCF and eigenvalues from the normal mode analynis are subsequently used to generate a calculated INS profile in the following way: A spectrum of delta functions is created based on the calculated fundemental, overtone and combination energies; the delta functions are then weighted by the INS integrated intensities. These intensities are calculated according to the theory described in section 3.2 .5 from a knowledge of the mean-squared-
displacement amplitude of each atom in each mode and are subsequently powder averaged to account for anisotropies in the thermal motion. The weighted delta functions are then given a spectral profile by assuming a gaussian natural width ${ }^{13}$. At this point the phonon wings ( see section 3.2.6) are calculated and the integrated intensity from each gaussian peak is distributed between the main peak and the phonons wings. After convoluting this spectrum with the instrument function of the TFXA spectrometer the final calculated spectrum may be compared quantitatively with the experimental spectrum to produce an object function upon which the least squares refinement may take place. The force field is then modified and the process is repested until the object function is minimised. A flow chart representing the refinement process in CLIMAX is given in figure 3.5.

The necessity for powder averaging may be appreciated by recalling Eq. (3.27). It is apparent that the apectral intensity contribution of a particular atom in a given mode is attenuated by a term involving the projection of the momentum transfer vector, $\mathbf{Q}$, in the second rank tensor, $U$, which describes the total thermal motion of that atom in all modes; i.e. the term is $\exp -(\mathbf{Q Q}: \mathbf{U})$. For a powder sample containing all orientations of $\mathbf{U}$, the product ( $\mathbf{Q Q}: \mathbf{U}$ ) has to be isotropically averaged for the general case in which $\mathbf{U}$ is anisotropic. The method chosen is that of Conroy, (17), and is implemented in CLIMAX as described in reference (69). The error in the powder average as compared with analytical methode is ca. $5 \%$. CLIMAX also offers a fast powder average in which the magnitudea of the principal axes of $U$ are summed and divided by three to produce a pseudo-isotropic tensor. The full powder averaging is particularly important in the case of highly asymmetric molecules; it was therefore very desirable in the case of isolated imidazole but was found not to be so important for the zinc tetraimidazole complex. For a wider background to the aubject of powder averages in neutron spectroscopy reference may be made to (142), (145) and (150).

In order to calculate ab initio phonon winge, it is first necessary to have a full description
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Figure 3.5: Flow chart outlining the main oteps in the INS profle refinement package CLIMAX.
of the latice mode density of states. As this is normally impracticable, an approximation is adopted in which a portion of the experimental INS spectrum in assumed as being wholly due to lattice vibrations. This segment of the spectrum is exported and convoluted repeatedly with the calculated sero-phonon lines (the calculated gausian peaks) to generate the sucressive terms in the phonon wing expansion (see Eq.(3.30)) up to a maximum of 8 terms. It has been shown, (144), that even for light molecules, which experience significant recoil ${ }^{14}$, that
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this approximation is adequate. An effective mean-squared-displacement amplitude for the lattice modes is required, i.e. denoted by $u$ in Eq. (3.29), and is treated in CLIMAX as an adjustable parameter.

There is an option in CLIMAX to refine the force field purely against the observed vibrational frequencies. This uses only the eigenvalues from the normal mode analysis and can be done equivalently with experimental infrared or Raman data in addition to, or instead of, the INS peak positions. This option is generally used in the beginning stages of a refinement but was also extensively used in this case to simultaneously refine a force field against the vibrational frequencies from the subject molecule in various states of deuteration. By alternately employing this option and the spectral profile refinement, it was possible to refine a force field which is consistent with experimental INS intensities and produces the correct frequency shifts upon deuteration.

There are several examples of practical applications of CLIMAX appearing in the literature, eg. (15), (19), (41), (69).

### 3.5 INS Study of Imidazole

### 3.5.1 Physical Characteristics of Imidazole

It is asaumed throughout that the imidazole molecule, $\mathrm{C}_{3} \mathrm{~N}_{\mathbf{2}} \mathrm{H}_{4}$, as shown in table 3.1 , is planar, the asymmetric shape of the molecule being atabilised by the formation of an aromatic *-aytem similar to benzene, (78). The molecule belongs to the $C$, point group ${ }^{15}$ and vibrates in 21 normal modes. Of these 21 normal modes, there are $15 A^{\prime}$ in-plane singlet modes and $6 A^{\prime \prime}$ out-of-plane singlet modes corresponding to the two one-dimentional irreducible representation of the $C$ symmetry group. (Refer to appendix E for the character table of the $C$, point group ).

The cryatal atructure has been determined by X-ray diffaction, (154): the cryatal is centered monoclinic, spare group $P 2_{1} / c$, and the unit cell contains 4 molecules, see figure $\mathbf{3 . 6}$. Within the unit cell, it is found that the imidazole molecules are situsted in identical pairs

[^13]$\mathbf{R}(1,2)=1.363 \AA$
$\mathbf{R}(2,3)=1.312 \AA$
$\mathbf{R}(3,4)=1.381 \AA(5,1,2)=106.9^{\circ}$
$\mathbf{R}(4,5)=1.362 \AA(1,2,3)=112.0^{\circ}$
$\mathbf{R}(5,1)=1.376 \AA(3,3,4)=104.9^{\circ}$
$\mathbf{R}(1,6)=0.991 \AA(4,5)=110.7^{\circ}$
$\mathbf{R}(2,7)=1.077 \AA$
$\mathbf{R}(4,8)=1.070 .5^{\circ}$
$\mathbf{R}(5,9)=1.070 \AA(1,6)=126.9^{\circ}$


Table 3.1: Reference geometry and labelling of imidasole as used in the present atudy; the molecule is assumed to be perfectly planar. The geometry is that used by Fan et al., (38), to calculate their publiahed ab initio force field, (refer to tablea 3.6 and 3.7 for the eigenvaluen of this force field.). The geometry is based upon a microwave apectroncopic atudy by Chriaten et al., (13).
(i) projection $\perp$ to $\mathbf{b}$-axis

(ii) projection $\perp$ to c-axis


Figure 3.6: Cryatal atructure of imidasole according to Will, (154), ( retrieved from Berlin database). The figure shows the unit cell projected ( $i$ ) in the ar plane, perpendicular to the b-axis and (ii) in the ab plane perpendicular to the e-axis. The cryatal may be considered as being componed of infinite $\mathbf{H}$-bonded chains extending parallel to the e-mxit with an imidasole dimer basis. The $C_{2 n}$ dimer is most apparent in projection (ii) in which the two dimers of the unit cell are viewed along the chain axes.

|  | -ymmetry apeciea of moden | number of normal modea | deacription of moden | optical activity |
| :---: | :---: | :---: | :---: | :---: |
| Free molecule monomer point group $C_{4}$ | $\begin{aligned} & A^{\prime} \\ & A^{\prime \prime} \end{aligned}$ | $\begin{gathered} 15 \\ 6 \end{gathered}$ | in-plane out-of-plane | ir,Ramen ir,Raman |
| Unit cell <br> 2 dimers (4 molecules) -pace group $P 2_{1} / \mathrm{c}$ factor group $C_{2 h}$ | $\begin{aligned} & A_{3} \\ & B_{y} \\ & A_{u} \\ & B_{u} \end{aligned}$ | $\begin{aligned} & 21 \\ & 21 \\ & 21 \\ & 21 \end{aligned}$ | in-phase anti-phase in-phase anti-phase | Raman Raman $\begin{gathered} \operatorname{ir}[\vec{M}(\mathrm{~b})] \\ \operatorname{ir}[\vec{M}(\mathrm{ac})] \end{gathered}$ |

Table 3.2: Symmetry representations and optical selection rule for free imidasole molecule and cryatal. In the case of the infrared activity of the unit cell modes, the djrection of the electric dipole transition moment, $M$, is indicated with respect to the unit cell axes.
whose collective point group is $C_{3 h}$. In fact, the imidazole crystal may be considered as being composed of infinite, non-interacting parallel chains, (66), (46), (99), (154), whose basis is the $C_{2 h}$ dimer; the link in the chain is the $2.83 \AA N_{1}-N_{3}^{\prime}$ hydrogen bond. The symmetry representations of the modes of the unit cell are thus $A_{g}, B_{g}, A_{u}$ and $B_{u}{ }^{16}$, each being composed of 21 singlet modes. This symmetry information plus optical selection rules are summarised in table 3.2. Notice that only two of the four symmetry species of the unit cell are either infrared or Raman active; consequently each vibration of the isolated molecule gives rise to two bands in both the infrared and Raman apectra of powdered imidazole. These correspond to in-phase and anti-phase vibrations of neighbouring molecules in each dimer The infrared active modes of the unit cell can be further classified in terms of the direction of the electric dipole transition moment, $M$, since the $A_{u}$ moden have a transition moment parallel to the unit cell $b$-axis and the $B_{u}$ modes have a transition moment parallel to the plane defined by the a and c-axer. Within each of these speries, the transition moment of the monomer out-of-plane modes is alway perpendicular to the c-exis whereas the transition moment of the in-plane modes is, in the $A_{u}$ cese, perpendicular, but in the $H_{u}$ rane parallel,
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Figure 3.7: The full experimental inelatic neutron scattering epectrum of a powder sample of eryatalline imidasole at 20 K recorded on the TFXA spectrometer, Rutherford Appleton Laboratory, U.K., by F.Fillaux, (80). Error bara are shown and the apectrum of background neutron scatter from the cryostat and cadmium sample holder has been subtracted.
to the c-axis. The in-plane modes therefore exhibit a dichroism which may be exploited by polarisation atudies of oriented single crystals which effectively distinguish $A^{\prime}$ modea from $A^{\prime \prime}$ modes of the monomer. This has been done by Perchard et al., (104), and the reaults are discuased in the next subsection and compared to oriented single crystal INS atudien of imidezole.

### 3.5.2 Experimental Results

The experimental INS apectrum of powdered imidazole was recorded, in a collaboration, by F.Filluux, $(80)$, and it in shown in figure 3.7. The raw data were recorded at 20 K on the TFXA spectrometer (section 3.4.1) and is presented here after the spectrum of beckground neutron seatter from the cryostat and cadmium sample holder was aubtracted.

The opectrum in figure 3.7 depicto the response function, $S(\mathbb{Q}, \omega$ ), (refer to section 3.2 .3
and 3.2.5 ), or hydrogen-weighted vibrational density of states, of crystalline imidazole sampled over the whole of the Brillouin zone; it clearly separates into two regions above and below $500 \mathrm{~cm}^{-1}$.

The region below $500 \mathrm{~cm}^{-1}$ describes the acoustic phonon density of states or lattice mode spectrum. There is a large body of literature concerned with acoustic lattice vibrations of crystalline imidazole, (16), (78), (87), (105), (160); acoustic modes generally have very dispersive phonon branches within the Brillouin zone and consequently tend to produce a broad featureless hump as is visible in the INS spectrum below $500 \mathrm{~cm}^{-1}$ (this effect was illustrated in figure 3.1). Some sharp peaks are visible in the acoustic region at around $150 \mathrm{~cm}^{-1}$ suggesting the presence of non-dispersive modes with large scale hydrogen motion; it is believed, (16), (78), that these peaks correspond to in-phase and anti-phase hydrogenbond stretching modea. However, due to the low energy of these modes it is assumed, (16), that they do not influence the optical modes in the higher frequency regime of the spectrum and we therefore confine ourselves to considering the apectrum above $500 \mathrm{~cm}^{-1}$ in which the internal modes of imidazole occur.

The internal modes of imidazole are optical modes and are assumed to be completely nondispersive. The peaks in the INS spectrum corresponding to these modes are narrow; they have a full width at half maximum (FWHM) corresponding to the intrinsic resolution of the TFXA spectrometer convoluted with its instrument function (see section 3.4.1). Most of the discernible modea occur in the region $500-1800 \mathrm{~cm}^{-1}$. The integrated intensity of each peak indicates the magnitude of the hydrogen motion of the mode(s) associated with that peak, ( see section 3.2.5 ); for example it may be deduced from inapection of figure 3.7 that the imidazole modes vibrating in the range $500-1000 \mathrm{~cm}^{-1}$ involve compartively large scale hydrogen atom motion. As well as the sherp peaks a broad background intensity may be observed sbove $500 \mathrm{~cm}^{-1}$; this is due partly to the superposition of very many rombination bands of conparalinety cumppritively low intensity but principally due to the effect of phonon wings. Phonon wings are always present in intensity optimised spectrometers auch as TFXA but are minimised at low temperature.

Oriented single cryatal experiments on imidazole were also performed, the resulte of which


Figure 3.8: INS apectra of an oriented single cryatal of imidasole recorded by F.Filloux, (80), on the TFXA spectrometer at Rutherford Appleton Laboratory, U.K.. Two curves are ahown corresponding to two orientations of the cryatal. The full line is the spectrum taken with the momentum transfer vector of the acattered neutrons parallel to the b-axis of the unit cell and the dashed line with the momentum transfer vector parallel to the e-axis. The apectra are shown over the range $500-1800 \mathrm{~cm}^{-1}$ thereby encompaasing all the clearly defined peak: in the imidasole INS powder apectrum. The spectra were treated by first subtracting the apectrum of background acatter from the cryoatat and then by acaling with reapect to one another; acaling was effected by equating the integrated intensity of each apectrum over the range $2000-4000 \mathrm{~cm}^{-1}$ which includen no atrong optical peaks.
are shown in the region of interest, $500-1800 \mathrm{~cm}^{-1}$, in figure 3.8. The experiment was carried out such that the momentum tranafer vector, $\mathbf{Q}$, of the acattered neutrona was, in the one case parallel to the $b$-axis of the unit cell (full line in figure 3.8 ), and in the other rase parallel to the c-axis. By recalling figure $\mathbf{3 6}$, it may be seen that this corresponds to the momentum transfer vector lying perpendicular and parallel respertively to the plane of the imidazole moleculen. Correspondingly there is a preferred excitation of $A^{\prime \prime}$ out-of-plane modeu when $\mathbf{Q}$ is parallel to the $\mathbf{b}$-axin, whereas $A^{\prime}$ in-plane mode excitations become more signifirant when $\mathbf{Q}$ is parallel to the $\mathbf{c}$-axis. When comparing the INS upectra at the two orientations, this preferred excitation of $A^{\prime}$ or $A^{\prime \prime}$ modes manifests itself as an apparent enhancement


Figure 3.9: Infrared epectrum of powdered imidasole in potamium bromide matrix at room temperature. The apectrum wan measured on a Brukker FT-IR ISS Lucke 48 apectrometer at the Universität Münster, Germany.
or attenuation of peak intensities. This permits an unambiguous symmetry assignment of the peaks in the INS imidazole spectrum: in figure 3.8, $A^{\prime}$ peaks are identifiable as being enhanced in the dashed line spectrum whereas $A^{\prime \prime}$ peaks are diminished when compared to the full-line spectrum. The experiment therefore represents the INS analogue of the optical dichroiam experiments performed by Perchard et al. (104). Note that the two spectra were scaled with reapect to one another by equating the intensity integral in a part of the apectra without strong optical peaks ( $2000-4000 \mathrm{~cm}^{-1}$ ); this acaling also produced equal integrated intensities in the acoustic regime (i.e. $<500 \mathrm{~cm}^{-1}$ ).

The quantitative interpretation of the oriented single crystal INS experiment is given in table 3.3 and compared with the published optical dichroism experiments of Perchard et al.. In the latter, the only modea unambiguously slasified were those bands which were more intense when the electric field vector lay parallel to the c-axib, i.e. the $\pi$-bands, which could only be of $A^{\prime}$ symmetry. The other bands, identified as $\sigma$ bands, could be of either symmetry apecies since the transition moment of the $A^{\prime \prime}$ modes also lies in the allowed plane of the tranaition moment of the $A^{\prime}$ modes. Note that, a discussed earlier, each monomer mode gives rise to
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| INS spectra of imidazole vibrational frequencies in $\mathrm{cm}^{1}$ |  |  |  |  | i.r. spectra of imidazole vibrational frequencies in $\mathrm{cm}^{\prime}$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| powder sample at 20 K | single crystal at 25 K with $Q$ parallel to the <br> b axis <br> c axis |  |  | symmetry species | powder <br> sample <br> at r.t. | single <br> crystal <br> at r.t. | polaris <br> \& sym speci | taion metry es |
| 1675 |  |  |  |  | 1669 |  |  |  |
| 1561 | 1577 |  | 1571 |  | \{1576 | \|577 | $\pi$ $\pi$ $\pi$ | $A^{\prime}$ |
| $\left.\begin{array}{l}1498 \\ 1445\end{array}\right\}$ | 1483 | $<$ | 1489 | $\mathbf{A}^{\prime}$ | $\begin{aligned} & 497 \\ & 479 \end{aligned}$ | 14888 | $\underset{\sim}{\pi} \boldsymbol{\pi}$ |  |
| 1326 | 1340 | $<$ | 1345 | $A^{\prime}$ | 1327 | $\begin{array}{r}329 \\ 1322 \\ \hline\end{array}$ | $\stackrel{\pi}{\pi, \sigma}\}$ | $A^{\prime}$ |
| 1265 | 1281 | $<$ | 1278 | $\mathbf{A}^{\prime}$ | $\{1263$ | 1263 | $\left.\frac{\pi}{\pi}\right\}$ | $A^{\prime}$ |
| 1186 | 1204 | $<$ | 1201 | $\mathbf{A}^{\prime}$ |  | 1175 |  | $A^{\prime}$ |
| 1143 | 1172 | $<$ | 1172 | $A^{\prime}$ | $\{11138$ | 1138 | $\pi$ $\sigma$ | $A^{\prime}$ |
| 1098 | 1113 | $<$ | 1111 | $\mathbf{A}^{\prime}$ | \{1098 | 1100 |  | $A^{\prime}$ |
| 1061 | 1081 | $<$ | 1079 | $\mathbf{A}^{\prime}$ | 1055 | $\begin{array}{r}1068 \\ 1060 \\ \hline\end{array}$ |  | $A^{\prime}$ |
| 961 | 972 |  | 969 | $A^{\prime \prime}$ |  |  |  |  |
| 935 | 943 |  | 940 | $A^{\prime \prime}$ | 937 | 938 936 926 | $\pi$ 0 0 | $A^{\prime \prime}$ |
| 908 | 914 |  | 914 | $\mathbf{A}^{\prime}$ | 896 | 921 895 |  | A ${ }^{\text {a }}$ |
| 834 | 844 | $>$ | 842 | $A^{\prime \prime}$ | \{8428 | 837 <br> 830 | $\underset{\sigma}{\boldsymbol{\sigma}}\}$ | $A^{\prime \prime}$ |
| 743 | 754 | > | 751 | $A^{\prime \prime}$ | $\{759$ | 760 738 | g | A ${ }^{\prime \prime}$ |
| 661 | 669 | $>$ | 669 | $A^{\prime \prime}$ | 670 659 | 659 |  | A ${ }^{\prime \prime}$ |
| 623 | 631 | $>$ | 631 | $A^{\prime \prime}$ | 620 | 622 | $\sigma$ | $A^{\prime \prime}$ |

Table 3.3: The remulta of INS and infrared oriented aingle cryatal experimente on imidasole to determine the symmetry npecien of the vibrational moden. The INS experiment determines the symmetry from the relative peak intensities of moden in the two cryatal orientations. The frequencies of the peaks are taken from the INS powder spectrum (figure 3.7 ) and the two oriented aingle cryatal apectra (figure 3.8 ); the symbols > and < denote which of the two orientations gives the greater intensity for each peak. The symmetry aperien implied by the relative intenaities is shown. The infrared experiment determines the symmetry species by virtue of the optical dichroism of the $A^{\prime}$ and $A^{\prime \prime}$ modes. The control infrared powder apectrum is given in figure 3.9 but the dichroism resulta are thoue published by Perchard et al. (104). The bands are labelled $\pi$ or $\sigma$ depending on whether the band become more or less intense when the electric field vector of plane polarised infrared radiation is projected parallel or perpendicular to the c-axis of the cryatal. A $\boldsymbol{\pi}$-band is then ponitively identifled as an $A^{\prime}$ mode. A $\sigma$-band is ambiguous since the $A^{\prime \prime}$ transition moment vector lies in the allowed plane of the $A^{\prime}$ tranaition moment. The symmetry asignmenta made by Perchard et al. based on this experiment are shown. There is good agreement between the two methode.
two bands in the infared spectrum. A symmetry assignment was made by Perchard et al., and the agreement with the INS study is excellent.

The INS oriented single crystal study is mostly unambiguous. By recalling figure 3.8 it may be seen that all the peaks between 500 and $1500 \mathrm{~cm}^{-1}$ are clearly either enhanced or attenuated when comparing the two spectra. The one peak which could be regarded as ambiguous is at $935 \mathrm{~cm}^{-1}$; lying closely between the two peaks at $908 \mathrm{~cm}^{-1}$ and $961 \mathrm{~cm}^{-1}$ it is not obvious how much of its intensity is influenced by overlap with its neighbours and the change in the phonon wing background. It is therefore difficult to state unequivocally that it is an $A^{\prime \prime}$ mode; it is in fact later assigned to be due to one $A^{\prime}$ and one $A^{\prime \prime}$ mode that are almost degenerate, as is suggested from the dichroism studies. An advantage of the INS study is that it clearly defines the peak at $961 \mathrm{~cm}^{-1}$ as being due to an $A^{\prime \prime}$ mode. This was not possible in the infrared study since the $961 \mathrm{~cm}^{-1}$ peak was masked by the broad $937 \mathrm{~cm}^{-1}$ peak.

The result of the INS study is that it positively corroborates the symmetry assignment published by Perchard et al. and conclusively identifies the $961 \mathrm{~cm}^{-1}$ peak as being of $A^{\prime \prime}$ symmetry. The six expected $A^{\prime \prime}$ out-of-plane modes are thus taken to be at $623,661,743$, 834,935 and $961 \mathrm{~cm}^{-1}$. Of the 15 expected $A^{\prime}$ in-plane modes, 11 are positively identified by the joint studies at $908,938,1061,1098,1143,1186,1265,1326,1445,1498$ and $1561 \mathrm{~cm}^{-1}$. Four $A^{\prime}$ modes corresponding to hydrogen stretches are expected to occur at much higher frequencies (around $3000 \mathrm{~cm}^{-1}$ ) which means all modes are accounted for.

The infrared apectrum of powder imidazole at room temperature is given in figure $\mathbf{3 . 9}$ for completeness. The qualitative frequency assignment discuased in this section is an essential precursor to the normal mode analysis that is described in the next subsection.

### 3.5.3 Normal Mode Analysí - Input Parameters

The normal mode analysis of the imidazole molecule was accomplished using the CLIMAX package (described in section 3.4.3) which required the following items of input

- reference geometry, masea and neutron ecattering cronesections of atome.
- target eigenvalues and target INS intenaitien
- molecular model - including description of internal aymmetry coordinates
- starting estimate for force field


### 3.5.3.1 reference geometry

The reference geometry is based on a thorough microwave spectroscopic study, (13), but the exact coordinates are those used by Fan et al., (38), in their calculations of an ab initio force field for imidazole ( this is discussed in more detail further on ); the geometry used is given in table 3.1. Neutron scattering cross sections were obtained from a published compilation of neutron deta, (72).

### 3.5.3.2 target eigenvalues and INS intensities

The target eigenvalues used for imidazole were the symmetry assigned peak positiona from the INS powder spectrum listed in table 3.3. These are consistent with the the extensive infrared and Raman vibrational data that exista in the literature ( see (16), (18), (38), (70), (84), (86), (104)) although amall discrepancies can be observed between the various data sets ( $<10 \mathrm{~cm} \mathrm{~m}^{-1}$ ).

INS data for deuterated variante of imidazole were not obtained but Perchard et al., (104), published a detailed assignment of imidazole in three deuterated states; i.e. imidazole-d $(1)$, imidasole-3d(2,a,s) and imidazole-4d based on infrared and Raman spectra. Their resulta have been used in this study with minor changes to their asignment based on expected deuteration shifts from the undeuterated asignment. The changes are listed below:

1. For imidazole- $d_{(1)}$ (i.e. deuterated at the $N_{1}$ position ) the $1495 \mathrm{~cm}^{-1}$ band is reanagned to the $1572 \mathrm{~cm}^{-1}$ band.
2. For imidazole-3d(2,4,8) (i.e. deuterated at the $C_{2}, C_{4}$ and $C_{8}$ ponitions) the previously unassigned $600 \mathrm{~cm}^{-1}$ band is ansigned as an $A^{\prime}$ mode (which is a reassignment alan made by Fan et al. (38), in their study ) and the assignments for the 930 and $962 \mathrm{~cm}^{-1}$ bends are awapped around to be $A^{\prime}$ and $A^{\prime \prime}$ respectively. The lowest frequency $A^{\prime}$ mode is ressigned to be enclosed in the $768 \mathrm{~cm}^{-1}$ doublet from the expected shift of the
$1060 \mathrm{~cm}^{-1}$ band in the undeuterated case. The previously unassigned $1510 \mathrm{~cm}^{-1}$ band is assigned as an $A^{\prime}$ mode.
3. For imidazole-4d the changes correspond to those for imidazole-3d $(2,4,5)$.

All INS intensities were taken from the spectrum in figure 3.7.

### 3.5.3.3 molecular model

The molecular model for imidazole is defined by its geometry (as described above) and by the set of generalised coordinates that describe the displacementa of the atoms within the assumed harmonic oscillator model. These generalised coordinates were discussed in detail in section 3.3.5 and are known as the internal coordinates, $\mathbf{S}$. They are a basis set describing the dynamice of the molecule in terms of bond stretches, bends etc. and are listed for imidazole in table 3.4. The internal symmetry coordinates, $\mathbf{S}^{\prime}$, (which are discussed in section 3.3.8) and are also listed in table 3.4. Both the internal coordinates $\mathbf{S}$ and the matrix that transforms $\mathbf{S}$ to the internal symmetry coordinates $\mathbf{S}^{\prime}$ (denoted as $\mathbf{W}$ in section $\mathbf{3 . 3 . 8}$ ) must be entered as input to CLIMAX

### 3.5.3.4 starting estimate for force field

The starting point in multi-parameter least squares refinement is invariably critical. It determines how quickly the object function will minimise and quite often if at all. In the case of imidazole there have been many attempta generating ab initio force fields that appear in the literature, (16), (86), (88), (124), (125), but, to the authors knowledge, the only paper in which the force field itself is given is that by Fan et al., (38). The atudy by Fan et al. involved generating a force field by the ab initio gradient rnethod ${ }^{17}$ and acaling it with previ-

[^15]CHAPTER 3. INELASTIC NEUTRON SCATTERING

| internal coordinates, $\mathbf{S}$ | internal symmetry coords, $\mathbf{S}^{\prime}$ |  |  |
| :---: | :---: | :---: | :---: |
| non-minimum banin ret of 31 coordinates |  | minimaum banis set of 21 coordinaten plus 10 redundant coordinater | notation |
| $A^{\prime}$ coordinatem | $A^{\prime}$ coordinates: in-plane dioplacements |  |  |
| $\mathbf{S}_{1}=\mathbf{R}(2,7)$ | $\mathrm{S}_{1}^{\prime}$ | $=\mathbf{S}_{\mathbf{1}}$ | $\mathrm{CH}_{7}$ |
| $\mathrm{S}_{\mathbf{2}}=\mathbf{R}(1,6)$ | $\mathrm{S}_{2}^{\prime}$ | $=\mathrm{S}_{3}$ | $N \mathrm{H}_{6}$ |
| $\mathrm{S}_{3}=\mathbf{R}(5,9)$ | $\mathrm{S}_{3}^{\prime}$ | $=\mathbf{S}_{3}$ | CH9 |
| $\mathbf{S}_{4}=\mathbf{R}(4,8)$ | $\mathrm{S}_{4}^{\prime}$ | $=\mathrm{S}_{4}$ | CH. |
| $\mathrm{S}_{5}=\mathbf{R}(1,2)$ | $\mathrm{S}_{8}^{\prime}$ | $=\mathrm{S}_{\mathrm{B}}$ | $N_{1} C_{2} \equiv R_{1}$ |
| $\mathrm{S}_{8}=\mathbf{R}(5,1)$ | $\mathrm{S}_{6}$ | $=\mathrm{S}_{8}$ | $C_{8} N_{1} \equiv R_{2}$ |
| $S_{7}=\mathbf{R}(4,5)$ | $\mathrm{S}_{7}^{\prime}$ | $=\mathbf{S}_{7}$ | $C_{4} C_{5} \equiv R_{3}$ |
| $\mathrm{S}_{\mathbf{8}}=\mathbf{R}(3,4)$ | $\mathrm{S}_{0}$ | $=\mathrm{S}_{\mathrm{s}}$ | $N_{3} C_{4} \equiv R_{4}$ |
| $\mathrm{S}_{\text {¢ }}=\mathbf{R}(2,3)$ | $\mathrm{S}_{\mathbf{s}}$ | $=\mathrm{S}_{\text {o }}$ | $\mathrm{C}_{2} \mathrm{~N}_{3} \equiv \mathrm{R}_{8}$ |
| $\mathbf{S}_{10}=\angle(7,2,3)$ | $\mathrm{S}_{10}^{\prime}$ | $=\mathbf{S}_{10}-\mathbf{S}_{11}$ | $\delta^{8} \mathrm{CH}_{7}$ |
| $\mathbf{S}_{11}=\angle(7,2,1)$ | $\mathbf{S}_{11}^{1}$ | $=S_{12}-S_{13}$ | $\mathrm{SNH}^{\text {N }}$ |
| $S_{12}=\angle(6,1,2)$ | $\mathrm{S}_{12}^{1}$ | $=\mathbf{S}_{14}-\mathbf{S}_{15}$ | $\mathrm{SCH}_{8}$ |
| $\mathbf{S}_{13}=\langle(6,1,5)$ | $\mathrm{S}_{13}^{\prime \prime}$ | $=S_{10}-S_{17}$ | $\mathrm{SCH}_{6}$ |
| $S_{14}=\angle(9,5,1)$ | $\mathrm{S}_{14}^{14}$ | $=4 S_{10}-3 S_{19}+S_{30}+S_{21}-3 S_{29}$ | $R_{\text {b }}$ |
| $S_{15}=2(9,5,4)$ | $\mathrm{S}_{15}^{\prime \prime}$ | $=-S_{10}+2 S^{20}-2 S_{21}+S_{29}$ | $R_{7}$ |
| $S_{18}=\langle(8,4,5)$ | $\mathrm{S}_{\mathrm{r}, \mathrm{d}}^{\prime}$ | $=S_{10}+S_{11}$ | redundant |
| $S_{17}=\langle(8,4,3)$ | $\mathrm{S}_{\text {eld }}^{1}$ | $=S_{12}+S_{13}$ | redundant |
| $\mathbf{S}_{18}=\langle(1,2,3)$ |  | $=S_{14}+S_{15}$ | redundant |
| $\mathbf{S}_{10}=\angle(5,1,2)$ | $\mathrm{S}_{\text {¢ }}^{\text {ded }}$ | $=S_{18}+S_{17}$ | redundant |
| $\mathbf{S}_{30}=\langle(4,5,1)$ | $\mathrm{S}_{\text {- }}^{\text {d }}$ | $=4 S_{10}+3 S_{10}+S_{20}+S_{21}+3 S_{12}$ | redundant |
| $\mathbf{S}_{31}=\angle(3,4,5)$ | $\mathrm{S}^{\prime}$ | $=S_{10}-2 S_{20}-2 S_{21}$ | redundant |
| $\mathbf{S}_{\mathbf{2 2}}=\angle(2,3,4)$ |  | $=\mathbf{2 S} \mathbf{S}_{10}+\mathbf{S}_{\mathbf{2 0}}-\mathbf{S}_{\mathbf{2 1}}-\mathbf{2} \mathbf{S}_{\mathbf{2 2}}$ | redundant |
| $A^{\prime \prime}$ coordinates |  | $A^{\prime \prime}$ coordinaten: out-of-plane displace | nents |
| $\mathrm{S}_{33}=0(7,2,3,1)$ | $\mathbf{S}_{14}^{\prime \prime}$ | $=S_{23}$ | $\mathrm{rCH}_{7}$ |
| $\mathbf{S}_{34}=O(6,1,2,5)$ | $\mathrm{S}_{17}^{\prime \prime}$ | $=S_{34}$ | ${ }^{\sim} \mathrm{NH} \mathrm{H}_{6}$ |
| $S_{31}=O(0,5,1,4)$ | $\mathrm{S}_{10}^{10}$ | $=S_{38}$ | ${ }_{\gamma} \mathrm{CH}^{\text {b }}$ |
| $S_{30}=O(8,4,5,3)$ | $\mathrm{S}_{18}^{\prime \prime}$ | $=S_{28}$ | ${ }_{7} \mathrm{CH}_{6}$ |
| $S^{37}=T(3,2,1,5)$ | ${ }_{5}^{50}$ | $=\mathbf{S}_{27}-3 S_{31}+4 S_{39}-3 S_{30}+S_{31}$ | $R_{\text {R }}$ |
| $\mathbf{S}_{\mathbf{2 8}}=\boldsymbol{T}(2,1,5,4)$ | $\mathrm{S}_{31}{ }_{1}$ | $=-2 S_{37}+S_{31}-S_{30}+2 S_{31}$ |  |
| $\mathbf{S}_{\mathbf{2 E}}=\mathrm{T}(1,5,4,3)$ | $\mathrm{S}_{\boldsymbol{\prime}}^{\prime \prime}$ | $=S_{27}+3 S_{20}+4 S_{20}+3 S_{30}+S_{31}$ | redundant |
| $S_{30}=T(5,4,3,2)$ |  | $=-2 S_{37}+\mathrm{S}_{38}-2 \mathrm{~S}_{31}$ | redundant |
| $\mathbf{S}_{31}=\Gamma(4,3,2,1)$ | $\mathrm{s}_{\sim}^{\prime}$ | $=-S_{37}-2 S_{31}+2 S_{30}+S_{31}$ | redundant |

Table 3.4: Beais set of generalined conrdinatea to which the force field for imidasole ( see table 3.5 ) is referenced. The atarting point are the internal coordinates, S, which fully deacribe the diaplacements of the molecule in terms of bond atretches, $R(a, b)$, valence angle bends, $\angle(a, b, c)$, out-of-plane bends, $O(a, b, c, d)$, and torsions, $\tau(a, b, c, d)$, ( ree figure 3.2 ). This deacription forme a non-minimum set which, vie symmetry considerations (refer to section 3.3.8 and appendix D ), may be tranaformed into a minimum aet comprining linear combinations of the internal coordinates. The new basis containe the amaller set of internal eymmetry coordinates, $\mathbf{S}^{\prime}$, plue the remaining redundant coordinates. The force feld correaponding to $\mathbf{S}^{\prime}$ is said to be block-diagonalised in ite irreducible representations; in this form it contains far fewer elementa to be determined.
ously determined scale factors from a fitted vibrational spectrum of benzene. The force field predicted the vibrational frequencies of gaseous free imidazole relatively well and was tested for consistency against the solid state infrared/Raman vibrational apectra of imidazole in the $1 d, 3 d$ and $4 d$-deuterated states from Perchard et al..

The force field of Fan et al. is evidently a good starting point. It already predicts the vibrational frequenciea reasonably well but has not been tested to see how accurately it reproduces the hydrogen-weighted vibrational density of states of imidazole. This is done in figure 3.10 in which the published force field of Fan et al. is directly entered into CLIMAX. (Care has been taken so that the conditions of the calculation are identical to those employed later to generate the final results; figure 3.10 may thus be directly compared with the resulta presented further on in figure 3.11 ). Deapite the fact that the vibrational frequencies are relatively well predicted, the force field of Fan et al. only poorly models the experimental INS intensities for solid imidazole. This highlights the danger of asseasing the reliability of a given force field on the basis of its eigenvalues (vibrational frequencies) alone. It nevertheless represents an adequate starting point from which to develop a fully consistent force field and was consequently used in this study.

It should be noted that the calculations of Fan et al. were for the free molecule, i.e. in the gaseous state. However, according to the assignments of Perchard et al. and others, the vibrational spectrum of free imidazole only differs significantly from that of solid imidazole in the frequency of the $N H$ modes (this being a consequence of the hydrogen bonding in cryatalline imidazole as deacribed in section 3.5.1 ); the other internal modea do not appear to participate greatly in the H -bond modea and remain at approximately the same frequency in the free molecule as in the solid state. The principal difference between the vibrational apectrum of solid atate and free imidazole is the solid atate band at $961 \mathrm{~cm}^{-1}$ which dianappara in the gasenus and aqueous apectra and reappears at $514 \mathrm{~cm}^{-1}$. This is seen as the very intense peak at about $450 \mathrm{~cm}^{-1}$ in the calculated spertrum in figure 3.10 and is due to the $A^{\prime \prime}$ out-of-plane NH mode.

In summary, the force field of Fan et al. is taken as the starting point in developing a force field that is more consistent with the experimental INS observations. The fact that the


Figure 3.10: Calculated INS apectrum of imidasole (dashed curve ) uning the published force field of Fan et al. (38) superimposed on the experimental INS spectrum ( solid curve). The upper plot shows the entire spectrum and the lower plot the asme apectrum over the range of particular interest (i.e. $500-1800 \mathrm{~cm}^{-1}$ ). The bands at the top of each spectrum indicate the frequenciea of calculated fundamental vibrations (solid lines) and calculated overtone and combination vibrations ( dotted lines). All other parameters in the calculation were the aame as those for the force field developed by the author and the spectra may therefore be directly compared with the resulte presented further on in toble 3.11.
force field of Fan et al. is actually for free imidazole is not regarded as a disadvantage aince essentially only the $A^{\prime \prime} N H$ mode is significantly affected and it is seen to be virtually a pure mode (i.e. almost no interaction with other motion in the imidazole ring ); in effect the $N H$ mode can therefore be treated independently and the participation of $N H$ modea in H -bond vibrations may effectively be modelled by simply modifying the diagonal element of the force field relating to the $A^{\prime \prime} N H$ wagging internal coordinate.

### 3.5.4 Normal Mode Analysis - Methodology of Refinement

The task of refining a multi-parameter force field so that it simultaneously models the vibrational spectra of four isotopic variants of imidazole while still rendering an acceptable fit to the experimental INS spectrum involves a great dal of patience and a degree of luck. The most important criterion is that the number of free parameters never exceeds the number of observations to which they are fitted. This invariably means that elements of the force field must be arbitrarily coupled together in order to reduce the number of free parameters whilst still allowing most regions of the force field to be altered. Table 3.5 presents the finished force field after completed refinement; the results which it generates are presented and discussed in the next subsection. In total the force field contains 141 independent elements: 120 in the upper block, belonging to $A^{\prime}$ modes, and 21 in the lower block, which describe the $A^{\prime \prime}$ moden. These two blocks have sero interaction elements which is a consequence of deacribing the force field in terme of internal symmetry coordinates; this reduces the number of independent elemente to 141 from the 465 needed to describe the $31 \times 31$ force field based on the non-minimum set $\mathbf{S}($ see table 3.4$)$. The $31 \times 31$ force field is however more chemically informative since it is based on the more intuitive set of internal coordinates $S$ (i.e. simple bond stretches etc.). It is easily generated via the back unitary transformation uning the tranaform $\mathbf{W}$ and ia given in appendix $F$.

The strategy for eliciting the fores field in table 3.5 essentially involved refining the force field in four modes each with a different object function to be minimised. These modes were alternately run and are described below:

1. Refine the force field against the frequency spectrum of imidasole: thin involves releasing


Table 3.5: Final refined force field for solid atate imidanole. The elements are in mdyme $\boldsymbol{A}^{-1}$ and are defined with reapect to the beais aet of 21 internal aymmetry coordinatea defined in table 3.4. The block-diagonaliation in by virtue of the chaice of coordinaten and separates the force field into two non-interacting blocka repreaenting the irreducible reprementations of the $C$, point group inherent to the imidasole molecule; i.e. the upper block defines the force field of the $A^{\prime}$ modes wherean the lower bloch is asonciated only with the $A^{\prime \prime}$ moden. The dotted linea show how the off-diagonal interaction constanta were grouped together in aome of the refinement moden (refer to main body text). These groupn arbitrarily collect elemente of the force field together which belong to aymmetry conordinates of aimilar typen (e.g. ring deformationa etc.) so that they may be refined with juat one free parameter. This partioning in necenary to bring the number of free parametern in a refinement below the number of obnervationa.
all or part of the leading diagonal of the force field and using the fundamental frequencies as targets. ( target frequencies $=15\left[A^{\prime}\right], 6\left[A^{\prime \prime}\right]$; free parameters $\left.=15\left[A^{\prime}\right], 6\left[A^{\prime \prime}\right]\right)$
2. Simultaneously refine the force field against the frequency spectra of two, three or four deuterated variants of imidazole: the larger number of target frequencies means that off-diagonal interaction constants can be included in the refinement. The most extensive scheme involves releasing all of the diagonal elements and then grouping the off-diagonal elements into the sub-blocks indicated by the dotted lines in table 3.5 with one free parameter per sub-block. These sub-blocks group internal symmetry coordinates of similar type. For the smaller $A^{\prime \prime}$ block the number of target frequencies exceeds the number of elements and thus every element in that block can be refined independently in this mode. (target frequencies (for all four deuterated variants ) $=60\left[A^{\prime}\right], 24\left[A^{\prime \prime}\right]$; free parameters $\left.\left.=25\left[A^{\prime}\right], 21 \mid A^{\prime \prime}\right]\right)$.
3. Refine the force field against the frequency spectrum and numerical INS intensitiea of imidazole: in this mode only the fundamental INS spectrum is calculated using fast powder average ${ }^{18}$ and the integrated intensities from the calculation are compared againat the input intensitien in the object function. No INS data file is required. The relative weights of frequency refinement and intensity refinement are critical in this mode. Independent refinable parameters were allocated in the ame way as in mode 2 except for the $A^{\prime \prime}$ block which was grouped into three blocks, as shown by the dotted line in table 3.5, in the same fashion as the $A^{\prime}$ block. (target values, (frequency and intensity $)=30\left(A^{\prime}\right], 12\left[A^{\prime \prime}\right]$; free parameters $\left.=25\left[A^{\prime}\right], 9\left[A^{\prime \prime}\right]\right)$.
4. Full refinement against experimental INS spectrum: this mode is only helpful when the fit in already quite good because it frequently finds false minime. The INS spectrum is calculated including fundamentals, overtones, combinations, phonon winge and using the full powder average and ia directly compared to the input INS apectrum over ranges that may be input interactively. The overall Debye-Waller factor due to lattice modes

[^16]must also be input to determine the extent of the phonon wing spectrum and may subsequently be refined; it is discussed in the next subsection. The scale factor is also refined. This mode is very slow, one cycle takes about 2 minutes of CPU time on a SGI Crimson (UNIX) or 46 minutes on a VAX 3100 for this particular problem. The allocation of refinable parameters is the same as in mode 3. (i.e. free parameters $=$ 25[ $\left.A^{\prime}\right], 9\left[A^{\prime \prime}\right]$ ).

In all cases the refinement of the $A^{\prime}$ and $A^{\prime \prime}$ blocks were addressed separately and great flexibility was possible within each mode by adjusting weighting schemes and altering target frequencies in order to guide the refinement out of the frequently encountered local minima.

### 3.5.5 Results and Discussion

The INS spectrum for imidazole generated by the force field presented in table 3.5 is shown in figure 3.11. The calculation involves fundamental excitations plus first overtones and 178 of the most significant combination bands. A full numerical powder average is employed to ensure isotropic averaging. Phonon wings are also calculated up to the eighth phonon excitation (see section 3.2.6) based on the experimental INS density of states in the range $0-500 \mathrm{~cm}^{-1}$ ( refer to section $\mathbf{3 . 4 . 3}$ for method ); this range encloses no internal modes and is thus a good approximation to the lattice mode spectrum. The overall Debye-Waller factor in the phonon wing expression was taken as $0.011 A^{2}$; this value was refined down from astarting eatimate of $0.014 \AA^{2}$ which was obtained from a quick calculation, using Eq. (B.11), of the isotropic mean-squared-deviation of the whole molecule from the lattice mode frequenciea published in reference (105).

The spectrum in figure 3.11 may be directly enmpared to that in figure 3.10 which is the INS spectrum calculated from the atarting force field of Fan et al.; the parameters for both calculations are identical. There is a distinct improvement in the fit of the calculated curve to the observed spectrum using the new refined force field which is especially apparent in the range $500-1800 \mathrm{~cm}^{-1}$ in which most of the fundamental vibrational frequencies occur. It should be recalled that the force field of Fan et al. was not intended to model the dynamica of imidazole in the solid state but rather of the free molecule in the gaseous atate and an
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Figure 3.11: Calculated INS apectrum of solid atate imidasole ( dached curve) uning the force feld developed in this study ( presented in table 3.5 ) ouperimposed on the experimental INS apectrum (solid curve). The upper plot shows the entire apectrum and the lower plot shows the same spectrum over the range of particuler intereat (i.e. $500-1800 \mathrm{~cm}^{-1}$ ). The calculation includer fundamental, overtone and combination excitations whone frequencien are indicated in the bands at the top of each plot, (i.e. solid lines are fundamentals and dotted lines are overtones or combinations). A full numerical powder average is employed and phonon winge are calculated up to $B$ terma based on the experimental lattice phonon epectrum from $0=500 \mathrm{~cm}^{-1}$ and an overall Debye-Waller factor of $0.011 \lambda^{2}$.
the comparison is not strictly justified. It is nevertheless instructive to make the comparison because the gaseous and aqueous vibrational spectra only differ significantly from the solid state in the frequency of one mode, the $A^{\prime \prime} N H$ wag. Since the $N H$ wagging motion is effectively uncoupled from the motion in the rest of the molecule the calculated spectrum from the force field of Fan et al. does yield to comparison with igure 3.11 in all regions except around $961 \mathrm{~cm}^{-1}$, which is the frequency at which the $N H$ wag occurs in the solid state. As may be seen from the frequency bands at the top of each plot in figures 3.11 and 3.10 , the pattern of fundamental excitations generated by the two force fields is almost the same; the intensities of the corresponding peaks are however very different. This emphasizes the danger in judging the quality of a force field from its eigenvalues alone; the INS intensities are determined from the eigenvectors of a force field.

In table 3.6 the eigenvalues of force fields from a further five studiea are listed and compared to the experimental asaignment of the fundamental frequenciea as used in this atudy. Of the published results in table 3.6 all but those of Colombo et al. are ab initio calculations similer to those of Fan et al. already discussed on page 83 for free imidezole. The difference between the ab initio calculations lies in the choice of the basis set of elementary functions ${ }^{19}$ used to model the solutions to the Hartree-Fock self consistent field (HF-SCF ) equations, the molecular geometry employed, and subsequently the factors used to scale the results. Fan et al. use the standard 4-21G atomic basis set, (114), which is similar to the 4-31G basis (widely used in early MO-LCAO-SCF calculations) of Ditchfield et al., (29), but is lens time consuming and supposedly of equal accuracy. The other ab initio calculations either similarly use the 4-21G basis or comparable bases using fewer ( 3 -21G ) or more ( $6-31 \mathrm{G}$ ) Gaussian components in the linear combinations representing the atomic orbitals. Ab initioforce fields are sensitive functions of the molecular geometry (due to the anharmonicity of molecular
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| Aseignment uned in present atudy $\mathrm{cm}^{-1}$ | Loeflen et al． （B0）：Reaulte of present atudy $\mathrm{cm}^{-1}$ | Pan et al． （3a）：ab initio 4－21G bavie $\mathrm{cm}^{-1}$ | Majoube et $d$ （86）：ab initio 3－21G beaie $\mathrm{cm}^{-1}$ | Majoube et al． （a）： ab initio 4－21G baris $\mathrm{cm}^{-1}$ | Sadlej et el． （128）：eb initio 4－21G basia $\mathrm{cm}^{-1}$ | Sadlej et el． （124）：ab inlifo 6－31G basia $\mathrm{cm}^{-1}$ | Colombo et al． （16）：filed force field $\mathrm{cm}^{-1}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| A＇modes |  |  |  |  |  |  |  |
| V1 3148 | 3146 | 3181 | 3160 | 3180 | 3495 | 3336 | 3140 |
| $\cdots 3128$ | 3127 | 3133 | 3133 | 3133 | 3467 | 3312 | 3133 |
| 以 3128 | 3120 | 3083 | 3132 | 3132 | 3464 | 3300 | 3118 |
| $\nu_{4} 2800$ | 2800 | 3518 | 3515 | 3817 | 3885 | 3674 | 2820 |
| 1／6 1581 | 1587 | 1545 | 1841 | 1870 | 1689 | 1870 | 1873 |
| 41498 | 1800 | 1474 | 1467 | 1486 | 1612 | 1837 | 1846 |
| W 1448 | 1482 | 1397 | 1395 | 1394 | 1829 | 1498 | 1545 |
| \％ 1328 | 1319 | 1334 | 1313 | 1338 | 1440 | 1402 | 1 BOB |
| 41288 | 1288 | 1259 | 1207 | 1387 | 1395 | 1303 | 1481 |
| Mo 1180 | 118 | 1148 | 1181 | 1181 | 1283 | 1202 | 1408 |
| H2 1142 | 1143 | 1132 | 1118 | 1098 | 1164 | 1179 | 1349 |
| リ12 1098 | 1098 | 1083 | 1092 | 1083 | 1138 | 1129 | 1199 |
| 以1 1081 | 1000 | 1059 | 1073 | 1048 | 1113 | 1108 | 1171 |
| 14938 | 945 | 926 | 928 | 928 | 1040 | 946 | 1128 |
| $\mathrm{H}_{10} \mathrm{SO}^{\text {908 }}$ | 901 | 898 | 894 | 893 | 906 | 906 | 1086 |
| A＂modea |  |  |  |  |  |  |  |
| $\nu_{10}$ 961 | 961 | B14 | － | 509 | 1085 | 820 | 932 |
| $\nu_{17} 938$ | 930 | 853 | － | 887 | 1004 | 819 | 887 |
| M． 834 | 834 | 806 | － | 823 | 000 | 771 | 871 |
| M－ 743 | 742 | 729 | － | 712 | 740 | 693 | 700 |
| ท⿺ 661 | 681 | 689 | － | 647 | 704 | 686 | 611 |
| サ1 623 | 023 | 035 | － | 632 | 695 | 641 | 828 |

Table 3．6：Comparison of the vibrational spectra（eigenvaluen）of the force field of imidesole from various studies that exiat in the literature．The results are compared both with the experimental asagnment used in the prement atudy and the eigenvalues from the force field developed by the author．
vibrations，especially stretches ）．The experimental geometry of Christen et al．，（13），is used in all but two canes，（124），（125），in which the theoretically optimined geometry is preferred． Due to the deficiency of the HF－SCF approximation and the finite basis set，the calculated frequencies of the ab initio force fields are systematically too high．In the Fan et al．atudy 9 acale factorn are exported from a fitted calculated apectrum of benzene；in the two studies by Majoube et al． 9 scale factors are calculated and shown to be similar to those of Fan et al．；the results in the atudies by Sadej et al are unscaled．The study by Colombo et al． is an early normal mode analynir using eatimater for the diagonal elements of the forse field （based on previous works）that were partly adjusted for the best fit to experiment；it is the only other study which was intended to model the solid state imidazole modes．

The vibrational frequencies from the present atudy fit the experimental asignment with
a mean deviation of $\pm 3 \mathrm{~cm}^{-1}$. Fan et al. quoted their results as having a mean deviation of $\pm 14 \mathrm{~cm}^{-1}$ (i.e. $\pm 9 \mathrm{~cm}^{-1}$ for $A^{-1}$ modes and $\pm 27 \mathrm{~cm}^{-1}$ for $A^{\prime \prime}$ modes); for the studies of Majoube the mean deviation was quoted as being between 9.7 and $13.5 \mathrm{~cm}^{-1}$. For the other studies the discrepancy between predicted and experimental frequencies was considerably greater. If the results of Fan et al. are compared with the solid state assignment used in this study then, ignoring the poorly modelled $N H$ modes, ( $\nu_{4}$ and $\nu_{16}$ ), the mean deviation is $18 \mathrm{~cm}^{-1}$. It is clear that the force field from the present study predicts the vibrational spectrum of solid state imidazole considerably better than any of the published works that the author is aware of.

A further test of the quality of the force field presented here is to compare the frequencies it predicts for imidarole, after isotopic substitution, with experimental values. This is shown in table 3.7 in which the experimental vibrational spectra from Perchard et al., (104), is taken for three deuterated variants; imidazole- $\mathrm{d}_{(1)}$, imidazole-3d(2,4,5) and imidazole-4d in the solid state. In each case the mean deviation between the predicted and experimental frequency is given which, for the results of Fan et al., do not include the frequencies belonging to the poorly modelled $N H$ modes, $\nu_{4}$ and $\nu_{16}$. Even with this concession in calculating the mean deviation, it is evident that the force field presented here reproduces the vibrational frequencies in the deuterated states of imidazole more precisely than that of Fan et al. and also accurately predicts the $\nu_{4}$ and $\nu_{16}$ frequencies.

The advantage of the INS atudies is that there is scope to refine the eigenvectors of a force field while atill retaining a good fit of the calculated eigenvalues to the experimental frequencies; this translates to refining the calculated peak intensities in the INS spectrum while maintaining the peak positions. It is therefore possible to confidently interpret the eigenvectors of the force field as the normal modes of the molecule. This is done pictorially in figure 3.12 in which the eigenvectors of the force field have been transformed intorartesian diaplacement coordinates and normalised an as to represent the atandard devistion of the displacement probability density in the ground atate, ( refer to section 3.3.4). These displacements are represented as vectors attached to each atom which have been further mase-weighted and scaled by a factor of 10 for clarity.


Table 3.7: Comparimon of the predicted vibrational frequencies of imidasole and three of ite deuterated variante using the force field developed by the author and that of Fan et al. (38) with the experimental values for colid atate imidasole from Perchard et al. (104).
$A^{\prime}$ modes in-plane


$A^{\prime \prime}$ modes out-of-plane




Figure 3.12: Ground state normal modes of solid state imidazole. The root-meansquared atomic displacement vectora have been masa-weighted ( to enhance the carbon and nitrogen atom motion) and are scaled by factor of 10 for clarity. The nitrogen atom e are denoted by the heavy circles.
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| made | calculated <br> vibrational <br> frequency $\mathrm{cm}^{-1}$ | vibrational compoation of normal made baned upon potantial energy dintribution among internal symmetry coordinaten （B mont aignificant componenta above 8\％） |  |  |  |  |  |  |  |  | approximate deacription of mode |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $A^{\prime}$ ：in－plame enbrationa |  |  |  |  |  |  |  |  |  |
| $\cdots$ | 3146 | 68\％CH7 |  | 26\％CH． |  |  |  |  |  |  | CH atretch |
| $\cdots$ | 3127 | 51\％CH\％ |  | 39\％CH． |  | 7\％CH\％ |  |  |  |  | CH atretch |
| 2 | 3120 | 44\％CH， |  | 32\％CH． |  | 22\％CH， |  |  |  |  | CH etretch |
| $\nu$ | 2800 | 97\％NH． |  |  |  |  |  |  |  |  | NH atretch |
| 4 | 1867 | 10\％R ${ }_{3}$ |  | 17\％R1 |  | 17\％ 8 CH． |  | 12\％6CH\％ | $+$ | 7\％$R_{2}$ | ring nir．－del． |
| 4 | 1800 | 28\％ $\mathrm{R}_{\text {．}}$ |  | 21\％ 6 NH． |  | 11\％6CH\％ |  | 10\％6CH5／R1－6 |  |  | ring etr．－／NH def． |
| $\cdots$ | 1482 | 31\％$R_{3}$ |  | 17\％ 8 NH6 |  | 12\％$R_{0} / R_{1-1}$ |  | 8\％$R_{1}$ | $+$ | \％\％ $\mathrm{R}_{6}$ | ring atr．－／NH def． |
| $\cdots$ | 1310 | 10\％$R_{2}$ |  | 23\％R |  | 0\％$R_{1} / R_{1-1}$ |  | 8\％6CH． |  | 7\％ONH6 | ring atr．－del． |
| 4 | 1288 | 22\％8CH． |  | 11\％ $\mathrm{CCH}_{7}$ |  | 9\％$R_{1}$ |  | 9\％$R_{1}$ |  | 7\％R。 | CH def． |
| no | 1186 | 22\％8С ${ }^{\text {\％}}$ |  | 16\％${ }^{\text {d }}$ NH6 |  | 13\％$R_{1}$ |  | 7\％CH； | $+$ | 6\％$R_{1}$ | CH／NH def． |
| 21 | 1143 | 34\％ $\mathrm{R}_{4}$ |  | 16\％$R_{0} / R_{1-1}$ |  | 13\％$R_{1}$ |  | 9\％R． | $+$ | 7\％$R_{2}$ | ring str．－def． |
| $\mathrm{H}_{1}$ | 1008 | 27\％8CH0 |  | 22\％$R_{2}$ | $-$ | 14\％$R_{1} / R_{1-1}$ |  | 6\％$R_{1}$ |  |  | CH def． |
| $\nu_{13}$ | 1000 | 38\％${ }^{\text {c }}$ CH8 |  | 19\％$R_{1}$ |  | $13 \% R_{1}$ |  | 6\％ 6 CH |  |  | CH def． |
| $\cdots$ | 945 | 40\％ $\mathrm{R}_{7}$ |  | 11\％$R_{4}$ |  | 11\％$R_{1}$ |  | 6\％6CH ${ }_{7}$ |  |  | ring bend－def |
| M， | 901 | 27\％$R_{6}$ |  | 15\％$R_{4} / R_{1-1}$ |  | 6\％$R_{1}$ |  |  |  |  | ring bend－def |
|  |  |  |  |  |  | 1 out－of－plene vi |  |  |  |  |  |
| $\omega_{10}$ | 961 | 85\％ 7 NHe |  |  |  |  |  |  |  |  | NH wes |
| ット | 930 | 43\％rCHa | － | 19\％ $\mathrm{Re}_{4} / \mathrm{CH}_{5}$ | ＋ | 14\％R： |  | 11\％ $\mathrm{R}_{6} / 7 \mathrm{CH}$ |  |  | CH wex |
| $\nu 1$ | 834 | 34\％${ }^{\text {a }}$ CH． |  | 27\％r ${ }^{\text {CH\％}}$ |  | 13\％R ${ }_{8} / 7 \mathrm{CH}_{5}$ |  | 9\％ $\mathrm{R}_{1} /$／ $\mathrm{CH}_{6}$ |  |  | CH wes |
| M， | 742 | 33\％$R_{\text {\％}}$ |  | 20\％ $\mathrm{R}_{4} / 7 \mathrm{CH}_{7}$ |  | 10\％7CH\％ |  | 0\％ $\mathrm{R}_{\text {－}}$ | － | 6\％ $\mathrm{Re}_{8} / 7 \mathrm{NH}_{6}$ | R－pucher／ CH was |
| 3o | 681 | 26\％$R_{0}$ |  | 26\％ $\mathrm{R}_{3} / \uparrow \mathrm{CH}_{7}$ | $+$ | 22\％$+\mathrm{CH}_{7}$ | － | 11\％R | $+$ | 6\％\％NH． | R－pucker／CH waf |
| ns | 623 | 27\％R． |  | 29\％ $\mathrm{R}_{3} / 7 \mathrm{CH}_{3}$ |  | 21\％ 7 CH． |  | 6\％ $\mathrm{Re}_{6} /$ \％ $\mathrm{CH}_{6}$ | － |  | R－pucker／CH was |

Table 3．8：Vibrational componition of normal modes of solid state imidasole derived from the force field presented in table 3．5．The values represent the potential energy diatribution （ PED ），in percent，among the intuitive non－minimum beais set of internal coordinaten， $\mathbf{S}$ ， given in table 3．4．Only the five largeat components in the PED are listed for each mode and only if their contributione are greater than $5 \%$ ．Coupling conatente（i．e．of diagonal elemente in the force field）which contribute to the PED are denoted by the row／column internal coordinatem．An approximate dencription is offered for each mode．

Figure 3.12 should be interpreted in conjunction with the potential energy diatribution （ PED）in each normal mode as given in table 3．8．This provides a quantitative measure of the vibrational composition，or character，of each normal mode in terms of the non minimum basis set of internal coordinater．Based on the eigenvectors and the PED the following brnad description of the imidazole vibrational spectrum is proposed：
－$\nu_{1} \rightarrow \nu_{4}$ are high frequency in－plane streteh modes．Notice the purity of the NH stretch $(97 \%)$ which is a vibration almost uniquely in the $\mathbf{N H}_{6}$ internal conrdinate．
－$\nu_{B} \rightarrow \nu_{0}$ and $\nu_{11}$ are in－plane stretching deformations of the imidazole ring with very
little sanociated hydrogen motion．

- $\nu_{9}, \nu_{10}, \nu_{12}$ and $\nu_{13}$ are easentially in-plane hydrogen wagging modes with some associated motion of the ring. $\nu_{10}$ resembles a ring breathing motion.
- $\nu_{14}$ and $\nu_{1 B}$ are large in-plane bending deformations of the ring; the effect is an oscillatory elongation of the ring.
- $\nu_{16} \rightarrow \nu_{18}$ are strong out-of-plane hydrogen wags but not including the $C_{2}$ hydrogen situated between the two nitrogen atoms. Again notice the purity of the NH wag which is almost entirely described ( $85 \%$ ) by the $\gamma \mathrm{NH}_{6}$ internal coordinate.
- $\nu_{10} \rightarrow \nu_{21}$ are out-of-plane torsional puckers of the ring involving large acale hydrogen motion; this particularly involves wagging of the $C_{2}$ hydrogen.

Note that the NH in-plane wagging motion is distributed between the modes $\nu_{0}, \nu_{7}$ and $\nu_{10}$ (i.e. 1500,1452 and $1186 \mathrm{~cm}^{-1}$ ) with no one mode showing a dominant NH wagging character.

The assignment broadly corresponds to that of Perchard et al. and Fan et al.. Discrepancies arise for the $1245 \mathrm{~cm}^{-1}$ band, represented here by $\nu_{0}$ at $1255 \mathrm{~cm}^{-1}$, which Perchard et al. assigned an the NH in-plane wag whereas table 3.8 indicates it to have no NH wagging character. Also the $1160 \mathrm{~cm}^{-1}$ band is unassigned whereas it is clearly seen in this atudy as an in-plane CH/NH deformation mode at $1186 \mathrm{~cm}^{-1}$. For the out-of-plane modes Perchard et al. assign the $740 \mathrm{~cm}^{-1}$ band, represented here by $\nu_{1 g}$ at $742 \mathrm{~cm}^{-1}$, to be a CH wag whereas it is predominantly seen to be a torsional ring pucker in table 3.8 .

Some controveray exist in the literature, amongat those articlea which publish PED's, as to which of the in-plane normal modea have NH wagging character. Majoube et al., (88), calculate the NH wagging to be present in moder $\nu_{8}, \nu_{7}$ and $\nu_{10}$ using a 4.21 G basis net but in a later article, (86), using a 3-21G basis set give the modes an $\nu_{5}, \nu_{7}$ and $\nu_{12}$ In the fitted normal mode analyais by Colombn et al. the calculated bands at $1545 \mathrm{~cm}^{-1}$ and $1451 \mathrm{em}^{-1}$, equivalent to $\nu_{0}$ and $\nu_{s}$ here, both contain about $25 \% \mathrm{NH}$ wagging character. Sadlej et al., (124), asign the $\nu_{3}, \nu_{0}$ and $\nu_{7}$ modes as having NH wagging character when they used the 6-31G basis set but obtained a different answer, (125), when they uned the 4-21G basia; i.e. $\nu_{6}, \nu_{7}$ and $\nu_{10}$. This latter article is the only cane which corroborates the assignment here
in which the modes $\nu_{8}, \nu_{7}$ and $\nu_{10}$ are found to have 21,17 and $16 \%$ in-plane NH wagging character respectively.

There is also considerable difference between the PED of the out-of-plane $A^{\prime \prime}$ modes presented here and the results in the literature. In the studies of Majoube et al., (86), (88), the mode at $724 \mathrm{~cm}^{-1}$ is predominantly due to out-of-plane CH wagging, whereas in the present study this mode, represented by $\nu_{19}$ at $742 \mathrm{~cm}^{-1}$, is predominantly a torsional ring pucker; this change is again corroborated by the ab initio calculations of Sadlej et al., (124), (125). In the normal mode analysis of Colombo et al. the torsional motion and CH or NH wagging motion is fairly distributed throughout all of the out-of-plane modes which is not corroborated anywhere else in the literature.

In short, there are several discrepanciea in the wealth of assignmenta that exist for imidazole in the literature. Most of the PED asaignmenta were based on ab initio calculations involving a variety of basis sets and molecular geometries. In the study by Majoube et al (88), the PED assignment was calculated for imidazole based on three different geometries (involving the experimental microwave atructure and the theoretical atructure) and the vibrational compositions were found to vary significantly. In the same article it is quoted that great care has to be taken when the calculated frequencies are scaled as this appreciably changea the vibrational composition of the modes; the results of the present study are beat corroborated by the ab initio PED's of Sadlej et al. whose calculations are left unacaled.

### 3.5.6 Summary of INS Study of Imidazole

A harmonic force field for solid state imidazole is presented. It was produced by refining a published force field for free imidezole which generates the correct eigenvalues (for all but the NH wagging mode ) but does not reproduce the hydrogen-weighted vibrational density of states of imidasole (measured by INS ); this is known to be a more sensitive test of a force field since it checks both the eigenvalues and eigenvectors of the secular equation of motion.

The new force field more accurately predicts the frequency spectrum of imidazole and three of ite deuterated counterparte than previously published etudies. It alar, models the hydrogen-weighted vibrational density of states eignificantly better than the atarting force
field permitting the form of the 21 normal modes to be interpreted with confidence.
The assumptions made in the study were that the molecule may be treated as effectively decoupled from the crystal lattice thus generating only non-dispersive optical peaks in the INS spectrum above $500 \mathrm{~cm}^{-1}$ and therefore yielding to the isolated molecule analyais. Further the known H-bonding was assumed to only affect the NH modes in the optical spectrum and was accounted for by increasing the NH mode force constants; this assumption is justified by the negligible shifts observed for all bands except the NH vibrations on comparing gaseous, aqueous and solid state data. The entire study was within the framework of the harmonic approximation.

The study issues a warning about the dangers of assessing the quality of molecular force fields on the basis of the frequency spectrum alone. It reaffirms the view that the scaling of ab initio force fields by several parameters, whilst yielding a better fit to the frequency vibrational spectrum, can seriously alter the vibrational composition of the various modes.

The result of this study is a reliable force field for imidazole that, in the following section, is incorporated into a much larger force field for the zinc (II) tetraimidazole molecule.

### 3.6 INS Study of Zinc Tetraimidazole Complex

### 3.6.1 Physical Characteristics of Zinc Tetraimidazole Complex

We consider the compounds containing the anions perchlorate and tetrafluoroborate. The cryatal structure of the perchlorate compound exists in the literature at room temperature, (2), and that of the tetrafuoroborate has been done for this atudy at 100 K and $150 K,(79)$, and is discussed in section 2.3. The cryntels of both compounds are white and monoclinic with melting points of 189 and $195^{\circ} \mathrm{C}$ respectively. The unit rells are $C 2 / \mathrm{c}$ spare group symmetry containing four molecules and have the same dimensiona for each compound to within $6 \%$. In the cation the zinc atom is approximately tetrahedrally coordinated to four imidazole rings at the $\mathrm{N}_{3}$ position (eg. in the perchlorate compound the $\mathrm{N} \cdot \mathrm{Zn}-\mathrm{N}$ angles are all to within $4.1^{\circ}$ of the exact tetrahedral angle ). This slight deviation lifts the $T_{d}$ symmetry of the coordination. The point group of the entire cation is $C_{2}$ as the sinc lies on a 2 -fold exir.
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| Cartetian atomic coordinater of anymmetric unit ( $\mathbf{A}$ ) |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| atom | $\boldsymbol{\pi}$ | y | . | atom | x | $y$ | . |
| $\boldsymbol{Z} n_{1}$ | -2.0628 | 2.0847 | 4.3001 |  |  |  |  |
| $\mathrm{N}_{2}$ | 0.4697 | -0.3252 | 6.4783 | $N_{11}$ | -4.5128 | 4.2611 | 6.7620 |
| $\mathrm{C}_{3}$ | -0.5040 | 0.5823 | 6.3568 | $C_{12}$ | -4.2480 | 3.4558 | 5.7330 |
| $N_{4}$ | -0.6627 | 0.9190 | 5.0845 | $N_{13}$ | -2.9527 | 3.1878 | 5.6873 |
| $C^{8}$ | 0.2663 | 0.1772 | 4.3762 | $C_{14}$ | -2.3804 | 3.8627 | 6.7453 |
| $C_{6}$ | 0.9694 | -0.5938 | 5.2302 | $C_{18}$ | -3.3452 | 4.5290 | 7.4131 |
| $H_{7}$ | 0.7088 | -0.6564 | 7.2396 | $H_{16}$ | -5.2803 | 4.5522 | 6.9687 |
| $\mathrm{Ha}_{3}$ | -1.0325 | 0.9548 | 7.0874 | $H_{17}$ | -4.9216 | 3.1178 | 5.1080 |
| $H_{s}$ | 0.3452 | 0.2471 | 3.4337 | $H_{10}$ | -1.4576 | 3.8216 | 6.9161 |
| $H_{10}$ | 1.6775 | -1.2193 | 5.0906 | $H_{10}$ | -3.3282 | 5.0827 | 8.1696 |

Table 3.9: The cartenian coordinates of the asymmetric unit of the sinc (II) tetraimidasole complex as uned in the normal mode analysis. The coordinaten were taken from the $x$-ray cryatallography of the tetrafluoroborate compound at 100 K and modified such that the imidasole ring atoms lie exactly on the plane of best fit through the experimental coordinates. The cryatallographic etructure is depicted in figure 2.2 with consiatent atomic labelling

The independent $\mathrm{Zn}-\mathrm{N}$ distances are $1.997(7)$ and $2.001(7) \AA$ for the perchlorate compound and both $1.983(2) A$ for the tetrafluoroborate compound. The imidazole moleculea are planar within the errors of the crystallography but are forced to be exactly planar in thir study as this is required for the normal mode analynis; the atom positions have therefore been projected onto the plane of best fit through the cryatallographic positions. The imidasole rings are also inclined with respect to the $\mathrm{Zn}-\mathrm{N}$ bonds auch that the ring plane leana towards the $\mathbf{2}$-fold axis; for the perchlorate compound this inclination is 0.6 and $6.1^{\circ}$ for the two imidazoles in the asymmetric group; for the tetrafluoroborate compound it is 4.9 and $1.9^{\circ}$ at 100 K . The inclinations are significant within the errors of the experiment and were observed to he important in causing certain degenerate vibrations to aplit in the normal mode analyain. The coordinate set adopted for the normal mode analysis was that given in table 3.9 the coordinates rhomen were the tetrafluoroborate compound crystallographic coordinates at $100 K$; modified such that the imidezole rings are exactly planar.

The cation is engeged in hydrogen bonding with the anion vis the outlying nitrogen atom:
of the imidazole ring. In the perchlorate compound the $\mathrm{N}-\mathrm{H} \cdots \mathrm{O}$ distances are 2.95 and $3.06 \AA$ for the two asymmetric branches respectively; in the tetrafluoroborate compound the N-H.. .F distances are 2.95 and $2.75 \AA$. Consequently the $H$-bonding is different in the two compounds and some small differences in the INS spectra might be expected in the vibrations of N-H and possibly in the acoustic modes.

A concern was the possible effect of the apparent bond shortening seen in $x$-ray crystallography due to the Bastiansen-Morino shrinkage effect ( see (26), chapter 14) affecting, in particular, the NH and CH modes. Since INS is sensitive to hydrogen motion it was feared that an N-H or C-H bond length that was too short would not be able to correctly model the frequency and intensity of the peaks in the INS spectrum. This was tested by noting the effect on the calculated INS spectrum of increasing all the NH and CH bond lengths by $10 \%$. There was no significant change and it is therefore assumed in this study that the Bastiansen-Morino effect is not significant with respect to the normal mode analysis of zinc tetraimidazole complexes.

### 3.6.2 Experimental Results

INS spectra of the four samples described in section 3.4 .2 were recorded at 20 K on the TFXA spectrometer, see section 3.4.1. The experimental results are compared efter the spectrum of background neutron acatter from the cryostat and cadmium sample holder was subtracted.

Figure 3.13 presents the INS spectra of zinc (II) tetraimidazole compound with the perchlorate and tetrafluoroborate anion. The apectra are superimposed and expanded in the low frequency range, in which the akeletal modes of the zinc tetraimidazole cation are expected, and in the range $500-1800 \mathrm{~cm}^{-1}$, in which mot of the imidazole fundamental vibrations occur. The spectra are virtually identical throughout the entire frequency range except below $150 \mathrm{~cm}^{-1}$ and the two peaks at 719 and $820 \mathrm{~cm}^{-1}$ in the perchlorate spectrum which shift in the tetrafluoroborate spectrum. Since the crystal structures of the two compounds are known to be nearly identical, but differ in the hydrogen bonding, it is assumed that the differences in the INS spectra involve moden including H -bond vibrations. It is therefore probsble that the two peaks at 719 and $820 \mathrm{~cm}^{-1}$ in the perchlorate apectrum have aignificant NH vibrational


Figure 3.13: Inelestic neutron scattering spectra of powder samplen of cryatalline sinc (II) tetraimidasole perchlorate and tetrafluoroborate reapectively at 20 K recorded on the TPXA apectrometer, Rutherford Appleton Laboratory, U.K.. Boron-11 enriched tetrafluoroborate wa uned to prevent the very large neutron absorption cromesection of boron- 10 from masking the signal.
character. In the low frequency regime the shifts below $150 \mathrm{~cm}^{-1}$ indicate that the cation is not completely independent of the anion; it may also be surmised that the different cryatal field causea more restricted akeletal motion of the cation in the tetrafluoroborate enmpound since the INS intennities are leas than in the perchlorate case. However it is agnificant that the peaks between 160 and $300 \mathrm{~cm}^{-1}$ are much less affected than those lower in frequency; this will help in the asignment of these modes aince it suggests akeletal modes involving vibrations of the core of the molecule which are less sensitive to changes in the cryatal field. In general however the differencea between the two spectra are small indicating that the inolated molecule asoumption necessary for normal mode analyas is a reasonable one for this cane.


Figure 3.14: Inelastic neutron scattering apectra of powder asmples of cryatalline sinc (II) tetraimidesole perchlorate and its $d_{1}$-deuterated analogue at 20 K recorded on the TFXA apectrometer, Rutherford Appleton Laboratory, U.K.. The imidasole ringe of the cation were isotopically substituted at the NH positions.

Figure 3.14 depicts the same perchlorate apectrum as in figure 3.13 but auperimposed on the INS spectrum of its $d_{1}$-deuterated analngue. In this case the imidazole rings in the cation have been isotopically substituted at the nitrogen position as described in section 3.4.2. The apectra are almost identical at all frequencies except for some peake which have disappeared in the deuterated cane and in the low frequency regime where there in an increasing attenuation of the peak intenaities. The peak: which diseppear are at 719,820 and $1198 \mathrm{~cm}^{-1}$ and a slight decrease at $1433 \mathrm{~cm}^{-1}$; this confirms the supposition that the 710 and $820 \mathrm{~cm}^{-1}$ peaks have atrong NH vibrational character. A amall peak appeari at $533 \mathrm{~cm}^{-1}$ which would correspond to the ND vibrations shifted from the above frequencies in the undeuterated spectrum. In


Figure 3.15: Inelastic neutron acattering spectra of powder samples of cryatalline sinc (II) tetraimidasole perchlorate and ite $\mathrm{d}_{3}$-deuterated analogue at 20 K recorded on the TFXA spectrometer, Rutherford Appleton Laboratory, U.K.. The imidasole rings of the cation were isotopically substituted at all three cerbon positions.
the low frequency regime an attenuation of all the modes is expected aince the substituted hydrogen participates in all the skeletal modes whereas in the imidasole regime this is not true; in the imidazole regime the NH modes are very pure (see section 3.5 ) and deuteration only causea apecific peaks to disappear while the rest of the spectrum is unaffected. However the increasing attenuation, eapecially below $100 \mathrm{~cm}^{-1}$, indicates an increasing contribution of the subatituted hydrngen to each vibration and suggests lattice mades which are conveyed via the intermolecular H -bonds.

Figure 3.15 depicts the effect on the INS spectrum of deuterating the perchlorate compound at all three carbon positions of the imidasole brancher. In this case the difference
between the two spectra is very great and they have been artificially scaled in order to compare features. Most of the imidazole regime exhibits large shifts in frequency and intensity upon deuteration, as would be expected. The peaks which remain unshifted and intense are those at 719,820 and $1198 \mathrm{~cm}^{-1}$ which again indicates that they are pure NH modes. In the low frequency regime significant frequency shifts are evident. One source of concern with this data regards the quality of deuteration of the imidazole rings. Even if the yield was as high as $90 \%$ of deuterated sample, the $10 \%$ undeuterated material would contribute disproportionately to the overall INS signal due to the much larger neutron scattering cross section of protons compared to deuterons and the hydrogen-intensity-optimised nature of the spectrometer. This was not detected in the infrared product purity assay.

In the next sections the normal mode analysis of the zinc (II) tetraimidazole complex is deacribed. For clarity the description of the analysis is split into two parts, one dealing with the low frequency regime of the INS spectrum i.e. the skeletal vibrations of the cation below $500 \mathrm{~cm}^{-1}$, and one dealing with the internal modes of the imidazole branches above

### 3.6.3 Low Frequency Regime (< $500 \mathrm{~cm}^{-1}$ ) - Strategy for Normal Mode Analysis

These low frequency modes may be broadly described as the skeletal vibrations of the molecule composed of large scale motion of the imidazole branches, which to a first approximation may be considered rigid at these low frequencies. The motions of the branches may be roughly categorised into $\mathrm{Zn} \cdot \mathrm{N}$ atretches, in-plane wags of the imidazole rings, out-of-plane bends and torsions of the imidazole ringe about the $\mathrm{Zn} \cdot \mathrm{N}$ bond. (see figure 2.4.)

The initial problem in doing a normal mode analysis of zinc (II) tetraimidazole is the lack of information that already exists in the literature for this or amilar compound at low frequencies. To the authors knowledge, the only publications dealing with the vibrational spectrum of zinc (II) tetraimidazole compounds are those by Hodgenn et al., (60), and Reedijk, (115), which involve infrared spectroscopy but do not extend below $185 \mathrm{~cm}^{-1}$. There is also some work dealing with the analogous compounds tetraphenylmethane and tetraphenylailane, (39), (129), (130), (136), (159) but thene vibrational epectra do show sig-
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Figure 3.16: Superpoaition of experimental infrared, Raman and INS apectra below $500 \mathrm{~cm}^{-1}$ of $\operatorname{sine}$ (II) tetraimidasole perchlorate and tetrafluoroborate. Infrared apectra were recorded on a Bruker IFS 113V FT-IR epectrometer using compremed sample pellets of aample:polyethene in the ratio $1: 10$ with the asistance of Dr. M. Hegemann at the Univeraität Münster. Raman apectra were recorded using an argon ion laser with a 200 mW excitation et $20498 \mathrm{~cm}^{-1}$, double monochromator and Spex apectrometer with the asaistance of Dr. J.D. Woollins at Imperial College, London.
nificant differences to that of zinc tetraimidazole although some general conclusiona may be drawn.

In figure 3.16, the experimental infrared and Raman apectra of ainc (II) tetraimidazole perchlorate and tetrafluoroborate are compared with the experimental INS spectra of these compound already presented; the aignificant peak positions are tabulated in table $\mathbf{3 . 1 0}$ and compared with existing information in the literature. There is a very clear one-to-one correspondence of vibrational frequencien between all methods despite the difference in experimental temperatures. However it is evident that the infrared and Raman spectra do not extend very low in frequency although they do represent a clear improvement over the published vibrational spertra.
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| Experimental Reaulte, ( $\mathrm{cm}^{-1}$ ) |  |  |  |  |  |  | Published Result, ( $\mathrm{cm}^{-1}$ ) |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| INS |  | infrared |  | Raman |  | $\begin{aligned} & \text { ymmetry } \\ & \text { Tdsymmetry } \end{aligned}$ | Hodgton et al. ref. (60) | Reedijk ref. (115) |
| ClO. | $B F_{4}$ | ClO. | BF6 | ClO, | $B F_{4}$ |  |  |  |
| 294 | 294 |  |  |  |  |  |  |  |
| 278 | 279 | 274 | 277 . | 275 = |  | T ${ }_{2}$ | $271 \quad \mathrm{LZn} \cdot \mathrm{N}$ str. |  |
| 228 | 230 |  |  | 223a | $\int_{208 w}^{223}$ |  |  |  |
| 202-208 | 202-208 | 203: | 203^ | 203w | $\left\{\begin{array}{l}200 \% \\ 205 \\ 201 w\end{array}\right.$ | T2 | $199 \quad 6 \mathrm{Zn}-\mathrm{N}-\mathrm{C}$ def | 201m |
| 185 178 | 187 176 | 184 m | 184 m | 171. | $187 m$ |  | $185 \quad 6 \mathrm{Zn}-\mathrm{N}-\mathrm{C}$ def. |  |
| 186 | 180 |  |  |  | 156 m |  |  |  |
| 147 | 143 |  |  | 148 m | 144 m |  |  |  |
| 139 132 | 137 |  | 138. |  | 133. | $T_{2}$ |  |  |
| 114 | 118 |  |  |  | 121m |  |  |  |
| 106 | 108 |  |  |  |  |  |  |  |
| 97 |  |  |  |  |  |  |  |  |
| 91 | 91 78 |  |  |  |  |  |  |  |
| 80 | 63 |  |  |  |  |  |  |  |
| 51 | 88 |  |  |  |  |  |  |  |
| 42 | 46 |  |  |  |  |  |  |  |
| 30 | 37 |  |  |  |  |  |  |  |

Table 3.10: Comparison of experimental and published resulte for the vibrational apectra of sinc (II) tetraimidasole perchlorate and tetrafluoroborate below $500 \mathrm{~cm}^{-1}$ via the methodr of infrared, Raman and INS. Note that in the case of infrared and Raman the intenaity of the experimental peaks are denoted by w:weak, m:medium and satrong. Also presented is a symmetry asaignment of some of the modes assuming a $T_{d}$ symmetry tetrahedral coordination of the sinc atom based on the infrared and Raman selection rules.

These data only yield limited information but it is possible to obtain an important indica. tion an to a physical ensignment of some of the modes; this forms the basis for the development of the normal mode analysis. To do this, the coordination of the zinc atom must firat be assumed to be perfectly tetrahedral thu exhibiting a local $T_{d}$ symmetry including the zinc and the four nearest nitrogen atoms. In this case, by consideration of optical selection rulean, it is possible to identify the modes at $274,203,184$ and $138 \mathrm{~cm}^{-1}$ as belonging to the $T_{2}$ representation. These peaks are relatively intense in the infrared, which indicates a significant oscillation of the electric dipole of the molecule; a fart which would further indicate a strong involvement of the polar $\mathrm{Zn}-\mathrm{N}$ bonds. As a consequence, these peaks are attributed

[^18]to the skeletal tetrahedral modes at the core of the molecule. This is in agreement with the observation made earlier (see page 103 ) for the peaks above $150 \mathrm{~cm}^{-1}$ which were seen to be the leant sensitive to changes in the crystal field incurred by exchanging the anion hence also indicating modes at the core of the cation. The assignment is further corroborated by the published studies, (60), (115), which also assign the modes 271,199 and $185 \mathrm{~cm}^{-1}$ to skeletal modes of the Zn - N core. As such, the low frequency regime has effectively been further subdivided into the region above $150 \mathrm{~cm}^{-1}$, which is associated with the skeletal tetrahedral modes about the coordination centre, and the region below $150 \mathrm{~cm}^{-1}$, which is thus composed of all the outer branch vibrations of the four rigid imidazole rings. This conclusion was also reached by Zelei, (159), in his study of the vibrational spectra of tetraphenylmethane in which he concludes that all benzene ring librations are expected to appear below $150 \mathrm{~cm}^{-1}$ and the $T_{d}$ skeletal modes occur above $200 \mathrm{~cm}^{-1}$

The assumption of perfect tetrahedral coordination symmetry of the zinc atom is not exact aince, as deacribed in section $\mathbf{3 . 6 . 1}$, there are amall deviations that lift the $T_{d}$ symmetry to give $C_{3}$. This is seen to split the triply degenerate $T_{2}$ modes into $2 B$ and $1 A$ singlets. However the deviations are slight implying that the assumption is a reasonable one for interpreting the sparse infrared and Raman epectra. The assumption of $T_{d}$ coordination aymmetry is the starting point in the development of a force field for the real molecule: this high $T_{d}$ symmetry may be gradually lifted and replaced by symmetry of lower order, thereby making the molecular model more complicated until a final model evolves that reproduces the entire molecular vibrations of the sinc (II) tetramidazole complex. The intermediate evolution of the model for the low frequency regime is displayed in figure 3.17 and each of the four atages are explained in the following eubsections.

### 3.6.3.1 5-atom model: $T_{d}$ symmetry

The model has perfect $T_{d}$ symmetry and is composed of a central ainc atom and four extraneous atoms whose bond distance to the sinc is the same as the $\mathrm{Zn}-\mathrm{N}$ distance but whose mase and crose section are the ame an antire imidasole unit. The b-atom tetrahedron has nine moder whose reduction is $A_{1}+E+2 T_{2}$ (refer to appendix $E$ for group table),


Figure 3.17: Diagram following the intermediete evolution of the molecular model for the sinc (11) tetraimidasole complex an used in the normal mode analyais. Each stage in the process in described by the sise of the molecular modal and the inherent symmetry: the model iteelf is depicted in the right-hand corner of each plot. The graphe show the theoretical INS spectre after refinement for each model (dashed lines) superimposed on the experimental INS spectrum of sinc (li) tetraimidesole perchlorate at 20 K in the low frequency regime. The associated aymmetry representations of each of the calculated peaka are also included.
four stretch modes ( $A_{1}+T_{2}$ ) and five deformation modes ( $E+T_{2}$ ). The $T_{2}$ modes were targeted at the first two assigned frequencies from the infrared study i.e. 275 and $200 \mathrm{~cm}^{-1}$ (the $275 \mathrm{~cm}^{-1}$ mode is generally accepted as belonging to the $\mathrm{Zn}-\mathrm{N}$ stretch, ( 60 ), (115) ), the $A_{1}$ mode ${ }^{21}$ at the small peak at $228 \mathrm{~cm}^{-1}$ and the $E$ mode between the two peaks at 185 and $175 \mathrm{~cm}^{-1}$ in the belief that the doublet $E$ mode would later split when the symmetry was lifted. The model is described by 10 internal coordinates giving one redundancy in the internal symmetry coordinate set. The force field of 55 elements is completely described by 7 independent parameters due to the high symmetry but only 4 non-zero parameters were actually needed since the model refined quickly to produce the result in figure 3.17 .

### 5.6.3.2 9-atom model: $T_{d}$ symmetry

The imidazole mass and cross section in each branch is shared equally between two pseudo atoms and each branch is collinear with the ainc atom thereby retaining the $T_{d}$ symmetry. The bond between the two pseudo atoms in each branch is made stiff by assigning a stretch constant of $500 \mathrm{md} y n e A^{-1}$ between them. The new model introduces eight new low frequency modes of symmetry ( $E+T_{1}+T_{2}$ ) which are associated with the indistinguishable rocking vibrations of the pseudo imidazoles to give a total of 17 low frequency modes. 22 internal coordinates are required with one redundancy in the internal symmetry coordinate set. The other 4 moder are high frequency vibrations of the atiff link between the pseudo atoms in each branch. The new $T_{2}$ mode was associated with the last assigned frequency from the optical study at $138 \mathrm{~cm}^{-1}$ and the other two new moden were located at the positions of the next two peaks down in frequency. The force field has 253 elements but is completely described by 27 independent parameters due to the symmetry. Only nine non-zero parameters were needed since the model refined rapidly.

[^19]
### 3.6.3.3 13-atom model: $S_{4}$ symmetry

The pseudo imidazoles are modelled as equilateral triangles with equal distribution of the imidazole mass and cross section. This lifts the $T_{d}$ symmetry to give $S_{4}$ and means that the rocking vibrations of the branches are no longer indistinguishable but form distinct inplane wag modes, out-of-plane bend modes and four new torsion modes ( $A+B+E$ ). This produces the full complement of 21 low frequency internal modes. The lower symmetry ( refer to appendix E for group table of $S_{4}$ ) permits many of the former degeneracies to split (eg. all $T_{2}$ triplets aplit into an $E$ doublet and a $B$ singlet) although not all the lifted degeneracies actually separate until the pseudo imidazoles are inclined by $5^{\circ}$ towards the $S_{4}$ axis to emulate the inclinations observed in the $x$-ray crystallography. In particular this is necessary in order to separate the $A$ and $B$ singlets generated from the former $E$ mode between the two peaks at 185 and $175 \mathrm{~cm}^{-1}$. A schematic representation of the symmetry splittings through the development of the model up to the final model is given in figure 3.18. 34 internal coordinates are used including one redundancy; the remaining 12 modes ( $3 A+3 B+3 E$ ) are high frequency internal modes of the equilateral triangles. The internal force constants of the trianglea are set at $99 m d y n e A^{-1}$ to avoid coupling with the low frequency modes. The force field of 595 elements is described by 30 independent parameters. This is rather a lot for the number of observations but was necessary in order to force some of the wags and bends etc. to appear higher than $5 \rightarrow 50 \mathrm{~cm}^{-1}$ which was considered to be too low and to prevent their INS intensities from being too large. In retrospect it became obvious that this tendency was implicit in the model and in fact the model was wrong. This is discussed further in the next subsection.

### 3.6.3.4 21-atom model: $S_{4}$ symmetry

The equilateral triangles are expanded to be imidazole shaped pentagons with earh apex of the pentagon constituting the mass and cross section of the respective carbon or nitrogen plus a hydrogen. The internal force conatants of the pentagon are relaxed from the very atiff values used in the equilateral triangles in the previous model to approach more realistic values. No more low frequency moden appear although there are an extra 36 modes at high frequency


Figure 3.18: Flow diagram charting the evolution of ammetry of the normal modes of modela developed to represent the low frequency vibrations of sinc (II) tetraimidasole. The chart marks the appearance of new modes an more complex modela are introduced and how the inherent degeneracien are lifted as the group symmetry of the variou modela in lowered from 24 -fold $T_{d}$ to 2 -fold $C_{3}$ which reflecte the true aymmetry of the molecule. The final refined eigenvalues of the normal mode analynis are also presented and broadly deacribed in terms of physical vibrations of the molecule.
$(9 A+9 B+9 E)$. The model in approximately complete at low frequency but in this form cannot properly model the INS intensities of the internal imidazole ring modes due to the lack of CH and NH bonds. As with the previous model four of the branch modes appear unexpectedly low in frequency except when many more force constants are introduced. Thia in considered to be a basic defect of the model because the preudo imidazolen are held too loosely in ponition and therefore vibrate at very low frequencien with large INS amplitudea. For the fit shown in figure 3.17 the model has only 21 free parameters defining the force field (equivalent to the number of nbservations).

The fact that the $\mathbf{1 3}$-atom and 21 -atom $S_{4}$ modela tend to exhibit branch librationat very low frequencien is probably due to the inability of the two modela to allow for the reatraining
effects of inter-imidazole stearic interactions and intermolecular H-bonding. The former effect was concluded by Schlotter et al., (129), (130), to be very important for the analogous case of tetraphenylmethane. To model H-bonding is very difficult since in reality the entire crystal lattice should be taken into account. A first approximation was attempted by suspending the molecule in a cage of four massive atoms positioned at the extremities of the H -bonds and to which the molecule was hung. The results were confusing since the cage modes tended to mix strongly with the internal modes and the assigned modes (e.g. the tetrahedral skeletal modes ) shifted significantly both in frequency and intensity. More importantly the cage model failed to significantly affect the very low frequency bending, wagging and torsional modes. A more appealing alternative was to try to model the stearic interaction between the imidazole branches via a network of connecting stretching force constants. This was favoured because it retained the isolated molecule model and impeded the free motion of the imidazole branches without having to emulate the complex effect of the cryatal lattice.

### 3.6.3.5 37 -atom final model: $C_{2}$ symmetry

The final model adopted for the normal mode analysis is represented in figure 3.19. All 37 atoms of the molecule are included at their crystallographic positions (as described in table 3.9 ) inferring a further lowering of the symmetry to $C_{2}$. Stearic interaction between imidazole branches is modelled by a network of stretching force conatants between the individual atoms. This coupling is described by just two force constants depending on whether the inter-imidazole link circumscribes the $C_{2}$ axis or crosses it. Their values were refined to be 0.064 and $0.056 m d y n e \AA^{-1}$ respectively. The modelling of the stearic interaction in this way meant that far fewer independent parametera had to be included in the force field than was otherwise necesary to bring the calculated wag, bend and torsion modes to higher frequenciea with appropriate INS intensities. The stearic interaction model does not significantly interfere with the internal imidazole modes which are also simultaneously generated by this model and are discussed in more detail further on. The refined force field for the low frequency regime besed on this final model is discussed in the next section.


Figure 3.19: Diegrem representing the final model employed in the normal mode analyais of the sinc (II) tetraimidasole complex. The echematic diagrams at the top show the model in two projections. All 37 atoms of the complex are included at the positions determined by x-ray cryotallography and modified on that the imidasole hranches are exartly planar. Interimidesole coupling is modelled by two independent force constants acting along the vertors between atoms denoted by the dashed lines; this was introduced to allow for the effert of stearic interection between the branchen Without this coupling many of the calrulated imidesole wag, bend and torsion modes would tend to appear at far too low frequencies with INS intenaities much greater than thoer observed. The graph at the bottonn uhown the beet fitted calculated INS apertrum at low frequency using the final model
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Figure 3.20: Schematic representation of the entire force field asociated with the final 37 -atom $C_{2}$ model for the normal mode analynis of sinc (II) tetraimidasole. The diagram show that the force field may be regarded an a aeries of non-interacting blocke each acting on a set of internal coordinatea apecific to one part of the molecular motion. This effectively partitiona the force field into a low frequency regime containing the skeletal mode and interimidasole coupling blockn and a high frequency regime containing the internal imidasole blocke.

### 3.6.4 Low Frequency Regime $\left(<500 \mathrm{~cm}^{-1}\right)$ - Force Field and Eigenvectors

The force field for the model shown in figure 3.19 contains $200 \times 200$ elements. It is shown in figure 3.20 sub-divided into six non-interacting blocks that act on six separate sets of internal coordinates. The six sets comprise (i) the set of internal coordinates describing the low frequency skeletal modes (ii) the set of stretch coordinates defining the inter-imidazole coupling used to model the stearic interactions between branches and (iii) four sets of internal coordinates describing the internal ring modes of the imidazole branches. It in a fundamental assumption of this model that none of these blocks interart; i.e. lnw frequency akeletal mudes do not couple with the higher frequency internal imidazole modes. Based on this assumption it is possible to inspect each of these blocks as independent force fields relating to specific frequency regimes of the calculated apectrum.

The low frequency fit obtained in figure 3.19 is based on the upper two blocks in figure $\mathbf{3 . 2 0 ;}$ i.e. the akeletal mode force field and the diagonal block containing the inter-imidazole cou-

| internal coordinaten, $\mathbf{S}_{\text {, }}$ for low frequency skeletal modes |  |  |
| :---: | :---: | :---: |
| $S_{1}$ | = | $R(1,4)$ |
| $S_{2}$ | $=$ | $\boldsymbol{R}(1,13)$ |
|  | $=$ | $\boldsymbol{R}(1,22)$ |
| $S_{6}$ | = | $R(1,31)$ |
| $S_{\text {B }}$ | = | $<(4,1,13)$ |
| $S_{8}$ | $=$ | $\angle(4,1,22)$ |
| $S_{7}$ | $=$ | $\angle(4,1,31)$ |
| $S_{0}$ | = | $\angle(13,1,22)$ |
| $S_{\text {s }}$ | $=$ | < $13,1,31$ ) |
| $S_{10}$ | = | < $22,1,31$ ) |
| $S_{11}$ | = | T(about 1, 4) |
| $S_{13}$ | = | T(about 1, 13) |
| $S_{18}$ | $=$ | F(about 1, 22) |
| $S_{14}$ | = | T(ebout 1,31) |
| $S_{15}$ | x | $O(1,4,3,5)$ |
| $S_{10}$ | $=$ | $O(1,13,12,14)$ |
| $S_{17}$ | $=$ | $O(1,22,21,23)$ |
| $S_{1}$ | $=$ | $O(1,31,30,32)$ |
| $S_{1}$ | $=$ | < $1,4,3$ ) |
| $S_{50}$ | $=$ | $4(1,13,13)$ |
| $S^{21}$ | = | < $11,22,21$ ) |
|  | $=$ | (1,31, 30) |



Table 3.11: The internal coordinate et for the $22 \times 22$ block of the overall force field ( see 3.20 ) for the sinc (II) tetraimidasole complex. This block is ansociated with the low frequency skeletal modes of the molecule. $R(a, b)$ denotes atretching displacement between atoms $a$ and $b$ which may be read from the molecule numbering acheme given on the right hand side. $\angle(a, b, c)$ denotes the angle displacement between atoms $a, b$ and $c, r$ (about $a, b$ ) denotes a torsional diaplacement about the axis deseribed by the vector ab and $O(a, b, c, d)$ denotes an out-of-plane diaplacement from the plane deacribed by the four atoms $a, b, c$ and d.
pling. The latter is described by just two force constantr. The former block in a $22 \times 22$ force field referenced to the internal coordinate set given in table 3.11. These internal coordinates describe the skeletal displacements of the molecule if the imidazole ringo are considered as rigid entities. The first ten coordinates are the atretch and bend angle displacements describing deformations of the sinc coordination with its four nearest neighbours; this is a non-minimum definition and incurs one redundant coordinate corresponding to all mix angle benda, abrut the sinc position, increasing together.

The elements of the low frequency skeletal mode force field are related by symmetry to reduce the number of free parameters. For $C_{2}$ symmetry the reduction is only 2 -fold but for
much of the force field $S_{4}$ symmetry was used to further reduce its form since this does not violate the lower $C_{2}$ symmetry and was found to be adequate. In fact most of the form of the force field for the final 37 -atom $C_{2}$ model was inherited from the previous 21-atom $S_{4}$ model and only further refined after the introduction of the inter-imidazole coupling block. To minimise the number of independent force constants, as much of the force field as possible was set to zero; in fact all of the non-zero elements are found close to the leading diagonal except from a block coupling the out-of-plane imidazole bends to the tetrahedral deformations. This may be seen in table 3.12 in which the quantitative values of the independent force constants and the qualitative form of the low frequency skeletal force field are presented.

There are 25 independent force constants defining the force field in figure 3.12 and only 21 observed frequencies in the low frequency INS spectrum. However this imbalance is justified since the force field was simultaneously refined with respect to the 21 low frequency modes of the zinc (II) tetraimidazole complex in ite two deuterated, forma $\mathrm{d}_{1}=$ and $3 \mathrm{~d}_{(2,4,5)^{-}}$. This gave a total of 63 observations which exceeds the 25 free parameters used in the refinement. The force field was also refined with respect to the INS intensities.

The force field generates 22 eigenvectors from which it is possible to interpret the form of the 21 non-zero low frequency skeletal modes. The entire set is depicted in appendix $\mathbf{G}$ but six of these modes are presented in figure 3.21 in order to demonstrate the major forms of motion present in the low frequency epectrum.

The modes selected include three tetrahedral modes and one of each of the three forms of imidazole ring libration posible: bend, wag and torsion. It is quite clear from inspection of these diagrams that the tetrahedral moden are vibrations of the core of the molecule (i.e. the greatest displacements are close to the zinc atom) whereas the imidazole librations tend to incur the greatest atom displecements furthent from the ainc atom. This was the assumptinn made earlier and was instrumental in the assignment of the tetrahedral modes to the INS peaks which are seen to move least upon small changes in the cryatal field (due in this rase to exchanging the anion from perchlorate to tetrafluoroborate). Furthermore, the tetrahedral modes are seen to be relatively pure and, despite the deviations from exact $T_{d}$ bymmetry, the sinc and its four nearent neighbours appear to exhibit the text-book normal modea of a


Table 3.12: The 25 independent force conatants and the form of the force field used with the final $\mathbf{3 7}$-atom $C_{2}$ symmetry model to obtain the low frequency okeletal mode vibrational apectrum of sinc (II) tetraimidasole. It is thia force field which generates the calculated INS apectrum preaented in figure 3.19. The coordinate bain, $S_{1} \rightarrow S_{22}$, is the non-minimum set of internal coordinate listed in table 3.11.

$296 \mathrm{~cm}^{-1}$ Tetrahactral etretching mode

$184 \mathrm{~cm}^{-1}$ Tetrehedral deformetion

$106 \mathrm{~cm}^{-1}$ Bendi out-of-plane ring libretion

$206 \mathrm{~cm}^{-1}$ Tetrahedrel deformetion

$139 \mathrm{~cm}^{-1}$ Toraion, libration about $\mathrm{Zn}-\mathrm{N}$


$80 \mathrm{~cm}^{-1}$ Yeg. In-plane ring libration

Figure 3.21: Six examples of the low frequency akeletal modes determined from the eigenvectore of the force field given in table 3.12. The form of the modes is shown by the vectore extending from the equilibrium positions of the atoms and the length of the vertora indicatea the root-mean-squared diaplacement of that atom in the ground atate of the normal mode. The vectora have been weighted by afactor of 15 for clarity. For each mode the molecule and diaplacement vectorn are shown in two projections: one perpendicular to the $C_{3}$ axis and one viewed along the $C_{2}$ axia. The normal modea were selected as examples of the significant types of akeletal motion present in the molecule. All 21 Inw frequency akeletal modes of the ainc (II) tetramidasole complex are prenented in appendix $G$.


Figure 3.22: Comparimon of inelastic neutron scattering spectra of sinc (II) tetraimidasole perchlorate and pure imidasole at 20 K . The expanaion of the range $500 \rightarrow 1800 \mathrm{~cm}^{-1}$ is interesting ance it shows the changes to the internal mode vibrational spectrum of crybtalline imidasole when it is coordinated to a sinc atom.
tetrahedron. Not all of the imidazole librations are as pure and in appendix $G$ it may be seen that several modes are of fairly mixed character.

### 3.6.5 Imidazole Regime ( $>500 \mathrm{~cm}^{-1}$ ) - Mode Assignment

In figure 3.22 the INS spectrum of pure imidazole is compared to that of zinc (Il) tetraimidazole perchlorate over the range $500 \rightarrow 1800 \mathrm{~cm}^{-1}$. This is the range in which mont of the fundamental internal modes of imidazole occur. Most of the apectra are similar to one another such that there is a one to one correspondence between peaks, but the spectra are significantly different between 700 and $1000 \mathrm{~cm}^{-1}$. This region is attributed to CH and NH out-of-plane wags in the apectrum of pure imidanole and it is probable that the change in the vibrational spectrum is due to different the H -bonding in the zinc complex. The H -bonding in both substences is via the NH bond which has a pure out-of-plane wag mode in imidazole at $961 \mathrm{~cm}^{-1}$ ( $1.6 . \nu_{16}$ in table 3.8 ) producing an intense INS peak that is clearly shifted in the zinc complex apectrum. The NH peaks in the sinc complex spectrum (note there are four
corresponding vibrations since there are four imidazoles per molecule) are identified by comparison with the INS spectrum of the $d_{(1)}$-deuterated counterpart of zinc (II) tetraimidazole. This was done in figure 3.14 in which the 719 and $820 \mathrm{~cm}^{-1}$ modes were clearly seen to vanish identifying them unequivocally as NH vibrations. Thus the singlet $961 \mathrm{~cm}^{-1}$ out-of-plane NH wag in imidazole gives rise to four modes in the zinc complex producing two doublet peaks occurring at 719 and $820 \mathrm{~cm}^{-1}$. This splitting is justified by recalling that the H -bonding to the two branches in the asymmetric group is quite dissimilar and the NH wag vibrations are therefore differently affected. Further evidence of the importance of H-bonding on these two peaks may be seen by comparing the INS spectra of zinc (II) tetraimidazole perchlorate and tetrafluoroborate as in figure 3.13. As mentioned earlier the $H$-bonding in these compounds is different which causes the 719 and $820 \mathrm{~cm}^{-1}$ peaks in the perchlorate spectrum to shift to 727 and $807 \mathrm{~cm}^{-1}$ in the tetrafluoroborate care whereas the two apectra superimpose almost exactly at all other frequencies. The other shifted peaks in the $700 \rightarrow 1000 \mathrm{~cm}^{-1}$ region have very large INS intensities typical of out-of-plane wnge CH wags; these would not be expected to split like the NH modes because they do not engage atrongly in H -bonding. The out-ofplane CH wags in the zinc (II) tetraimidazole perchlorate spectrum are therefore assigned at 770,863 and $882 \mathrm{~cm}^{-1}$. Since the two peaks at 623 and $661 \mathrm{~cm}^{-1}$ in the imidazole spectrum (assigned to ring puckers) do not shift, the assignment of the out-of-plane imidazole modes in the zinc complex is complete.

The in-plane modes in pure imidazole occur above $900 \mathrm{~cm}^{-1}$. There is no evidence to suggeat any significant change in form of the vibrational spectrum of these modes in the sinc complex although most of the modes appear to shift up in frequency by about $\mathbf{2 5 c m} \mathbf{c}^{\mathbf{- 1}}$. The in-plane NH wag mode is positively identified at $1198 \mathrm{~cm}^{-1}$ in the perchlorate spectrum by contrating with the $\mathrm{d}_{(1)}$-deuterated analogue ( are figure 3.14 ). This compares with $1186 \mathrm{~cm}^{-1}$ in the pure imidazole spectrum; this is a shift of $12 \mathrm{~cm}^{-1}$ which is consistent with the shifts experienced by all the in-plane modes. Thus, the in-plane NH modes do not appear to be so sensitive to the different $H$-bonding environment in the zinc complex as the out-ofplane modes. This is probsbly due to the mixed character of these modes (i.e. they are not pure NH modes ).


Figure 3.23: Experimental INS, infrared and Raman apectra of sinc (II) tetraimidasole perchlorate and tetrafluoroborate in the range $500 \rightarrow 1800 \mathrm{~cm}^{-1}$; the spectra correspond to the tabulated data in table 3.13. The infrared spectra were recorded on a Bruker FT-IR ISS Lucke 48 apectrometer. The Raman apectra were meamured using an argon ion laser with $=200 \mathrm{~mW}$ excitation at $20498 \mathrm{~cm}^{-1}$, a double monochromator and Spex spectrometer. Both of the optical measurements were made with the amistance of Dr. J.D.Woollint at Imperial College, London. For the infrared spectra the absorptiona due to the perchlorate and tetrafluoroborate counter-iona are indicated and are taken from the literature, (115).

More experimental information about the vibrational spectra of the sinc complex in the perchlorate and tetrafluoroborate form is presented in table 3.13. It is compared to the atudy by Hodgaon et al., (60), which is an angignment of the infrared spectrum of zinc (II) tetraimidaenle perchlorate. The experimental INS, infrared and Raman apectra are auperimposed upon one another in figure 3.23. The optical data do not help much in the determination of the assignments since for $C_{2}$ symmetry all modes are active in both infrared and Raman. Even if $S_{4}$ symmetry is ensumed, which is approximately correct and identifies the $A$ modes which are not active in the infrared, the data does not help the assignment since nearly every band in the spectra is composed of four peaks comprising all symmetries due to the four imidazoles present per molecule. The optical data however do help in pinpointing peaks which
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Table 3.13: Experimental vibrational opectre of sinc (1I) tetraimidesole perchlorate and tetrafluoroborate by the methode of inelatic neutron acattering, infrared and Raman in the range $500 \rightarrow 1800 \mathrm{~cm}^{-1}$. The result are compared to the infrared asignment of the perchlorate apectrum by Hodgion et al., (60). The final two columna present the calculated vibrational frequencien of the sine complex based on the 37 -stom final model (discussed in subaections 3.6.3 and 3.6.4 ) and the new asaignment based on all the work. Note that the hydrogen atretches, $\nu \mathrm{CH}$ and $\boldsymbol{\nu N H}$, are asagned to Hodgeons values due to the poor remolution of the INS date at those frequencien; plus the subecripts (i) and (ii) for the 7 NH mode denote the eame mode which vibrates at two frequencies due to the aymmetric H bonding of the two imidasolen within the esymmetric group.
are obscured in the INS spectra due to poorer resolution or other nearby peaks and confirm the assignment deduced from the INS spectra alone.

The new assignment is given in the right-hand column of table 3.13. The major disagreements with the assignment of Hodgson et al., (60), are as follows:

1. Hodgson et al. do not identify the splitting of the imidezole out-of-plane NH wag into the two peaks at 719 and $820 \mathrm{~cm}^{-1}$ (denoted as $\gamma \mathrm{NH}_{(1)}$ and $\gamma \mathrm{NH}_{(1)}$ ) and assigns $\gamma \mathrm{NH}$ to the lower of the two peaks, ( $730 \mathrm{~cm}^{-1}$ in his infrared spectrum ) and the $820 \mathrm{~cm}^{-1}$ band ( $833 \mathrm{~cm}^{-1}$ in his infrared spectrum ) as a CH wag. The 719 and $820 \mathrm{~cm}^{-1}$ peaks are both unquestionably NH wags due to their deuteration shifts.
2. The 863 and $882 \mathrm{~cm}^{-1}$ bands, assigned as CH wags in the present study, are assigned by Hodgson et al. to be due to a single bending ring mode. This can not account for the very large peak intensity seen in the INS spectrum which is typical of large amplitude hydrogen motion.
3. The $961 \mathrm{~cm}^{-1}$ band, assigned as a bending ring mode in the present study, is assigned by Hodgan et al. to be an out-of-plane CH mode. If this were true it would be expected to produce more intenaity in the INS spectrum.
4. The in-plane NH wag at $1198 \mathrm{~cm}^{-1}$ and the stretching ring deformation at $1145 \mathrm{~cm}^{-1}$ are assigned the other way around by Hodgson et al.. The NH wag is positively identified at $1198 \mathrm{~cm}^{-1}$ due to ite deuteration shift.
5. The $623 \mathrm{~cm}^{-1}$ ring pucker is asaigned by Hodgson at $614 \mathrm{~cm}^{-1}$ and the $623 \mathrm{~cm}^{-1}$ mode as a perchlorate mode. This is not correct since the $623 \mathrm{~cm}^{-1}$ peak appears in the INS spectrum and perchlorate scarcely generates INS intensity on a hydragen intenaity optimised apectrometer such as TFXA.

### 3.6.6 Imidazole Regime ( $>500 \mathrm{~cm}^{-1}$ ) - Force Field and Eigenvectorm

The refinement of the imidazole regime can be treated as an independent problem although the imidazole force field is just part of the whole force field describing the zinc (II) tetraimidazole
molecule. The imidazole force field is in fact composed of four blocks, one for each of the four imidazole ligands, as depicted in figure 3.20. At the start of the refinement these four blocks were identical and were input as the $31 \times 31$ isolated imidazole force field described in section 3.5.4 and presented in appendix F. The internal coordinate basis for each block is the non-minimum basis set, S , given in table 3.4.

The low frequency skeletal modes were refined first. As has been described in section 3.6.4, this required the treatment of stearic interaction between the imidazoles to moderate their librations and was effected by a network of stretching force constants connecting imidazoles to imidazoles via their ring atoms. The force constants of these stearic interactions were very low but inevitably did cause the calculated frequencies in the imidazole regime to increase in frequency. The in-plane and out-of-plane imidazole modes were then refined separately. As described in the last section, there is no evidence that the form of the in-plane vibrational spectrum is different in the zinc complex than in pure imidazole and so there was no justification for refining the off-diagonal elements of the in-plane block. The in-plane modes were refined with the 15 leading diagonal elements of the force field against the 30 observations of the eigenvalues in both the undeuterated and the $d_{(1)}$-deuterated case. The refinement of the out-of-plane modes was more complicated. As with isolated imidazole the effect of the H -bonding on the frequency of the NH wags was accommodated for by the NH wag force constant; this was adequate for imidazole since the NH modes are very pure and vibrate independently. For the zinc complex the NH wag had to be determined by two NH wag force constanta due to the splitting of this mode, one for each imidazole in the anymmetric group; i.e. giving two sets of two identical imidazole blocks in the force field. Further, the significant change in form of the vibrational spectrum of the in-plane modes meant that it was appropriate to refine the off-diagonal elements as well as the leading diagonals. This involved in total 11 free parametera refined againat the 18 observed frequencies in the three isotupic variants. Both the in-plane and out-of-plane blocks of the imidazole force fields were alon refined with renpect to the INS experimental intensities.

In figure 3.24 the final calculated INS spectrum of zinc (II) tetraimidazole in superimposed on the measured spectrum. (The low frequency calculation has already been presented in


Figure 3.24: Final calculated INS apectrum of the sinc (II) tetraimidasole complex superimposed on the measured INS apectrum of the perchlorate compound. The dynamica were modelled by the full 37 -atom model deacribed in the text. The entire range is shown and expanded in the two principal regions of intereat. The calculation involves fundamentale, overtones, combination banda and phonon winge based on the experimental apectrum below $500 \mathrm{~cm}^{-1}$ and an overall refined Debye-Waller factor of $0.025 \mathrm{~A}^{2}$.
figure 3.19 but is shown again here to give the full overview). The calculation determines fundamental, overtone and combination frequencies and intensities and a full numerical powder average was done. Phonon winge are also calculated up to the fourth term based on the experimental spectrum below $500 \mathrm{~cm}^{-1}$ and using a refined value for the nverall Debye-Waller factor of $0.025 \AA^{2}$, i.e. $u$ in Eq. (3.29); starting estimate of $0.021 \AA^{2}$ for the overall DebyeWaller factor was obtained from the isotropic average of the $T$ tenoor at 100 K from the TLS analyais in chapter 2.

The calculation of the imidazole regime in figure 3.24 is a good fit to experiment up
to $1000 \mathrm{~cm}^{-1}$. This encompasses all of the out-of-plane modes of the imidazoles. However, above $1000 \mathrm{~cm}^{-1}$ the fit is poorer, especially around $1100 \mathrm{~cm}^{-1}$ where the calculated peaks lack intensity. This region is principally made up of in-plane CH and NH wags. The implication is that in-plane modes are more greatly restricted in their freedom of vibration than the out-of-plane modes in the dynamic model. This could be a result of the modelling of the stearic interaction which may tend to particularly impede the in-plane imidazole modes. However, we can offer no conclusive explanation for the underestimate in this region.

It should be noted, that in the low frequency regime it was necessary to slightly broaden the peak resolution artificially in order to produce this fit. This only applied to peaks lower than $160 \mathrm{~cm}^{-1}$ in frequency which appear too narrow when calculated with the intrinsic resolution of $1.5 \%$ of energy transfer. This implies that the modes below $160 \mathrm{~cm}^{-1}$, exclusively bends, wags and torsions of the imidazole branches, are slightly dispersed through the Brillouin zone which indicates some degree of coupling with the acoustic lattice modes. There has been no attempt to reproduce the broad hump underlying all the optical modes at low frequency since this is beyond the scope of the isolated model approach. It should also be noted that it is very difficult to model the broad, featureleas region of the spectrum above $1800 \mathrm{~cm}^{-1}$; the calculation typically underestimates the experimental intensity. This is caused by the insufficient number of overtone and combination bands treated (only first harmonics), difficultiea in the phonon wing treatment and inadequacies in the intensities predicted using the harmonic approximation.

There are 105 eigenvectors generated by the refined force field that represent the normal modes. The 21 low frequency skeletal modes have already been discussed and are presented pictorially in figure 3.21 and appendix $G$. This leaves 84 modes (i.e. $42 \mathrm{~A}+42 \mathrm{H}$ in $\mathrm{C}_{2}$ symmetry ) belonging to the imidazole regime although these may be sub-divided into 21 groups of four approximately degenerate modes (with the notable exception of the nut-ofplane NH wag which further sub-divides into two groups of two ). The nature of the 21 groupe of modea is very similar to that in the pure imidezole case, depicted in figure 3.12 , and consequently the full set is not shown here. However, two of the modes in their ground stetes are depicted in figure 3.25 with identical scaling an the low frequency modes in figure 3.21



$685 \mathrm{~cm}^{-1}$ out-of-plens ring pucter

Figure 3.25: Two examples of the calculated ground state normal modes in the imidasole regime of the sinc (II) tetraimidasole complex. The root-mean-squared diaplacement vectorn have been scaled by 15 eo that they can be directly compared in magnitude to the low frequency akeletal modes in figure 3.21 . It is clear that the high frequency moden contribute far leas to the total mean equere diaplacement amplitude than do the skeletal modes. The examplea were arbitrarily chosen to show one in-plane mode and one out-of-plane mode. The imidasole modes in the sinc tetraimidasole complex are very similar to the those in pure imidasole as shown in figure 3.12. There is are 84 fundamental vibration in the imidasole regime.
in order to demonstrate the significant reduction in the atomic displacements at the higher frequencies. Although each high frequency mode contributes much less to the mean squared displacements of the atoms than the skeletal modes, there are four times as many to sum over. The exact proportions of the atomic motion in high and low frequency modes are displayed in table 3.14 at three temperatures for ainc, the ring atoms (carbons and nitrogens) and the hydrogens. It is apparent that, even at low temperatures, most of the ring motion is concentrated in the skeletal modes but that a sizeable proportion of the motion is due to imidesole moden and should not be neglected.

### 3.6.7 Self-Consistency of Force Field - Deuteration

A stringent test of the complete force field for the zinc complex is to establish how well it can reproduce the INS intensity spectra of the $d_{(1)}$ - and $3 d_{(2,4,8)}$ - deuterated counterparts of the rompound.

The $d_{(1)}$-deuterated sinc complex is addressed first. This is essentislly a test of the NH mode shifts since the residual spectrum remains relatively unaffected upon deuteration. We therefore concern ouralves principally with the modes depicted in figure 3.26. Note that there are three types of NH mode (neglecting the very high frequency NH stretches which are not
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| Percent of total intramolecular rma motion <br> of reapective atoma below $500 \mathrm{~cm}^{-1}$   <br>  20 K 150 K |  | 300 K |  |
| :---: | :---: | :---: | :---: |
| sinc atom | $96 \%$ | $97 \%$ | $98 \%$ |
| ring atoms <br> (C and N ) <br> hydrogen atoma | $42 \%$ | $70 \%$ | $75 \%$ |

Table 3.14: Proportion of average isotropic root-mean-squared diaplacements of atoms in the sinc complex owing to akeletal mode vibrating below $500 \mathrm{~cm}^{-1}$ as a percentage of the total internal motion of the molecule. The figures are deduced from the INS results at each temperature by populating each mode according to the canonical average within the harmonic approximation. The isotropic averages are then found for the above groupe of atome.
easily detectable in the INS spectra ) each contributing four bands due to the presence of four imidazoles but that the out-of-plane bands are split in frequency (i.e. NH wag (i) and (ii) ) because of the asymmetric H-bonding. The INS intensity spectrum may be calculated using the same force field and the 37 -atom model in which the NH hydrogen atoms have been substituted for deuteron mass and acattering cross section. The realt is presented in figure 3.27. There is almost no change in the calculated low frequency spectrum as is expected. Below $900 \mathrm{~cm}^{-1}$ in the imidazole regime significant changes are seen compared to the undeuterated fit. The formerly intense out-of-plane NH wage at 719 and $820 \mathrm{~cm}^{-1}$ have completely disappeared and reappeared as very weak peaki at $\sim 530$ and $\sim 660 \mathrm{~cm}^{-1}$; the $\sim 530 \mathrm{~cm}^{-1}$ peak is just visible in the measured spectrum. This behaviour corresponds to the asignment made. However in the measured apectrum there are readual peak intensitiea visible at 719 and as a shoulder at $820 \mathrm{~cm}^{-1}$ which are not accounted for in the calculation. This probably indicates that the deuteration at the NH positions was not $100 \%$ at the time of measurement and that the experimental apectrum is in fart an admixture of the deuterated and undeuterated spectra. This is quite posible aince it is known for pure imidazole that the NH position readily re-exchanges at room temperature and therefore some protonation of the ND positions in the sinc complex is also likely to have taken place. If this were so, it would

$1531 \mathrm{~cm}^{-1}$ In-plene ring def. INH weg

$021 \mathrm{~cm}^{-1}$ out -offplane NH weg (I)

$1197 \mathrm{~cm}^{-1} \quad$ In-plane NH veg

$719 \mathrm{~cm}^{-1}$ out-of-plenv NH wag (II)

Figure 3.26: The calculated ground state NH modes of sinc (II) tetraimidasole perchlorate. As with figures 3.21 and 3.25 the root-mean-squared atomic diaplacement vectorn are scaled by a factor of 15 for clarity. Note that there are in fact four aimilar modes for each type of mode displayed, because there are four imidasole ligands, with the notable exception of the out-of-plane NH modes which split into two bands of two modes due to the asymmetric H-bonding. It is these modes that undergo the mot pronounced shifte upon deuteration of the NH poaitions and consequently generate the greatest changes in INS apectral intenaity. Note that the nitrogen atoms are depicted by alightly larger circles than the carbon atoms.
be impossible to completely generate the INS intensity of the spectrum via a calculation that asamea $100 \% \mathrm{NH}$ deuteration aince the phonon wing background could not be correctly modelled. This may be seen at the two $C H$ wag peak positions at 780 and $880 \mathrm{~cm}^{-1}$ where the lack of intenaity in the preceding regions has lowered the background; the individual intensity of there peaks is however correct. One concern in the out-of-plane region below $900 \mathrm{~cm}^{-1}$ is the reduction of calculated intensity in the $623 \mathrm{~cm}^{-1}$ ring pucker which becomes a shoulder of the $660 \mathrm{~cm}^{-1}$ peak; this indicates that too much NH wag character exists in the model of this ring pucker vibration. In general however the out-of-plane modes appear to be satisfactorily modelled.

For the in-plene modes sove $900 \mathrm{~cm}^{-1}$, it is more difficult to comment on the quality of the fit since the spectrum only contain broad peaks that are poorly reanlved. The peak at


Figure 3.27: Calculated INS apectrum of the sinc (II) tetraimidasole-d (1) complex superimposed on the experimental perchlorate spectrum. The calculation was baed on the $200 \times 200$ force field generated for the undeuterated sinc complex and the deuterated 37 -atom model. All other parameters are the same as those used for the undeuterated calculation in figure 3.24.
$970 \mathrm{~cm}^{-1}$, an in-plane stretching deformation of the ring, has too much calculated intensity although the situation appears worse than it is because the preceding peaks are underestimated due to the artificially low phonon wing hackground as explained above. Furthermore, the calculated peak at $1100 \mathrm{~cm}^{-1}$ is ton weak, which was also found in the undeuterated rase. It is encouraging, however, to see that the NH mode at $1198 \mathrm{~cm}^{-1}$ venishes in the deuterated case.

In summary for the $d_{(1)-2 i n c ~ c o m p l e x, ~ t h e ~ l o w ~ f r e q u e n c y ~ r e g i m e ~ i s ~ v i r t u a l l y ~ u n c h a n g e d ~ a s ~}^{\text {a }}$ expected, the out-of-plane modes appear to be correctly modelled with the possible exception of one of the ring puckers and the in-plane modes do not show notable inconsistencies if the
incomplete modelling of the phonon wing background is taken into account. Note that the treatment of the phonon wings is anyway an approximation. The use of the experimental spectrum below $500 \mathrm{~cm}^{-1}$ to construct the phonon wing background is certainly less appropriate for the zinc complex, which exhibits atrong optical peaks in this regime, than it was for the case of pure imidazole.

The situation for the $3 \mathrm{~d}_{(2,4,5)}$-zinc complex is not so straightforward. As described on page 106, there was concern over the degree of deuteration of the product. Unless the product was $100 \%$ pure, which certainly was not the case, the residual protons at the CH positions would have a diaproportionate effect on the intensity spectrum due to their very large scattering cross sections and the optimisation of the TFXA spectrometer. The desired product would only contribute weakly to the signal since it is three quarters deuterated. It is also likely that admixtures of all permutations of deuteration are present to some degree. Consequently, it seems unlikely that the modelling of the INS intensity could hope to give a very good fit and only certain points are raised.

The $3 d_{(2,4,5)^{-}}$calculation is presented in figure $\mathbf{3 . 2 8}$. In the imidazole regime the atrong peaks at 746,831 and $1206 \mathrm{~cm}^{-1}$ are certainly due to NH vibrations; the sample was washed with cold water and there can be little doubt that virtually all the N -positions were protonated. These peaks were consequently used to acale the calculated apectrum since they should be well modelled. The rest of the imidazole regime could not easily be compared.

In the low frequency regime, the tetrahedral modes above $150 \mathrm{~cm}^{-1}$ remain relatively well modelled although the shifts downwards in frequency upon deuteration are slightly overestimated. Of some concern are the large shifti calculated below $150 \mathrm{~cm}^{-1}$ which cause the $\sim 140 \mathrm{~cm}^{-1}$ peaks to merge with the lower frequency intensity. This would appear to indicate that the librational modes of the zinc complex were modelled with too much motion of the C-hydrogens such that the shifts were too large upon deuteration. This is likely to be a shortcoming in the modelling of the stearic effect and $\mathbf{H}$-bonding. The imidazolea are only impeded in their motion by the inter-imidazole network of stretches modelling the stearic interaction; when the imidazoles are deuterated extensively this is no longer enough to hold them as rigidly in place and they tend to vibrate at lower frequencies than in reality. It is clear


Figure 3.28: Calculated INS apectrum of the sinc (II) tetraimidasole-3d $(2,4,5)$ complex euperimposed on the experimental deuterated perchlorate epectrum. Any comparimon ia adversely affected by the probable admixtures of protonated residues in the ample which, although amall, would contribute atrongly to the experimental apectrum becaume of the large ecattering cromestion of protons relative to deuterona. It is therefore not posible to model the experimental epectrum very euccemfully.
that, although the approximation of the stearic effect and the treatment of the H -bonding via the NH force constants are sufficient in the undeuterated and $d_{(1)}$-deuterated case, they are not adequate to cope properly with more extreme changes to the dynamic system.

### 3.6.8 Summary of INS study of Zinc (II) tetraimidazole

INS data yielded new information on the hydrogen-weighted vibrational density of ataten of the zinc (II) tetraimidazole complex. Modifying the cryatal field, by changing the anion from perchlorate to tetraborofluorate, was seen to only slightly affect the INS spectrum implying
a well decoupled molecule that would yield to an isolated model dynamic analysis. The vibrational spectrum was considered in two parta: a low frequency part, below $500 \mathrm{~cm}^{-1}$, due to skeletal motion and a high frequency part, above $500 \mathrm{~cm}^{-1}$, due to internal modes of the imidazole rings. An assignment of the skeletal modes was proposed based on symmetry considerations and the small observed shifts due to substitution of the anion. The peaks which did not shift were assigned to be quasi-tetrahedral vibrations of the core $\mathrm{Zn}-4 \mathrm{~N}$ coordination unit; the rest were assigned as librations of the entire imidazole rings. In the high frequency part, the INS intensities, plus additional INS data of the deuterated counterparts of the zinc complex, permitted an improvement over the existing assignment in the literature. In particular, the out-of-plane NH vibrations were seen to be split due to the asymmetric $H$ bonding, which wes not previously reported.

A harmonic force field describing the skeletal modes was constructed by gradually developing a very simple tetrahedral model into the final complex 37 -atom model based on the true $C_{2}$ symmetry; the evolution of the symmetry of the modes was consistent with the observations. It was found necessary to model the restrictive effect of the stearic interaction between imidazole branches by establishing a network of force constants interconnecting the imidazole rings. The high frequency vibrational apectrum was modelled by incorporating the entire force field of pure imidazole, presented in the previous section, as four blocks in the much larger force field for the zinc complex. The imidazole blocks were then subsequently refined to model the changes in the spectrum observed on going from pure imidazole to the complexed form. Out-of-plane vibrations of the imidazole ring required significant changes to the imidezole force field.

The final force field was found to setiofactorily predict the hydrogen-weighted vibrational denaity of states from comparison with the INS spectrum. The force field alsor reproduced the denaity of states in the $\mathrm{d}_{(1)}$-deuterated analogue but was not able to convincingly model that of the $3 d_{(2,4,8)}$-deuterated complex. The latter poor fit was partly the result of an inhomogeneously deuterated ample, however in the low frequency regime, it was clear that the force field was not able to properly emulate the dynamic behaviour of the zinc complex after such aubatantial changea to its atructure.

The study has demonstrated that the isolated-molecule normal mode analysis approach is able to cope with relatively large structures and accurately reproduce the vibrational spectrum and, more significantly, the hydrogen-weighted vibrational density of atates. The principal result of the study is a complete description of the many-body vibrational motion of the zinc (II) tetraimidazole complex.

## Chapter 4

## Temperature Dependence of EXAFS

### 4.1 Introduction

In this chapter, a study of the temperature dependence of the extended $x$-ray absorption fine structure ( EXAFS) of the zinc (II) tetraimidazole complex is presented and compared with temperature dependent ab initio calculations.

EXAFS spectra contain information about the static and dynamic structure of the environment of the $x$-ray photon absorbing atom, in this case the zinc atom, due to scattering of excited photoelectrons from neighbouring atoms. The photoelectron scattering affects the observed $x$-ray absorption since it modifies the final atate wave function of the system which determines the tranation probability of a core electron from a bound atate to a continuum atate (i.e. propagating photoelectron state ); the x -ray absorption coefficient, $\mu$, is proportional to this transition probability which, within the one-electron approximation, is written by Fermi's Golden Rule as:

$$
\begin{equation*}
\left.\mu \propto \sum_{f}\left|\left\langle\phi_{f}\right| \dot{e} \cdot \Gamma\right| \phi_{\imath}\right\rangle\left.\right|^{2} \delta\left(E_{f}+E_{i}-\hbar \omega\right) \tag{4.1}
\end{equation*}
$$

where $\left.\mid \phi_{1}\right)$ and $\left|\phi_{\rho}\right|$ are the initial and final one-particle eigenstates, with energies $E_{1}$ and $E_{j}$ respectively, of the effective one-electron Hamiltonians, $A \omega$ is the $x$-ray photon energy and $i$ is the x-ray polarisation vector. The normalised EXAFS spectrum, $x$, is defined as the nscillatory part of $\mu$ with respect to the amooth absorption coefficient, $\mu_{0}$, of the isolated atom; i.e.

$$
\begin{equation*}
x=\left(\mu-\mu_{0}\right) / \mu_{0} \tag{4.2}
\end{equation*}
$$

The one-particle theory describing the photoelectron scattering, (1), (76), (93), in generally successful in predicting the shape of the EXAFS spectra but overestimates the calculated amplitudes of the oscillations. Some amplitude reduction is seen when many-body effects are included in the formalism, (12), (74), ( e.g. complex energy-dependent exchange-correlation corrections to the atomic potentials and multielectron excitations) but this is not sufficient without some treatment of the disorder of the atomic positions. The disorder introduces an incoherence into the contributions to the EXAFS signal which produces significant damping; the disorder is due to thermal vibrations (and static disorder when present) and consequently the damping of the EXAFS signal has a temperature dependence.

In the case of single scattering of the photoelectron, the effect of disorder may be phenomenologically represented by an amplitude reduction factor, called the Debye-Waller factor, (5). However, the photoelectron also undergoes multiple scattering ( MS ) via closed paths in which the scattering takes place from several atoms. In this case, the correlation in the thermal disorder of the atoms have to be considered since the distribution of instantaneous configurations of the many-segment MS paths determines the damping of the EXAFS. A complete knowledge of the many-body correlation function is required so that a full configurational average of the EXAFS signal can be made; the configurational average determines the resultant EXAFS signal from all the probability weighted instantaneous configurations of the scattering syatem.

The aim of this study was to calculate an ab initio EXAFS spectrum of the zinc (II) tetraimidazole complex, based on the atatic atructure from $x$-ray cryatallography and incorporating the full dynamic atructure via a configurational average calculation. A atringent teat of the theory is then to predict the ab initio temperature dependence of the EXAFS spectrum and compare this to experiment. The vital ingredient wes the many-body vibrational correlation function (VCF ) which was determined by inelastic neutron erattering and has been discussed in the previous chapter. This atudy provides a quantitative test of the ability of the current theory to predict observed EXAFS signals when all input parameters areknown.

In the following section, several important features of current EXAFS theory are outlined to show how the calculated signal was generated in this atudy. This includes an outline of
current multiple scattering theory, the one-electron approximation describing the propagation of a photoelectron in an atomic potential, schemes for modelling the corrections to the potentials due to exchange and correlation effects and the muffin-tin approximation for constructing the atomic potentials. Subsequently, the algorithm used to do the configurational average is described; the algorithm assumes a linear behaviour of the phase and amplitude of the partial EXAFS signals about the equilibrium configuration and thus determines the configurational-average as an effective damping applied to the partial signals at equilibrium.

The experimental section describes how the temperature dependent EXAFS data for zine (II) tetraimidazole were collected and outlines the preliminary analysis of the data in terms of Fourier transforms. The temperature dependent Fourier transforms are used to obtain an estimate of the mean-squared relative displacement of the first scattering shell surrounding the absorbing zinc atom.

The next section describes the details of the configurational averaging calculation. It definea the significant scattering paths to be used in the calculation and makes an important check of the assumption that the phase and amplitude functiona are linear in the range of interest.

Finally, the results of the configurational averaging calculation are presented. The effect of the theoretical temperature dependence on the partial signala from individual scattering paths is dencribed including the breakdown of contributions to the damping from the various thermal vibrations of the molecule. The principal result is the comparison of the total theoretical signal with experiment at a range of temperatures. The results are discussed in the final chapter of this thesis.

### 4.2 Theory

Configurational averaging calculations employed the programme MSXAS, (122), to generate the EXAFS signal. The key elements of the multiple-scattering, curved-wave X-ray abonption theory, (9), (34), (35), (95), (123), implemented in this software are described in the firat subsection. In the second subsection, the numerical method, (3), that determines the effert
of the configurational averaging on the partial EXAFS signal from each scattering path is explained. It require the input of the vibrational correlation function (VCF) obtained in chapter 3 via inelastic neutron scattering; the incorporation of the VCF is explicitly described.

### 4.2.1 Calculation of EXAFS signal - MSXAS software

### 4.2.1.1 Multiple scattering theory

The observable that is measured in an EXAFS experiment is the X-ray absorption cross section, $\sigma$, as a function of the photon energy $\hbar \omega$; expressed within the framework of partial wave multiple scattering (MS ) theory, (9), (34), (35), (95), (123), this quantity is written as

$$
\begin{equation*}
\sigma(\hbar \omega)=\sigma_{0} \Im m\left[\frac{1}{(2 l+1) \sin ^{2} \delta_{i}^{0}} \sum_{L L^{\prime}}\left[\left.\left(\mathbf{I}+\mathbf{T}_{a} \mathbf{G}\right)^{-1} \mathbf{T}_{\mathrm{a}}\right|_{L L^{\prime}} ^{00}\right]\right. \tag{4.3}
\end{equation*}
$$

where I is the unit matrix and $\sigma_{0}$ is a coefficient involving the fine structure constant, $\alpha$, that determines the strength of the coupling of the X -rays with matter. $\mathbf{G} \equiv G_{L L^{\prime}}^{\text {, is the matrix }}$ deacribing the free spherical wave propagation of the photoelectron from site $i$ and angular momentum $L=(l, m)$ to site $j$ and angular momentum $L^{\prime}=\left(l^{\prime}, m^{\prime}\right)$, i.e.

$$
\mathbf{G}=\left[\begin{array}{ccccc}
0 & G^{0,1} & G^{0,2} & \cdots & G^{0, N-1}  \tag{4.4}\\
G^{1,0} & 0 & G^{1,2} & \cdots & G^{1, N-1} \\
G^{2,0} & G^{2,1} & 0 & \cdots & G^{2, N-1} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
G^{N-1,0} & G^{N-1,1} & G^{N-1,2} & \cdots & 0
\end{array}\right]
$$

in which

$$
\begin{equation*}
G_{L L}^{0 j}=-4 \pi \sum_{L^{\prime \prime}} i^{1^{\prime \prime}+\ell-l^{\prime}} C_{L} L_{L^{\prime \prime}}^{L^{\prime}} h_{l^{\prime \prime}}^{+}\left(k R_{\mathbf{i}}\right) Y_{L^{\prime \prime}}\left(\dot{\mathbf{R}}_{\mathbf{U}}\right) \quad \text { for }(i \neq j) \tag{4.5}
\end{equation*}
$$

where $C_{L}{ }^{L^{\prime}}{ }_{L^{\prime \prime}}$ are the Gaunt coefficients ${ }^{1}, h_{l}^{+}$are spherical Hankel functions, $H_{L}$ are the apherical harmonice and $\mathbf{R}_{\mathbf{v}}$, is the vector connecting the two atome i and $j$. $\mathbf{T}_{\mathrm{a}} \equiv\left|\mathbf{T}_{\mathrm{a}}\right|_{L_{L^{\prime}}}^{\prime 3}$ is the matrix containing the scattering information about the atomic scattering rentres such

[^20]that
\[

\mathbf{T}_{a}=\left[$$
\begin{array}{ccccc}
t^{0} & 0 & 0 & \cdots & 0  \tag{4.6}\\
0 & \boldsymbol{t}^{1} & 0 & \cdots & 0 \\
0 & 0 & \boldsymbol{t}^{2} & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & t^{N-1}
\end{array}
$$\right]
\]

where $t_{l}=\exp \left(i \delta_{i}\right) \sin \delta_{i}$ are the atomic $t$-matrices (transition factors) in which $\delta_{l}$ is the phase shift experienced by the $l$-component of the photoelectron wave as it scatters from the atom located at site $i$. The matrix $T=\left(I+T_{a} G\right)^{-1} T_{a}$ contains all the geometrical and scattering information of the atomic system such that an element $r_{L L}^{\prime j}$, totally describes the photoelectron scattering via all single and multiple scattering paths from an atom $i$ to an atom $j$. Consequently, the element $\tau_{L L^{\prime}}^{00}$ in Eq. (4.3) is a complete description of the photoelectron scattering that atarts and terminates at the origin atom 0 ; it is a complex function of the photoelectron wave number, $k=\sqrt{2 m \varepsilon} / \hbar$, where $\varepsilon$ in the photoelectron energy with respect to the inner potential ${ }^{2}$. For the X -ray scattering at the origin site $0, r_{L_{L}}^{00}$ acta like an atomic $t$-matrix which takes into account the perturbing effect of the neighbouring atoms (i.e. the X-ray scattering from the origin atom is inextricably related to the surrounding atoms due to photoelectron MS ; the total X-ray absorption cross section in Eq. (4.3) is related to the imaginary part of $\tau_{L L}^{00}$, and is a atatement of the optical theorem ${ }^{3}$.

The multiple scattering characteristics of the matrix element $\tau_{L L}^{00}$, become more tranaparent in the weak acattering limit where $t_{f}^{\prime}(E) G_{L L^{\prime}}^{\prime}(E)<1$ which correaponds to high photoelectron energiea; the matrix inverse $\left(\left(I+\mathbf{T}_{\mathbf{a}} \mathbf{G}\right)^{-1} \mathbf{T}_{a}\right)_{L L^{\prime}}^{00}$ may then be written as the

[^21]so-called multiple scattering expansion, (9), (49), i.e.:
$$
\tau_{L L^{\prime}}^{00}=\left[t^{\text {single scattering }}+\sum_{i \neq 0}^{N-1}\left(t^{0} G^{0 i} t^{i} G^{i 0} t^{0}\right)+\sum_{\substack{i \neq i \neq 0}}^{N-1}\left(t^{0} G^{0 i} t^{i} G^{i j} t^{j} G^{j 0} t^{0}\right)+\sum_{\substack{i=1 \\ i \neq j=j \\ j \neq 0}}^{N-1}\left(t^{0} G^{0 i} t^{i} G^{i j} t^{j} G^{j k} t^{k} G^{k 0} t^{0}\right)+\cdots\right]
$$
in which each term of the expansion corresponds to the $t$-matrix for photoelectron scattering of a particular order. For example, the first summation term expresses scattering along all single scattering paths via the atoms at sites i, i.e. $0 \rightarrow s \rightarrow 0 ; t^{0}$ therefore symbolises the phase shifts experienced as the photoelectron propagates away from, and back to, the primary absorber at site 0 , and $t^{2}$ describes the phase shifts experienced due to back scattering at site $i$; the free propagation of the photoelectron wave between sites $0 \rightarrow i$ and $i \rightarrow 0$ is described by $G^{01}$ and $G^{\mathbf{0 0}}$ respectively.

### 4.2.1.2 One-electron approximation

The success of the MS theory outlined above in predicting $X$-ray absorption spectra hinges on the calculation of the partial-wave phase shift functions $\delta_{l}^{\prime}(k)$ appearing in the atomic $t$-matrices and hence on the modelling of the best effective atomic potentials sensed by the photoelectron. To model the atomic potentials properly requires finding the solutions to the many-electron Schrödinger equation in the initial and final states of the sybtem which is impracticable. Instead, the so-called one-electron approximation is used in which the manyparticle wave-functions describing the initial and final atates are represented as products of single-particle wave-functions, that are eigenfunctions of an effective one-electron Hamiltonian; i.e. for the initial state, $\Psi_{i}^{N}$, of an $N$-electron syatem Schrödinger's equation is written 3

$$
\begin{equation*}
\mathcal{H}_{i}^{N} \Psi_{i}^{N}=E_{i} \Psi_{i}^{N} \tag{4.8}
\end{equation*}
$$

where, within the one-electron approximation,

$$
\begin{equation*}
\Psi_{i}^{N} \propto \phi_{\mathrm{c}}\left(\mathbf{r}_{N}\right) \Psi_{g}^{N-1}\left(\mathbf{r}_{1}, \ldots, \mathbf{r}_{N-1}\right) \tag{4.8}
\end{equation*}
$$

in which $\phi_{c}\left(\mathbf{r}_{N}\right)$ is the core state wave-function and $\Psi_{s}^{N-1}\left(\mathbf{r}_{1}, \ldots, \mathbf{r}_{N-1}\right)$ is the product of the $N-1$ occupied ( passive ) one-particle ground states of the atom. For the final state, $\Psi_{f}^{N}$, we have

$$
\begin{equation*}
\mathcal{H}_{f}^{N} \Psi_{f}^{N}=E_{i} \Psi_{f}^{N} \tag{4.10}
\end{equation*}
$$

in which

$$
\begin{equation*}
\Psi_{f}^{N} \propto \phi_{k}\left(\mathbf{r}_{N}\right) \Psi_{a}^{N-1}\left(\mathbf{r}_{1}, \ldots, \mathbf{r}_{N-1}\right) \tag{4.11}
\end{equation*}
$$

where $\phi_{k}\left(\mathbf{r}_{N}\right)$ is the wave-function of the excited photoelectron and $\Psi_{\alpha}^{N-1}\left(\mathbf{r}_{1}, \ldots, \mathbf{r}_{N-1}\right)$ is the product of the occupied one-particle relaxed ground states in the presence of the core hole. The construction of the occupied ground states both with and without the core hole are based on the so-called $X \alpha$ scattered wave formalism, (65), using Slater determinants. The main result of the one-electron approximation is that the wave-function of the excited photoelectron satisfies a Schrödinger equation of the form

$$
\begin{equation*}
\mathcal{K}_{k} \phi_{k}\left(\mathbf{r}_{N}\right)=\left[-\frac{1}{2} \nabla^{2}+V\left(\mathbf{r}_{N}\right)+V_{k c}\left(\mathbf{r}_{N}\right)\right] \phi_{k}\left(\mathbf{r}_{N}\right)=E_{k} \phi_{k}\left(\mathbf{r}_{N}\right) \tag{4.12}
\end{equation*}
$$

which is valid in the case when the charge density of the system varies slowly over apace as compared to the wavelength of the photoelectron (which is a good approximation for EXAFS, (12) ). The term $V\left(\mathbf{r}_{N}\right)+V_{\mathrm{sc}}\left(\mathrm{r}_{N}\right)$ in Eq. (4.12) represents the so-called optical potential of the atom; it consiats of two parta, (56), (61): (i) a Coulomb (or Hartree) potential, $V\left(\mathbf{r}_{N}\right)$, in which the repulaive potential of all the bound $N-1$ electrons is integrated over the extent of the charge denaity to give an effective Coulomb potential seen by the photoelectron and (ii) a local approximation to the exchange-correlation potential ${ }^{4}, V_{\mathrm{sc}}\left(\mathrm{r}_{\mathrm{N}}\right)$.

[^22]
### 4.2.1.3 Exchange-correlation potential

The exchange-correlation potential (ECP) may be modelled in various schemes within the so-called local density approximation ${ }^{\text {b }}$, (73); three commonly used ECP's are discussed in the article by Chou et al., (12): (i) the real $X$ a exchange potential, (134), (135), (ii) the energy-dependent Dirac-Hara potential, (28), (50), and (iii) the complex energ.v-dependent Hedin-Lundquist potential, (54), (55), (56), (57), (74). The Xa potential is the statistical average of the nonlocal Hartree-Fock potential over all occupied spin states evaluated at the local electron charge density $\rho(r)$, i.e.

$$
\begin{equation*}
V_{x c}(r)=-\frac{3 a}{2 \pi}\left[3 \pi^{2} \rho(r)\right]^{\}} \tag{4.13}
\end{equation*}
$$

in which $\alpha$ is the adjustable exchange parameter. The $X \alpha$ potential is simple but has no energy dependence and fails at high energies ( $E \geq 50 \mathrm{eV}$ ). An energy-dependence is integral to the Dirac-Hara potential and approximates to a $\rho(r)$ dependence instead of $\left[\left.\rho(r)\right|^{\text {t }}\right.$ in the high energy limit ( decreasing inversely with energy) and it also reduces to the $X a$ potential in the low energy range. However, this potential is Hermitian (i.e. it produces real eigenvalues in Schrödinger's equation) and so can not account for extrinsic energy losses of the photoelectron; this is done explicitly with the complex energy-dependent Hedin-Lundqvist ECP via the imaginary part of the potential (the real part also reduces to the $X \alpha$ exchange term in the low energy limit ).

### 4.2.1.4 Many-body effects

The one-electron approximation is unable to account for many-body effects; this is partly taken into account in the ECP for electron-electron interactions but the approximation is unable to handle other efferte connected with excitation dynamics, such as acreening, polarisation, relaxation, decay etc. In particular the relaxation response of the other electrons to the generated core hole, the so-called shake-up and shake-off processes, have been shown to be of great significance, (74). These procesnes open up additional chanmeln of excitation in

[^23]addition to the primary channel and lead to intrinsic losses that have been modelled phenomenologically through constant reduction factors or by multichannel MS theory, (96).

### 4.2.1.5 Muffin-tin approximation

A major approximation in the modelling of the atomic potentials is the use of the MuffinTin ( MT ) approximation. For a given system of atoms in which the EXAFS scattering takes place, called the atomic cluster, 3d-space is artificially decomposed into non-overlapping spherical regions centered on the atomic sites; the radii of these spheres are known as the MT radii. Free atom Coulomb potentials are determined within the MT spheres vis Poisson's equation using apherically symmetric charge densities, (14); in the interstitial regions the potential is volume averaged to produce a constant interstitial potential. By following this procedure it is generally found that an artificial discontinuity in the potential results at the MT boundaries. The atomic phase shifts, $\delta_{i}$, and hence the atomic $t$-matrices are determined by matching the radial part of the solution to Schrödingers equation for the propagating photoelectron at the MT boundaries.

### 4.2.1.6 MSXAS software

The programme MSXAS, (122), implements the theory outlined in this section. It computes the cluster potential and atomic $t$-matrices for the set of input atoms; the absorption coefficient is then calculated based on the curved-wave MS approach. The potentials may be ralculated according to the $X a$, Dirac-Hara or Hedin-Lunqvint schemes described above and the MT radii may be interactively or automatically ${ }^{6}$ set. MS pathe are allowed up to any order. The programme requires the input of an additional parameter, $\gamma$, to acrount for enre hole lifetime ${ }^{7}$ and experimental broadening effects.
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## CHAPTER 4. TEMPERATURE DEPENDENCE OF EXAFS

### 4.2.2 Configurational Averaging Approximation

Atomic disorder is modelled by considering a single atomic cluster centred on an absorbing atom in which the neighbouring atoms are located at their average positions relative to the central atom; each atom has an associated probability density function (pdf) that reproduces the distribution in its displacements with respect to the central atom throughout the sample and over time. Assuming Gaussian displacement pdf'n, the damping effect on the partial fine structure from single scattering paths may be approximated by the so-called Debye-Waller factor, (5), (139), of the form $\exp \left(-2 k^{2} \sigma^{2}\right)$ in which $\sigma^{2}$ may be identified as the second moment of the Gaussian displacement pdf along the interatomic vector. In cases where the static disorder may be neglected, this formalism naturally leads to a temperature dependence of the damped single scattering (within the harmonic approximation for thermal disorder) via the canonical average expression for $\sigma^{2}$ given in appendix B; see Eq. (B.11). The Debye-Waller factor is however inadequate in describing the effect of disorder on MS contributions to the fine structure. In this case, knowledge of the many-body displacement correlation function beyond order 2 is required in order to take account of the various instantaneous configurations of the MS paths; this information is redundant in single scattering where the interatomic distance completely describes the path. The true MS contribution is then the weighted average of the aignal generated in all configurations of the MS path (i.e. configurational-average).

A method for approximating the damping of MS contributions to EXAFS due to dynamic and atatic disorder has been proposed, (3), that incorporates the higher-order correlations in the displacement distributions but is far less cumbersome than a brute-force configurationalaverage. It is based upon the assertion, (4), that any MS signal, $\chi_{n}$, for an $n$-segment path of total length $R_{p}$, can be expressed in terms of a real amplitude function, $A(k, r)$, and a real phase function, $\phi(k, r)$ vie:

$$
\begin{equation*}
x_{n}(k)=A(k, r) \sin \left(k R_{p}+\phi(k, r) \mid=A(k, r) \sin \psi(k, r)\right. \tag{4.14}
\end{equation*}
$$

where $k$ is the photoelectron wavevector, $r$ is the basis set of $N$ generalised displacement conrdinates describing the geometrical configuration of the MS path and $\psi(k, r)$ is the total phase function. (The functions $A(k, r)$ and $\phi(k, r)$ may be determined for a given configu-
ration from MS theory ). The configurational-averaged MS signal is the expectation value of the MS signal in each configuration over the pdf, $\rho(r)$, such that

$$
\begin{equation*}
\left\langle\chi_{n}(k)\right\rangle=\int d \mathbf{r} \rho(\mathbf{r}) A(k, \mathbf{r}) \sin \psi(k, \mathbf{r}) \tag{4.15}
\end{equation*}
$$

It is assumed that a multivariate Gaussian distribution in the generalised displacement coordinate basis $\mathbf{r}$ emulates the pdf of the MS path due to dynamic and static disorder; i.e.

$$
\begin{equation*}
\rho(\mathbf{r})=\frac{e^{\left.-\hat{i}^{\prime} \mathbf{I}^{\prime} \mathbf{M}\right) / 2}}{(2 \pi)^{\frac{N}{2}} \operatorname{det}\left[(\mathbf{M})^{\frac{1}{2}}\right]} \tag{4.16}
\end{equation*}
$$

where $r$ represents the $(1 \times N)$ column matrix composed of the elements of $r$ and $\dagger$ the matrix transpose. The ( $N \times N$ ) matrix $M$ has been introduced and represents the many-body displacement correlation function of the MS path, with $[\mathbf{M}]_{\mathrm{g} j}=\left\langle\boldsymbol{r}_{i} r_{j}\right\rangle_{\text {; }}$ within the Gaussian model it constitutes a complete description of the probability of finding the MS path in a given configuration. The principle of the method is to approximately determine the MS signal in displaced configurations by evaluating the behaviour of $A(k, r)$ and $\psi(k, r)$ in the equilibrium configuration only, i.e. at $\mathbf{r}=0$. This is done by Taylor expanding $A(k, r)$ and $\psi(k, r)$ for small displacements in $\mathbf{r}$ such that

$$
\begin{align*}
A(k, \mathbf{r}) & =\left.A(k, \mathbf{r})\right|_{\mathbf{r}=0}+\left.\nabla A(k, \mathbf{r})\right|_{\mathbf{r}=0} \cdot \mathbf{r}+\frac{1}{5}\left(\left.\mathbf{r}^{\dagger} \mathbf{H} A(k, \mathbf{r})\right|_{\mathbf{r}=0} \mathbf{r}\right)+\cdots \\
& =A_{0}+A_{1} \cdot \underline{r}+\frac{1}{1}\left(\underline{\mathbf{r}}^{\dagger} A_{2} \underline{r}\right)+\cdots \tag{4.17}
\end{align*}
$$

and

$$
\begin{align*}
\psi(k, \mathbf{r}) & =\left.\psi(k, \mathbf{r})\right|_{\mathbf{r}=0}+\left.\nabla \psi(k, \mathbf{r})\right|_{\mathbf{r}=0} \cdot \mathbf{r}+\boldsymbol{t}\left(\left.\mathbf{r}^{\dagger} \mathbf{H} \psi(k, \mathbf{r})\right|_{\mathbf{r}=0} \mathbf{r}\right)+\cdots \\
& =\psi_{0}+\psi_{1} \cdot \mathbf{r}+\boldsymbol{t}\left(\mathbf{r}^{\dagger} \psi_{2} \mathbf{r}\right)+\cdots \tag{4.18}
\end{align*}
$$

where H is the Hessian matrix for determining multidimensional second derivativea. (Note that $A_{0}$ and $\psi_{0}$ are scalars, $A_{1}$ and $\psi_{1}$ are $(1 \times N)$ column matrices and $A_{2}$ and $\psi_{2}$ are ( $N \times N$ ) matrices etc. ). Combining these Taylor expansions and the exprestion for the pdf in Eq. (4.16), the configurational-averaged MS signal given in Eq. (4.15) may be expresed as a series of Gauasian integrala over $r$ :

which, considering only first order terms in the Taylor expansions, yields the final result

$$
\begin{equation*}
\left\langle\chi_{n}(k)\right\rangle=A_{0}\left[1+\frac{\left(A_{1}^{\dagger} \mathbf{M} \psi_{1}\right)^{2}}{A_{0}^{2}}\right]^{\frac{1}{2}} e^{-\left(\psi_{1}^{\prime} \mathrm{M} \psi_{1}\right) / 2} \sin \left[k R_{p}+\phi_{0}+\frac{A_{1}^{\dagger} \mathbf{M} \psi_{1}}{A_{0}}\right] \tag{4.20}
\end{equation*}
$$

The dominant damping term is the factor $e^{-\left(\psi_{1}^{\prime} M_{\psi_{1}}\right) / 2}$; its origin ${ }^{s}$ is the Fourier transform into $\psi_{1}$-space of the Gaussian probability distribution which appears in Eq. (4.19) in the integral over r-space. Since $\psi_{1}$ is the rate of change of the total phase of the fine structure with respect to $\mathbf{r}, \psi_{1} \mathbf{M} \psi_{1}$, is the variance of the total phase over the Gaussian distributions in the path configurations. The damping term reduces to the Debye-Waller factor for single scattering. Note that the configurational-averaging also generates a phase and amplitude correction to the fine structure but these terms are generally very small.

The expression in Eq. (4.20) is a convenient way to determine the configurational-averaged signal from any MS scattering when the displacements of the configurations in $\mathbf{r}$ are amall and the probability distribution is Gaussian. This is a good approximation for substances with little static disorder at low temperature. The formalism can break down when the equilibrium configuration of a MS path sits at the maximum or minimum of $\mathcal{A}(k, r)$ or $\psi(k, r)$ which may arise for scattering between collinear arrangements of atoms; in this case the derivatives $\boldsymbol{A}_{1}$ and $\psi_{1}$ will be zero and the second order correction terms of the Taylor expansions of $A(k, r)$ and $\psi(k, r)$ cannot be neglected

The above formalism provides a convenient method of determining the effect of dynamic and atatic disorder on the MS contributions provided that the matrix of second-moment correlations of the path displacements, $M$, is known. For the case discussed in this thesis (the zinc (II) tetraimidazole complex) the vibrational correlation function (VCF ) for dynamic disorder has been eatablished by inelastic neutron scattering as described in chapter 3 . If the aseumption is made that static disorder produces negligible atomic displerements with respect to the aborbing zinc atom, then the VCF totally describes M for this molecule. This is an excellent assumption in this case because atatic disorder does not alter the relative

[^25]positions of atoms within the rigid imidazole rings and is unlikely to significantly displace the imidazole rings from their positions bonded to the zinc atom; it is more likely to manifest itself as displacements of the whole molecule in the crystal lattice which does not affect the EXAFS. The VCF is most conveniently expressed in the normal coordinate basis, $\mathbf{Q}$, in which $Q_{1}$ are the mass-weighted generalised coordinates describing the 105 normal modes $k$ of the molecule. In this basis, $M$ takes the form of a $(105 \times 105)$ diagonal matrix and within the harmonic approximation its elements are given by (see section 3.3.4)
\[

$$
\begin{equation*}
[\mathbf{M}]_{n}=\left\langle Q_{i}^{2}\right\rangle=\frac{\hbar}{2 \omega_{k}} \operatorname{coth}\left(\frac{\hbar \omega_{i}}{k_{B} T}\right) \tag{4.21}
\end{equation*}
$$

\]

where $\omega_{a}$ is the angular frequency of vibration of the ith normal mode and temperature dependence has been incorporated via the canonical average over energy states at temperature $T$ of a harmonic oscillator. The information about the displacement correlations is contained in the eigenvectors, obtained from solving the secular equation in the normal mode analysis, which tranaform the normal coordinates into the cartesian basis ( see section 3.3.6). The configuration of the molecule in every normal mode may thus be deduced at any point in the vibrational cycle from the second moment of the normal coordinate distribution and the eigenvector transformation. Clearly the MS signals from every scattering path may simultaneously be calculated in the displaced configurations and the phase and amplitude functions compared with those at equilibrium to determine the requisite $A_{1}(k)$ and $\psi_{1}(k)$ functions for each path in every normal mode. For reasons of numerical accuracy, the $A_{1}(k)$ and $\psi_{1}(k)$ functions were in fact determined for cartesian displecements equivalent to the aquare-root second-moment displacement of the normal coordinate, $\left(Q_{i}^{2}\right)^{\frac{1}{\frac{1}{2}}}$. The phase and amplitude correction term and the dominant damping term exponent are thus determined at any temperature as:

$$
\begin{align*}
& \frac{A_{1}(k)^{\prime} \mathbf{M} \psi_{1}(k)}{A_{0}(k)} \simeq \frac{1}{A_{0}(k)}\left[A \left(k,\left.(\mathbb{Q})\right|_{\left(Q_{i}^{2}\right)}-A(k, 0)\left[\left.\psi(k, \mathbf{Q})\right|_{(Q)\},}-\psi(k, 0) \left\lvert\, \frac{\hbar}{2 \omega_{i}} \operatorname{coth}\left(\frac{\hbar \omega_{i}}{2 k_{B} T}\right)\right.\right.\right.\right. \\
& \psi_{1}(k)^{\prime} \mathbf{M} \psi_{1}(k) \simeq\left[\left.\psi(k, \mathbf{Q})\right|_{\left.(Q)^{2}\right)}-\psi(k, 0)\right]^{2} \frac{\hbar}{2 \omega_{i}} \operatorname{coth}\left(\frac{\hbar \omega_{i}}{2 k_{B} T}\right) \tag{4.22}
\end{align*}
$$

Note that the tranaformation from the generally curvilinear normal coordinate basis to the rectilinear cartenian basis in a first order approximation that only holda if the cartesian displecemente remain small. The velidity of this approximation is tested in section 4.4 .2 over
the range of cartesian displacements used and was found to be sufficient to determine the $A_{1}(k)$ and $\psi_{1}(k)$ functions accurately.

### 4.3 Experimental Procedure

### 4.3.1 Sample Preparation and Experimental Apparatus

Crystalline zinc (II) tetraimidazole tetraborofluorate was prepared according to the method of Reedijk, (115). The crystals were thoroughly ground in a pestle and mortar and mixed in a 10:8 mass ratio with silicon grease (Bayer Silicone high viscosity). The sample/grease mixture was carefully smeared with a razor blade onto $\sim 10 \mu \mathrm{~m}$ aluminium foil in a 5 mm wide gap between two parallel pieces of sticky tape and cut out to form a strip; the sample/grease coating of the aluminium strip was $\sim 0.43 \mathrm{~mm}$ thick. The silicon grease was chosen because its contraction was found to be approximately the same with decreasing temperature as the aluminium backing so that it was not expected to deform or crack. The sample/silicon ratio was calculated to produce approximately the required step of 1 in the absorption-thickness product ${ }^{9}$, $\mu t$, at the edge without exceeding a value of 2 . These values ensure that the ionisation chambers operate within their dynamic ranges to avoid non-linearities and to minimise noise. When applying the sample/grease mixture to the aluminium foil care was taken to ensure approximate $2 \pi$ isotropy in the lie of the monoclinic crystallites by amearing the grease from different directions. The remaining anisotropy about the axis perpendicular to the plane of the sample was aubsequently isotropically averaged by ponitioning the sample at the so-called magic angle, (106), with respect to the beam which is known to avoid apurious texturing effects in powder samples.

The EXAFS meanurementa were performed on the EMBL-EXAFS bemmline, (58), in HASYLAB, DESY in Hamburg using x-rays from the DORIS-III storage ring. IOORIS-III typically operates at 4.5 GeV with currents between 80 and 20 mA and lifetimes of 1.4 hours. The monochromator, (110), consists of two separate ( 111 ) silicon crystals and is located 20 m

[^26]from the source and 15 m away from the first ionisation chamber. X-rays from the source are restricted in their vertical divergence by slits just before the monochromator. Two pairs of slits after the monochromator define the size of the beam in a tube spectrometer configuration; possible beam shifts therefore manifest themselves only as changes of intensity.

An important piece of apparatus on the beamline is the absolute $x$-ray energy calibrator, (109). This is composed of a 111 -silicon crystal that analyses the residual beam emerging from the second ionisation chamber; for this reason it is important that sufficient flux is left unabsorbed by the ionisation chambers to minimise the effect of the conteminating hard $x$-rays. When the Bragg condition is astisfied, the 111-crystal back-reflects the beam onto two plastic scintillators attached to photomultiplier tubes. The exact angle of the 111-crystal plane to the incident beam (and hence the absolute energy of the back reflections) is determined by (i) locating degenerate reflections with different Miller indices in one of the scintillator channels and (ii) by establishing the energy splitting of nearly degenerate reflections between the two channels. The back-reflections provide calibrations points at verious intervals all through the EXAFS spectrum between which an interpolation can be done that takes account of the oscillatory character of the monochromator winding mechanism. The energy calibration was better than $\pm 0.2 \mathrm{eV}$.

### 4.3.2 Data Collection

The beamline was carefully optimised for high spectral resolution and intensity ${ }^{10}$. The mirror unally situated between the post-monochrometor slits was removed which improved the resolution ${ }^{11}$ from 2.5 eV to the intrinsic value 1.4 eV at the expense of intensity; high resolution was essential for precise absolute energy calibration. The post-monochromator slits were opened to 5 mm horizontal and 0.43 mm vertical. The ion chambers were filled with a helium/argon gas mixture to a pressure of 200 mbar for the front and 300 mbnr for the bark chamber; this corresponds to about one third of the initial flux being absorbed in each of the
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Figure 4.1: Plot showing $x$-ray absorption at K-edge of sinc (II) tetraimidasole tetrafluoroborate. This spectrum was recorded at 250 K in transmiosion mode with the sample normal inelined at a magic angle of $\sim 36^{\circ}$ (defined by $\sin ^{2} \theta=\frac{1}{3}$ ) to the incident beam.
chambers leaving a third of the $x$-ray intensity for absolute energy calibration.
Spectra were measured over the energy range $9200 \rightarrow 11000 \mathrm{eV}$ giving a $\sim 1300 \mathrm{eV}$ energy range after the edge; nine calibration back-reflections were found in this range in each channel with three bunched closely around the edge; these regions were fine scanned. A typical absorption plot is shown in figure 4.1 and exhibits virtually the optimum step in the absorption-thickness product of 1 .

The fine structure from each absorption spectrum was extracted as the uscillatory function above the edge with respect to asgmented cubic spline curve fit running through the oscillations. The apline curve consisted of five segments, each extending 250 el , and is assumed to approximate a background function for the necillations. The amplitudes of the oscillations were determined an the fractions of the step in abonption-thickness, $\mu$ t, at the edge, between the post-edge apline curve and the extrapolation of a curve fitted to the pre-edge region


Figure 4.2: Plot showing comparison of five fine-structure spectra of sinc (II) tetraimidasole tetraborofluorate with the average of the flve apectra; the data presented in this plot were recorded at 250 K but the same averaging procedure was adopted at each temperature. The fine atructure are plotted with respect to the photoelectron wavevector, $k=\sqrt{2 m\left(\bar{E}-\bar{E}_{0}\right)}$, where $E_{0}$ is taken to be 9670.5 eV . The amplitudes of the fine-structure apectra are in fractions of the atep in absorption-thicknem at the edge and are weighted by $h^{3}$; the offeet between the spectra is 3 units on the $y$-scale.
$(9200 \rightarrow 9600 \mathrm{eV})$; the pre-edge region was fitted with a polynomial of the form $C \lambda^{3}+D \lambda^{4}$ according to Victoreen's law, (149).

Because of the need for high quality data with low statistical noise, at least five spectra were measured at each temperature and their fine structures averaged; this was only possible because the data was of high resolution and absolute-energy-calibrated. The result of this averaging procedure is depicted in figure 4.2 where the $k^{3}$-weighted fine structures of five apectra are compared to the average of the five spectra.

Data were recorded at eeven temperatures: $20 \mathrm{~K}, 50 \mathrm{~K}, 100 \mathrm{~K}, 150 \mathrm{~K}, 200 \mathrm{~K}, 250 \mathrm{~K}$,
and 300 K starting at high temperature. The spectra were virtually free of glitches ${ }^{12}$ at 300 K and 250 K but at 200 K three glitches appeared at about $480 \mathrm{eV}\left(k=11.2 \AA^{-1}\right)$, $590 \mathrm{eV}\left(k=12.5 \AA^{-1}\right)$ and $980 \mathrm{eV}\left(k=16.0 \AA^{-1}\right)$ above the edge; the latter glitch was serious but did not appear again at any other temperature. The other two narrow ( $\Delta E \simeq 20 \mathrm{eV}$ ) glitches persisted in all the spectra down to 20 K and were possibly due to inhomogeneities that appeared in the sample at low temperature; they vanished again upon raising the temperature above 200 K . The glitches were seen to shift significantly in energy by rotating the monochromator $1^{\circ}$ about its vertical axis and so a second temperature scan was made with the glitches displaced. In this way real data values were collected throughout the energy range and an average was then made at each temperature of the fine structures with the apurious data points removed (i.e. the gaps in apectra being compensated for by real data points in others for which the monochromator had been rotated).

The complete, averaged data set at the seven temperatures is presented in figure 4.3. The fine atructure exhibit the expected increase in damping, especially at high $k$, with increasing temperature; there are also three well defined shoulders at $k=5.5 \AA^{-1}, k=7.5 \AA^{-1}$ and $k=10.5 \AA^{-1}$ which are progressively damped with increasing temperature. However, the spectra do not show large changea in form as a function of temperature.

### 4.3.3 Preliminary Analysis of Experimental Fine Structures

The convertional method of EXAFS data analyais is to take the Fourier tranaform of the experimental spectrum, an described in chapter 1, page 2. The moduli of the Fourier tranaforms of the experimental fine-structure spectra are shown in figure 4.4 ; they contain information about the modified radial distribution function, with respect to the central atom, that describes the strength of the photoelectron scattering. The features in the Fourier transforms are increasingly damped and leser resolved with increasing temperature but remain essentially the ame in form (except the $200 K$ spectrum which appears slightly different at a radius of $\sim 3.5 \AA$ which is probsbly a consequence of the poorer quality fine structure spectrum.)
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Figure 4.3: Experimentally determined x-ray absorption fine structure of sine (II) tetraimidesole tetraborofluorate at different temperatures. Each spectrum is $h^{3}$-weighted and constitutes the average of at leat five energy-calibrated raw spectra. The $k$-axis is drawn with reapect $E_{0}=9670.5 \mathrm{eV}$ and the offeet between the spectra is 3.0 units on the $y$-scale.

The damping is eapecially apparent for the large peak at $\sim 1.6 \AA$ which may be related to the strength of scattering from the first shell; i.e. back-scattering from the zinc-bonded nitrogens. The Fourier transform apectra beyond 1.6 A are related to scattering involving atoma beyond the first shell; however it has been shown, (108), for the same compound, that it is impossible to interpret this region without the use of ab initio calculations since it is comprosed of atrong MS contributions. (The importance of including MS in interpreting Foupier tranaform spectra hes recently been reiterated for the cases of gas phase $S_{i} C_{4}, S_{i} F_{4}$ and $S_{i C} H_{3}$, (27), and for ferrocene and nickelocene, (123) ).

The tempereture dependent Fourier transform spectra may be used to obtain an entimate
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Figure 4.4: Plot of the moduli of the Fourier transforms of the experimental fine-ntructure apectra shown in figure 4.3 at the various temperatures. The fine-atructure spectra were cubic-spline fitted ( 80 knots ) and then tranaformed over the range $19.5 \mathrm{eV}(k=2.3 \mathrm{~A})$ to $1295.5 \mathrm{eV}(k=18.2 \mathrm{~A})$ with a moothing function at the window edgen. The transform apectra maintain the same form at all temperatures but are increasingly damped at high temperatures; the offet between apectra is 5 unite on the $y$-scale.
of the mean-squared displacements of the $\mathrm{Zn}-\mathrm{N}$ interatomic distance about ita equilibrium value in the following way: The $1.6 \AA$ peaks are isolated (by a window $0.95 \rightarrow 1.95 \AA$ ) and back-Fourier-tranaformed to produce approximate fine-structure spectra due to $\mathrm{Zn}-\mathrm{N}$ back-acattering at each of the experimental temperatures. The back-transformed epertra are presumed to obey single-scattering theory, (127), such that the curvature of the photoelectron wavefront is neglected (i.e. plane-wave approximation) and the asymptotic form of the radial part of the wave function is adopted. Within these approximations, the spectra, $X_{(r)}(k)$, are
described by the well known equation

$$
\begin{equation*}
\chi_{(x)}(k)=\frac{S(k)}{k R^{2}} \sin \left(2 k R+\delta^{\prime}(k)\right) e^{-2 R / \lambda} e^{-2 \sigma_{(v)^{2}}^{k^{2}}} \tag{4.23}
\end{equation*}
$$

where $T$ is the experimental temperature, $S(k)$ is an amplitude function for back-scattering from the N -atom, $R$ is the average Zn - N interatomic distance, $\delta^{\prime}(k)$ is the total phase shift experienced by the back-scattered wave for the $\mathrm{Zn}-\mathrm{N}$ path, $\lambda$ is the mean free path of the photoelectron and $e^{-3 \sigma^{2} k^{2}}$ is the Debye-Waller factor. The ratio of the back-scattered fine structure at two temperatures, $T_{1}$ and $T_{2}$, is thus given by

$$
\begin{equation*}
\frac{\chi_{\left(\tau_{1}\right)}(k)}{\chi_{\left(r_{2}\right)}(k)}=\frac{\exp \left[-2 \sigma_{\left(T_{1}\right)}^{2} k^{2}\right]}{\exp \left[-2 \sigma_{\left(x_{2}\right)}^{2} k^{2}\right]}=\exp \left[-2 \Delta \sigma_{\left(\Delta \tau_{2}\right)}^{2} k^{k^{2}}\right] \tag{4.24}
\end{equation*}
$$

where $\Delta \sigma_{\left(\Delta T_{1 g}\right)}$ is the change in $\sigma^{2}$ over the temperature jump $\Delta T_{12}$. A plot of $\ln \left(\chi_{\left(T_{1}\right)} / \chi_{\left(x_{2}\right)}\right)$ versus $k^{2}$ should therefore yield a straight line passing through the origin with gradient $-2 \Delta \sigma_{\left(\Delta T_{12}\right)}^{2}$ and, since there are a range of experimental temperatures, it is possible to plot $\Delta \sigma^{2}$ as a function of $\Delta T$. If $\sigma^{2}$ is identified as the mean-squared displacement of the $\mathrm{Zn}-\mathrm{N}$ interatomic distance about its equilibrium value then $\sigma_{0}^{2}$ is the value of $\sigma^{2}$ at $T=0 K$. Based on the assumption that $\sigma^{2}$ obeys the Einstein model for lattice vibrations, $\Delta \sigma^{2}$ may thus be written as

$$
\begin{equation*}
\Delta \sigma^{2}=\sigma_{0}^{2}\left[\operatorname{coth}\left(\frac{E_{1}}{2 k\left(\Delta T_{12}-T_{1}\right)}\right)-1\right] \tag{4.25}
\end{equation*}
$$

where $E_{1}$ is an associated Einatein energy for the $\mathrm{Zn}-\mathrm{N}$ vibrations and $T_{1}$ is a low experimental temperature at which only ground state $\mathrm{Zn}-\mathrm{N}$ vibrational energy levels are assumed to be filled (i.e. for the data et here we may take $T_{1}$ to be 20 K ). Within this approximation, the value of $\sigma_{0}^{2}$ may be determined from the plot of $\Delta \sigma^{2}$ against $\Delta T$ either by beat-fitting the coth expression in Eq. (4.25) with the free parameters $\sigma_{0}^{2}$ and $E_{1}$ or by extrapolating the linear part of the plotat large $\Delta T_{12}$, the intercept on the axis $\Delta T_{12}=-T_{1}$ being equal to $\sigma_{0}^{2}$.

The above procedure was followed by comparing the back-tranaformed spectra at all temperatures to the one at $20 K$. An example of the plot of $\ln \left(X_{\left(r_{1}\right)} / X_{\left(x_{2}\right)}\right)$ versus $k^{2}$ is shown in figure 4.6 for $T_{2}=250 K$ it is typical of all temperatures. The ploted curve is shown with the broad error bara generated from the errors of the back-transformed fine-structures. It is clearly non-linear and so a line had to be beat fitted from which the gradient $-2 \Delta \sigma_{\left(\Delta T_{13}\right)}^{2}$


Figure 4.5: Example plot of $\ln \left(\chi_{\left(T_{1}\right)} / \chi_{\left(T_{3}\right)}\right)$ versus $k^{2}$ where $T_{2}$ is 250 K and $T_{1}=20 \mathrm{~K}$. $X\left(r_{1}\right)$ and $X_{\left(r_{2}\right)}$ are the amplitudes of the back-tranaformed fine atructurea of the first shell peake ( $1.6 \hat{A}$ ) in the Fourier trannform apectra shown in figure 4.4. The danhed line depicte the line of best fit running through the plotted curve (bold line); the error bars are shown for the plotted curve and are determined from the experimental fine etructure error. The gradient of the bent-fitted line is equivalent to $-2 \Delta \sigma_{\left(\Delta r_{2}\right)}^{2}$ and conatituten one of the pointa in figure 4.6.
was eatablished with an associated error determined from the gradiente of other possible lines passing through the plotted curve. From the Fourier transform spectra at seven temperatures, six values of $\Delta \sigma_{\left(\Delta r_{12}\right)}^{2}$ were entablished with error bars and are plotied againat $\Delta T_{12}$ in figure 4.6. The $\Delta T_{12}$ range was not sufficient to reach the linear regime of the coth term in Eq. (4.25) (in this case the linear regime starts $>500 K^{\circ}$ ) and sn $\sigma_{0}^{2}$ and $E_{1}$ had to be determined by a least squares fit of the coth expression to the data points shown. The result was $\sigma_{0}^{2}=(2.5 \pm 0.5) \times 10^{-3} A^{2}$ for the mean-squared deviation of the $\mathrm{Zn}-\mathrm{N}$ interatomic diatance and $E_{1}=(36 \pm 5) \mathrm{meV}$ for the Einstein energy. The large error margins on these values are a consequence of the low sensitivity of the fitted coth function to changes in $\sigma_{0}^{2}$ or $E_{1}$ they were determined from the values at which the fitted function ley at the extremes of the error


Figure 4.6: Plot of $\Delta \sigma^{2}$ veraus $\Delta T_{12}$ where $\Delta T_{12}=T_{2}-T_{1}$ and $T_{1}$ and $T_{2}$ are temperatures at which $x$-ray absorption data was collected; $\Delta \sigma^{2}$ is the corresponding change in the mean-squared deviation of the $\mathrm{Zn}-\mathrm{N}$ interatomic dintance. The experimental pointa may be beat-fitted by a function of the form shown (within the Einatein model of lattice vibrations) where $E_{0}$ is an Einetein energy asmociated with the $\mathrm{Zn}-\mathrm{N}$ vibrations and $\sigma_{0}^{2}$ is the mean-equared deviation of the interatomic distance when all vibrations are in their ground state. This method is a direct way to obtain a value for the mean-oquared displecement of the first shell distance from the $x$-ray absorption deta alone.
bare shown in figure 4.6.

### 4.4 Configurational-Averaging Computation

### 4.4.1 EXAFS Signal without Damping

The EXAFS signal was calculated by MSXAS, (122), using energy-dependent complex HedinLundquist potentials. 21 atoms were included in the zinc (II) tetraimidezole cluster which was defined as a central sinc atom and two pairs of symmetry equivalent imidazole ringe. The atom coordinates were obtained from $x$-ray cryatallography of zinc (II) tetraimidazole boroflunate
at $100 K$ and modified so that the imidazole ringa were exactly planar; they were the same coordinates as those used in the normal mode analysis in chapter 3 and are listed for the asymmetric unit in table 3.9. Muffin-tin radii were generated by the Norman criterion, (98), and foreshortened by a factor of 0.8 ; the zinc $M T$ radius was $1.128 \AA$ and those of the carbon and nitrogen atoms in the range $0.81 \rightarrow 0.86 \AA$. Consequently there was no overlap of the MT spheres along the $\mathrm{Zn}-\mathrm{N}$ vectors but an overlap of $0.25 \rightarrow 0.30 \AA$ between MT spheres within the imidazole rings. The whole cluster was contained within an outer sphere of $5.04 \AA$. Phase ahifts were calculated for each potential up to $l=20$. Other parameters entered to the programme included the core ionisation potential of 710.08 Rydbergs ( 9660.7 eV ) and an additional parameter, $\gamma=0.07$ Rydbergs ( 0.95 eV ) to account for core hole lifetime and experimental broadening effects. The total Debye-Waller factor and the damping factors for each path were all set to zero so that the signal does not take any account of disorder effects.

The calculated signal including all 160 possible single, double and triple scattering paths in the asymmetric unit is shown in figure 4.7 superimposed on the experimental spectrum at 20 K . The theory mostly reproduces the correct form of the curve, although there is a notable discrepancy at $k=8.3 \AA^{-1}$; the phase of the oscillations are also well predicted. However a major cause for concern are the amplitudes of the theoretical curve which appear too small and thus allow no scope for treatment of the damping of the signal due to disorder. For example, the amplitudes of the fine-structure maxima in the range $k=9 \rightarrow 13 \AA^{-1}$ are so similar in the two plots that any treatment of damping would cause the theoretical signal to be underestimated. Thus it may be anticipated that configurational-averaging calculations besed on this EXAFS signal do not produce a good agreement with experiment.

The theoretical calculation references the photnelectron energy (and hence the wavevector zero, i.e. $k=0$ ) with respect to an energy, $E_{0}$. This is the vacuum level and represents the absolute photon energy required to ionise a core electron in the zinc atom and excite it to a continuum state with exactly zero kinetic energy; in other words the zero of the theoretical acale is the level of the effective potential for the photoelectron at infinite diatance, measured on the photon energy scale. Due to the good agreement in the oscillatory phase of the theory and experiment it is possible to superimpose the two fine-structure spectra and hence

CHAPTER 4. TEMPERATURE DEPENDENCE OF EXAFS


Figure 4.7: Superposition of experimental and theoretical EXAFS curves for the sinc (II) tetraimidasole complex. The theoretical curve was calculated without any modelling of the damping due to dinorder. The $k$-axis (wavevector) for the experimental spectrum is referenced with respect to $E_{0}=9670.5 \mathrm{eV}$. Of concern in this plot in the lack of theoretical amplitude, which is particularly evident in the region $k=9 \Rightarrow 13 A^{-2}$, since there is no scope for modelling of the damping due to disorder, eg. thermal damping.
establish $E_{0}$ from the zero point of the theoretical curve. The vacuum level was thus evaluated at $(9670.5 \pm 2.0) \mathrm{eV}$ on the calibrated energy scale; (the error margin was determined from the maximum observed offset of the theoretical from the experimental curve when the two were superimposed). The absolute photon energy at which a core electron is ionised and excited to the Fermi level may also be eatimated as the energy of the point of inflexion of the ebsorption edge; it was found to occur at $(9664 \pm 0.5) \mathrm{eV}$. The gap between the Fermi level and the vacuum level constitutes the work function, $\phi$, of the zinc atom for photoelectric emission; the value of $\Phi$ is thus $(6.5 \pm 2.1) \mathrm{eV}$. The positions of the vecuum level and the Fermi level with respect to the absorption edge are depicted in figure 4.8 .

Not all of the $\mathbf{1 6 0}$ ingle, double and triple acattering pathe in the asymmetric unit produce aignificant contributions to the total theoretical EXAFS signal. The MS patho were ordered in


Figure 4.8: Expanaion of the x-ray absorption K-edge of sinc (II) tetraimidasole tetrafluoroborate. Indicated on the diagram is the vacuum level, $E_{0}$, determined from the superpoaition of the theoretical EXAFS spectrum with the experiment, and the Fermi level, defined as the point of inflexion of the absorption edge. The energy difference between the two is equivalent to the work function, $\Phi$. The core ionisation energy (not shown) was defined as 9660.7 eV .
importance according to the maximum calculated amplitudes in the $\boldsymbol{k}^{3}$-weighted fine structure spectra and it was found that only the sixty most significant paths were needed to generate a signal that was not perceptibly different from the full calculation shown in figure 4.7. The sixty MS paths are listed in table 4.1 for the asymmetric unit of the molecule and represent the paths used in the configurational-averaging calculations in this thesis. The $\boldsymbol{k}^{3}$-weighted fine-structure contributions of the top forty paths given in table 4.1 are displayed in figure 4.9 with the same amplitude scales for comparison. As expected, the two most important pathe in the asymmetric unit are the $\mathrm{Zn}-\mathrm{N}-\mathrm{Zn}$ back-scattering paths. In fact, of the 20 most significant paths, 16 incorporate the $Z n-N$ vector; mean-squared-displacements in this vector are therefore expected to atrongly influence the damping of the total spectrum due (l) disorder; this may be recalled when examining the results of the configurational averaging calculations. The last few of the forty paths appear negligible ( their maximum amplitudes being of the order of only $6 \%$ of the $\mathrm{Zn}-\mathrm{N}$ back-scattering amplitude) but the sum effect of many such contributions should not be ignored. The importence of double and triple scattering contributions in this system ( evident in figure 4.9 ) further underlines the necessity
asymmetric unit of zinc (II) tetraimidazole complex


| 1. | 191 | 21. | 1561 | 41. | 171191 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 2. | 141 | 22. | 12341 | 42. | 14261 |
| 3. | 19111 | 23. | 17891 | 43. | 12651 |
| 4. | 18791 | 24. | 110111 | 44. | 1711101 |
| 5. | 13241 | 25. | 161 | 45. | 197111 |
| 6. | 1461 | 26. | 1111 | 46. | 13231 |
| 7. | 181 | 27. | 1241 | 47. | 14541 |
| 8. | 131 | 28. | 1791 | 48. | 12641 |
| 9. | 1101 | 29. | 1910111 | 49. | 15651 |
| 10. | 14241 | 30. | 14561 | 50. | 13651 |
| 11. | 151 | 31. | 1341 | 51. | 1811101 |
| 12. | 14651 | 32. | 14341 | 52. | 17111 |
| 13. | 1911101 | 33. | 19891 | 53. | 1261 |
| 14. | 19101 | 34. | 18781 | 54. | 1351 |
| 15. | 191191 | 35. | 1891 | 55. | 18101 |
| 16. | 19791 | 36. | 187111 | 56. | 1781 |
| 17. | 1451 | 37. | 187101 | 57. | 14251 |
| 18. | 14641 | 38. | 13261 | 58. | 11011101 |
| 19. | 171 | 39. | 191091 | 59. | 19191 |
| 20. | 121 | 40. | 13251 | 60. | 14141 |

Table 4.1: The sixty most aignificant photoelectron scattering pathe in the esymmetric unit of the sinc (II) tetraimidasole molecule including single, double and triple scattering The pathe were ordered according to the maximum amplitude appearing in the $\boldsymbol{k}^{3}$-weighted fine atructure apectre for each path; the fine structure contribution of the top forty MS pathe in this list are shown in figure 4.9.
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Figure 4.9: The $h^{3}$-weighted fine atructure contributione of the forty most important multiple-scattering pathe in the sinc (II) tetraimidasole clunter taken from the list in table 4.1. The axes of the spectra are not annotated for clarity; the $y$-axis is the $\boldsymbol{h}^{3}$-weighted amplitude and rangen from -1.9 to 1.0 and the $x$-axis is the photoelectron wave vector from $h=2.0 \AA^{-1}$ to $h=10 \AA^{-1}$.
to go beyond the single scattering approximation when analysing EXAFS data.

### 4.4.2 Test of Configurational-Averaging Algorithm

The first order configurational-averaging approximation outlined in section 4.2.2 is valid when the phase and amplitude functions, $\psi(k, r)$ and $A(k, r)$ for each path ) vary linearly over the range of molecular configurations. In the case of displacements due to thermal vibrations, this implies that the phase and amplitude derivative functions, $\psi_{1}(k)$ and $A_{1}(k)$, must be the same when evaluated at all points in the displacement cycle of a given vibrational normal mode. This requirement is complicated by two factors:

1. The mean-squared displacements due to the various normal modes are summed for each atom to produce the total mean-squared displacement undergone by the atom. $\psi_{1}(k)$ and $A_{1}(k)$ must therefore be the same for the normal mode vibration about any point in the probability distribution function due to all the other normal modes.
2. The normal vibrations are properly expressed in the normal coordinate basis which in general is curvilinear. The individual atomic displacements however are most conveniently expressed in the rectilinear cartesian coordinate basis as infiniteaimal displecementr. This approximation only holds for linear or for very small curved atomic trajectorien; it may break down for large curved trajectoriea which deviate significantly from the approximated linear paths leading to false evaluations of $\psi_{1}(k)$ and $A_{1}(k)$.

The above concerns were inveatigated by examining acattering from three nearly collinear atoms in the sinc (II) tetraimidazole complex: the absorbing zinc, and the two nitragen atoms in one imidazole ring. A diagram in given in figure 4.10 showing the relative positions of the atome. These atoms were chosen because the phase and amplitude functions were expected to change rapidly (for double and triple scattering) when the outer nitrogen displares. This is because the nearly collinear arrangement means that each atom sits in or near the direction of strong forward- or back-scattering of the other atomb; these scattering lobes become narrow at high photoelectron energies (see reference (108) ) and consequently the scattering from the other atoms seen by the outer nitrogen changes rapidly when it displaces through the lobe.
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Figure 4.10: Teat of the validity of the firat order configurational averaging approximation. The scattering in the three paths shown was calculated for nine displacement. of the outer nitrogen (labelled 2) along the linear trajectory indicated. The maximum displacement was $\pm 0.22 \mathrm{~A}$ from equilibrium which is equal to twice the standerd deviation diaplacement of the atom in this direction due to all normal moder at 300 K at determined from inelestic neutron acattering. The atomic arrangement chomen and the linearity and magnitude of the diaplecements provided astringent test of constant variation of the phase and amplitude functions. All plots are linear, (i.e. the first derivative is conatant) and eo the first order approximation is considered aufficient for this molecule.

In other words this arrangement constitutes a severe test of the constancy of the $\psi_{1}(k)$ and $A_{1}(k)$ functions when the outer nitrogen is displaced. Only the outer nitrogen was displaced in this test, along a linear trajectory perpendicular to the $N-N$ vector and in the imidazole plane. The phase and amplitude functions were established at nine points on this trajectory and were plotted for five values of photoelectron wavevector, $k$. The greatest magnitude of the nitrogen displacement was $\pm 0.22 \AA$ from equilibrium, which constitutes twice the maximum standard deviation ( $2 \sigma$ ) of the displacement in this direction at 300 K due to all 105 normal modes of the molecule as established from inelastic neutron scattering. The results of the test are shown in figure 4.10 and demonstrate that the phase and amplitude functions are linearly verying for this trajectory even as far out as $2 \sigma$ at $300 K$. The $\psi_{1}(k)$ and $A_{1}(k)$ functions are actually determined at displacements of $1 \sigma$ for each normal mode; consequently this teat indicater that the firat order approximation used in the configurational averaging algorithm is sufficient.

The graphs in figure 4.10 demonstrate that the phase function varies most rapidly at high photoelctron energies whereas the amplitude function tends to have the greatest gradient at low $k$. Thus the dominant damping term $\exp \left[-\left(\psi_{1}^{\dagger} \mathbf{M} \psi_{1}\right) / 2\right]$ in Eq. (4.20) tends to produce the most damping at high $k$ whereas the phase and amplitude correctiona, given by $\left(A_{1}^{1} \mathrm{M} \psi_{1}\right) / A_{0}$, are greatest at low $k$.

### 4.5 Results

### 4.6.1 Individual Multiple Scattering Paths

The effect of the configurational averaging calculation on the partial EXAFS signal from each of the 60 mont significant MS paths was determined. An example is given in figure 4.11 for the $\mathrm{Zn}-\mathrm{N}$ back-scattering path ( 191 ); this path generates the largest contribution to the undamped total EXAFS signal. The damping effert of the thermal motion is pronounced and is seen to increase with temperature as expected; at $20 K$ and $k=17 \AA^{-1}$ it causes $\mathbf{8 0 \%}$ reduction in the peak amplitude which is effectively the damping due only to sero point motion of the molecule. At 300 K , at the same point in the apectrum, the damping attenuates


Figure 4.11: Partial EXAFS agnal from the $\mathrm{Zn}-\mathrm{N}$ single seattering path. The dashed line indicates the signel generated in the equilibrium configuration with no treatment of thermal damping. The colid lines represent the ame aignal after correction for thermal motion of the $\mathbf{Z n}$ - $\mathbf{N}$ interatomic dintance in the 105 normal modea of the molecule at seven different temperatures.
the signal by more than $\mathbf{9 0 \%}$. There is no aignificant phase shift of the signal for this path, even at low $k$ which is where the phase correction term is greatest. Similar plots showing the temperature dependence of the partial EXAFS aignals are presented in appendix $H$ for the ten most important paths of one of the imidazoles in the asymmetric unit. The damping of the signals is of the same order of magnitude for the various pathe and none show significant phase shifts except the 1451 double scattering path which does exhibit visible shifts at low $k$.

The configurational averaging calculation also yields a detailed breakdown of the contribution of each of the 105 normal modes of the molecule to the damping of the partial EXAFS signal. An example of this is given in figure 4.12 for the same $\mathrm{Z}_{\mathrm{n}}$ - N back-scattering path discussed above. The effect of each normal mode is split into ite contributions to the two distinct correction terms in the firat order configurational averaging formula in Eq. (4.20). The firat bar chart in figure 4.12 shows how much each normal mode contributes to the exponent of the dominant damping, i.e. $-\left(\psi_{1}^{\dagger} \mathbf{M} \psi_{1}\right) / 2$, for $k=12 \AA^{-1}$ which represents the mid-range of the spectrum. It shows the contributions both at $20 K$ (white bara) and at $300 K$ (black bars ). The exponential of the sum of the $-\left(\psi_{1}^{\dagger} \mathbf{M} \psi_{1}\right) / 2$ terms from each normal mode determines the damping effect on the apectrum. The second bar chart in figure 4.12 similarly depieta the contributions of each normal mode to the correction term $\left(A_{1}^{\}} \mathrm{M} \psi_{1}\right) / A_{0}$ at $20 K$ and $300 K$


Figure 4.12: Partial contributions of the 105 normal moden to the correction terms in the frat order configurational averaging approximation (see Eq. (4.20)) for the same $\mathrm{Zn}-\mathrm{N}$ back-scattering path shown in figure 4.11. The white bars represent the contribution from each normal mode at 20 K and the black bara at 300 K . The bara are positioned in order of increasing frequency from left to right.
which are seen to be very small.
The two bar charts show very similar distributions for this path. The low frequency vibrationa generate the greatest damping since they produce the largeat mean-squared diaplacements of the atoms. The contributions from the low frequency modes increases faster with increasing temperature then the high frequency modes because the mean-squared diaplacements of the low frequency modes increase faster with temperature. For this path the greatest damping is generated by the four large contributions at low frequency; these correspond to the four tetrahedral atretch modes of the molecular skeleton (including the tetrahedral breathing mode). These four modes produce the largest displacements in the $\mathrm{Zn} \cdot \mathrm{N}$ interatomic distance and hence introduce the greateat degree of incoherence in the back-acattering from the nitrogen atom.

In appendix $H$ similar bar charta are presented for the ten most important scatering peths from one of the imidazole branches. In general, the greatest contributions to the damping come from the low frequency modes. A notable exception in the triple acattering path 14651 which exhibits large contributions to the dominent damping term from high
frequency imidazole ring in-plane stretching modes in the range $900 \rightarrow 1600 \mathrm{~cm}^{-1}$. However the imidazole ring out-of-plane normal modes only contribute negligibly to the damping of all paths; this corresponds to a range $300 \rightarrow 900 \mathrm{~cm}^{-1}$ in the vibrational spectrum of the molecule which does not generate any aignificant damping of the total EXAFS spectrum. Unlike the Zn - N back-scattering paths ( 141 and 191 ), for most paths the two bar charts are not similar; in fact for many paths the phase and amplitude correction contributions are often positive astwell as negative. Very little demping is due to torsional librations of the imidazole branches since this does not greatly affect the shape of the scattering paths.

By inspecting the bar charts in appendix H , it is evident that the same four low frequency $\mathrm{Zn}-\mathrm{N}$ tetrahedral stretch modes of the molecule (discussed above) produce very large damp. ing contributions for all the paths. In fact, for the ten paths considered, they are the dominant contributors to the damping for all but the triple scattering path 14651 . This path is by far the most damped path (virtually $100 \%$ above $k=12 \AA^{-1}$ ) and much of the damping is due to rigid-imidazole wags and bends.

### 4.5.2 Temperature Dependence of Total EXAFS Spectrum

The configurationally averaged total EXAFS spectra at various temperatures are presented in figure 4.13 superimposed on the experimental EXAFS data. The comparison of the theoretical and experimental amplitudes of the signal show large discrepancies; the calculated signal underestimates the true amplitudes at many points in the spectrum. The temperature dependence is however well modelled for the peaks around $k=6, k=14$ and $k=17 \AA^{-1}$. The behaviour of the theoretical and experimental spectra with temperature becomen more transparent when the information in figure 4.13 is redisplayed separately as in figure 4.14 From this plot it may be reen that the changes in the two sets of apectra, as a function of temperature, are similar even though the signal is not correctly modelled.

Finally the Fourier transforms of the theoretical spectra are shown as a function of temperature in figure 4.15 and may be compared with those of the experimental spectra in figure 4.4. (Note that the tranoform window for the theoretical spectra was alightly smaller than that used for the experimentel apectre due to the smaller calculated aignal range; the Fourier trans-


Figure 4.13: Theoretical and experimental temperature dependence of the EXAFS spectrum of the sinc (II) tetramidasole complex. The theoretical epectra include a full configurational-average treatment of the damping effect due to the thermal motion of the molecule but appear to underestimate the true amplitude of the aignal at many pointe in the apectrum.


Figure 4.14: Theoretical and experimental temperature dependence of the EXAFS apectrum of the sine (II) tetraimidasole complex. This plot redispleys the information shown in figure 4.13 so that the theoretical and experimental eignals are presented separately. The deahed line in the lower plot shows the theoretical signal generated with no treatment of the dampins due to thermal motion.


Figure 4.15: Plot of the moduli of the Fourier trannforms of the theoretical fine-atructure spectrs shown in figures 4.13 and 4.14 . The fine-structure spectra were cubic-spline fitted ( 80 knote) and then transformed over the range $41 \mathrm{eV}(k=3.3 \AA)$ to $1200 \mathrm{eV}(k=17.7 \AA)$. The offeet between spectra is 4 units on the $y$-scale.
forms of the experimental spectra are however virtually unchanged when determined over the smaller window and figures 4.4 and 4.15 may therefore be directly compared.) The Fourier transforms of the theoretical and experimental spectra have approximately the same form although the mid-range $(2.0 \rightarrow 3.2 \AA)$ in the theoretical case is not as resolved such that nearly all features are washed out at high temperature. The magnitude of the Fourier transform modulus is much smaller in the theoretical case than in the experimental case which is a ennsequence of the underestimate of the EXAFS amplitudes in the configurationally averaged apectra.

The implications of these results are discussed in the following and final chapter of this therie.

## Chapter 5

## Discussion

The key ingredient to the configurational average calculation, presented in the last chapter, is the many-body vibrational correlation function (VCF ) of the molecule obtained via inelastic neutron scattering ( INS ), described in chapter 3; therefore, in the next section, the confidence that may be placed in the VCF is assessed. This is done by comparing the atomic displacement implied by the VCF from INS studies with the same quantities determined via the TLS analysis of the crystallography data ( described in chapter 2 ). In addition, the $\mathrm{Zn}-\mathrm{N}$ interatomic displacements, which were shown in the last chapter to be the main contributors to thermal damping, are compared with values from TLS and EXAFS experiment. Finally, the assumption of harmonicity, implicit in the determination and implementation of the VCF, is discussed.

The causes of the underestimate in the theoretical amplitude are discunsed in the subsequent section. It is described how the artificial energy discontinuity in the modelling of the optical potentials at the Muffin-Tin boundery significantly perturbs the amplitude function throughout the EXAFS spectrum. It is argued that the incorrect modelling of the amplitude function impairs a proper data analyuis.

In the following section some current approaches to EXAFS data analyis are briefly overviewed with an emphasis on their treatment of the damping due to thermal and static dieorder. The implicatione of the configurational everaging resulte presented in this thesis to these approaches are discussed.

Finally, the conclusions of this atudy are summarised

## CHAPTER 5. DISCUSSION

### 5.1 Confidence in the Vibrational Correlation Function (VCF )

The VCF is constructed from the eigenvectors of a harmonic force field which models the vibrations of the zinc (II) tetraimidazole complex as an isolated molecule. Clearly this is only an approximation of the real vibrating system, which is coupled to some degree to the rest of the lattice, but the model does successfully reproduce the hydrogen-weighted INS vibrational density of states of the molecule at 20 K . This is a sensitive test of the atomic displacements described by the VCF since the intensities of the peaks in the INS spectrum are directly related to the mean-squared displacement amplitudes of the hydrogen atoms in the molecule in each vibrational normal mode. It is, however, extremely difficult to assign error margins to the atomic displacements defined by the VCF since these depend on many factors; for example, the discrepancies between the calculated and experimental INS peak intensities and energies are difficult to translate into error margins in individual atomic displacementa since the peak is generally a sum of contributions from many atoms. Furthermore, the accurate modelling of the peak intensities depends on the correct description of broad background features in the INS spectrum such as phonon wings or on the correct modelling of nearby peaks. It in also possible that undetected mistakes in the energy assignment of normal modes will lead to incorrect atomic displacements

Thus, due to the difficulty in assigning error margins, it is important that the VCF is checked for consistency with other techniques. This has already been done to some extent in chapter 3 since the frequencies of the normal modes of vibration were extenaively checked againat infrared and Raman values and values from ab initio force field calculationa, but this provides no check of the atomic displacements in each normal mode. The calculated INS intensities (and hence indirectly the mean-squared atomic displacements of the VCF ) were checked for self-consistency against INS spectra of deuterated atstes of the molecule; a more independent check, however, is to directly compare the atomic displacements with those obtained from another method; i.e. TLS analysis. This is therefore done in the following subsection.

### 5.1.1 Consistency of Atomic Displacements from INS and TLS Studies

The TLS analysis of $x$-ray crystallography data gives estimates of the total mean-squared atomic displacements with respect to the molecular centre of mass at two temperatures, 100 K and 150 K . It thus provides a means of directly checking the atomic displacements described by the VCF via a method which is fundamentally different from INS. The VCF's at 100 K and 150 K are generated from the VCF at very low temperature assuming perfectly harmonic normal vibrations; the comparison with the TLS therefore may indicate the validity of the harmonic approximation since any anharmonic components will contribute to the TLS mean-squared displacements. A significant underestimate of the TLS displacements at these temperatures may be evidence of anharmonicity

Both the TLS and INS analysea hinge on the validity of the assumption that the zinc (II) tetraimidazole molecule may be treated as effectively isolated; in other words that the internal vibrational modea are distinct from the lattice vibrations. This is supported by the insensitivity of the INS spectrum of the zinc (II) tetraimidazole complex to modifications in the cryatal field incurred by changing the counterion in the cryatal from perchlorate to tetrafluoroborate, see figure 3.13. Further evidence was the lack of peak broadening in the INS apectrum in all moden, except those below $160 \mathrm{~cm}^{-1}$ which were only slightly broadened beyond the intrinsic resolution. This indicates that most of the internal modes are nondispernive which supports the notion that they are decoupled from lattice modes.

In order to make the comparison, the mean-squared atomic displacementa described by the VCF from the INS atudy had to be summed for each atom over all normal modes; this is because the TLS analynis does not separate the total displacements into contributions from various modes. The comparison is depicted in bar chart form in figure 5.1 for ront-meansquared displacements of the imidarole ring atoms alng two projections. The stretch rms displerements correspond to the projection in the plane of the imidazole ring and parallel to the $\mathrm{Zn}-\mathrm{N}$ bond. The wag rms displarements correspond to the projection in the plane of the imidezole ring and perpendiculer to the $\mathrm{Zn}-\mathrm{N}$ bond.

In the stretch projection, the agreement between the two techniques is satisfactory; the average discrepancy in the rms displacements is $\mathbf{2 5 \%}$. The TLS rms displacements are con-


Figure 5.1: Comparison of resulte from the TLS anelyais and INS atudy. The bar charta depict the root-mean-squared diaplacement amplitudes of each of the five ring atomin in the two anymmetric imidasole branches of the sinc (II) tetraimidasole complex. The rms displacemente ( in $\dot{A}$ ) are in the frame of the molecule centre of mass and are projectiona in the stretch direction (top row) and the wag direction and are ahown at the two temperaturea at which the TLS analysis was done.
sistently greater than those generated by the VCF from the INS study which would suggest the presence of anharmonicity; however most of the INS velues lie within the calculated maximum error margin of the TLS rms displacements ( $\pm 0.03 \AA$ ) so it cannot be stated that the harmonic assumption breaks down at these temperatures. In both methods, the nuter nitrogens of the imidazole rings are seen to undergo less motion in the stretch direction than the carbon atoms. This may be due to the restricting effect of the H -bonding on this nitrogen; it is encouraging to see that it has aleo been reprodured in the INS case where the H-bonding is approximated by rtiffening the N-H bond. It should be noted how well the rms displacements of the zinc-bonded nitrogen ( denoted $N_{\bar{Z}}$ in figure 5.1 ) agree between the two methods; the values in the bar chart for this displacement are therefore tabulated in table 5.1 . These values
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|  | rms diaplacements of $\mathbf{Z} \mathbf{n}$-bonded $\mathbf{N}$-stom in stretch direction, $\mathbf{A}$ |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 20K |  | 100K |  | 150 K |  | 300K |  |
|  | TLS | INS | TLS | INS | TLS | INS | TLS | INS |
| imidasole 1 | - | 0.040 | 0.047 | 0.042 | 0.046 | 0.044 | - | 0.052 |
| imidanole 2 |  | 0.040 | 0.047 | 0.041 | 0.050 | 0.043 | - | 0.051 |

Table 5.1: Comparison of the root-mean-squared divplacements of sinc-bonded nitrogen projected along the $\mathrm{Zn}-\mathrm{N}$ vector and in the frame of the molecule centre of man via the methods of TLS and INS. Note that these valuen are not the asme an the rmo diaplacements of the $\mathbf{Z n}-\mathrm{N}$ interatomic dintance ( i.e. not the $\mathrm{Zn}-\mathrm{N}$ pair correlation function). The calculated error of the TLS values in this case is $\pm 0.011 \AA$.
alone however do not represent the $\mathrm{Zn}-\mathrm{N}$ pair correlation function (the quantity determining EXAFS damping along the $\mathrm{Zn}-\mathrm{N}$ path ) since they are only the diaplacements of the nitrogen and take no account of the relative motion of the zinc atom.

In the wag projection, the agreement is not so good; this was anticipated since the TLS analysie typically models translational motion better than librational. The real maximum error margin for the TLS rms displacements in this direction is likely to be greater than the calculated one of $\pm 0.03 \AA$ since the crude model for the separation of internal and overall motion is not so appropriate for these kinds of librational displacements. Nevertheless the values are of the same order of magnitude; the average agreement between the values from TLS and INS for this projection is $\pm 70 \%$. It is interesting to observe in inde 5.1 thet the overall wag displacement of imidazole 2 are approximately $50 \%$ amaller than those of imidazole 1. This pattern may be explained by the asymmetry in the hydrogen bonding to the two unique imidazoles in the asymmetric group whereby the H-bonds from imidazole 2 are shorter and more linear and therefore atronger. For example, in the tetraflumoborate complex, the H -bond NH ...F from imidazole 2 is 2.747(2) $\AA$ long compared to 2.949(2) $\AA$ from imidazole 1 and the angles formed by the bonds are $155^{\circ}$ and $124^{\circ}$ respectively.

Values from the TLS analynis in the out-of-plane projection relative to the imidasole ring:
(bend) could not be established, as described in chapter 2. This was due to an overestimate of the $L$ tensor about one principal axes which resulted in negative values for the internal displacements in this projection. In this case, the $\mathrm{Zn}-4 \mathrm{~N}$ rigid-body model used to identify the overall translational and librational displacements of the molecule clearly failed. This is because the zinc-bonded nitrogens atrongly participate in out-of-plane internal motion as may be observed in figure 3.21 and appendix G. However, it may also be seen that the zincbonded nitrogen participates far less in the low frequency in-plane wag modes of the molecule; in other words, the INS study demonstrates what was suspected in the TLS study, that the wag librational axis passes close to the zinc-bonded nitrogen whereas the bend librational axis is displaced towards the centre of the ring.

The TLS analysis can only be considered as an indication of the magnitudes of the displacements. As was discussed in chapter 2, the process of subtracting large molecular meansquared displacements from the overall observed mean-squared displacements, which are only slightly larger, to leave eatimates of the internal motion, incurs large error margins. The TLS analysis is also based on very broad assumptions about the nature of the internal motion in the molecule and takes no account of correlations in the atomic motion. In this case, the TLS analynis should be most relisble in predicting the mean-squared displacements projected in the stretch direction; these values are seen to agree well with those predicted by the VCF. It is precisely this motion which dominates the demping effect on the EXAFS spectrum and so it is essential thet it is well modelled by the VCF. This is discussed further in the next subsection.

### 5.1.2 Check of Zn-N Pair Correlation Function

It was noted in chapter 4 that the tetrahedral stretching modes of the molecule dominate the damping effect of the EXAFS for the zinc (II) tetraimidazole molecule. In particular, the mean-squared displacements of the $\mathrm{Zn}-\mathrm{N}$ interatomic distance, i.e. the $\mathrm{Zn}-\mathrm{N}$ pair correlation function, are inatrumental in determining the overall damping effect on the EXAFS spertrum.

The pair correlation function deduced from the VCF, via the INS study, may be directly checked againat the experimental velue determined directly from the temperature de-
pendent EXAFS data as described in section 4.3.3. The EXAFS data yielded a value of $\sigma_{0}^{2}=(2.5 \pm 0.5) \times 10^{-3} \AA^{2}$, with all motion quenched in the ground state, which compares favourably with the value described by the VCF of $2.6 \times 10^{-3} \AA^{2}$.

The experimental value of $\sigma_{0}^{2}=(2.5 \pm 0.5) \times 10^{-3} \AA^{2}$ for the $\mathrm{Z} \pi-N$ pair correlation function, and the associated error margin, permit a rapid check of the magnitude of the damping calculated for the EXAFS spectrum at 20 K via configurational averaging. In the high $k$ region, single scattering along the $\mathrm{Zn}-\mathrm{N}-\mathrm{Zn}$ patho dominates the EXAFS and may effectively be modelled via the plane wave approximation, see Eq. (4.23), and so the damping may be easily estimated by inserting the pair correlation function into the Debye-Waller factor, $e^{-2 k^{2} \sigma^{2}}$. For example, at $k=17 \AA^{-1}$ the peak in the EXAFS spectrum is nearly completely described by $\mathrm{Zn}-\mathrm{N}$ single scattering; if $\sigma^{2}$ is taken as $2.6 \times 10^{-3} \mathrm{~A}^{2}$ (as it was in the configurational averaging calculation using the VCF ) the signal is damped by $\sim \mathbf{8 0 \%}$. Alternatively, if $\sigma^{\mathbf{2}}$ is taken as $2.0 \times 10^{-3} \AA^{2}$, which is the lower extreme of the error range for the experimental value, the damping of the EXAFS signal at $k=17 \AA^{-1}$ is $\sim 70 \%$; this would still result in a distinct underestimate of the true EXAFS signal in this $k$-range.

### 5.1.3 Anharmonicity

The determination of the VCF hinges on the assumption that the probability distribution functions ( pdf's ) of atomic disorder are described by trivariate Gaussians in the generalised coordinate basis. In reality, this assumption is only an approximation since the true interatomic potentials are certainly anharmonic in form. The enaential queation, therefore, is whether the harmonic approximation is adequate in this case to model the VCF with respect to its demping effect on the EXAFS spectra.

Anharmonicities in molecular vibrations manifest themselves as broadening and splitting of peaks in the INS spectrum. This phenomenon was not found in the INS spectra of imidazole and the zinc ( 11 ) tetraimidazole complex at $20 K$ except at the lowent frequencies in the later spectrum, i.e. below $160 \mathrm{~cm}^{-1}$, where slight brusdening was observed; this corresponds to the librations of the imidazole rings, i.e. wags, bende and torsions. This kind of motion producea amall contributions to the overall damping of the EXAFS, which is dominated by the akeletal
tetrahedral modes, and so the magnitude of the total damping is not expected to be sensitive to errors in the modelling of the librational mode potentials. The peaks in the INS spectrum due to skeletal tetrahedral modes do not exhibit peak broadening at 20 K which suggests that a quasi-harmonic model is appropriate for these modes, according to White et al., (119).

The thermal damping is dominated by the effect of the $\mathrm{Zn}-\mathrm{N}$ pair correlation function. This may be checked for the presence of anharmonic effects directly from the temperature dependent experimental EXAFS spectra since the first coordination shell peak in the Fourier transform at each temperature may be interpreted to determine the extent of elongation in the Zn - N mean interatomic distance. It was found that that there was no change in the mean interatomic distance between the data at 20 K and 50 K but that successive data sets indicated consistent elongation. The 300 K data set indicates an elongation in the $\sim 2 \AA$ $\mathrm{Zn}-\mathrm{N}$ bond of $(5 \pm 1) \times 10^{-3} \AA$, or $0.25 \%$. This corresponds to a thermal expansion coefficient of $(8 \pm 2) \times 10^{-8}$ which is intermediate between typical values for ionic solids (e.g. KCl $=37 \times 10^{-6}$ ) and covalent solids (e.g. silicon $=2.6 \times 10^{-6}$ ) at 300 K . In an article by Eisenberger and Brown, (36), the effect of the anharmonicity of the pair correlation function on EXAFS apectra from metallic zinc was considered; the linear expansion coefficient of metallic zinc is $61 \times 10^{-6}$ which is an order of magnitude larger than that estimated for the $\mathrm{Zn}-\mathrm{N}$ pair correlation function. Clearly, anharmonicity is present in the $\mathbf{Z n}-\mathrm{N}$ pair correlation potential but it does not appear to be a large effect and it is not expected that it will significantly alter the EXAFS damping which it dominates. In addition, the lack of broadening of the INS peaks attributed to motion that largely determines the $\mathrm{Zn}-\mathrm{N}$ pair correlation function, i.e. the tetrahedral stretching motion, indicates that at low temperatures the pair correlation function may be considered quasi-harmonic.

It has thus been established that the $\mathrm{Zn}-\mathrm{N}$ pair correlation function, at least at 20 k , is well modelled by a Gaussian pdf and, from the last subsection, that its magnitude has been correctly entered into the EXAFS configurational averaging calculations. Consequently, we may be confident in the assertion that the theory produces an underestimate of the true EXAFS signal at high $k$ and that this is not just an artifact of the calculation. It is therefore logical to conclude that the underestimate of the theoretical amplitude, observed in the lower
$k$ regime of the spectrum, is also genuine.
As a final note, it could be the subject of a future analysis to try to extract the anharmonic form of the $\mathrm{Zn}-\mathrm{N}$ pair potential from the temperature dependent EXAFS data by evaluating the coefficient of a cubic term in the expression for the potential in Hamiltonian. It may then be possible to add an anharmonic term to the harmonic deacription of the VCF, as determined from INS at $20 K$, and thus model the effect of the $\mathrm{Zn}-\mathrm{N}$ anharmonicity directly on the damping of the EXAFS.

### 5.2 Discussion of Configurational Averaging Results

The underestimate of the configurational averaged apectral amplitudes compared with experiment atems from a corresponding underestimate of the theoretical amplitude in the undamped signal. This was auggested in figure 4.7, in which the theoretical signal appears to leaves no scope for damping, and was confirmed by the ab initio temperature dependence calculation depicted in figures 4.13 and 4.14. One explanation is that the damping due to the extrinsic and intrinsic energy losses of the photoelectron are overestimated; in other words the imaginary component of the phase shifts ( $t$-matrices), generated by using the complex, energy-dependent Hedin-Lundqvist potentials, are too large. Another reason could be an underestimate in the theoretical backscattering amplitudes predicted by the potentiala. However, the situation is complicated because there is clear evidence that the discontinuity in the potentials at the muffin-tin ( MT ) boundary strongly perturbs the theoretical amplitude. This is illuatrated in figure 5.2 in which the theoretical amplitude functions in the equilibrium configuration, $A_{0}(k)$, of the ten most significant scattering patha, are plotted with $k^{3}$-weighting. All the functions clearly exhibit an oscillatory modulation with the same period which is characteristic of internal photoelectron scattering at the MT boundary within the emitter ( sinc ) potential; notice that the perturbation caused by the MT discontinuity extends into the high $k$ region and is not just confined to the near-edge (XANES) region of the spectrum as it is frequently believed to do. The variation in the $k^{3}$-weighted amplitude functions due to the oscillatory modulation is as much as $\pm 25 \%$, which is significant.


Figure 5.2: Plote of the theoretical amplitude function, $A_{0}(k)$, of the ten mont significant scattering pathe of the sinc (11) tetramidasole complex. The functions clearly exhibit the mame oscillatory modulation which is evidence of the perturbation in the thenretiral phntoelectron mestering caused by the energy discontinuity in the optical potential of the sine atom at the Muffin-Tin boundary.

The effect the MT perturbation has on the amplitude of the total spectrum may be seen by referring back to figure 4.13 in which it was seen that not all of the peaks were underestimated after the configurational average. The well modelled peaks, for example the one at $k=14 \AA^{-1}$, correspond to the peaks in the oscillatory amplitude envelope of the amplitude function. Consequently, it is difficult to state exactly the origin of the underestimate in the total EXAFS theoretical amplitude; on inspection it appears that it is a combination of an overestimate in the damping due to intrinsic/extrinsic losses plus the perturbation of the amplitude function caused by internal scattering of the propagating photoelectron from the MT boundary discontinuity.

The incorrect modelling of the theoretical amplitude clearly affects the Fourier transforms of the calculated temperature-dependent spectra both in amplitude and form, as is seen by comparing figures 4.4 and 4.15. The MT perturbation generates an artificial peak in the Fourier tranaform of the calculated EXAFS, at the reduced radius of $1.1 \AA$. The tranaform spectra are also underestimated in amplitude in all but the the high frequency components of the EXAFS spectrum, which appear at a reduced radius of $3.6 \AA$ in the Fourier transform. In other words, the theoretical amplitude does not produce a uniform underestimate of the EXAFS amplitude; i.e. the theoretical Fourier transform is not simply a scaled down version of the experimentally generated one. Therefore, unless the amplitude underestimate is properly treated, the atructural and dynamic information of the EXAFS beyond the first shell cannot be reliably extracted.

The configurational averaging calculation yields important information as to the breakdown in the contributions to the thermal damping from the 105 normal modea of the molecule. It shows that the contributionn to the damping from individual high frequency normal moden, the internal vibrations of the imidazole rings, are amall. However, they are not negligible due to the multiplicity of the high frequency modes. For example, in the case of dieplacements in the $\mathrm{Zn}-\mathrm{N}$ interatomic distance, which is the most significant type of motion as far as thermal damping is concerned, $23 \%$ of the mean-squared displacement is due to internal modes of the imidasole ringe. For some multiple scattering patha, the proportion is much higher althnugh few important patha are actually dominated by damping due to imidazole ring modes. In
other words, the thermal damping can not be properly modelled by considering only the low frequency skeletal modes of the molecule.

### 5.3 Implications for EXAFS Analysis

In this section, a brief overview is given of some of the common approaches to EXAFS data analysis in terms of treatment of thermal parameters. This is followed by a discussion of the implications to these approaches of the results presented in this thesis.

### 5.3.1 Various Approaches to EXAFS Data Evaluation

EXAFS data analysis is currently embodied by three software packages: EXCURVE, (48), (140), FEFF, (94), and GNXAS, (40) which has the same parentage as MSXAS, (122), which was employed in this thesis.

The analysis system EXCURVE, (48), (51), (140), developed at Daresbury Laboratory, is based on a fast, exact formulation for single and multiple scattering ( MS ) up to order 3 incorporating a spherical wave treatment. The multiple-scattering calculation has been made faster by the inclusion of a mall-atom approximation, (47). The Muffin-Tin optical potentials are determined according to the prescription of Mattheiss, (90), and an Xa model ia used for the exchange-correlation correction with an adjustable parameter to compenaate for the lack of energy dependence. FEFF, (94), is based on essentially the same theory as EXCURVE; it incorporates the additional concept of an effective scattering amplitude, analogous to the plane-wave acattering amplitude, which is applied to multiple scattering, (107), (117). GNXAS constructs the optical potentials using the Hedin-Lundquist plasmon pole approximation, (54), (55), (56), (57), (74), which incorporates a complex, energy-dependent term to model the intrinsic photoelectron losaes.

All these parkages obtain structural information in the same way via a multiparameter fit of an ab initio EXAFS curve to an experimental EXAFS apectrum. Included in the fit is a parameterised model for the static and dynamic structure of the subject system and it is optimising this model that yields values for coordinstion numbers, bond lengthe, and
possibly bond angles and disorder information. Other parameters are included in the fit and these are basically the same for each package although EXCURVE does permit the potentials to be veried. Recently, EXCURVE has been adapted in an effort to reduce the number of free parameters typically refined in the cases of biological systems; it is described as constrained and restrajed refinement, (6). The structural parameters are constrained to certain idealised values taken from comparison with known systems and restrained such that any deviations from these idealised values are incorporated in the object function that is minimised. The principal difference between FEFF and EXCURVE is that, in FEFF, the various multiple scattering contributions are separated out; the phase and amplitude functions are thus deduced for each MS path. Then, within the approximation that the phase and amplitude functions vary linearly over small displacements of the free parameters, the EXAFS spectrum may be determined, via their first derivatives, at any point in parameter space without having to recalculate the spectrum. This enhances the computation speed by an order of magnitude compared to EXCURVE. The approach is described for the case of copper, (94), in which a good fit to experimental data was obtained with six free parameters including the mean free path, the zero of the energy acale, $E_{0}$, a structural parameter and three parameters reproducing the thermal damping for the first three shells via the DebyeWaller scheme. The thermal parameters were underestimates of the experimental values for the firnt two shelle (quoted in the same article) by $\mathbf{3 0 \%}$ and $70 \%$.

In FEFF and EXCURVE, disorder is treated via phenomenological amplitude reduction factors ( Debye-Waller ) associated with each coordination shell; recent studies using these packages to analyse metal-coordinated imidazole systems may be found in the literature, (6), (7), (71). This treatment is in contrast to GNXAS where the damping due to thermal and static disorder is treated fully via the configurational average scheme emplnyed in this thesis, (3). This is possible because the multiple-scattering contributions are separated out such that a phase and amplitude function for earh path may be deduced to deacribe the partial signal. For a singlescattering path, one quantity, analogous to the Debye.Wallerlike value $\sigma^{2}$, is required to define the thermal damping in the same manner as for the above methods. However, for scattering in a three segment path, six parameters are required to com-
pletely define a symmetric covariance matrix that represents the $\mathbf{3}$-body correlation function. Thus, potentially, GNXAS can reveal information ebout distribution functions of higher order than the pair correlation function as is demonstrated in a recent study of simple brominated hydrocarbons, (10).

### 5.3.2 Significance of Results for Structure Determination

The approaches to EXAFS data evaluation described above share a common feature in that they are all multiparameter fits of a calculation to an observation; this raises the question as to how many refinable parameters are justifiable for a particular case and how the parameters may be interpreted. Muatre et al., (94), clarify the former point by defining a number of independent experimental observations, from the energy range and Fourier transform range used, which must not be exceeded by the number of refined parameters. However, in order to be able to interpret the refined parameters in a physical sense it ia essential that they are relatively uncorrelated and that they correapond to an adequate physical model for the syatem.

It hes been shown, (107), that some of the parameters typically refined in an EXAFS data analysis are highly correlated. For example, over the energy band $61 \rightarrow 548 \mathrm{eV}(k=$ $4 \rightarrow 12 \AA^{-1}$ ) the wavevector zero, $E_{0}$, and the first shell distance, $R_{1}$, are correlated by 0.96 ; the first shell coordination number, $N_{1}$, and disorder parameter, $\sigma_{1}^{2}$, for the first shell are correlated by 0.93 . The correlations are greater over narrower energy bands. Parametera treating the disorder are relatively uncorrelated with one another, and therefore should be well determined via refinement, provided that they damp partial EXAFS signal of distinct perindicities. This is certminly the case for $\sigma^{2}$ for the first conrdination shell but parametern for more distant shells may be more correlated with one another since multiple-scattering causes more than one periodicity to be associated with scattering from these shells. It is therefore essential to analyse EXAFS data over a wide energy range and to choose the free parameters associated with disorder damping carefully.

Even if the free parameters are refined with relative certainty, the interpretation of the refined quantitiea hinges on the physical model used. The imple Debye-Waller-like treatment
of damping due to disorder in the approaches of EXCURVE and FEFF is inappropriate in dealing with the damping of multiple scattering paths. It hes been shown, (3), that there are significant deviations from the $\exp \left(-2 \sigma^{2} k^{2}\right)$ nature of the damping for multiple scattering paths, especially for large disorder. In fact, as argued by Filipponi et al., (40), even if the damping were approximated by a function of the form $\exp \left(\alpha k^{2}\right)$, the meaning of the refined quantity could not be thought of as describing the disorder of a given shell. In other words, the refined quantities treating the disorder beyond the first shell will be, in many cases, meaningleas. The GNXAS approach treats the damping due to disorder via a configurational average which does permit a physical interpretation of the refined quantities beyond the first shell in terms of disorder. However the method necessitates additional parameters and it is not apparent how correlated the various parameters are.

In summary, it in essential that the damping due to thermal and static disorder be treated via a configurational average (as incorporated in GNXAS ) if the multiple scattering is to be modelled correctly and the refined parameters are to yield any information about the disorder of the scattering system. Unfortunately, this implies extra parameters to be refined which may be correlated and therefore difficult to determine.

Finally, the multiparameter fit is only as good as the theory which generates the signal. It has been shown in this thesis that the theory produces an underestimate of the EXAFS amplitude and that the amplitude in significantly perturbed by the presence of the MuffinTin discontinuity. The implication is that the quantities refined to model the damping due to disorder will thernselves be significantly underestimated. This is born out by the quantities determined in the articles by Muatre et al. and Filipponi et al., discusned above, which both produced underestimates of the disorder parameters as compared with the cited experimental values. The incorrect modelling of the theoretical amplitude will undoubtably alsolead to syatematic errors in the evaluation of structure and dynamic parameters beyond the first scattering shell.

A possible future check would be to apply each of the parkages to the zinc (II) tetraimidazole molecule and refine parameters for the atructure and disorder at the verious temperatures The refined quantities could be compared with the known values from the inelatic neutron
scattering study. This would provide a quantitative check of the ability of each package to yield meaningful values for the thermal disorder beyond the pair correlation function. It is anticipated that the refined values would represent a significant underestimate of the INS determined values for disorder.

### 5.4 Conclusions

In this thesis, a comprehensive temperature dependent study of the EXAFS spectra of the zinc (II) tetraimidazole molecule has been presented. The EXAFS temperature dependence was predicted by effecting a full configurational analysis and was seen to produce a significant underestimate of the theoretical amplitude compared to the experimental spectrum; the phase of the EXAFS signal was modelled well.

The configurational averaging calculation permits a breakdown of the partial contribution of each mode to the damping of each multiple scattering signal. It is seen that the low frequency skeletal modes of the molecule are dominant in the damping and become increasingly so as the temperature is increased. Of these low frequency modes, the four modes involving tetrahedral stretching of the $\mathrm{Zn}-\mathrm{N}$ bonds are the most significant in generating damping in most of the principal multiple scattering signals. Low frequency torsional modes scarcely contribute to the damping. We note that, although the damping is dominated by the low frequency modes, the high frequency internal modes of the imidazole rings cannot be neglected. The out-of-plane imidazole modes do not contribute to the damping but the in-plane modes can contribute up to $25 \%$ of the exponent of the damping term (i.e. $15 \%$ of the damping for Zn - N backacattering ).

The easential ingredient to the configurational average was the full many-body vibrational correlation function (VCF) of the molecule which was determined via full normal mode analysis based on inelatic neutron scattering data. We note, from the normal mode analysia, that it is not possible to assess the quality of a vibrational force field from vibrational frequencies alone but that extra information is required about the atomic displacementin (eg via inelastic neutron scattering data). This observation perteins to many published ab initio
vibrational force fields for amall molecules where the elements are scaled to yield a good fit of the calculated to the experimental vibrational frequencies; these force fields produce widely differing results concerning the atomic displacements.

The atomic displacements predicted by the VCF were checked for consistency with those obtained from TLS analysis and yielded a satisfactory agreement (i.e. $\pm 50 \%$ mean discrepancy in all projections considered ). We note that TLS is a useful method for determining quantities that are very difficult to obtain from other methods but that it incurs large errors in the results produced. The errors are two-fold: Firstly, the calculated errors are large since the desired quantity is the small difference between two displacements and the experimental errors are proportionally larger with respect to this difference. Secondly, the determination of intramolecular displacements is based on some broad assumptions about the nature of both the intra- and intermolecular motion. The method is also incapable of determining correlations in the atomic motion.

The $\mathrm{Zn}-\mathrm{N}$ pair correlation function predicted by the INS study was $2.6 \times 10^{-3} \AA^{2}$ and was compared to the same quantity determined directly from the experimental temperature dependent EXAFS Itudy, $(2.5 \pm 0.5) \times 10^{-3} \AA^{2}$. The error bars on the experimental value permitted a check of the assertion that the EXAFS theoretical amplitude was underestimated by comparing the damping in the high $k$ region, where the $\mathrm{Zn}-\mathrm{N}$ pair correlation function dominates, when the pair correlation function is $2.0 \times 10^{-3} \AA^{2}$. The result showed that the theoretical amplitude was aignificantly underestimated even for values of the Zn - N pair correlation function at the extremes of the broad error bars. Anharmonicity of the $\mathrm{Zn}-\mathrm{N}$ pair correlation potential was found to be emall.

The incorrect theoretical modelling of the EXAFS signal is partly attributable to a modulation of the theoretical amplitude function caused by internal erattering of the photoelectron within the emitter potential by the artificial energy discontinuity at the Muffin-Tin boundary. The perturbation is severe, as much as $\pm 25 \%$ about the mean $\boldsymbol{k}^{3}$-weighted amplitude, and persists atrongly in the high $k$ region. This effect impairs a correct interpretation of the experimental amplitude. The modulation of the amplitude could be removed by artificially eliminating the Muffin-tin discontinuity or by overlapping Muffin-tin apheres; the latter is
strictly forbidden by formal scattering theory but can improve the modelling. However, taking such measures can result in a serious deterioration in the phase of the EXAFS signal, which is presently seen to be well-modelled. An alternative method would be to employ full potentials that are not based on the Muffin-tin approximation and work is progressing in this field, (42), (97).

As well as the Muffin-tin perturbation, the theoretical amplitude is also significantly underestimated. This could be due to an overestimate in the damping of the intrinsic losses of the photoelectron which would require some modifications to the imaginary component of the Hedin-Lundqvist potential.

The consequence of the amplitude underestimate for the current methods of EXAFS data evaluation is that the refined parameters modelling the atomic disorder will, in general, be significantly underestimated. The values for shell distances beyond the first shell may also be affected by the incorrect form of the theoretical amplitude function. We note that it is important to analyse EXAFS data using a configurational average of multiple scattering pathe but that caution should be used in dealing with the extra refinable parameters since they may be strongly correlated with one another.

In conclusion, this study is a benchmark test of multiple-scattering theory and has ahown that problems exist particularly in the determination of the ab initio amplitude of the signal. This may lead to systematic errors when the theory is applied to actual structure determination problems.

## Appendix A

## Extension to Standard TLS Theory

In this appendix, an extension to the standard TLS theory (section 2.2) is described. It is not implemented in this atudy, for the reasons described in section 2.6, but is included for completeness.

The standard TLS analysis determines the translational and librational displacement distributions of a designated rigid-body but it does not take account of correlations between rigid-bodies nor does it distinguish between different contributions to the ADP's from internal motion, lattice vibrations or static disorder. An extension to the model was initiated by Johnson, (64), and formalised by Dunitz and White, (33), in order to allow for large acale internal librations between defined rigid-bodies. This approach, known as the segmented rigid-body model, assigns an additional parameter, $\left(\varphi^{2}\right)$, as the mean-squared torsional amplitude of groups suspected of undergoing significant torsional motion about a predefined axis. The method results in a T, $L$ and $S$ tensor for the bulk of the molecule and an additional torsional amplitude for the so-called attached rigid-groups (ARG's). The ARG is considered to experience a riding motion with the torsional motion superimposed on top.

However, in this basic form, the segmented rigid-body model has major limitations. The most important problem is that the model totally neglects correlations in dinplarements between the main rigid-body and the ARG. This requires analogous terms to those expressed in the $S$ tensor which couple the internal torsional serond moments to thnse of the overall tranalational and librational pdf's. Thus, the ADP's of an individual atom in the ARG ahould
be determined from a modified form of Eq. (2.7) such as, (11):

$$
\mathbf{U}=\left[\begin{array}{l|c|c}
\mathbf{I} & \mathbf{A} & \mathbf{I}
\end{array}\right]\left[\begin{array}{c|c|c}
\mathbf{T} & \mathbf{S}^{\dagger} & \mathbf{M}_{\mathbf{t}}  \tag{A.1}\\
\hline \mathbf{S} & \mathbf{L} & \mathbf{M}_{\mathbf{l}} \\
\hline \mathbf{M}_{\mathbf{i}}^{\dagger} & \mathbf{M}_{i}^{\dagger} & \mathbf{M}
\end{array}\right]\left[\begin{array}{c}
\mathbf{I} \\
\hline \mathbf{A}^{\dagger} \\
\hline \mathbf{I}
\end{array}\right]
$$

The three additional coupling tensors become transparent in an orthogonal coordinate systern in which one axis is parallel to the internal torsional axis; i.e.

$$
\begin{align*}
& \mathbf{M}_{1}(\varphi)=\left[\begin{array}{lll}
0 & 0 & \left\langle\lambda_{1}^{\frac{1}{2}} \varphi\right\rangle \\
0 & 0 & \left\langle\lambda_{2}^{\frac{1}{2}} \varphi\right\rangle \\
0 & 0 & \left(\lambda_{3}^{\|} \varphi\right\rangle
\end{array}\right] \\
& \mathbf{M}_{1}(\varphi)=\left[\begin{array}{lll}
0 & 0 & \left\langle t_{1}^{\left.\frac{1}{1} \varphi\right\rangle}\right. \\
0 & 0 & \left\langle t_{2}^{\frac{1}{2}} \varphi\right\rangle \\
0 & 0 & \left(t_{3}^{\|} \varphi\right\rangle
\end{array}\right]  \tag{A.2}\\
& \mathbf{M}(\varphi)=\left[\begin{array}{lll}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & \left\langle\varphi^{2}\right\rangle
\end{array}\right]
\end{align*}
$$

(This formalism is analogously applicable to an internal translational degree of freedom, (11)). By introducing these coupling terms a new indeterminacy arises in the value of the internal torsional displacements and the parallel component of the overall librational displacements, $\lambda^{\prime l}$. From the observed ADP's it is only possible to deduce the quadratic average of ( $\lambda^{\prime \prime}+\varphi$ ) which is $\left(\left(\lambda^{\|}\right)^{2}\right\rangle+\left\langle\varphi^{2}\right\rangle+2\left\langle\lambda^{\|} \varphi\right\rangle$ in which the terms $\left(\left\langle\varphi^{2}\right\rangle+2\left\langle\lambda^{\|} \varphi\right\rangle\right)$ ran not be separated. This is analogous to the indeterminary in the diagonal elemente of $\mathbf{S}$. Consequently the value obtained for the mean-squared turminal motion of the ARG is only meaningful when it is large compared to the parallel component of the overall librational displacements in $\mathbf{L}$, (32). The introduction of an ARG to model one extra internal degree of freedom generally implien the addition of six extra independent parameters to be deduced from the atomic ADP's.

## Appendix B

## Mean-Squared-Deviation of Harmonic Oscillator

The following arguments may be found in most standard texts on Quantum Mechanics. The following derivation has been composed from reference to (91), (92) and (100).

We consider a one dimensional simple harmonic oscillator (SHO ) in which the deviation of the system about equilibrium is denoted by the dimensionless coordinate, $\xi$. The normalised Hamiltonian wave function of the $n^{\text {th }}$ stationary state is of the form

$$
\begin{equation*}
\psi_{n}(\xi)=A_{n} H_{n}(\xi) e^{-\frac{e^{2}}{2}} \tag{B.1}
\end{equation*}
$$

The apecial functions $H_{n}(\xi)$ are the Hermite polynomials and $A_{n}$ are the normalisation constants given by

$$
\begin{equation*}
A_{n}=\left(\frac{\mu \omega_{0}}{n_{\pi}!}\right)^{\frac{1}{2}} \frac{1}{\sqrt{2^{n} n!}} \tag{B.2}
\end{equation*}
$$

in which $\mu$ is the reduced mass and $\omega_{0}$ is the frequency of oscillation. The energy of the $n^{\text {th }}$ stationary state is

$$
\begin{equation*}
E_{n}=\lambda \omega_{0}\left(n+\frac{1}{2}\right) \tag{B.3}
\end{equation*}
$$

We wish to determine the quantum mechanical expectation value of the squared deviation, $\xi^{2}$, in a given state $n$. This is given by substitution of Eq. (B.1) into the expression

$$
\begin{equation*}
\left\langle\xi^{2}\right\rangle_{n}=\left\langle n \mid \xi^{2} n\right\rangle \equiv \int_{-\infty}^{\infty} \psi_{n}^{*}(\xi) \xi^{2} \psi(\xi) d \xi \tag{B.4}
\end{equation*}
$$

Evaluation of the integral may be ahown (see (92) chapter 9 ) to yield the analytical from

$$
\begin{equation*}
\left\langle\varepsilon^{2}\right\rangle_{n}=n+\frac{1}{2} \tag{B.5}
\end{equation*}
$$

[^29]
## APPENDIX B. MEAN-SQUARED-DEVIATION OF HARMONIC

OSCILLATOR
The expectation value of $\xi^{2}$ of an ensemble of identical SHO's at a particular temperature, $T$, may be expressed as the following summation over all the stationary states

$$
\begin{equation*}
\left\langle\xi^{2}\right\rangle=\frac{\sum_{n}\left\langle\xi^{2}\right\rangle_{n} P_{n}\left(\omega_{0}, T\right)}{Z} \tag{B.6}
\end{equation*}
$$

in which $P_{n}\left(\omega_{0}, T\right)$ describes the probability of occupation of the $n^{\text {th }}$ state and $Z$ is the partition function. The SHO obeys Maxwell-Boltzmann statistics since it is non-interacting with other SHO's in the ensemble and the probability of occupation of an energy state is thus independent for each oscillator. Eq. (B.6) may consequently be rewritten as the following canonical average

$$
\begin{equation*}
\left\langle\xi^{2}\right\rangle=\frac{\sum_{n}\left\langle\xi^{2}\right\rangle_{n} e^{-\frac{B_{n}}{h_{B} T}}}{\sum_{n} e^{-\frac{E_{n}}{h_{B} T}}} \tag{B.7}
\end{equation*}
$$

in which $e^{-\frac{B_{n}}{h_{B} T}}$ is the thermodynamic factor. Substitution of Eq. (B.3) and Eq. (B.5) into the above yields

$$
\begin{equation*}
\left\langle\xi^{2}\right\rangle=\frac{\sum_{n}\left(n+\frac{1}{2}\right) e^{-\frac{n_{0}}{h_{B} T}}}{\sum_{n} e^{-\frac{\Lambda_{0}}{h_{B} T}}} \tag{B.8}
\end{equation*}
$$

which may easily be evaluated using standard summation formulae ${ }^{2}$ to give

$$
\begin{equation*}
\left\langle\xi^{2}\right\rangle=\frac{1}{2}\left(1+e^{-\frac{\hbar \omega_{0}}{k_{B}^{T}}}\right)\left(1-e^{-\frac{n \omega 0}{k_{B}^{T}}}\right)^{-1} \equiv \frac{1}{2} \operatorname{coth}\left(\frac{\hbar \omega_{0}}{2 k_{B} T}\right) \tag{B.9}
\end{equation*}
$$

The result may also be expressed in terms of linear displacement from equilibrium, $x$, by using the relationship

$$
\begin{equation*}
x=\sqrt{\frac{\hbar}{\mu \omega_{0}}} \xi \tag{B.10}
\end{equation*}
$$

in which $\mu$ is the reduced mass of the oscillatory system. If it is noted that the mean value of $x$ is by definition zero (i.e. $\langle x\rangle=0$ ) the required result may be denoted as the variance or dispersion, $\sigma^{2}$, of the linear displacement of a SHO and expressed as

$$
\begin{equation*}
\sigma^{2}=\left\langle(x-\langle x\rangle)^{2}\right\rangle=\left\langle x^{2}\right\rangle=\frac{\hbar}{2 \mu \omega_{0}} \operatorname{coth}\left(\frac{\hbar \omega_{0}}{2 k_{B} T}\right) \tag{B.11}
\end{equation*}
$$

## ${ }^{1} \sum_{n} e^{-n n}=\left(1-e^{-n}\right)^{-1}$ and $\sum_{n} n e^{-n n}=e^{-n}\left(1-e^{-n}\right)^{-2}$

## Appendix C

## Symmetry Species of Normal Modes

This appendix presents a standard group theoretical technique which may be found in most standard texts on Group Theory ${ }^{1}$.

A given molecule possesses symmetry denoted by the point group, $\mathcal{G}$, which contains the $n$ operations $A$. Depending on the displacement coordinate set selected, the group operations may be represented by $n$ transformation matrices, $\mathbf{R}(A)$. For each operation, $A$, a quantity, $\chi(A)$, known as the character may be defined as the trace of the transformation matrix, $\mathbf{R}(A)$, i.e.

$$
\begin{equation*}
x(A)=\operatorname{Tr} \mathbf{R}(A) \tag{C.1}
\end{equation*}
$$

Clearly there is an infinite number of sets of tranaformation matrices, $\mathbf{R}(A)$, since there is an infinite choice for the displacement coordinate set, but the characters, $\chi(A)$, will always be the same. A given coordinate basia set constitutes one representation of the group, Frequently, a representation may be tranvformed such that the transformed set forms sub-sets of coordinates that are non-mixing under operations of $\mathscr{G}$. The original representation ia then described as reductble. A tranoformation can always be found that produces new reduced representations which, deapite any further coordinate transformations, cannot be made to reduce further; these sub-sets are known as irreducible representations of the group 9 . Group representation theory states that for each point group there are only a definite small number of non-equivalent irreducible representations possable. An arbitrary representation, $\mathbf{R}(A)$, of

[^30]$G$ may therefore be decomposed as follows

$\mathbf{R}(A)=\left[\begin{array}{c|c|c|c}\mathbf{R}^{\left(\mu_{3}\right)}(A) & 0 & 0 & 0 \\ \hline 0 & \mathbf{R}^{\left(\mu_{3}\right)}(A) & 0 & 0 \\ \hline 0 & 0 & \mathbf{R}^{\left(\mu_{3}\right)}(A) & 0 \\ \hline 0 & 0 & 0 & \text { etc. }\end{array}\right]$
in which $\mathbf{R}^{(\mu)}(A)$ represent the irreducible representations of the operation $A$. Reducing an arbitrary representation is effectively the same as block-diagonalising the transformation matrices; the non-mixing property of the reduced representations is evident from the offdiagonal zero blocks in Eq. (C.2). This decomposition may be written in terms of a symbolic sum, i.e.

$$
\begin{align*}
\mathbf{R}(A) & =\mathbf{R}^{\left(\mu_{1}\right)}(A) \oplus \mathbf{R}^{\left(\mu_{2}\right)}(A) \oplus \mathbf{R}^{\left(\mu_{3}\right)}(A) \oplus \ldots  \tag{C.3}\\
& =\sum_{\mu \oplus m_{\mu}} \mathbf{R}^{(\mu)}(A)
\end{align*}
$$

where the $m_{\mu}$ denote the number of equivalent irreducible representations $\mathbf{R}^{(\mu)}$ in $\mathbf{R}$; $m_{\mu}$ is known as the multiplicity of $\mathbf{R}^{(\mu)}$ in $\mathbf{R}$. Taking the trace of both sides of Eq. (C.3), and by comparison with Eq. (C.1), the relationahip between the characters of the arbitrary and irreducible representations is obtained

$$
\begin{equation*}
\chi(A)=\sum_{\mu} m_{\mu} \chi^{(\mu)}(A) \tag{C.4}
\end{equation*}
$$

Clearly, for every point group there is an associated set of characters, one for each irreducible representation in each operation clas; the number of irreducible representations is equal to the number, $k$, of classes in agroup. It is customary to represent these nets of characters in $k \times k$ character tables, one for each point group; they are tedious to derive but are given an standards in most texts on group theory ${ }^{2}$.

Irreducible reprenentations are classified into symmetry apecies by the following conventions;

- A denoter one dimension. Principal rotation operation has character +1 .
- B denotes one dimenaion. Principal rotation operation has character - 1

[^31]- E denotes two dimensions or complex conjugates of one dimensional pairs.
- $T$ (often read as $F$ in the literature) denotes three dimensions.

All vibrational normal modes are identified as belonging to one of these symmetry species; the dimensions in this case indicate the degeneracy of the modes.

The characters of the irreducible representations satisfy the following orthogonality relations

$$
\begin{align*}
& \sum_{A} x^{(\mu)}(A) x^{(\nu) *}(A)=0  \tag{C.5}\\
& \sum_{A} x^{(\mu)}(A) x^{(\mu) *}(A)=g \tag{C.6}
\end{align*}
$$

where $g$ is the order of $G$ and * denotes the complex conjugate. If Eq. (C.4) is multiplied by $\chi^{(\nu) *}$, then, using the above orthogonality relations, we get

$$
\begin{aligned}
\sum_{A} x(A) x^{(\nu) *}(A) & =\sum_{A}\left[\sum_{\mu} m_{\mu} x^{(\mu)}(A)\right] x^{(\nu) *}(A) \\
& =\sum_{\mu} m_{\mu}\left[\sum_{A} x^{(\mu)}(A) x^{(\nu) *}(A)\right] \\
& =m_{\nu} g
\end{aligned}
$$

Which yields the desired result

$$
\begin{equation*}
m_{\nu}=\frac{1}{g} \sum_{A} \chi(A) \chi^{(\nu) \bullet}(A) \tag{C.7}
\end{equation*}
$$

The multiplicity determines which irreducible representations are present and allows the reduction, $\Gamma$, to be written as a linear combination of the symmetry apecien, $\nu$ (i.e. $\nu=$ $\{A, B, E, T\})$.

$$
\begin{equation*}
\Gamma=\sum_{\nu} m_{\nu \nu} \tag{C.8}
\end{equation*}
$$

This appendix has demonstrated that, if the character table (i.e. $\chi^{(\nu)}(A)$ ) is known, and the total character, $\chi(A)$, of the aystem has been established from the arbitrary representation, $\mathbf{R}(A)$, it is straightforward to obtain the symmetry species of the normal modes from Eq. (C.7) and Eq. (C.8).

Note that this appendix has only dealt with the qualitative reduction of arbitrary representations. The derivetion of the tranaformations yielding the irreducible representations is discussed in appendix $\mathbf{D}$.

## Appendix D

## Projection of Symmetry <br> Coordinates

In this appendix, the group theoretical technique for determining the explicit transform from internal coordinates, $S_{t}$, to internal symmetry coordinetes, $S_{k}^{\prime}$, is explained; essentially it involves the derivation of so-called projection operators in order to project the $S_{t}$ basis into a linear combination, which may then be accepted as a valid basis for the $S_{k}^{\prime}$ irreducible representation. This is equivalent to finding the $\mathbf{W}$ transform discussed in section 3.3.8.

Firstly, we consider the action of the operations, $A$, of the point group $\mathcal{G}$ on the irreducible representations, $\nu$, of the internal symmetry coordinates, $S_{k}^{(\nu)}$. By definition

$$
\begin{equation*}
A S_{k}^{(\nu)}=\sum_{l=1}^{n} R_{l k}^{(\nu)}(A) S_{l}^{(\nu)} \tag{D.1}
\end{equation*}
$$

in which the $R_{i k}^{(\nu)}(A)$ are elements of the $\mathbf{R}^{(\nu)}(A)$ transformation matrices introduced in appendix $C_{i}$ the $\mathbf{R}^{(\nu)}(A)$ are the inequivelent, irreducible unitary representations of the group, Q. It can be shown ${ }^{1}$ from Schur's Lemma ${ }^{2}$ that the following orthogonality theorum holds:

$$
\begin{equation*}
\sum_{A} R_{i j}^{(\alpha) *}(A) R_{l k}^{(\rho)}(A)=\frac{g}{n_{a}} \delta_{a \beta} \delta_{i l} \delta_{j k} \tag{D.2}
\end{equation*}
$$

where $g$ is the order of $g$ and $n_{a}$ is the dimension of $\mathbf{R}^{a_{;}}$; the $\delta_{z v}$ are the Kronecker delta symbol. (i.e., $\delta_{\varepsilon y}=1$ if $x=y$ and $\delta_{s y}=0$ if $x \neq y$ ). Thus, multiplying Eq. (D.1) by $R_{1,}^{(\mu) *}(A)$, summing over $A$, and applying Eq. (D.2), we get

$$
\sum_{A} R_{i v}^{(\mu) *}(A) A S_{k}^{\prime(\nu)}=\sum_{l=1}^{n_{\nu}} \sum_{A} R_{v}^{(\mu) *}(A) R_{i k}^{(\nu)}(A) S_{t}^{\prime(\nu)}
$$

[^32]\[

$$
\begin{align*}
& =\sum_{l=1}^{n_{\nu}}\left[\frac{g}{n_{\nu}} \delta_{\mu \nu} \delta_{i l} \delta j k\right] S_{l}^{\prime(\nu)} \\
& =\frac{g}{n_{\nu}} \delta_{\mu \nu} \delta j k S_{i}^{(\nu)} \tag{D.3}
\end{align*}
$$
\]

Setting $i=j$ to find the trace of $R_{i j}^{(\mu) \cdot}(A)$, Eq. (D.3) may be re-expressed in terms of the characters of the irreducible representations, $\chi^{(\mu) *}(A)$, (refer to Eq. (C.1) ), i.e.,

$$
\begin{equation*}
\sum_{A} \chi^{(\mu) *}(A) A S_{k}^{\prime(\nu)}=\frac{g}{n_{\nu}} \delta_{\mu \nu} S_{k}^{\prime(\nu)} \tag{D.4}
\end{equation*}
$$

At this point in the derivation, the projection operators may be identified as

$$
\begin{equation*}
P^{(\nu)}=\frac{n_{\nu}}{g} \sum_{A} \chi^{(\nu) *}(A) A \tag{D.5}
\end{equation*}
$$

such that Eq. (D.4) may be rewritten, to give the important result

$$
\begin{equation*}
P^{(\nu)} S_{k}^{(\nu)}=S_{k}^{(\nu)} \tag{D.6}
\end{equation*}
$$

An element $S_{t}$ of the internal coordinate basis may always be written as a linear combination of the internal symmetry coordinates, such that

$$
\begin{equation*}
S_{t}=\sum_{k} \sum_{\nu} a_{k t}^{(\nu)} S_{k}^{\prime(\nu)} \tag{D.7}
\end{equation*}
$$

in which the $a_{k t}^{(\nu)}$ are constants. If both sides of Eq. (D.7) are operated upon by the projection operator, $P^{(\nu)}$, the desired transformation from $S_{8}$ to $S_{k}^{(\nu)}$ may be obtained:

$$
\begin{equation*}
P^{(\mu)} S_{t}=\sum_{k} a_{h t}^{(\mu)} S_{k}^{(\mu)} \tag{D.8}
\end{equation*}
$$

The $a_{i l i t}^{(\mu)}$ therefore constitute the elements of the transform $\mathbf{W}$
In order to be able to apply the projection operators, $\boldsymbol{p}^{(\mu)}$, it is necessary to know (i) the character table of the group, (i.e., $\chi^{(\mu)}(A)$ ) and (ii) the effect of group operations on the internal coordinate bais, $S_{l}$.

## Appendix E

## Character Tables

This appendix presents those character tables of group theory that are referred to in the main body of text. In each case the rows correspond to the symmetry species and the columns to classes of symmetry operations.

| $\mathbf{T}_{d}$ | $E$ | $8 C_{3}$ | $3 C_{2}$ | $6 \sigma_{d}$ | $6 S_{\mathbf{4}}$ |
| :--- | ---: | ---: | ---: | ---: | ---: |
| $A_{1}$ | 1 | 1 | 1 | 1 | 1 |
| $A_{2}$ | 1 | 1 | 1 | -1 | -1 |
| $E$ | 2 | -1 | 2 | 0 | 0 |
| $T_{1}$ | 3 | 0 | -1 | -1 | 1 |
| $T_{2}$ | 3 | 0 | -1 | 1 | -1 |

Table E.1: Character table of the tetrahedral point group, $\mathbf{T}_{d}$.

| $\mathbf{S}_{\mathbf{4}}$ | $\boldsymbol{E}$ | $C_{\mathbf{2}}$ | $\boldsymbol{S}_{\mathbf{4}}$ | $\boldsymbol{S}_{4}^{\mathbf{3}}$ |
| :--- | ---: | ---: | ---: | ---: |
| $A$ | 1 | 1 | 1 | 1 |
| $B$ | 1 | 1 | -1 | -1 |
| $E$ | $\left\{\begin{aligned} 1 & -1 \\ 1 & -1\end{aligned}\right.$ | $-i$ | $-i$ |  |
|  | $i$ |  |  |  |

Table E.2: Character table of the point group $S_{4}$.

| $C_{B}$ | $E$ | $\sigma_{h}$ |
| :--- | ---: | ---: |
| $A^{\prime}$ | 1 | 1 |
| $A^{\prime \prime}$ | 1 | -1 |


| $\mathrm{C}_{3}$ | $E$ | $C_{2}$ |
| :--- | ---: | ---: |
| $A$ | 1 | 1 |
| $B$ | 1 | -1 |

Table E.3: Character tablea of the point groups $\mathbf{C}_{8}$ and $\mathbf{C}_{2}$.

## Appendix $\mathbf{F}$

## Imidazole Force Field: Non Minimum Basis

```
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Table F.1: Final refined force field for solid state imidasole molecule 34 in monne $\boldsymbol{\Lambda}^{-1}$ with reapect to 31 member non-minimum basis eet of internal coordinate, $\mathbf{S}$, as given in table 3.4.

## Appendix G

## Low Frequency Skeletal Modes of Zinc Tetraimidazole Complex


$296 \mathrm{~cm}^{-1}$ A: Tetrehedrel Etretch

$274 \mathrm{~cm}^{-1}$
B. Tetrahedral etretch

$206 \mathrm{~cm}^{-1}$ A: Teerehedrel deformetion

$277 \mathrm{~cm}^{-1}$ B, Tetrahadrol stretch

$228 \mathrm{~cm}^{-1}$ As Tetraheotal etretch

$205 \mathrm{~cm}^{-1}$ Bi Tetrehectrel deformet ion

APPENDIX G. LOW FREQUENCY SKELETAL MODES OF ZINC TETRAIMIDAZOLE COMPLEX

$204 \mathrm{~cm}^{-1}$

$174 \mathrm{~cm}^{-1}$ A, Tetrahedral deformation

$147 \mathrm{~cm}^{-1}$

$131 \mathrm{~cm}^{-1}$ B, Imidazole bend

$184 \mathrm{~cm}^{-1}$ A. Totrahectral deformation

$158 \mathrm{~cm}^{-1}$ A, Imidazole wag

$130 \mathrm{~cm}^{-1}$ A Imidazole version

$117 \mathrm{~cm}^{-1}$ A, Imidazole bend

APPENDIX G. LOW FREQUENCY SKELETAL MODES OF ZINC TETRAIMIDAZOLE COMPLEX

$113 \mathrm{~cm}^{-1}$ B: Imidazole torsion

$106 \mathrm{~cm}^{-1}$ A, Imidazole bend

$97 \mathrm{~cm}^{-1}$
B. Imidazole veg

$110 \mathrm{~cm}^{-1}$ B. Imidazole torsion

$100 \mathrm{~cm}^{-1}$
B. Imidazole wag

$P 2 \mathrm{~cm}^{-1}$ At Imidazole torsion


## Appendix $\mathbf{H}$

## Temperature Dependence of Individual Multiple Scattering Paths

The next few pages illustrate the calculated temperature dependence of individual MS paths in the zinc (II) tetraimidazole complex. The paths illustrated are the ten most important scattering paths through one of the imidazole branches; the results for the other branch in the asymmetric group are similar. The paths are:

1. 141
2. 13241
3. 1461
4. 131
5. 1424110.121
6. 151
7. 14651
8. 1451
9. 14641
where the atomic labelling is given in table 4.1 in the main text.

Each diagram shows the partial EXAFS signal due to the path with and without the configurational averaging treatment. The bar charta ahow the partial contributions of the 105 normal modes to the dominant damping term and correction term of the configurational averaging formula given in Eq. (4.20). They therefore indicate the significance of earh mode to the damping of the MS path; note that each bar chart is composed of white bars, showing the partial contributions at 20 K , and bleck bars, showing the partial contributions at 300 K -

APPENDIX H. TEMPERATURE DEPENDENCE OF INDIVIDUAL

Single Scatering Path 141 , R=3.9671 A, degeneracy 1 ....... no treerment of thermal demping -_demped ot 20K, 50K, 100K, 150K, 200K, 250K and 300K


Contributions to demping terms from the 105 normal mades at, 20 K (white) Exponent of dominant demping term, $-\left(\psi_{1} M_{\psi_{1}}\right) / 2$ of $k=12 \lambda^{-1}$


Phase and amplitude correction cerm, $\left(A_{1} M_{\psi_{1}}\right) / A_{0}$ er $k=4 A^{-1}$


## APPENDIX H. TEMPERATURE DEPENDENCE OF INDIVIDUAL

Triple Scattering Path 1324 1, $2=8.4911$ A/ degeneracy 2
........ no treatment of thermal damping damped ar 20K, 50K, 100K, 150K, 200K, 250K and 300K


Contributions to damping terms from the 105 normal modes et 20 K (white)
Exponent of dominant damping term, $-\left(\Psi_{1} M \Psi_{1}\right) / 2$ er $k=12 \lambda^{-1}$


Phase and amplitude correction term $\left(\Lambda_{1} M_{\Psi_{1}}\right) / \Lambda_{0}$ et $k=4 \quad \Lambda^{-1}$


APPENDIX H. TEMPERATURE DEPENDENCE OF INDIVIDUAL MULTIPLE SCATTERING PATHS

Double Scattering Path $1461, R=8.3648$ A, degeneracy 2 ----.-- no treatment of thermal deeping —— demped er 20K, 50K, 100K, 150K, 200K, 250K and 300K


Contributions to demping terms from the 105 normel modes ets $20 K$ (whitel Exponent of dominent demping term, $-(\psi, M \psi) /$,2 or $k=12 \lambda^{-1}$
-0.1- Mry

Phase and amplitude correction corm, $\left(A_{1}, M_{\Psi}\right) / A_{0}$ ot $k=4 A^{-1}$


## APPENDIX H. TEMPERATURE DEPENDENCE OF INDIVIDUAL

 MULTIPLE SCATTERING PATHS

## APPENDIX H. TEMPERATURE DEPENDENCE OF INDIVIDUAL

 MULTIPLE SCATTERING PATHSTriple Scattering Path 1424 1, $R=8.3367$ A, degeneracy 1
-a---- no treetment of thermel demping demped et 20K, 50K, 100K, 150K, 200K, 250K and 300K



## APPENDIX H. TEMPERATURE DEPENDENCE OF INDIVIDUAL



Contributions to damping terms from the 105 normal modes ats 200 K (white) Exponent of dominant damping term, $-(\Psi, M \Psi,)^{\prime 2}$ ot $k=12 \AA^{\AA^{-1}}$


Phase and amplitude correction term, $\left(\Lambda_{1} M_{\Psi_{1}}\right) / \Lambda_{0}$ et $k=4 \quad \Lambda^{-1}$


Low frequency modes
High frequency modes

## APPENDIX H. TEMPERATURE DEPENDENCE OF INDIVIDUAL

Triple Scattering Path $146551, R=8.5733$ A, degeneracy 2 no treatment of thermal damping deaped ot 20K, 50K, 100K, 150K, 200K, 250K and 300K


Contributions to damping terms from the 105 normal modes ats 20 K (white) Exponent of dominant damping corm, $-\left(\Psi_{1} M_{\Psi}\right) / 2$ ot $k=12 \lambda^{-4}$



APPENDIX H. TEMPERATURE DEPENDENCE OF INDIVIDUAL

Double Scattering Path 1451 , $R=6.3788$ A, degeneracy 2 ....... no treatment of thermal domping --deaped et 20K, 50K, 100K, 150K, 200K, 250K and 300K


Contributions to demping terms from the 105 normal modes at, 20K (white)
Exponent of dominant damping term, $-\left(\psi, M_{\psi}\right) / 2$ at $k=12 \Lambda^{-1}$




High frequency modes

APPENDIX H. TEMPERATURE DEPENDENCE OF INDIVIDUAL

Triple Scattering Path 14644 I, R= 8.4271 A, degeneracy $I$ no treatment of shermal domping - - demped at 20K, 50K, 100K, 150K, 200K, 250K and 300K


Contributions to demping terms from the 105 normal modes et $20 K$ (white) Exponont of dominant domping term, $-\left(\Psi_{1} M \Psi_{1}\right) / 2 \quad$ at $k=12 A^{-1}$
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[^0]:    'The epperent forehortening of intertomic distances due to the centroide of Gassian stomic pdf's not eccurately reffecting the equilibrium positions of atome that experience vibratione with curved trajectories, (see (20), chapter 14). Coprections were frat euggetied by Cruickatherk, (23), (25).

[^1]:    'The impact parameter, $l$, is the distance of closest epprosech of the neutron trajectory to the nucleus. In the partial wave deacription, only those components whome angular momentum quantum number, $l$, atiaflen $1 \leq 2 \pi / / \lambda$ produce spprecisble contributions to the scattering With thermal neutrone ( $\lambda \sim 1 \lambda$ ) seattering vie the mucleon-nuclean interaction limita $I \leq 1.5 \times 10^{-1} A$ and only the $I=0$ component in aignificant.

[^2]:    ${ }^{3}$ Thin in an idealised case. Real nuclei are mot totelly rigid and auccumb to lattice and molecular vibrationa and are capable of recoll no that momentum tranafer occure to verying degree.

[^3]:    "Modified Beasel functions are Beself functions of imaginary ergument; $I_{n}(y)=J_{n}(i y) / i^{n}$

[^4]:    See (150), chepler 11, for rigouroul ireatment of the separation of rotation and vibration of a molecule

    - General treatment may be found in (44).

[^5]:    ${ }^{6}$ Justification of this technique may be found in standard mathematics books dealing with eigenvalue problems, e. g. see (89) chapter 6.

[^6]:    Weakly interacting syatems in equilibrium with a large reservoir at temperature, $T$, are aid to be in their canonical atate.
    'Nate that the reduced mane term, $\mu_{1}$ in appendix $B$ is here implicit in the definition of the normal coordinate, $Q_{a}$, which are man weighted. Alao note that $\nu_{b}$ in Eq. ( $1 . B_{0}$ ) is the the wave number with dimenaiona $\left[L^{-1}\right]$ but $\omega_{0}$ in appendix $B$ represente angulat frequency.

[^7]:    -A ueeful prectical text of the epplication of croup theory to moleculap vibsetione is (77). Some familierity with the common terme ueed in group theory is mumed

[^8]:    ${ }^{10}$ Note that the transform $\mathbf{W}$ is denoted as $U$ by $W$ ilson at ( $\mathbf{U}$ (166). It is changed here to avoid confusion with the mean-equered-dioplecement teneor, $U$, in other chaptern.

[^9]:    "This is proved in (166), chepter on

[^10]:    ${ }^{13}$ The avthor would like to acknowledge the kind asastance of Dr. Merianne Hegemann and Prof.J.Grobe at the Universitat Mänater, Germany.

[^11]:    "The netural width is actuelly en enachroniam stemming from the eaply days of INS when resolution was poor and all features were modelled by geuscians. The exprestion for natural width, $W$, is: $W=Q T / M$ ef where $M_{e f}$ is the co-called effective mass. However, the natural width used in CLIMAX is the intrinsic resolution of the TPXA apectrometer, which is $1 . B \%$ of the energy tranefer.

[^12]:    ${ }^{10}$ Receil is and to occur when the initial itate molecular momentum in much less than the momentum tranafer, $\mathbf{Q}$. The final atate wave function of the molecale then resembles the fow state wavefunction.

[^13]:    "Schönfies notation will be uned throughout to denote aymmetry point groupe

[^14]:    ${ }^{10}$ The auberripts and $u$ from the Germangarade and ungerade denote even and odd parity. Thia apecifiea whether the eigenfuaction of the hemiltonien of apherically aymmetric syatem ( ic one whome point group contane only proper rotations) are inverieat or changreign under inveraion

[^15]:    "The ab initio calculations were rarried out within the MO-LCAO-SCF epproximetion using the HartreeFock gradient programme TEXAS, (113). In brief: the method involvee minimiaing the tutal energy of a proposed model of the molocular orbitolo ( MO) for imidasole according to the quantum merhanical varistion theory and determining the implied hermonic force held from the resultant potential dietribution. The MO's ere modelled using linear combinations of atomic orbitals (LCAO); it is the coefficients in the LCAO that ere parameters in the minimisstion of the total energy of the MO's. The atomic orbitats ( AO ) are themselven composed of linear combinetions of Geusaian functions with fixed coefficiente that model the solutione to the Hartree-Fock self conastent field (SCP) equations. The basis set of Geussisns used is discussed further on page 92

[^16]:    ${ }^{10}$ This is a time arving eppraximation; the INS intemaity in calculated elong the cartesien $b, y$ and a directions oaly end eimply divided by three.

[^17]:    ${ }^{10}$ In all cesee, the radial part of the stomic orbitale ( $A O$ ) was emulated by fixed linear rombinations of Geussians with predetermined coefreiente that model the HF-SCF orbitals. A widely used basis aet in the 4-21G basie. This denotes lineer combinetione of $4,4.2$ and 1 Geussians to model the radial part of the 18 , 2a, 2a, and 4o. AO's reopectively and 4,2 and 1 Gaumians to model the $2 p, 3 p$, and $3 p$ o AO's (where iand - denote onner and outer orbitsle). This grouping of ample functione in lineas combinations with conatant relative coeffeients in order to model AO's is called contraction. Although the relative coemeients of the (isumiens in each $A O$ is fixed, the coefinciente of the AO'n themselves in the linear combinationa (LCAO) describing the molecular orbitals ( MO ) are not fixed and ere optimised to produce a minimum total energy for the syatem in question.

[^18]:    ${ }^{10}$ For $T_{4}$ eymmetry only $T_{3}$ modes are infrared ective whereas $A_{1}$, $E$ and $T_{5}$ modes are Remen ective Optical epectrosopy therefore positively identifien $7_{3}$ modes.

[^19]:    "Thin mode is predicted an being the $A_{1}$ aymmetric breatheng mode based on the aimilar assignment of the $236 \mathrm{~cm}^{-1}$ band in the analogous tetraphenylmethene by Smith, (136) and Zelei, (189).

[^20]:    'Geunt coefmelent: $C_{L} L^{L^{\prime}}{ }^{\prime \prime}=\int Y_{L^{\prime \prime}}(k) Y_{L^{\prime}}(k) Y_{L}(k) d k$

[^21]:    ${ }^{2}$ The photoelectron energy, $E_{1}$, is defined as $\varepsilon A_{w}+E_{1}-E_{n}$ where $A_{w}$ is the energy of the X-ray photon, $\mathcal{E}_{0}$ is the eigenvelue of the eigenstate belonging to the effective one-electron Hemiltonian for the initial atate and $E_{0}$ is the inner potential.
    ${ }^{3}$ The optical theorem is etetement of the conservetion of fux. It is ateted, (121), for atingle atom with essociated tranaition matrix $t_{1}$ © $\sigma_{t o t}-\frac{t a n}{n} \Delta m \sum_{1}(2 t+1) t_{1}-\frac{t z}{6} \Delta m f(\theta=0)$ where $f(\theta)$ is the atomic arettering factor. The real part of the t-matrix thus determines the atrength of ecmetering wherens the imaginery part deacribes the fux loat in the formard direction due to ernttering

[^22]:    'The exchange potential in e connequence of the Pauli excluaion principle. The wave-function of the excited electron, $\psi_{n}$, is not ofthogonal to the initial one-electron ground ateten, $\Psi_{i}^{\prime \prime}$, because they are eigenatates of Hamiltoniana with different one-electron potentials, one without and one with a core hole potential. Thin non-orthogonality ceumen vialation of Pauli's excluniun principle when $\boldsymbol{\phi}_{\mathrm{n}}$ is occupied since it implies the ane-electron atater in $\Phi_{i}^{N}$ have an occupancy greater then one. To avoid this a a-called exchange-correction in made to the potential so that the ectual one-electron utate to which the photoelectron makea ita tranaition it ofthagonal to all the initial ataten, $\Psi_{i}^{N}$. This coprection in greateat at threahold and tende to aero at larar photoelectron energien.

    The correlation cosrection to the potential ia a consequence of the inadequacy of the one-electron approximation to model the electron-electron interaction properly; electrons interact vie the Coulomb potential which dependa on their inatantaneous poations. The averagine inherent in the one-electron model is therefore unable to reproduce thin effert completely.

[^23]:    "In the local density approximation, the exchenge-cortelation correction to the potential is determined from the local charge density and is thus a function of position within the atomic potestial.

[^24]:    "If the MT-radii sre autometically set, the Norman method, (98), is used in which the ration of nemest neighbour radij are fred by comparing the ratio of the Etomic radii with $Z$ electrone. (Aleo seferred to as the atomic number method). The Norman radii sre then foreshortened by afector of $0 . \mathrm{B}_{\text {; }}$ this is in order thet the Virial theorem, $V=-2 T$, is epproximately entisfed, $T$ is the total hinetic energy of the electrone in the M'T radius and $V$ the potential. (This scale fector was quoted as 0.88 by Chou, (12)).
    ${ }^{7}$ The core hole lifetime, of the order of $10^{-18}$ ( $\mathbf{K}$-shell Cu ), introduces incoherence in the propegetime photoelectron wave which reduces the integrity of the interference and renulta in an effective damping of the fine structure.

[^25]:     which represente the Pourier tranoform (or charecteriatic function) of the $p d f, \rho(r)$, into $\psi_{1}$ apace. If $p(r)$ is
     in which ( $\mathbf{r}$ ) is sero by deffinition so that $e^{d W_{1}( }(\mathbb{P})=1$.

[^26]:    "The absorption thickness is defined by $\mu t=-\ln \left(I / I_{0}\right)$ where $\mu$ is the absorption coeflieient, tis the anmple thicknees and $f_{0}$ end $/$ ere the $x$-fay intensities before and efter pessing through the asmple

[^27]:    ${ }^{10}$ The dats collection was made with the aseistence of Dr. H. F. Nolting. EMBL, Hemburs
    " The resolution is esaily mesaured on this beamline by entablishing the full-width at half-maximum, in the photomultipliep-count-rate veraus energy apectrum, of acelibration peak from back-reflection in the vertiral plane. Vertical beck-reffections are uned because they do not aufer the edditional brosdening effert due to the horimontal divergence of the beam.

[^28]:    ${ }^{15}$ A glitch is a apurious ertifect in the spectrum. The cause of glitches are menifold, but a mejor cause is due to sharp variations in the tranamitiance of the monochromator as afunction of $E$ -

[^29]:    'Also known the meen value of mefige value

[^30]:    'The text referred to in compiling this appendix wes Leach and Newman, (77).

[^31]:    ${ }^{2}$ For exemples of character tebles (those thet are required in this thewis) see appendix $\mathbf{E}$.

[^32]:    'Sre (71), eppendix III.
    ${ }^{1}$ Schur'a Lemme atates: Any matrix which commuten with all the matricen of an irreducible reprenentetion muat be multiple of the uait matrix.

