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Abstract

A key phenomenon to improve even further the efficiency of photovoltaic tech-
nology is hot carrier dynamics: the possibility of harvesting hot, energetic carriers
in photovoltaics could increase the efficiency of such devices beyond the Shockley-
Queisser limit.

In this thesis advances in the understanding of hot carrier dynamics in metal
halide perovskite semiconductors (MHP) are reported: the influence of the compo-
sition on the hot carrier cooling process was investigated by means of optical pump
terahertz probe spectroscopy (OPTP) and transient absorption spectroscopy (TA).
In particular the role of the metal in controlling the electron-phonon coupling and
phonon-phonon coupling was studied.

A new phenomenological model aimed at describing the cooling dynamics of
hot carriers is introduced, and its parameter linked to the microscopical physical
processes underlying energy relaxation.

A fully inorganic tin-based perovskite semiconductor is studied using OPTP
and the hot carrier cooling time connected to the first stage of cooling is measured,
compared to the prototypical III-V semiconductor GaAs, and linked to the Fröhlich
electron-LO phonon interaction. The influence of the bandstructure on the dynamics
is also assessed.

A series of mixed lead-tin perovskites with controlled Pb/Sn ratio is in-
vestigated by both OPTP and TA spectroscopy. The numerical outcome of the
two techniques is investigated and the differences linked to the different physical
processes the two techniques probe, helping clarify discrepancies that appeared in
previous works on the subject. The influence of the metal fraction on the cooling
dynamic is also established, and linked to the modification of the electron-phonon
and phonon-phonon interaction caused by alloying.

Finally the simpler, narrow-gap semiconductor InSb is studied for the first
time via terahertz cyclotron spectroscopy. The effective mass of InSb was measured
during the cooling of hot carriers towards the band edge, finding that the change in
effective mass during this process is indeed measurable and can be described by a
simple model assuming a nonparabolic band dispersion.

These findings suggest possible new directions for the design and implemen-
tation of future of future semiconductor materials and devices with optimised carrier
cooling profiles.
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Chapter 1

Metal halide perovskite

photovoltaics

To understand the importance of the work reported in this thesis, it is necessary

to provide an overview of the field of solar cells, and how and why metal halide

perovskites (MHP) stole the scene in a matter of a few years. This chapter aims

to do exactly that: first by giving a general introduction on the theory of solar

cells (section 1.1), secondly to explain what MHPs are, and why they are important

(section 1.2), and, finally, a detailed description of the current state-of-the-art for

the research on hot carriers in MHP is given in section 1.3. The concepts developed

in this chapter will be useful to understand the results presented in subsequent

chapters.

1.1 Theory of solar cells

1.1.1 Solar cells: a quest for efficiency

To find a sustainable energy source is one of the most important challenges in the

recent history of humankind. Solar power may provide clean, sustainable energy:

in one hour more energy falls on earth from the sun than is used by everyone

in the world in one year. Making the best use of this energy would completely

change our energy production landscape. For this reason scientists have tried for

decades to harvest this energy, and most of their efforts focused on devices using

the photovoltaic effect. The photovoltaic effect is the generation of a voltage and a

current in a material under the exposure of light. It was first discovered by Edmond

Becquerel in 1839[1]. From a modern physics picture the photovoltaic effect consists

in a photon being absorbed and generating an electron-hole pair which can then give
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rise to a photocurrent. A good description of the fundamentals of light absorption

and emission are given in standard semiconductor physics books[2], or in books

discussing the physics of solar cell devices[3, 4]. In order to understand some of

the discussions that will follow it is necessary to introduce few basic concepts and

definitions regarding the basics of semiconductor physics and the theory of solar

cells.

It is well-known that a semiconducting material will absorb incident light only

when said light (i.e. photons) have an energy, Ephoton, larger than the semiconductor

band gap, Eg. In this case the electron-hole pair will be generated at an energy

higher than the band gap within the bandstructure (the exact energy distribution

between the two carriers will depend on the specific bandstructure) and will dissipate

the excess energy by exchanging heat with the lattice. The excess energy is defined

as Eex = Ephoton − Eg. This process is extremely relevant for solar cell operation

as this is one of the major causes of efficiency loss in solar cells and it is as such

investigated in this work. It will be discussed further in the following sections.

The theory of solar cells is a wide and interesting topic, here only few basic

concepts will be given, and the interested reader can find numerous books on the

topic[3, 4] and article reviews, especially regarding perovskite solar cells[5]. The sim-

plest way to describe a solar cell is by using a simple diode model[4]. The typical rec-

tification current density-voltage characteristic of a diode (j-V) is: j = j0
(
eeV/mkBT

)
,

where V is the voltage, e is the elementary charge, kB is the Boltzmann constant, T

is the temperature, m is the ideality factor and j0 is the reverse saturation current.

From the diode characteristic, assuming a photocurrent density jph (arising from

the incident radiation) and a recombination current density jrec, the total current

can be calculated:

j = jph − jrec + j0. (1.1)

Knowing that the recombination current of such a device is jrec = j0e
qV/mkBT , then

the current-voltage (j-V) characteristic of a solar cell can be expressed as:

j = jph − j0
(
e
eV/mkBT − 1

)
. (1.2)

An example of such a characteristic is reported in Figure 1.1 (a), the corresponding

electrical power generated by the device, P = j × V , is reported in panel (b). From

the plot is possible to identify three main important points: the short-circuit point,

the open-circuit point and the maximum power-point. The short-circuit point is

defined as the point where the applied voltage is 0 and jrec = j0, and all the

generated carriers contribute to the external current. The current at this point is
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Figure 1.1: (a) current-voltage characteristic of a diode solar cell, the dotted lines
correspond to j = 0 and V = 0. The points corresponding to short circuit (SC),
open circuit (OC) and maximum power (MPP) are highlighted. Panel (b) power
output of a diode solar cell. The relevant points corresponding to the ones in panel
(a) are reported.

defined as the short-circuit photocurrent: jSC = jph. This allows jph to be defined in

terms of an operating device: it is equivalent to the current at short circuit (SC). The

second point is the open-circuit point, which corresponds to the condition j = 0, and

therefore the recombination current and the photogeneration currents are balanced.

The voltage at which this happens is called the open-circuit (OC) voltage, and it is:

VOC =
mkBT

e
ln

(
jph
j0

+ 1

)
. (1.3)

It should be noted that the voltage resulting from illumination corresponds to the

separation of the electron and holes Fermi energies, therefore in open circuit config-

uration:

VOC =
µe − µh

e
=

∆µ

e
, (1.4)
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where µe and µh are the electron and hole quasi-Fermi levels. Finally, between these

two points, lies the point where the output power of a device is maximum, this is

called the maximum power point (MPP). It is obvious that the MPP is the ideal

operating condition for a solar cell. The maximum power generated by the device

is then: Pm = jMPVMP , and so it is possible to define an operational definition of

efficiency, as a power conversion efficiency:

η =
jMPVMP

ΦT
, (1.5)

where ΦT is the total incident power from the source (the sun), usually defined as

the standard terrestrial spectrum AM1.5G, corresponding to an integrated power of

1 kW/m2.

The shape of the jV characteristic defines at which operational point the

device works best, however differences in the shape of the characteristic may lead

to a higher/lower optimal voltage. It is possible to define a figure of merit that

quantifies how the shape of the j-V characteristic performs, this is called the fill

factor:

FF =
jMPVMP

jSCVOC
, (1.6)

which allows the convenient reformulations: Pm = JSCFFVOC , and η = jSCFFVOC
ΦT

.

Shockley and Queisser [7] in 1961 provided a simple model to describe the

maximum efficiency of a solar cell, given a certain band gap, assuming an incident

power corresponding to a 6000 K black body. It can be shown that the maximum

efficiency occurs for a band gap of around 1 eV, and corresponds, within the approx-

imations of the model, to a ∼ 30% efficiency. The reasons behind this value are now

discussed.

A model of the major causes of loss in a solar cell is reported in Figure

1.2 as a function of the band gap. The blue-shaded area consists of the maximum

theoretical efficiency (also called the Schockley-Queisser limit), while red, green,

and violet correspond to three different loss mechanisms that are now going to be

detailed. The oscillations in the plot arise from the fact that the AM1.5G spectrum

was used as a source, rather than a black body spectrum. The main causes of energy

loss are:

1. The trade-off given by the MPP (fill factor)

2. Transparency below the band gap
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Figure 1.2: Plot representing the efficiency losses as a function of the band gap: blue
is the power fraction that can be theoretically converted (the Shockley-Queisser
limit), green is the efficiency lost because photons below the band gap are not
absorbed, red is the efficiency lost because of carriers losing energy as heat and
violet is the efficiency lost because of the trade-off between current and voltage in
the j-V characteristic. The wiggles in the spectra are caused by the absorption in
the AM1.5G spectrum used as a source.
Figure made by modification of the software SolarCellEfficiencyLimits on GitHub,
distributed under the MIT License[6]

3. Relaxation of hot carriers

4. Other minor causes

Cause 1 has already been discussed: it consists in the unavoidable trade-off between

the high voltage and the high recombination current described by the FF (violet in

Figure 1.2). Issue 2 consists in the fraction of photons that are lost because they

have an energy lower than the band gap (green in Figure). Loss 3 is the energy

that is lost because an electron-hole pair generated by a photon with an energy

higher than the band gap loses this excess energy into heat (red). Finally in item

4 are contained other minor loss mechanisms, that might arise from more realistic

models of a solar cell, such as the conversion of thermal energy or the mismatch

of absorption and emission angles (see for example Hirst and Ekins-Daukes [8]). A
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simple solution to 2 is to use lower-bandgap material, and in fact the maximum

power is attained at a relatively small band gap of 1 eV. However, using materials

with smaller bandgaps dramatically increases mechanism 3, creating a trade-off at

around 1eV.

As a well-known issue, multiple possible solutions to beat the Shockley-

Queisser limit have been proposed over the years, : light concentration, photon

upconversion [9], multiple exciton generation [10], multi-junction solar cells and hot

carrier extraction, to name a few. Of these, the most mature technology is certainly

the one based on multi-junction solar cells (also known as tandem cells), which con-

sist in the stacking of materials with different band gaps in order to use efficiently all

the parts of the solar spectrum. However, the architecture of such devices is quite

complex (and expensive) which represents a significant drawback. A recent review

of the most common approaches to improve device efficiency beyond the SQ limit

is reported in Tanabe [11].

A less travelled, but nonetheless fascinating, road consists in finding a mech-

anism capable of extracting hot carriers before they lose their energy. A device

based on hot carriers rather than cold ones (i.e. a standard solar cell) could the-

oretically reach an efficiency of 65% under 1 sun illumination [12], and 85% under

concentrated sunlight [12–14]. How such devices work and the possible advantages

and drawbacks are going to be extensively discussed in section 1.3.1.

1.1.2 Material properties

The previous section explained important external parameters fundamental to the

characterisation of a photovoltaic (PV) device. In this section, however, the inten-

tion is to take a step back to look at the internal quantities and parameters of the

light absorbing layer that are useful to characterise a material’s properties from a

PV point of view.

While the external parameters are extremely useful and provide a direct

link to the real-world performance of a solar cell candidate, there are some sensible

drawbacks in relying only on device operation: to test a solar cell candidate in a

device, it is necessary to fabricate a device in the first place, which could be not

straightforward, as there might be the need to tailor the specific device architecture

for that specific candidate (for example, using different charge transport layers, or

by using different geometries). In second instance all the quantities measured in

a device are, for the most part, dependent on the specific device, as contingent

characteristics such as the sample quality and morphology or the quality of the

contacts can influence the measurements. Moreover a material can be good in certain
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architectures, but not in others, therefore exponentially complicating the analysis.

Therefore it is obvious that having a way to assess the candidate material’s possible

performances before making a device is extremely useful. The performance of a

generic semiconductor as a light converter depends on different internal parameters

that are now going to be discussed.

First it is useful to define the external quantum efficiency, for a solar cell

operating as a light-emitting diode (LED), as the ratio of the recombination cur-

rent (leading to radiative recombination and emission of photons) and the total

recombination current as [15, 16]:

ηe =
jem
jrec

. (1.7)

This definition, seemingly arbitrary, has its roots in so called reciprocity relation:

a PV device and an LED work by using effectively the same physical process, a

photon creating an e-h pair in the first case, and an electron-hole pair annihilating

and emitting a photon in the second. As such the properties that characterize both

are linked and, in general, a good solar cell material is also a good LED material

[16].

The definition in Equation 1.7, however, helps to quantify the effect that

non-radiative processes have on the solar cell parameters, specifically on VOC :

V rad
OC − VOC = −kBT

e
ln (ηe), (1.8)

where V rad
OC is the OC voltage in the limit that all the recombination is radiative. It

follows the definition (Equation 1.7) that ηe ≤ 1 and therefore VOC ≤ V rad
OC , with

the equalities occurring only in an ideal device. As a rule of thumb, each order of

magnitude change in ηe yields a change in VOC of kBTe ln(10) '60mV. As VOC is one

of the most important device parameters, it follows that so is ηe.

It is also possible to define an internal quantum efficiency as the ratio of

recombination rates:

ηi =
RR
RT

=
RR

RR +RNR
, (1.9)

where RR is the radiative recombination rate, and RNR is the nonradiative recom-

bination rate. RT is the total recombination rate. The most common example of

a radiative recombination process is a bimolecular recombination process (electron

and hole recombining), which can be expressed as:

R = kRnp, (1.10)
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where n and p are the electron and hole densities and kR is the radiative recombina-

tion coefficient. The nonradiative rate RNR can also be expressed as a function of the

carrier density, assuming a Shockley-Read-Hall (SRH) trap-assisted recombination

model[17, 18]:

RNR = RSRH =
n

τSRH
, (1.11)

where τSRH is the average SRH recombination time. All these processes will affect

the overall dynamics of carrier recombination. It is in fact possible to generalize the

carrier density charge dependence (assuming n ' p) as:

dn

dt
= G− k1n− k2n

2 − k3n
3 = G− nRT (n), (1.12)

where k1 is the monomolecular recombination coefficient, that can be identified

with Equation 1.11, k2 is the bimolecular recombination coefficient (identifiable

with Equation 1.10), and k3 is the Auger recombination coefficient, corresponding

to an Auger process (an electron and a hole recombining by giving energy to a

third electron), which won’t be discussed further here as it is not necessary to

understand the key concepts. RT (n) is the total recombination rate and G is the

carrier generation rate.

It is of great importance to properly define the recombination rates and coef-

ficients, as most time-resolved spectroscopy techniques (such as time-resolved pho-

toluminescence, transient absorption or optical pump terahertz probe spectroscopy)

are capable of tracking the recombination dynamic, so to effectively measure the to-

tal recombination rate, RT . Moreover, appropriate fluence-dependent measurements

allow a global fit using Equation 1.12, allow the ki coefficients to be measured. This

is, of course, of great importance in the characterization of PV materials.

Once these basic quantities and the basic definitions have been introduced,

it is possible to extend the discussion on how to identify a potential candidate for

a PV technology. There are three important parameters: the absorption coefficient

α, the charge-carrier lifetime τ and the mobility µ. A peculiar case of interest

is the case of high absorbing materials, which is the case of most MHP. A highly

absorbing material requires a lower thickness to completely absorb the incident light.

In general the short-circuit current can be expressed as:

jSC =

∫ ∞
0

α(E)ΦT (E)dE, (1.13)

where α(E) is the absorption coefficient, and it is possible to simulate what the

SC current and the OC voltage do as a function of thickness. Such simulations are
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reported in Kirchartz et al. [15] and show that while jSC is monotonously increasing

with thickness, VOC is generally monotonously decreasing. Therefore there exist an

optimal thickness that yields the best efficiency. For materials with strong absorp-

tion, such as MHPs, thicknesses below 1µm provide already optimal efficiencies for

realistic values of the lifetime. This discussion allows the determination of a critical

mobility, i.e. the minimum mobility required to achieve efficient collection.

Assuming a carrier diffusion model as a lower limit of the collection efficiency,

then it is possible to express the efficient extraction when the diffusion length is at

least twice the optimal thickness. Recalling the Einstein relation:

D =
µkBT

e
, (1.14)

where D is the diffusion constant and µ the mobility, then the diffusion length can

be estimated as:

lD =
√
Dτ (1.15)

with τ the lifetime. The simulations reported in Kirchartz et al. [15] show that for a

strongly absorbing material, with a relatively long lifetime (100 ns-1µs), the critical

mobility lies in the range 0.1− 10cm2/Vs. As such, a relatively low mobility (as for

MHP, which have mobilities rarely above 100m2/Vs, which is an order of magnitude

lower than Si, Ge or GaAs) is not detrimental at all to solar cell performance, given

a long enough lifetime. This could explain why the low mobilities of MHP (even

lower than what would be expected by their effective mass, as it will be explained

shortly) don’t seem to affect their efficiency as PV materials.

The last piece left is the link between the lifetime and the recombination

coefficients. As presented in Equation 1.12 the recombination dynamic of carriers

can be expressed, neglecting generation, as: dn
dt = −nR(n), and it is possible to

identify τ as τ = 1
R(n) . Recalling that R(n) = k1 + k2n + k3n

2 = R1 + R2 + R3, it

follows that the lifetime can be expressed as:

1

τ
=

1

τ1
+

1

τ2
+

1

τ3
(1.16)

where τi = 1
Ri

.

To conclude, there are three fundamental properties that identify a good

PV candidate: α, τ and µ, of which two can be measured with time-resolved spec-

troscopy techniques such as optical pump terahertz probe spectroscopy (OPTP),

which is capable to estimate the mobility and the lifetime, as will be shown in the

following chapter. The performance of MHPs with regard to these properties is now
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discussed.

1.2 Metal halide perovskites

In recent years the interest in solar cells based on metal halide perovskites (MHPs)

has undergone an outstanding growth: from a few seminal papers in 2009 and 2012

[19, 20] it has reached an impressive thousands of papers per year on the topic.

There are a number of reasons for this interest: one of them is evident in Figure 1.4.

This is a plot of all the most relevant technologies in photovoltaics; the perovskite-

based materials have reached an efficiency above 25%, comparable with silicon, the

benchmark for any photovoltaic technology that has any hope to be considered by

industry, in an extremely short amount of time. These levels of efficiency have been

reached thanks to a combination of excellent qualities, such as strong absorption in

the visible[21, 22] and low recombination rates at moderate defect densities[23–26].

MHPs are also characterised by a range of unconventional characteristics

as: low optical phonon energies[27–29], moderate mobilities despite low effective

mass[26, 30] and a high resistance to defects that gives rise to high-quality materials

at low preparation temperatures[26, 31–34].

All of these features, make MHP a rather peculiar class of materials, whose

physics seem to be in contrast with decades of research on semiconductor physics[26].

This makes them already interesting from a physical point of view, as understanding

why this is the case could help us increase our knowledge of solid state physics

even further and maybe design other materials with similar properties. From an

application point of view, some of the performances reached by perovskite solar

cells (PSC) are so outstanding that there is already a debate on how to actually

implement them in real-world devices.

Such a great amount of work has been put into studying MHP that to attempt

to provide a comprehensive overview of all the field’s ramifications is a daunting

task. Moreover the field is so fast-paced that good reviews/comments written just

few years ago[35, 36] seem now outdated. Hence, in the following, the aim will be to

provide a very broad overview of some of the most important research directions in

the field, with a focus on the topics that seem more relevant for this work’s research,

without the claim to be exhaustive.

1.2.1 What are metal halide perovskites?

The perovskite structure has the formula ABX3, where X is an anion and A and

B are cations, where A is larger than B. MHP consist of a class of materials with
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Figure 1.3: Schematic representation of the perovskite structure: at the
centre lies the A-site cation, inside the octahedra lies B-site metal and
purple spheres are the X-site halides. Image taken from Eames et al.
[37] and used in accordance with the Creative Commons Attribution license
(https://creativecommons.org/licenses/by/4.0/).

perovskite structure, where the B site is a metal (Pb or Sn), the X site is an halogen

(generally iodine, although Br and Cl have been used, usually in mixed composition)

and the A site can be an organic molecule, such as methylammonium (CH3NH+
3 ,

MA) or Formamidinium (NH2CHNH+
2 , FA), or an inorganic element such as Cs

or Rb or a mixture of these. A unit cell of the perovskite structure is represented

in Figure 1.3. The structural phase and stability of perovskites can be assessed

with a tolerance factor t and an octahedral factor µ [36]. Assuming a solid-sphere

model, these two parameters can be expressed as t = RA+RX√
2(RB+RX)

, and µ = RB/RX ,

where RA, RB, and RX are the ionic radii of the corresponding ions. For halide

perovskites (X=F, Cl, Br, I) generally 0.81 < t < 1.11 and 0.44 < µ < 0.90 [38];

values of t within 0.89-1.0 are likely to give rise to a cubic structure, with lower

values corresponding to tetragonal or orthorhombic structure. However multiple

temperature-induced phase transitions between the different structures are known

to happen.

The first time lead and tin halides were synthesized was as early as 1893

[40], although the first evidence that CsPbI3 had a perovskite structure occurred

only in 1958 [41]. To have the first organic-inorganic hybrid perovskite one had to

wait till 1978, where for the first time Cs was replaced by MA [42, 43]. However

these materials remained mostly unstudied until 2009 when MAPI3 was introduced

by Kojima et al. [19] as a sensitizer for dye-sensitized solar cells. In the course of a
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Figure 1.4: Efficiency chart of the most common photovoltaic technologies. Per-
ovskite photovoltaics correspond to the yellow-filled orange circles, Si-based cells
are in blue. This plot is courtesy of the National Renewable Energy Laboratory,
Golden, CO [39].

few years, in 2012, Lee et al. [20] discovered that that MAPI3 had good transport

properties. Since then MHP have undergone an impressive growth, as highlighted

by the chart in Figure 1.4, showing now efficiencies exceeding 20% [39, 44, 45], and

the efficiency will only increase with the better implementation of silicon-perovskite

and perovskite-perovskite tandem solar cells[46], and this in only a decade of active

research.

As already explained at the beginning, MHP have, in the span of few years,

surged to a prominent position in the field of photovoltaics thanks to their outstand-

ing properties, which will now be reviewed.

The first clear strength of MHP is the high absorption coefficient and sharp

absorption edge [22] both important properties for an absorber material in allowing

a thin film geometry. The sharp absorption edge is related to the direct bandgap

for both organic-inorganic [47] and fully inorganic [48] MHP. The absorption, more-

over, shows low values of Urbach energy at room temperature [22]. The band gaps

of MAPbI3 and FAPbI3 lie around 1.5 eV [49] which is relatively close to the optimal

value of 1 eV, however tin-based perovskites show much smaller bandgaps, around

1.3-1.4 eV [48], which is very close to the optimal value for power conversion. The

bandgap however is widely tunable by changing the composition, for example by

changing the size of the cation [50], or by alloying the X-site [49], while still main-

taining a sharp absorption edge. More complex compositions are also employed,
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for example mixed lead-tin perovskites have raised interest thanks to their very low

band gap (1.2 eV) very close to the optimum value [51, 52].

The most outstanding characteristic of MHP, however, is probably the (sur-

prisingly) long recombination time [53]. The recombination time (or lifetime), as

discussed above, is one of the most important parameters in predicting the perfor-

mance of a solar cell material, the recombination times of MHP are very long, often

exceeding 100s of ns [26, 53], and sometimes approaching the µs range [24, 54]. The

surprising part is that these recombination times are much longer than expected

[23, 25]. The low temperature at which these materials are processed, should give

rise to elevated defect densities, however MHP seem quite resistant to the presence

of defects [31–34]. This has produced a substantial amount of work on the study

of defects in MHP and the reason behind this peculiar behaviour is not understood

yet.

1.2.2 Polarons

Another element of surprise is certainly the low mobility observed in MHP. The

mobility can be expressed as µ = eτ
m∗ , where m∗ is the effective mass, τ is the

momentum scattering time and e is the elementary charge. The value of µ can

be low if the effective mass is high, or if τ is small. Given the calculated effective

mass (around 0.1-0.2me[30, 47], with me the free electron mass), and assuming

a scattering rate similar to that of classic inorganic semiconductors as GaAs the

mobility of MHP should be more or less comparable to the mobility of inorganic

semiconductors. However, the mobilities are much more limited, ranging in the

1-100 cm2/Vs, depending on material quality, composition and technique, but in

most cases, in compositions routinely used for solar cells, occurring in the 20-30

cm2/Vs range[30]. It has to be said that there had been some inconsistency in the

reported mobility values in MHP [30], however even measurements performed on

single crystals or via techniques less influenced by the morphology (e.g, optical pump

terahertz probe spectroscopy, or microwave conductivity measurements) have not

shown substantially higher mobilities. This has sparked a debate on the origin of this

limited mobility and its consequences on the PV efficiency. However, as explained

in section 1.2, as long as the mobility reaches a critical value, the carrier extraction

efficiency is not limited by it; given the benign defect chemistry and consequent very

long recombination times found in MHP the diffusion length is long enough to allow

efficient carrier extraction even at the very low mobility observed in virtually all

thin-film solar cell geometries, explaining why the mobility does not seem to limit

the device efficiency.
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The estimated values for the effective mass given above imply (for µ <

100cm2/Vs) a scattering time of the order of 10 fs, much lower than GaAs, or other

similar semiconductors. Such a low scattering time can be attributed to a strong

electron-phonon coupling. The dominant electron-phonon scattering effect at room

temperature is the electron-LO (longitudinal optical) phonon scattering mediated by

the Fröhlich interaction [55]. Ab initio calculations have been able to reproduce the

right order of magnitude of the mobility and its correct temperature dependence as-

suming that Fröhlich scattering dominates[30, 56, 57]. The interesting consequence

is the formation of a polaron, and the need to take into account the polaronic nature

of carriers in MHP[56], as it is now discussed.

Placing an electron in a ionic lattice polarizes the surrounding, giving rise

to a polarization field that travels with the particle. This effect can be described

as a quasiparticle with different properties than a band electron: a polaron. This

description was established by the works of Fröhlich [58] and Feynman [59], and

the important consequences, for this discussion, are an increase in the effective

mass and a reduction of the mobility. The electron-phonon coupling constant, that

characterizes the strength of the electron-phonon interaction, is:

α =
e2

4πε0~

√
m∗

2~ωLO

(
1

ε∞
− 1

εs

)
, (1.17)

where e is the elementary charge, ε0 is the vacuum permittivity, ~ is the reduced

Planck constant, m∗ is the effective mass, ωLO is the angular frequency of the

lowest LO phonon mode, ε∞ is the high-frequency dielectric constant and εs is the

low frequency dielectric constant. Given the estimated value of α in MHP (around

2), and the temperature dependence of the mobility (suggesting band-like transport)

it has been deduced that the interaction gives rise to large polarons (i.e. a polaron

radius that is substantially bigger than the unit cell size). From these premises

theoretical calculations have shown that most of the reduction in mobility could be

accounted by such a model [56].

At this point, given their importance in both the transport properties and

HC potential of MHP it is important to discuss phonons. Leguy et al. [55] assigned

observed Raman and THz spectroscopy peaks to phonon modes calculated through

density functional theory (DFT). Organic-inorganic MHP, given their complexity

have 36 possible modes for the cubic phase, which increase to 144 for the less sym-

metric tetragonal and orthorhombic configurations. Leguy et al. [55] identified two

frequency ranges: the low frequency modes (less than ∼200 cm−1, around 6 THz)

correspond to cage-dominated optical modes, while the high frequency modes cor-
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respond to the cation (MA) modes. In particular, it is relevant for this work that

the modes around 1 THz are optical and assigned to the Pb-X cage distortion. This

is important because alloying the B and X sites would mostly affect these low fre-

quency modes and would shift the LO phonon modes that are responsible for the

Fröhlich interaction, therefore affecting the polaronic nature of the transport (ef-

fective mass, mobility) and the hot carrier cooling process. Finally in the same

work they suggested that optical phonon modes are likely to dominate at room

temperature, therefore justifying the conclusions from the mobility measurements

[30].

1.2.3 Open issues

However, despite the outstanding performances and the impressive effort the re-

search community has put in, there are still some significant open issues that stand

in the way of the long-term goal of a real-world application. The most serious of

these are long-term stability and toxicity of the MHP. The former has been tackled

directly since the early days of perovskite research, and concerns three practical

sources of degradation: moisture, oxygen and light exposure, among many others

[60, 61]. The research has focused mainly in two directions: improvement of the

device structure in order to reduce the causes of degradation and change the com-

position (for example the addition of bromine) and the processing techniques in

order to improve the chemical stability in the long run[60]. Despite the good results

so far more work is needed to address these problems [61].

The second issue is more practical as most of the best performing materials

to date contain some quantity of lead, which is notoriously toxic. Studies have tried

to assess the possible biological impact of a lead-based photovoltaic technology,

which is in general thought to be a significant issue[62]. The most followed path

to solve this problem is by substituting the metal (lead) with the metal just above

on the periodic table: tin, which is thought to be less toxic. Since this idea was

proposed, the research has focused even more on the study of organic and inorganic

tin perovskites, as well as alloying lead and tin in the hope of finding improved

properties. Although it has to be said that Sn-based perovskites are also susceptible

to the degradation mechanisms described in the previous paragraph. This thesis

follows this research path by studying the influence of Sn on hot carrier cooling

(HCC), first by studying a pure Sn-based perovskite and secondly by studying mixed

lead-tin compounds with a variable Pb/Sn ratio.
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1.2.4 Beyond perovskite solar cells

Solar cells are the primary field where MHP have been implemented but different

applications have been investigated, such as LEDs (a good solar cell material tends

to be a good LED material)[63], x-ray detectors[64, 65], photodetectors[66, 67] and

lasers [68]. A good description of MHP properties as photodetectors and x-ray

detectors is reported in Dong et al. [66], Wei and Huang [65] and Jena et al. [45].

Finally it is worth mentioning the more novel structures, especially lower-

dimensional ones, as 2D perovskites and quasi-2D perovskites. A 2D perovskite is

a structure where monolayers of the MHP in question are alternated with a bulky

organic cation (an additional, larger cation than the usual MA or FA). By altering

the precursor composition it is also possible to form structures dominated by two

perovskite layers alternated by the organic cations, three perovskite layers, four and

so on, up to infinity where the normal 3D structure is recovered. Such structures

are called quasi-2D perovskites, as they are characterized by intermediate properties

between 2D and 3D perovskites. A recent review of 2D and quasi-2D perovskite is

Zhang et al. [63]. 2D perovskites do not offer better photovoltaic performances,

due to the larger band gap caused by the confinement, but show greater stability

than the 3D counterparts, so they have been applied in 2D-3D compositions to

increase the stability of the overall cell. A strong interest has risen towards colloidal

nanostructures, such as MHP nanocrystals, thanks to their great PL properties and

wide tunability of optical properties, see for example Fu [69]. Finally, the search

for lead-free alternatives has pushed the research to investigate structures where the

Pb is substituted by Sb or Bi or by noble metals as gold and silver, forming more

complex structures named double-perovskites for their doubled unit cell size [70].

Note that these categories can mix forming even more complex structures, such as

double perovskite nanocrystals [71].

1.3 Hot carrier cooling in perovskite solar cells: models

and experiments

As explained in section 1.1, the relaxation of hot carriers is one of the main limiting

factors in solar cell efficiency. As such, numerous ideas have been proposed to

overcome these limitations. In this section the discussion focuses on one of these

ideas that the recent developments in the field of MHP have brought back into

consideration: a hot carrier solar cell (HCSC). A HCSC is based on the simple idea

of extracting the carriers right after photoexcitation, before they completely relax
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and lose their energy. The concept was first proposed in 1982 by Ross and Nozik

[12], and in the same work it was proved that an increase in the temperature of

the extracted carriers (from 300 K to 1000 K) could lead to a maximum efficiency of

around 60%, with a maximum theoretical efficiency of 65% under 1 sun illumination,

which could reach values close to 86% for concentrated sunlight [13]. Now the

concept of a HCSC will be briefly introduced, and the remarkable performances of

MHP in this context are going to be presented.

1.3.1 Hot carrier solar cells

Since the concept of HCSC has found a resurgence with the novel interest sparked

by MHP, there are a number of recent reviews that deal with the concept, although

from a MHP point of view. Kahmann and Loi [14] provided a good background to

the HCSC concept, to the characteristics of a suitable absorber material and to the

extraction mechanism. The same review gave a broader overview to other possible

HCSC candidates, such as the III-Vs and quantum dots (QD). More perovskite-

focused reviews are going to be discussed later on. Other reviews that approach

the issue (mostly on III-V nanostructures or wurzite semiconductors) are: Conibeer

[72], Konig et al. [73], Conibeer et al. [74].

In the original work Ross and Nozik [12], estimated the maximum theoretical

efficiency by modelling a solar cell as a ideal black-body light converter, much as

in Shockley and Queisser [7]. Under such assumptions the problem consists in

maximizing the power output of such a device:

P = ∆µuseIuse, (1.18)

where ∆µuse is the potential difference of hot carriers at a temperature TH , and

Iuse is the number of photons absorbed less the number of photons emitted. A

device so modelled can have theoretical efficiencies as high as 65% (under normal

sunlight illumination) [12]. More recently, more realistic models have been proposed

[13, 75–78], however the efficiencies estimated are still around 50%[77].

One of the first basic HCSC designs is reported in Würfel [79], it consists of

of an architecture similar to a conventional solar cell, with an absorbing material

sandwiched between two extraction layers and external electrodes. For the sake

of this discussion this model is more than appropriate to highlight the key facts.

The extracting layers need to have very specific characteristics: they need to have

a very narrow energy-dependent extraction range: they should be able to extract

all electron and holes at energies Ee, Eh in a narrow range of energy δE < kBTL,
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Figure 1.5: Schematic representation of a possible hot carrier solar cell similar to
Würfel et al. [13] and Kahmann and Loi [14]. Eg is the band gap, ∆µ = µe − µh
is the equilibrium chemical potential separation, δE is the width of the ESC, ∆Eeh
is the energy separation of the ESC, µceh = µce − µch is the separation of the quasi
Fermi energies in the contacts.

with TL the lattice temperature. This is necessary to avoid interaction with the

electrodes and injection of cold carriers from the contacts or the electrodes. Such

extractors are termed energy selective contacts (ESC). The identification, realization

and assessment of appropriate ESC is an important and interesting topic, however, in

this work, the focus is directed at the absorber material, so for the sake of simplicity

it won’t be discussed, the interested reader can consult the relevant literature [73, 80–

83].

A device such as the one just described can be shown, assuming the electron

temperature equal to the hole temperature Te = Th = Tc, with Tc the carrier

temperature, to have a OC voltage given by [78]:

VOC =
µceh
e

=
∆Eeh
e

(
1− TL

Tc

)
+

∆µ

e

TL
Tc
, (1.19)

where ∆Eeh is the separation of the ESC, µceh is the difference between the quasi-

chemical potentials (electron and holes) of the contacts and ∆µ is the Separation of

quasi-Fermi level at steady-state. Interestingly the VOC is not limited by the band
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gap energy as in Equation 1.4.

From the discussion in the literature [14, 76, 77, 83] two critical issues have

been established: the carrier relaxation time in the absorber and the width δE of

the ESC that controls the carrier extraction. The latter, as said, won’t be discussed

further in this thesis, the former, however, is quite possibly the parameter that char-

acterizes the absorbing material. Numerous reports [75–77] identified the energy

relaxation time τr as the most impacting the overall efficiency. To avoid confusion a

few definitions are necessary: the names “energy relaxation” and “carrier cooling”

refer to the process where carriers have a thermal distribution, characterized by a

temperature Tc > TL, and progressively cool down and lose energy until Tc ∼ TL.

The name “thermalization”, instead, is referred to the process of carrier being in-

jected by photons with a non-thermal distribution, and progressively, mainly thanks

to carrier-carrier scattering, redistribute the energy among themselves and reach a

thermal (Maxwell-Boltzmann) distribution. Both processes are characterized by

typical times: τr for the energy relaxation time, and τt for the thermalization; both

times have an influence on the efficiency of a HCSC. τt also describes the timescale

for the carrier distribution to re-equilibrate after part of them have been extracted

by the ESC.

As said, τr is possibly the most important parameter, and it has been found

that it needs to be on the timescale of radiative recombination; Takeda et al. [76]

found 1 ns to be the threshold value at which an HCSC could break the SQ limit

efficiency. However, this is not the only constraint, as, in the same work, it has been

found that the thermalization time τt needs to be ∼ τr/1000, for the extraction process

to be efficient, as the levels depleted by the ESC need to be quickly repopulated, to

avoid energy loss. Finally, the last parameter is the carrier retention time (τret), the

time that carriers spend in the absorber before extraction. Takeda et al. [75] found

that for optimal performance τret has to be around 10 times smaller than τr.

Finally, to ensure a slow cooling time, it is important to understand the

mechanisms that contribute to the energy loss, which consist of the interaction of the

hot carriers with optical phonons, the interaction of optical phonons with acoustic

phonons and, in general, of the phonon bandstructure[73]. A soon as carriers have

been injected by photons, in fact, carriers thermalize via carrier-carrier scattering,

until they reach a thermal distribution (Maxwell-Boltzmann) and a temperature

can be defined. These carriers are then at a temperature Tc higher than the lattice

temperature TL. Said hot carriers will then cool down by interacting with LO

phonons; if the temperature is high enough and the carrier concentration is high

enough, then the phonon population cannot disperse the energy quickly enough, as
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the LO phonons lose energy by interacting with acoustic phonons, which is generally

less efficient. The phonon temperature will then reach the carrier temperature and

the energy loss is then limited, and theretofore determined, by phonon decay. This

mechanism is called “hot phonon bottleneck” (HPB) and it is considered to be of

paramount importance, as most research has focused in reducing the efficiency of

the phonon decay[73, 81, 82].

From the previous paragraph it follows that the carrier cooling is as slow

as the phonon decay, and that a way to improve the HCC time is by reducing the

efficiency of the phonon decay [73]. A thorough description of the various phonon

decay pathways is given in Chapter 3, where all the process is better described

as it is the theoretical basis of the model there described. For the discussion in

this Chapter, it is important to note that one of the way to suppress one of the

decay channels (the Klemens channel) is by increasing the separation between the

optical phonon branches and the acoustic phonon branches, realizing what is called a

phonon gap (in analogy with the electronic band gap). A way to achieve this phonon

gap is usually by coupling elements with different masses. For a good description of

the parameters that an absorber needs to have to achieve a slower energy loss the

reader should refer to Conibeer et al. [81, 82].

Candidates that have been considered for a practical realization of a HCSC

absorber, thanks to their large phononic band gap are: InN, GaN, BiN, where the

light nitrogen atom helps the formation of a large gap and SnO, Bi2O3, InP and

AlSb[81, 82]. There is also research on the Bi-based compounds [73], II-VI nitrides

[74] and III-V with large anion mass [74]. Although most of these materials show

conflicting properties as a low band gap, suitable absorption, carrier mobility etc.

Moreover the times observed seem lower than required for an efficient HCSC. Most

research has then focused on nanostructures: a different type of phonon bottleneck

is thought to happen in quantum dots (QD), and a suitable phononic bandstructure

could be engineered with quantum well superlattice structures. However observa-

tions in these structures are caused by more complex effects.

1.3.2 Hot carrier cooling in perovskite halide semiconductors

Among their other outstanding properties (already extensively discussed), it was re-

cently observed that the hot carrier cooling of MHP was much longer than expected,

taking, depending on the experimental conditions such as sample composition, ex-

cess carrier energy and carrier density, up to 100s of ps, close to the 1 ns threshold

identified as the point where an HCSC start to become realistic and efficient. As

such recently numerous review articles have been published tackling different sides
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Figure 1.6: Left panel: example of a TA spectrum and the fit to extract the tem-
perature. Right panel: temperature dynamics for FAPbI3, MAPbI3, MAPbI3 with
a large fraction of unreacted PbI2 and GaAs. The enhancement of the HPB effect
compared to GaAs is evident. Both images reprinted by permission from Springer
Nature, Nature Photonics, Copyright 2016[86]

of the problem. Li et al. [84] and Kahmann and Loi [14] focused more on the pos-

sible photovoltaic applications (Kahmann and Loi [14] does also a good review of

the operation of an HCSC and the state of the art of the field before MHP entered

the scene). Joshi et al. [85], instead, focused more on the polaronic effects and how

these might cause the slow cooling observed in MHP.

The first observation of a possible presence of hot carriers in MHP occurred

in 2013 [87], where a delay in the rise of the ground state bleach in a transient

absorption (TA) experiment was observed upon shorter wavelength excitation. This

was attributed to a relaxation of hot holes from a second valence band to the top of

the valence band in∼ 0.4 ps. In the same work it was observed that that time was

relatively long compared to most organic semiconductors [87], and suggested the

possibility of extracting those hot holes. After few years, crucially, Price et al. [88]

found that the broadening in TA spectra was connected to the temperature of the

carrier population, fitted it to extract the carrier temperature using a Boltzmann

factor (as in the left panel in Figure 1.6) and observed an enhancement in the

carrier cooling time with the injected carrier density which they linked to a hot

phonon bottleneck effect. Around the same time Flender et al. [89] observed a

similar phenomenon in a MHP on a mesoporous TiO2 scaffold, analysed the TA

spectra in a similar way and, crucially, observed that the cooling dynamic was

complex, divided into different stages and difficult to fit with a simple exponential,

or two-exponentials fit. They attributed this behaviour to regimes dominated by

scattering with optical or acoustic phonons, reaching similar conclusions to Price
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et al. [88]. An example of the cooling curves extracted is reported in Figure 1.6.

These findings were deemed even more intriguing as it was proved that these times

were long enough to allow for long-range transport [90].

It should be noted, however, how the TA spectra are usually quite complex,

especially for more complex systems as MHP: effects such as band gap renormal-

ization (BGR), Moss-Burstein shift (MBS), refractive index change and excitonic

effects all contribute to form the spectral shape observed. As such, very recently,

it has been suggested that the usual procedure of fitting the high-energy tail of

the ground state bleach (GSB) with a Boltzmann factor might lead to numerical

errors [91]. However a confirmation of the validity of the approach was given by

Yang et al. [86], in a thorough study of the various mechanisms that occur in TA

spectra in MHP. They confirmed that the high-energy broadening of the GSB was

indeed explainable by the presence of hot carriers. In the same work they compared

the slowed-dynamic, again attributed to a hot-phonon bottleneck effect, to GaAs,

observing a trigger of the effect at much lower carrier densities compared to the

III-V semiconductor (see Figure 1.6). A possible reason was suggested as early as

2016 by Zhu et al. [92]: they proposed that the slowing of hot carrier cooling (this

time observed with time-resolved photoluminescence) was caused by the screening

caused by the formation of large polarons. This effect is not mutually exclusive with

a more common HPB, but would occur at lower carrier density, therefore suggesting

a possible competition of mechanisms strongly dependent of the carrier density (see

also Niesner et al. [93] for another observation of slow cooling at low carrier density,

this time with two-photon photoemission spectroscopy and Evans et al. [94] for a

discussion on the competition between hot carrier effects and large polaron screen-

ing). As a matter of fact, more recently, it was suggested in a theoretical work that

the this low carrier density was equivalent to the Mott density for polarons [95].

In general, this phenomenon seems to be observable with different techniques,

such as TA [86, 88], Two-dimensional electron spectroscopy (2DES) [96, 97] pho-

toluminescence (PL) [93, 98, 99], Pump-push-probe spectroscopy (PPP) [100, 101],

terahertz spectroscopy [48, 102], imaging [103] and ultrafast microscopy techniques

[90]. This seems to confirm that this phenomenon is not limited to a mistake in

interpretation of TA spectra. Although numerical values seem to differ, especially

comparing TA or PL broadening studies (which report usually 10s or 100s of ps of

cooling times) and studies that focus on a specific wavelength or an average value

(TA[87], THz spectroscopy [48, 99] and PPP[100]) which seem to not be able to

detect the slowed-down part of the cooling curves, and report times around 1 ps.

It seems obvious then, that this peculiar phenomenon is not the result of one (al-
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beit complicated) mechanism, but it is the result of several competing mechanisms,

which depend on the excess energy and on the carrier density in a non-trivial way.

For example, up until now, the problem of carrier thermalization was neglected: TA

is capable of measuring the carrier temperature from the broadening of the GSB,

but this is meaningful only if the carriers have equilibrated to a thermal distribution,

it seems that in MHP this take less than 100 fs, however, also this time seems to be

dependent on the carrier density [96, 104].

At the time of writing the accepted view is that, as already observed by Flen-

der et al. [89], this slowed-down cooling can be roughly subdivided in two stages: a

quick (around 1 ps) stage where the cooling is fast, comparable to GaAs[86], followed

by a more or less abrupt passage to a slowed-down cooling (10s-100s ps) which is the

signature of this intriguing phenomenon. This dynamic however is likely not the re-

sult of one or two processes, as empirical fitting methods seem to require more than

two exponentials to accurately model the dynamic [89]. It should be noted however,

as already noted, that this is not observed by all reports, in fact there seems to

be a marked difference between “spectrally-resolved” studies and “non-spectrally

resolved” ones. With this terminology it is not meant that the techniques do not

consist of spectrally-resolved data, but that the “spectrally-resolved” (SR) studies

extract the temperature from the broadening of the high energy tail of a TA or PL

spectrum, while “non-spectrally-resolved” (NSR) track a single wavelength (as the

maximum of the GSB in TA) or an averaged wavelength response (as the THz stud-

ies). While the SR experiments observe this multiple-stage cooling dynamics and a

slow-down of the cooling up to 100s of ps[86, 88, 97, 99], the NSR experiments seem

to be sensitive only to the first fast dynamic and less sensitive (if sensitive at all)

to the second stage[48, 87, 100, 102]. As such care has to be taken when comparing

different works which used different experiments, as sometimes this distinction could

be not as clear.

A special case of interest for this work consist in the comparison between TA

and THz spectroscopy as both contribute to the results presented in this thesis. TA

is possibly the main technique used for these kinds of studies [86, 88, 105], while THz

spectroscopy only recently has started to be used for this purpose [48, 102, 106, 107].

A comprehensive study on the different physical phenomena these two techniques

probe is reported in Chapter 2, and a systematic comparison of their outcome is one

of the results presented in Chapter 5.

As discussed in section 1.3.1 and as will be discussed more deeply in Chapter

3 where the microscopic physics is presented and elaborated to obtain a phenomeno-

logical model to describe the HCC dynamics, phonons play a fundamental role in
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describing the resulting temperature dynamic. In a similar fashion to classic hot

carrier materials, one of the requirements for the enhancement of the hot phonon

bottleneck effect is by increasing the phonon band gap [73, 81, 82]. Therefore the

first stage of cooling is generally attributed to electron-phonon coupling, specifi-

cally LO phonons, through the Fröhlich interaction, possibly enhanced by the HPB

effect[14, 88, 103, 108]. The second stage instead is thought to be dominated by

the LO phonon decay to acoustic phonons [14], and seem justified by an observed

weak coupling between LO and acoustic phonons [97]. Recently it was suggested

that only low-frequency modes can be excited[109]. In addition to this picture Fu

et al. [105] suggested a significant importance of the heating caused by the Auger

process. Finally some works have suggested a possible influence of the low thermal

conductivity, and generally poor heat transport properties of MHP[95, 110].

Regarding the composition, early reports focused mostly on MAPbI3[86, 88,

89, 93], or FAPbI3[86], showing similar observations. However a study on APbBr3,

with A=FA, MA, Cs, observed a marked absence of slowed-down cooling in the

inorganic-cation sample compared to the other two[92]. This was then confirmed

by a theoretical and experimental study on the influence of the A-site cation on the

HCC[111], a contemporary study on CsPbI3 [112]. In general the organic cation

is considered to play an important role [14], but albeit the FA cation seems to

be slightly better performing than the MA cation [111], there is no consensus as in

other studies they seem equivalent [86] (reported in Figure 1.6). It is clear that both

FA and MA MHPs have substantially slower energy relaxation than the inorganic-

cation[111], although, regarding the first stage of cooling, Hopper et al. [100] and

Monti et al. [48] found the opposite to be true, which suggests the two stages may

be affected differently by the composition. The influence of the X-site is less system-

atically studied: works have identified the Br-perovskites as having a faster cooling

in the first stage (NSR) [108] and a very recent work studied a mixed halide I-Cl

finding evidence of slow cooling [113] (using a SR measurement), but no systematic

study. Reports on Sn-based perovskites are also scarce, as one report on FASnI3

found evidence of an even more enhanced effect (SR) [114] and one, reported in this

thesis in Chapter 4, on CsSnI3 found a slower cooling effect of the first stage (NSR)

and attributed it to the anisotropic bandstructure [48]. Recently one work studied

the influence of the metal by changing the Pb/Sn ratio and found an enhanced effect

in mixed compositions [115].

The enhanced effect in MHP and the influence in composition could be ex-

plained by the peculiar phononic characteristics found in these materials. The opti-

cal phonon energies are relatively low in MHP, laying in the THz range (few meV)
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[55], compared to, say, GaAs (8.5 THz, 35 meV). This lower phonon energy could im-

ply that the first stage of cooling is slower because of more interactions are required

to reach the lattice temperature, and perhaps, as they are already populated at room

temperature, they could more quickly reach a point where phonon re-absorption is

relevant. Both conditions beneficial for HCSC. A comparison of a MHP and GaAs

during the first stage of cooling is reported in Chapter 4, and in the corresponding

article [48]. For what regards the second stage the current explanation lies in the

same framework as traditional hot carrier candidates: suppression of the Klemens

decay via a large phonon band gap, an explanation supported by the observations,

already mentioned, of a weak interaction between optical and acoustic modes [97].

The recent interest in HCC in MHPs has sparked studies towards more exotic

samples, as 2D perovskites [116] (finding an enhanced effect) and on perovskite

nanocrystals [117–121].

1.4 Summary

Looking at this complicated picture, where different physical processes intertwine,

and different techniques provide non-equivalent information, there is the necessity

for studies on different compositions than the “normal” MAPbI3 in order to disen-

tangle the different mechanisms behind this complex phenomenon. It is exactly to

address these issues that the work reported in this thesis was undertaken. The focus

of this work was the study of electron-phonon and phonon-phonon interaction in dif-

ferent Pb-based and Sn-based MHP. While Chapter 3 provides a detailed overview of

the mechanisms at play and builds a phenomenological model capable of describing

the complex carrier cooling dynamic and to relate it to the fundamental processes

that lie behind it, Chapter 4 presents a study of the carrier cooling in the first stage

on a simpler inorganic perovskite, CsSnI3, using THz spectroscopy. The study of

the first stage on a simpler system is extremely important, as it allows to limit the

number of effects at play. Chapter 5 will present a systematic study of the HCC

in mixed lead-tin perovskites with variable Pb/Sn ratio. This allows the tuning of

the phonon mode frequencies and thus of the electron-phonon and phonon-phonon

interaction. The same chapter compares the outcome of an optical pump terahertz

probe experiment with a more common TA experiment, elucidating the similarities

and differences in these two techniques, and possibly answer the question whether

these two techniques are comparable or not. Finally the last Chapter (6) presents a

similar type of study on a III-V semiconductor, InSb, to check the soundness of the

THz experiments on a much simpler and better studied system.
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Chapter 2

Ultrafast Spectroscopy

This chapter is devoted to the experimental techniques and methods used through-

out the course of this thesis. First terahertz (THz) spectroscopy and its derivatives

(optical pump terahertz probe, cyclotron spectroscopy) are introduced in section 2.1.

Section 2.2 is dedicated to the presentation of transient absorption spectroscopy and

how to analyse it to extract the carrier temperature. Finally the last section will

introduce the static techniques that have been used sometimes in the course of the

work (photoluminescence, absorbance).

2.1 Terahertz spectroscopy

THz spectroscopy is a technique that is nowadays routinely used in condensed matter

physics (and beyond) to study the properties of matter in the so called THz range,

the section of the electromagnetic (EM) spectrum that lies between the infrared and

the microwaves:

• frequency range: 0.1-10 THz

• wavelength range: 3000-30µm

• wavenumber range: 3.33-333 cm−1

• energy range: 0.4-40 meV.

This part of the EM spectrum is especially interesting for a variety of reasons:

quasiparticle excitations, carrier scattering processes, low-frequency phonon modes

in solids, molecular rotations and superconducting gaps all have characteristic en-

ergies that lie in the THz range. Over of the years, various implementation of

THz spectroscopy (transmission, reflection, polarization-resolved, optically-pumped
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Figure 2.1: A schematic representation of a THz-TDS with an optical pump. BS
stands for beam splitter, OAP is off-axis parabolic mirror, OPA is optical parametric
amplifier WP is a Wollaston prism and PDs are the photodiodes.

spectroscopy, nonlinear spectroscopy...) have been applied to all of these possible

applications and more. Review articles that present a broad overview of terahertz

spectroscopy and its different possible applications to semiconductors and novel

nano-materials are Ulbricht et al. [122], Jepsen et al. [123], Baxter and Guglietta

[124], Lloyd-Hughes and Jeon [125], Neu and Schmuttenmaer [126]. Recent reviews

have focused more on the characterization of nano-materials, such as: Lloyd-hughes

[127], Joyce et al. [128], Kužel and Němec [129] and metal halide perovskites (MHPs):

Johnston and Herz [130].

2.1.1 Terahertz spectroscopy: experimental set-up

Most spectroscopic techniques, in general, work by measuring and recording the

light intensity as a function of frequency/energy I(ω) = |E(ω)|2. The problem

of this approach is the loss of part of information intrinsic in the electric field:

the phase. Retaining the amplitude and phase of the electric field means that,

through a Fourier transform (FT), a complex transmission (and, as will be clear

by the end of this section, the complex conductivity) can be easily obtained at all

frequencies (within the system’s bandwidth). In principle, in frequency-resolved
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techniques the phase information can be obtained by using the Kramers-Krönig

(KK) relations, however this approach relies on the assumption that the transmission

amplitude |T | is known at all frequencies, i.e. the spectrum outside the experimental

bandwidth is totally negligible. This is not the case for the FT-based approach. An

experiment that measures the complex frequency-dependent THz transmission of

a sample over a suitable reference is called THz time domain spectroscopy (THz-

TDS). The addition of an extra excitation pulse forms a resulting technique called

optical pump terahertz probe (OPTP) spectroscopy or, sometimes, time-resolved

terahertz spectroscopy (TRTS). In the course of this thesis the first denomination

is preferred. Such a technique makes possible to measure the frequency-dependent

photo-induced transmission change.

A typical OPTP system is reported in Figure 2.1; without considering

the pump line the figure describes a THz-TDS scheme. The scheme represented

in the figure can be easily modified, by addition of a magnet, a polarization-

resolved detection system or a prism to allow variations of THz spectroscopy

such as THz-cyclotron spectroscopy (TCS)[127], polarization-resolved terahertz

spectroscopy[131] and thin-film total internal reflection[29].

In all experiments reported in this work (with the exception of the experi-

ments performed in Oxford) the pump beam came of an OPA, an optical parametric

amplifier (TOPAS Prime, Light Conversion), which converted the laser pulse from

800 nm into a variable wavelength between 0.3 and 8µm. This excitation flexibil-

ity in principle allows a wide-range of experiments to be performed. The Oxford

OPTP system was in all respects very similar to the one represented in Figure 2.1;

the main differences are: no OPA, so the sample is excited directly with the 800 nm

pump beam, and the fact that the sample was placed inside a helium cryostat inside

a superconductive magnet. The spectrometer mostly used throughout this work

is based on a Ti:sapphire amplifier (Newport Spectra Physics Spitfire Ace, 13 mJ,

1kHz, 40 fs). The OPA was pumped by 2.5 mJ of the amplifier’s beam, generating

tunable 50 fs-duration pump pulses in the range from 300 nm to 8000 nm.

The THz pulse in the current work was generated through optical rectification

(a second-order nonlinear process in which a low-frequency polarization is developed

when a strong laser beam passes in a non centro-symmetric crystal), in a crystal

(ZnTe, or GaP). The detection occurs through electro-optic sampling: when the

THz beam passed through a nonlinear crystal, it induced a transient birefringence

that changed the gate polarization, which was then detected through a quarter

wave plate and a Wollaston prism (see Figure 2.1). Alternative generation and

detection methods consist of photoconductive antennas based on low-temperature
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grown GaAs, spintronic emitters or air-plasma generation. A good discussion of

the various methods of generation and detection is reported in Jepsen et al. [123]

and Baxter and Guglietta [124]; a very recent review of pros and cons of various

generation and detection methods is reported in Neu and Schmuttenmaer [126].

The acquisition of the electro-optic signal was then done with a balanced

photodiode scheme and a high-precision, high-resolution oscilloscope (Pico Technol-

ogy PicoScope 4262) for data acquisition. A 4-pulse scheme, with the THz beam

chopped at 500 Hz, and the optical pump chopped at 250 Hz, provided the trans-

mitted THz electric field amplitudes Eoff and Eon, and ∆E/E = (Eon −Eoff)/Eoff ,

where Eoff and Eon are the transmitted electric fields with and without the pump ex-

citation. The short stage in Figure 2.1 controls the time delay between the generated

THz pulse and the gate pulse. By changing the optical delay between the two the

complete THz waveform can be measured. The long delay stage controls the time

delay between the THz (and gate) and the pump beam, allowing for pump-probe

experiments where the change between the photoexcited sample’s transmitted field

and the unexcited sample’s transmitted field can be measured as an electric field

waveform. Using this approach, applying a FT, it is possible to study the frequency-

dependent change in transmission at different time delays after photoexcitation.

Finally, the THz and optical pump beam diameters were measured by the

knife-edge method, and yielded a Gaussian profile with standard deviation around

300µm (relatively consistent in the course of all the experiments) for the THz beam

and of variable sizes for the pump beam, depending on the specific wavelength and

alignment, but usually ranging between 0.9 mm and 1.5 mm. The optical pump

beam was realigned after each wavelength change by maximising ∆E/E on a GaAs

reference sample.

2.1.2 Photoconductivity from terahertz spectroscopy

As discussed in the previous paragraphs, OPTP is a powerful technique that allows

the frequency-dependent photoinduced change in transmission to be measured. This

is of great importance as the change in transmission is induced by a change of the

refractive index. Therefore knowledge of the transmission implies knowledge (within

some approximations that will be soon detailed) of the refractive index, and of the

dielectric function and conductivity as all such quantities are related to each other.

In order to find an expression for the optical conductivity, starting from the

change in transmission, a schematic of the experiment is represented in Figure 2.2

and the refractive indeces of the unexcited sample, photoexcited sample and of the

material in front and behind are named: ns(ω),ni(ω), nf (ω) andnj(ω). The material
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Figure 2.2: Panel (a) schematically represents a non-photoexcited transmission ex-
periment, with a sample film s enclosed between two materials i and j, with an
incident electric field Ei and a transmitted electric field Eoff . panel (b) reports a
similar configuration but after photoexcitation of the sample film, denoted as layer
f . The transmitted field in this case is denoted Eon.

behind could be air (in case of a free-standing film), a substrate, or an unexcited

part of the same sample. The material in front is very often air, or, more rarely, an

encapsulation with glass or a plastic polymer. Two particular cases are of interest in

this thesis and they will be detailed at the end of the section. The electric field before

the sample is labelled Ei, and the electric field transmitted through the sample is

Eon and Eoff corresponding, respectively, to when the sample is photoexcited or

not. Assuming the two materials in front and behind are much thicker so their

multiple reflections can be windowed out, the two electric fields can be expressed

as:

Eoff = tistsje
insωδ/cFPisj , (2.1)

Eon = tif tfje
inpωδ/cFPifj , (2.2)

where the Fresnel coefficients are tij =
2nj
ni+nj

, and FPijk are the Fabry-Perot (FP)

terms that take into account multiple reflections, ω is the light angular frequency,

δ is the thickness of the photoexcited region and c is the speed of light in vacuum.

The FP terms can be expressed as:

FPijk =
P∑
p=0

[
rijrjke

2nωδ/c
]p
, (2.3)

where the Fresnel coefficients are: rij =
nj−ni
ni+nj

. Assuming the photoexcited region δ

is optically thin, i.e. nωδ/c� 1 then two important simplifications can happen: (1)

the upper limit in Equation 2.3 tends to infinity P →∞ so:

FPijk = lim
P→∞

P∑
p=0

[
rijrjke

2nωδ/c
]p

=
1

1− rijrjke2nωδ/c
, (2.4)
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and (2) the exponentials in Equations 2.1 and 2.2 can be expanded in a Taylor series:

e
inωδ/c ∼ 1 +

inωδ

c
. (2.5)

Therefore, defining the transmission T (ω) as T (ω) = Eon(ω)
Eoff (ω) , then the con-

ductivity can be expressed as:

∆σ(ω) =
(ni + nj)

Z0δ
(

1

T (ω)
−1) =

(ni + nj)

Z0δ

(
−∆E

Eon

)
' (ni + nj)

Z0δ

(
− ∆E

Eoff

)
, (2.6)

where Z0 is the impedance of free space, ∆E = Eon − Eoff and the last equality

holds if ∆E is small. In the course of this work these assumptions are almost always

met: the MHPs have a thickness between 300-500 nm, for which ωδ/c ∼ 10−2, so

although the refractive index in the THz is not well-known it is safe to assume the

thin-film limit holds. Regarding the change in the electric field, all the experiments

on MHPs in this work were performed with the care to not exceed a ∆E/E of

around 0.1. More care is needed in the case of InSb reported in Chapter 6. In this

case at the temperature of 2 K the absorption length at 1.55 eV (800 nm) is around

100 nm, so the optical thickness is: ωδ/c ∼ 8×10−3. In this case the problem of the

magnitude of the electric field change is not relevant as the conductivity is never

calculated and all experiments are reported in transmission, as will be clear in the

section regarding cyclotron spectroscopy (section 2.1.6).

2.1.3 Drude conductivity

An established model to describe the conductivity of semiconductors is the Drude

model of conductivity. A detailed description of the model can be found on most

solid state physics textbooks, such as Ashcroft and Mermin [132] or Kittel [133]

and books on the physics of semiconductors [2]. For the materials of interest in

this work, the Drude model describes the frequency dependent conductivity of most

semiconductors in the THz range quite well[122, 125], and takes the form:

σ(ω) =
Ne2τ/m∗

1− iωτ , (2.7)

where N is the carrier density, e is the elementary charge, m∗ is the effective mass

and τ is the momentum scattering time. A typical Drude conductivity is reported

in Figure 2.3 for different values of τ . Interestingly, as the momentum scattering

time τ becomes smaller, the real part of the conductivity becomes broader, up to

the point it could drop off well outside the experimental bandwidth. From basic
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Figure 2.3: Drude conductivity spectra are shown normalised to the real part (con-
tinuous lines) for three different momentum scattering times. The imaginary parts
are shown by the dashed lines.

solid state physics it is known the static conductivity is directly proportional to the

mobility:

σ0 = Neµ, (2.8)

which is the DC limit of the Drude model. Therefore it can be deduced that:

µ =
eτ

m∗
, (2.9)

and that the Drude conductivity can be expressed as:

σ(ω) =
Neµ

1− iωτ . (2.10)

From which follows that an accurate knowledge of m∗ and of τ allows the mobility

to be accurately measured from THz spectroscopy techniques. These relationships

will be useful when dealing with the study of hot carriers.

32



2.1.4 Mobility from knowledge of the carrier density

As said, a good way to measure the mobility of a semiconductor is to fit the conduc-

tivity spectrum to obtain the momentum scattering time and use known values of

the effective mass (from THz cyclotron spectroscopy, for example) to calculate the

mobility from Equation 2.9. However if the scattering time is quite short, a Drude

spectrum could appear as flat (see Figure 2.3), in such a case, which is typical of

MHPs[30], a very common way [30, 130, 134–136] to estimate the carrier mobility is

by estimating the sheet carrier density and use it to estimate the mobility, effectively

applying Equation 2.8. This methodology will now be reviewed. Starting from the

expression of conductivity from the change in the transmitted field:

∆σ(ω) = −(ni + nj)

Z0δ

∆E(ω)

E(ω)
. (2.11)

If the momentum scattering time is small, then: ∆σ(ω) ' ∆σ0. In this case:

∆σ0 = Neµ = −(ni + nj)

Z0d

∆E

E
. (2.12)

To get the absorbed carrier density the incident fluence F (energy per pump pulse

per unit area) was calculated; the fluence can be described as F (r, θ) = F0e
−r2/2σ2

from the measured Gaussian standard deviation σ and total energy per pulse incident

on the sample, Epump. Here, F0 = Epump/2πσ
2 such that the integral of the fluence

over all area yields the energy per pulse. The number of charges generated per unit

area is n(r, θ) = F (r, θ)fφ/Ep where Ep is the energy per pump photon, f is the

fraction of incident photons absorbed, and φ is the quantum efficiency (fraction of

absorbed photons that create free charges). Thus

n(r, θ) = n0e
−r2/2σ2

=
Epump
Ep2πσ2

φ(1−R)(1− T )e−r
2/2σ2

(2.13)

where f = (1−R)(1−T ) accounts for the loss of the pump due to power reflection R

from the sample, and in transmission T through the sample. It is common to assume

φ = 1 for perovskites, however in this work the mobility will often be expressed as

the product φµ. If the THz pulse is small in area then it samples just the peak of

n(r, θ), i.e. n0.

Since the THz and pump beams have known profiles the average sheet carrier

density 〈n〉 probed by the beam can be evaluated by integrating the above expression

for n(r, θ) over all area, weighted by the Gaussian profile of the THz pulse. This
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yields

〈n〉 = n0σ
2/(σ2 + σ2

THz). (2.14)

The expression for ∆σ0 (Equation 2.8) can instead be written as a sheet photocon-

ductivity ∆S = ∆σ0δ = 〈n〉 eµ, assuming that there is one carrier type with the

same mobility (and that µ is not a function of carrier density). Putting all of this

together gives the expression

φµ = −(ni + nj)

eZ0

2π(σ2 + σ2
THz)Ep

(1−R)(1− T )Epump

∆E

E
(2.15)

The transmitted fraction T can be estimated from an absorption measurement. The

reflection can be estimated as: R = |n−nin+ni
|2 where ni is the front material refractive

index and nj is the sample refractive index at the pump wavelength.

2.1.5 Hot carrier cooling

Intraband carrier cooling in semiconductors is a fascinating topic with potentially

strong influence in the photovoltaic field, as extensively described in the previous

chapter. THz spectroscopy can be used to track the dynamic of hot carriers within

the bandstructure, as originally reported by Ralph et al. [137] and subsequently by

Beard et al. [138]. The dynamic of hot carriers can be traced by studying the onset

of the photoconductivity rise: as hot carriers lie high in the band the effective mass

depends directly on the curvature of the band at that specific energy state:

1

m∗
=

1

~2k

dEc
dk

, (2.16)

where k is the momentum, m∗ the effective mass and Ec is the conduction band

energy. Here the assumption of an isotropic band has been made, on the contrary

in the general case including anisotropy Equation 2.16 becomes a mass tensor. Re-

calling Equation 2.9:

µ =
eτ

m∗
(2.17)

where τ is the momentum scattering time, the mobility of hot carriers depends on

the position within the bandstructure, and in general higher positions correspond to

higher mass i.e. lower mobility. Therefore when carriers cool from high in the band

to the Γ point (the bottom of the conduction band) they pass from a low mobility

state to a high mobility state at the band edges. They then remain there up until

recombination occurs. This means that when carriers pass from this low mobility

state to an high mobility state the photoconductivity will increase. As the change in
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the transmitted THz electric field is directly proportional to the mobility (Equation

2.15), when the mobility increases ∆E/E increases. It is then possible to track the

rise of the transmitted field from zero to its maximum value and directly connect it

to the cooling of hot carriers.

In order to quantitatively describe the phenomenon a suitable model (and a

consequent fitting function) needs to be established. In this case a simple three-level

model has been employed: the carriers in equilibrium have been labelled as ground

state (g) (valence band (VB) for holes and conduction band (CB) for electrons), the

bottom of the opposite band has been labelled as (Γ) and the variable state high

in the band as excited (e). The dynamics of carriers in this simple model can be

described by a set of rate equations, assuming one dominant carrier, or the perfect

symmetry of the two carriers. The three rate equations are:

dNe

dt
= −Ne

τ
,

dNΓ

dt
=
Ne

τ
− NΓ

τRec
,

dNg

dt
=

NΓ

τRec
,

(2.18)

where τ is the cooling time between state e and state Γ, and τRec is the recombination

time between state Γ and g. Given the boundary conditions, which correspond to a

total number of carriers N injected to the excited state (e):

Ne(0) = N,

NΓ(0) = Ng(0) = 0,

Ne(t) +NΓ(t) +Ng(t) = N,

(2.19)

then a solution is easily found:

Ne(t) = Ne−t/τ ,

NΓ(t) = N
τRec

τRec − τ
(
e−t/τRec − e−t/τ

)
,

Ng(t) = N

[
1−

(
τRec

τRec − τ
e−t/τRec − τ

τRec − τ
e−t/τ

)]
.

(2.20)

Assuming all the photoconductivity arises from the carriers in the state (Γ), i.e. that

the mobility of the excited state is negligible, the transmitted field can be expressed

as:

− ∆E

E
∝ ∆σ0 = Neµ ∝ NΓ(t) = N

τRec

τRec − τ
(
e−t/τRec − e−t/τ

)
. (2.21)
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Therefore the function that describes the dynamic of −∆E
E is:

− ∆E

E
= A

(
e−t/τRec − e−t/τ

)
. (2.22)

If τRec � τ (a recombination times that is significantly longer than the cooling time,

which is true for most semiconductors) then:

− ∆E

E
= A

(
1− e−t/τ

)
. (2.23)

However, in case the recombination time is small enough that it becomes comparable

with the HCC time the more complex function has to be used.

If the characteristic time of the process is significantly short (i.e. comparable

with the duration of the THz pulse probe, around 0.3 ps) it becomes necessary to

take into account the instrument response, and this is done by defining an instrument

response function (IRF) describing the temporal resolution. Modelling the IRF as

a Gaussian:

G(t) = e−t
2/σ2

(2.24)

then the convolution of NΓ(t) with G(t) yields:

NΓ(t) =

√
π

2

τRecσ

τRec − τ

{[
erf

(
σ2 − 2tτRec

2στRec

)
− 1

]
e

(
σ2−2tτRec

2στRec

)2

−
[
erf

(
σ2 − 2tτ

2στ

)
− 1

]
e

(
σ2−2tτ

2στ

)2
}
e−t

2/σ2
.

(2.25)

In the case τRec � τ this becomes:

NΓ(t) =

√
π

2
σ
{

[2 + erfc (t/σ)] et/τ −
[
1 + erf

(
2tτ − σ2

)]
eσ

2/4τ2
}
e−t/τ (2.26)

where erf(x) is the error function and erfc(x) is the complementary error function.

This model will be extensively used to determine the HCC time from terahertz

spectroscopy in the subsequent chapters.

2.1.6 Cyclotron spectroscopy

As discussed in the previous sections a vital property of a semiconductor is the

effective mass, both because it allows accurate measurements of the mobility (a

fundamental parameter for any technological application) and because it contains

important information regarding the bandstructure (see Equation 2.16). A tradi-
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tional way to measure the effective mass of semiconductors is cyclotron resonance

(CR) spectroscopy. A modern implementation of this technique consist in the appli-

cation of a magnetic field in a THz-TDS or OPTP experiment, taking advantage of

the large bandwidth and high signal-to-noise ratio of THz experiments. This section

will be relevant when, at the end of this thesis, a simple semiconductor, InSb, will

be studied to show a detailed study of the hot carrier dynamics by tracking the

effective mass during the process.

In the classical picture, charges under the influence of a magnetic fieldB move

in circular orbits with angular frequency ωc = eB/m∗. In the quantum-mechanical

picture, the presence of a magnetic field along z, quantizes the cyclotron orbits in

the x-y plane, with energy given by, for 3D semiconductors[127]:

En,σ =

(
n+

1

2

)
~ωc + σg∗µBB, (2.27)

where n is an integer that denotes the Landau level (LL) index, σ is the spin (±1
2), g∗

is the g-factor and µB is the Bohr magneton. The second term is called Zeeman term.

Optically-allowed transitions between LLs are allowed when the index change is

∆n = ±1. In case of low magnetic fields (as is the case in this work) the Zeeman term

can be neglected as it is smaller than the width of LLs. So the allowed transitions

between two LLs exchange energy En+1 − En = ~ωc, and therefore carriers in LLs

can emit and absorb electromagnetic radiation with energy ~ωc = eB/m∗.

For a CR to be experimentally observed the period of the orbit has to be

shorter than the time between scattering events, i.e. ωc � 2π/τ , where τ momentum

scattering time. Therefore for materials with short scattering time (low mobility)

CRs can be observed only at high frequency.

In practice in a TCS experiment the sample is placed inside a superconduct-

ing DC magnet, and a normal THz-TDS or an OPTP experiment is performed. The

presence of a CR appears as an oscillation in the time domain waveform, and a dip

in the transmission T = E(B)
E(0) , is observed. The underlying magnetoconductivity

can be modelled with a Drude-Lorentz model (similar to a Drude model, but with a

resonance centred at finite frequency), however to simplify the analysis, complicated

by the very high change in transmitted THz field in InSb (caused by the extremely

high mobility), all the analysis was performed on an empirical fit of the transmission

resonances using a simple Lorentzian-shaped dip.

In the case of InSb the sample was cooled at 2 K to completely freeze-out all

the thermal carriers (present as the band gap is very small, as will be thoroughly

discussed in Chapter 6), and carriers were injected with a 1.55 eV (800 nm) pump
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beam. The transmission, in this case, was then computed as T = Eon
Eoff

as the

absence of photoexcitation implied the absence of carriers and thus no resonance

was observed. The magnetic field was then swept to measure the cyclotron frequency

as a function of the magnetic field and then obtain the effective mass as the slope

of ωC(B).

These experiments will be extensively discussed in Chapter 6.

2.2 Transient absorption spectroscopy

Figure 2.4: A schematic representation of a typical TAS set-up. The angle between
the pump and probe beams has been exaggerated for clarity.

Transient absorption spectroscopy (TAS) is a valuable tool capable of in-

vestigating the ultrafast excitation dynamics of solids and molecules in the visible

range. it consists of a visible or UV pump beam and a white light supercontinuum

probe, generated using different materials for different wavelength ranges. A TAS

experiment measures the transmitted light with and without the pump, in order

to measure the change in the absorption coefficient induced by the pump. Usu-

ally the photoinduced change is expressed as the change in optical density, which is
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equivalent to:

∆mOD = −1000 log
I

I0
(2.28)

where I and I0 are the pumped and unpumped transmitted intensities.

2.2.1 Experimental set-up

A typical TAS experiment is reported in Figure 2.4: a femtosecond laser beam

(originated from the same amplifier system that fed the THz experiment) is split

into a pump and a probe, the pump is 400 nm (3.1 eV) generated in a Beta-Barium-

Borate (BBO) crystal, while the probe is a white-light supercontinuum generated

either in a CaF2 window or a sapphire window. The CaF2 window, pumped by

the 800 nm beam allows light to be generated in the 400-850 nm range, while the

sapphire, pumped with a 1300 nm beam (coming out of an OPA) generates white

light in the 500-1300 nm range. The white light is then detected with an Avantes

spectrometer, which has a resolution of 1.2 nm, with an integration time of 0.85

ms, allowing a maximum sample rate of 1.1 kHz, thus fully sampling each pulse of

the 1 kHz laser. It is thus able to measure the difference between the probe light

intensity when the sample is pumped or unpumped, over a 900nm spectral range.

2.2.2 Photoinduced change in absorption

Having described the experimental method, the theory behind the analysis and

interpretation of the resulting data is now discussed. The absorption coefficient of a

direct-gap semiconductor can be expressed, including exciton contributions, by the

Elliott formula[139]:

α = [AΘ(~ω − Eg)Dcv(~ω)]

[
πxeπx

sinhπx

]
+ARex

∞∑
n=1

4π

n3
δ(~ω − Eg + Rex/n2). (2.29)

Where A is a constant related to the transition matrix element, ω is the light fre-

quency, Dcv is the joint density of sates, Θ is the Heaviside step function, Eg is

the band gap, δ(x) is the Dirac delta function, Rex is the exciton binding energy

and x = Rex/(~ω − Eg)1/2. The first term is the absorption of continuum states,

Dcv ∝
√
~ω − Eg which gives the well-known square root dependence: the term

in the square brackets gives the Coulomb enhancement ( the Coulomb interaction

between electron-hole pairs enhances the interband absorption in the region of the

bandgap). The second term describes the contribution of the discrete exciton states

that lie below the band gap. Yang et al. [86] provided a comprehensive description
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Figure 2.5: Panel (a) equilibrium (continuous lines) and photoexcited (dashed lines)
absorption coefficients for free carriers (blue) and excitons (orange). Panel (b) sim-
ulated transient absorption spectrum calculated as the difference between the pho-
toexcited and equilibrium absorptions of both exciton and free carrier contributions.

of how these terms are affected by an excess of carriers in a MHP. The two con-

tributions are both affecting the spectral shape of a transient absorption spectrum.

This is not entirely obvious for the exciton contribution as most perovskites have

exciton binding energies in the 10s of meV range [140], so at room temperature

there should be only (or predominantly) free carriers. However it has been noticed

[86] that the exciton transitions are necessary to correctly describe the transient

absorption spectra. Moreover there is an argument suggesting that in case of high

excitation densities the carriers are pushed close enough to form excitons. This pos-

sibility has been studied using the Saha ionization equation, providing results that

seem compatible with the experimental observations[141]. For all those reasons the

exciton contribution cannot be neglected.

An example of an absorption edge modelled by Equation 2.29 is reported

in Figure 2.5 (a). There the continuous line represents the equilibrium free carriers

(blue) and exciton (orange) contributions for a semiconductor with band gap 1.65 eV

and exciton binding energy 10 meV at 300 K. These were calculated from Equation

2.29 convoluted with a Voigt profile to take in account the broadening induced by

finite temperature and disorder. The linewidth (Γ) of the Voigt profile was assumed

to be 40 meV, which is consistent with the observations and modelling in Yang et al.
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[86].

It is possible to study how both terms are affected by the injection of carriers

by the excitation pulse, which is exactly what is represented as the dashed lines in

Figure 2.5. These are calculated as follows. The total transient absorption can be

described as[86]: ∆A = ∆Afree + ∆Aex, where the two terms are obviously the free

carriers and exciton contributions. The free carrier part can be calculated as:

∆Afree(E) = Afree(E,Eg −∆Eg) [1− fc(E,µq, Tc)]2 −Afree(E,Eg). (2.30)

Where fc is the Fermi-Dirac (FD) distribution under photoexcitation, and is charac-

terized by a quasi-chemical potential µq and a temperature Tc. Afree(E,Eg) is the

absorption spectrum before photoexcitation and Afree(E,Eg −∆Eg) is the absorp-

tion coefficient after band gap renormalization (BGR)which will be defined shortly.

The modified absorption corresponding to the first term in Equation 2.30 is reported

as the dashed line in Figure 2.5. It is implicit in Equation 2.30 that the distributions

of electrons and holes are identical: fe = fh = fc. This is roughly correct in the case

where the effective masses are similar. As a second consequence this assumption

implies that Te ∼ Th ∼ Tc at equilibrium, and right after photoexcitation, which is

an underlying assumption also in the case of the THz study of carrier cooling.

The exciton contribution to the TA signal can be calculated in a similar

fashion:

∆Aex(E) = Aex(E,Γ) ∗ b(n)−Aex(E,Γ0), (2.31)

where b(n) is a factor describing the reduction in amplitude of the exciton peak due

to photoexcitation and Γ and Γ0 are the Voigt linewidths after and before photoexci-

tation. Aex is the Voigt function describing the exciton resonance in the absorption.

The reduction and the broadening of an exciton peak due to photoexcitation are

documented phenomena[86, 142]. The reduction factor in amplitude is given by:

b(n) = 1
1+n/nc

where nc is a critical carrier density at which the amplitude is re-

duced to half its value. The broadening was observed by Yang et al. [86] to grow

linearly with carrier density: Γ = Γ0 + cbn, where cb is an experimental parameter.

The modified exciton peak is reported as a dashed line in Figure 2.5.

Putting together Equations 2.30 and 2.31 the photoinduced absorption

change can be calculated and it is reported in Figure 2.5(b). The resulting change

in absorption is a strong bleach at energies above the band gap. There are three

competing effects that contribute to this ground state bleach (GSB). The three ef-

fects are: the exciton reduction, the Moss-Burstein shift (MBS) and the BGR. The

exciton reduction corresponds exactly to the effect described by Equation 2.31, so
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it won’t be discussed further. The other two are two competing effects that are

evident in the free carrier contribution. BGR consists of a redshift in the band gap,

induced by the presence of photoexcited carriers, this is taken into account by the

parameter ∆Eg in Equation 2.30. The last effect, the MBS, consists of the occupa-

tion of states close to the band edge by carriers, which therefore reduce the overall

absorption at those energy. This induces an apparent blueshift of the band gap as

the states are filled starting at lower energy. In Figure 2.5 (b) on the blue side it is

possible to notice a slight photoinduced absorption (PIA), which is a consequence

of the BGR[86].

The discussion could be made even more quantitative by quantifying the

carrier distribution in energy and consequent quasi-chemical potential by assuming

a parabolic, isotropic, non-degenerate band dispersion. In such case the total number

of carriers injected is:

n0 =

∫ ∞
Eg

n(E)dE =

∫ ∞
Eg

Dcv(E)fc(E)dE

=
1

2π

(
2m

~2

)3/2 ∫ ∞
Eg

√
E − Eg

e(E−µ/kBTc) + 1
dE = 2

(
m∗kBTc

2π~

)3/2

e

(
µ−Eg
kBTc

)
.

(2.32)

Which gives an expression for the total number of injected carriers and an expression

for the energy distribution of carriers.

2.2.3 Carrier temperature extraction

This discussion just presented makes it possible to effectively interpret the transient

absorption spectra and use it to infer important information such as as the recombi-

nation dynamics or the possible dynamics of excitons. Another important outcome

of the previous modelling, the most relevant for this work in fact, is the possibility to

easily measure the carrier temperature. To explain this, it is useful to refer to Figure

2.6 (a) where the FD distribution (dash-dotted lines) for two different temperatures

(300 and 1000 K) have been plotted alongside the corresponding carrier population

(continuous lines) and the consequent TA spectra (Figure 2.6 (b)). From the figure

it is possible to notice how the tail of the carrier distribution follows quite closely

the tail of the FD. This is reflected in the blue-side shape of the GSB: at higher

energies the states are occupied according to the FD statistics at finite temperature

and therefore the GSB will drop to zero following the same form. It is useful to

remember the definition of the FD distribution:

fc =
1

eE−µ/kBTc + 1
. (2.33)
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Figure 2.6: Panel (a) FD distributions (dash-dotted lines) and carrier populations
(continuous lines) for two different temperatures. Panel (b) corresponding transient
absorption, looks clear the slow-down of the high-energy side tail drop-off at higher
temperature.

At temperatures around room temperature (and higher) and low particle density

(non-degenerate), Equation 2.33 can be approximated with a Maxwell-Boltzmann

factor (for a formal derivation, see for example Pathria and Beale [143]):

fc =
1

eE−µ/kBTc + 1
∼ e−(E−µ)/kBTc . (2.34)

From this discussion it follows that the blue tail of the TA spectrum follows the tail

of a MB distribution. The approach followed in the literature [86, 88, 105, 115, 144,

145], and followed in this work, is to fit the tail of the TA spectra with a decaying

exponential, in order to extract the carrier temperature:

∆A = A0e
−E/kBTe + ∆A0. (2.35)

Where A0 is the equilibrium absorption, kB is the Boltzmann constant, Tc is the

carrier temperature and ∆A0 is an offset that takes into account the broad PIA

at higher energies possibly caused by BGR [86] or a photoinduced change in the

refractive index[88].
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2.3 Complementary spectroscopy techniques

In this brief section the instruments used for basic sample characterization are pre-

sented.

2.3.1 Absorbance

The absorbance data were measured with a UV-Vis spectrophotometer (Cary 60),

which measures transmission spectra in the 190-1100 nm range. Starting from the

transmission data the absorbance was calculated as:

Abs = − log10(T ), (2.36)

with T the transmission over a suitable reference (usually the sample substrate).

Absorbance is important as allows the fraction of absorbed carriers to be extracted,

which is crucial in the estimation of the mobility, as reported in section 2.1.4.

2.3.2 Photoluminescence

Photoluminescence (PL) spectra were acquired using an Horiba fluorolog, which

allows the PL spectra to be acquired in a broad range of wavelengths. PL is a very

useful technique in the field of photovoltaic materials (for a detailed discussion of

PL spectra in photovoltaic-relevant material see the relevant chapters in Bisquert

[4]), however in this work its use was primarily to extract a precise measurement

of the band gap, fundamental to estimate the excess energy at which carriers have

been injected. A typical semiconductor PL spectrum is a peak centred at the band

gap, so in order to extract the gap values said peaks were fitted with a Gaussian

peak:

G(E) = Ae
−(E−Eg)2/2σ2 , (2.37)

where Eg is the band gap, and σ is the standard deviation of the distribution.

2.4 Summary of the chapter

All these models and techniques detailed in this chapter will be of use in the re-

mainder of this thesis, THz spectroscopy of hot carriers will be relevant in Chapter

4, 5 and partly Chapter 6, TCS will be used extensively in Chapter 6, TAS will be

applied in Chapter 5.

As a last note, regarding the study of hot carriers, it has been mentioned

that both TAS and OPTP were used to study the phenomenon, although the two
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techniques rely on substantially different principles. As discussed at the beginning

of this thesis and extensively in Chapter 1, the results of these two techniques are

not necessarily equivalent a priori, but there might be quantitative, if not qualita-

tive, differences between the two. This is an open issue that was intentionally not

discussed in this chapter as it will be addressed appropriately in Chapter 5, as the

answer is not obvious and consists in a research question in itself.
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Chapter 3

Modelling carrier cooling

The cooling of hot carriers in semiconductors and metals is a fascinating phe-

nomenon, interesting from both a fundamental and an application viewpoint, as

extensively explained in Chapter 1. In this chapter a description of the hot phonon

bottleneck mechanism is given, and a phenomenological model, developed to de-

scribe the dynamical change in temperature, is presented. Links between this model

and the microscopic physics are drawn.

3.1 Hot carrier cooling processes

The phenomenon of the “hot phonon bottleneck” and, in general, the dynamics of

hot carriers, has been extensively studied in recent years [14, 85, 86], thanks to the

rising interest in the long cooling times observed in metal halide perovskites (MHPs)

[86, 90]. The path from photoexcitation back to equilibrium can not be, however,

described as a single process; in fact there are numerous processes happening si-

multaneously, with different rates. In the following paragraphs the goal will be to

describe these processes and identify different regimes which can be then studied by

focusing on a single simpler process.

3.1.1 Hot phonon bottleneck

When incident photons with energy higher than the band gap energy arrive at a

semiconductor, they generate e-h pairs. The photon energy is distributed to both

electrons and holes, which are generated in the conduction band (CB) and valence

band (VB). If the photon energy is greater than the band gap the carriers are

generated at an energy much higher than the band extrema and have a non-thermal

distribution (Figure 3.1 (a)). Subsequently several processes happen:
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Figure 3.1: A schematic representation of carrier cooling process, as describe in
the text. (a) carriers are excited in the band and have a non-thermal distribution,
(b) carriers have a Maxwell-Boltzmann distribution but their temperature is much
higher than the lattice temperature. (c) after a time that could span between 100s
of fs and 100s of ps carriers have cooled down and recombination dynamics dominate
(5). (d) The semiconductor has reached the equilibrium it had before the laser pulse
excitation.

1. Carriers will equilibrate among each other through elastic carrier-carrier inter-

actions (thermalisation) and will reach a thermal distribution, e.g. described

by the Maxwell-Boltzmann (MB) distribution (Figure 3.1 (b))

2. the carriers will undergo cooling by emitting LO phonons and/or acoustic

phonons

3. the LO phonon population acquires energy through the electron-phonon inter-

action and will cede energy via phonon-phonon interaction to acoustic phonons

4. carriers reach a thermal equilibrium with LO phonons, but still have a higher

temperature than the lattice. During this regime carriers undergo cooling

through acoustic phonon emission

5. Electrons and holes recombine on a 100s of ps to 100s of ns timescale

The process 1, called thermalisation (not to be confused with carrier cooling), un-

dergoes immediately after photoexcitation. The carriers will have a non-thermal

distribution of energies (Figure 3.1 (a)) and they will subsequently reach an equilib-

rium through elastic carrier-carrier scattering and, possibly, at high carrier density,

impact ionization and Auger recombination. Once carriers have reached an equi-

librium (this usually happens in 10-100 fs) they will occupy states according to
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the Fermi-Dirac (FD) statistics (which, for temperatures equivalent of higher than

room temperature, can be simplified with a MB distribution), allowing us to de-

fine a temperature (hence the name thermalisation): Te and Th, for electrons and

holes respectively; in general different from each other. These temperatures are

much higher than the lattice temperature TL and therefore the carriers are denoted

hot carriers (Figure 3.1 (b)). In this condition it is possible to define two dynamic

quasi-Fermi levels: µe and µh for electrons and holes.

At this point, it is important to stress that all these definitions are dynamical

and they are well-defined as long as the timescale of the processes is much shorter

than the carriers’ recombination time, hence allowing the definition of a dynamical

equilibrium. In the case of most semiconductors (and MHPs in particular) this poses

no issue since the recombination time is, in the worst case, tens of ps, but generally

several ns. As such it is longer than the hundreds of fs considered here, guaranteeing

the validity of the definitions. The successive regime (step 2) is dominated by the

interaction of the hot carriers with the lattice through the emission of LO phonons

and the loss of excess energy. The electron and hole temperatures then reduce and,

if the carrier density is not too great, reach the equilibrium value TL (Figure 3.1

(c)). The time needed for the latter process is the energy relaxation time τE , which

is the subject of the study of this work. In the case that the injected carrier density

is high, this simple representation must be slightly modified, as it was presumed

that a certain number of carriers exchange energy with the phonon bath without

affecting it, i.e. without increasing the phonon population. In reality the cooling

process is more complex. In polar semiconductors the energy loss occurs through

the so-called Fröhlich interaction[146, 147]: carriers interact with LO phonons, and

exchange energies that are multiples of the lowest phonon energy. Therefore lower

phonon energy tends to slow this step of the cooling. Interaction with acoustic

phonons also takes place, but the energy exchanged per interaction is negligible

since these interactions happen close to the zone centre where the acoustic phonon

energy is minimal. LO phonons can decay into two (or more, but the process is

proportionally suppressed) acoustic phonon (step 3). Thus, at later times, acoustic

phonons are the main mechanism for heat dissipation, which could be more or less

efficient depending on the thermal conductivity.

The key process here is the decay of an LO phonon into two acoustic phonons.

The different ways this could happen will be discussed in section 3.2.4 and are

schematically represented in Figure 3.5. Depending on the phonon bandstructure

this process can be more or less efficient, up to the point where it could be much

more inefficient (i.e. slower) than the Fröhlich cooling. In this case the LO phonon
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population can’t disperse the energy acquired from the hot carriers to the acous-

tic phonon quickly enough and the LO phonon temperature rises. In this case the

carrier-LO phonon system reaches a dynamic equilibrium where the Fröhlich inter-

action doesn’t cool down the carriers because of the equal carrier and LO phonon

temperatures, and the system’s cooling is limited by the phonon-phonon interaction.

This phenomenon is called the “hot phonon bottleneck” (step 4), where the system

dissipates heat through acoustic phonons. Finally (step 5), electron-hole recombina-

tion dominates and the semiconductor will reach the original equilibrium condition

(Figure 3.1 (d)). A more detailed description of the phonon decay processes will be

given in the following sections, where the Three-temperature model (TTM) will be

described.

3.1.2 Influence of the Auger process

The previous discussion, following the established description of the cooling in

perovskites[14, 85], ignored the impact of Auger heating. The Auger process is a

well-known process in semiconductors (see for example Yu and Cardona [2], Seeger

[147]), which consists of an electron and a hole recombining by giving energy to a

third electron. The influence of Auger events in the recombination dynamics of per-

ovskite semiconductors is well-established[130], as the charge-carrier recombination

dynamic in MHPs is governed by monomolecular as well as higher order processes.

The dynamic is easily described by a rate equation[130]:

dn

dt
= G− k1n− k2n

2 − k3n
3, (3.1)

where n is the carrier density, G is the charge-density generation rate, k1 is the

monomolecular recombination rate constant, k2 is the bimolecular electron-hole re-

combination rate constant and k3 is the Auger recombination rate constant. At

higher carrier densities, then, the recombination dynamic is dominated by bimolec-

ular recombination and Auger recombination. However, even in cases where the

Auger recombination rate is not dominating the recombination its influence on the

carrier temperature cannot be neglected. If the carrier density is high enough then

the process happens often enough to slightly warm up the carrier distribution. Be-

cause of that, the influence of the Auger mechanism in the heating of hot carriers

is thought to be relevant [105, 119]. In the following sections cooling dynamics are

described using the “three-temperature model” combined with the Auger process.
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3.2 Three Temperature Model

A phenomenological approach based on the three-temperature model (TTM) was

developed. This model was applied previously to the electron-phonon interaction in

the metals Au and Ag [148] and to spin-lattice relaxation in manganite oxides[149].

This approach is intended to provide an intuitive and quantitative way to describe

the different cooling regimes, including the hot phonon bottleneck mechanism, in

halide perovskites. Previously, two analysis methods have been reported: an em-

pirical approach, aimed to obtain a quantitative fit to experimental data but with-

out links to the microscopic mechanisms[115], and a more complete microscopic

approach[105]. This second approach calculated the energy loss rate including the

heating of the phonon population in the Fröhlich scattering model. This is com-

plex to implement, computationally demanding, and requires a detailed knowledge

of microscopic quantities such as the effective mass, static and high frequency di-

electric constants, and LO phonon energies. Some of these constants are difficult

to measure in particular halide perovskites: for instance Sn-rich compounds exhibit

high levels of p-doping, making it difficult to determine phonon frequencies and

the static dielectric constant[150]. Further, these parameters are often unknown for

more complex compounds, such as the triple cation alloys investigated in this work.

3.2.1 TTM: mathematical description

Here, in the TTM a pair of coupled rate equations describe the interaction of the

(hot) carrier temperature Tc with the phonon temperature Tp, and the coupling of

the phonons to the lattice, at temperature TL. Note that this approach is some-

times called the two temperature model in the literature: the name three tem-

perature model highlights the independent temperatures of the three sub-systems.

The most general presentation of this model assumes N phonon branches and N

temperatures[151, 152] to which the influence of Auger heating was added:

Ce
dTc
dt

= ∇ (ke∇Tc)−
N∑
i=1

Gep,i (Tc − Tp,i) +GA (Tc + Tg) + Ξ(t) (3.2)

Cp,i
dTp,i
dt

= ∇ (ke∇Tp) +Gep,i (Tc − Tp)−Gpp,i (Tp,i − TL) , (3.3)

Here Ce, Cp, ke, kp, Gep,i, Gpp,i are respectively the electron heat capacity, the

phonon heat capacity, the electron thermal conductivity, the phonon thermal con-

ductivity, the coupling constant of electron with the i-th phonon branch and the
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Figure 3.2: Cooling dynamic of a sample of Cs0.05(FA0.83MA0.17)0.95Pb(I0.83Br0.17)3

at low and high fluence. Continuous lines are fits using models described in the text,
dashed lines are the corresponding calculated phonon temperatures.

coupling constant of the i-th phonon branch with the lattice. Ξ(t) is the heating

caused by the laser pulse. The last term in Equation 3.4 represents Auger heating,

where Tg = 2Eg/3kB and GA = kAN
2(t) for Auger recombination rate kA and car-

rier density N(t)[105, 153]. In this work only one optical branch will be considered,

of the 36 possible modes [27], and its coupling with the lattice reservoir. It will be

assumed that the coupling of electrons with acoustic phonons is negligible and that

acoustic phonons are in equilibrium with the lattice, hence the expressions “lattice”

and “acoustic phonons” will be used interchangeably. In the approach followed in

this work heat transport (the spatial derivatives) is neglected and it is assumed that

the laser only initialises the carrier population at Tc = T0. Given all of that the

equations proposed are as follows:

Ce
dTc
dt

= −Gep (Tc − Tp) +GA (Tc + Tg) (3.4)

Cp
dTp
dt

= +Gep (Tc − Tp)−Gpp (Tp − TL) . (3.5)

The terms ±Gep (Tc − Tp) correspond to coupling between hot electrons and

hot phonons, while the coupling of hot phonons to the lattice is described by

Gpp (Tp − TL). These equations are not solvable analytically, so a numerical so-
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lution is, in general, necessary.

An example of the cooling curves the model attempts to de-

scribe is reported in Figure 3.2. The cooling curves for a sample of

Cs0.05(FA0.83MA0.17)0.95Pb(I0.83Br0.17)3 are reported for 40 and 400µJ/cm2 fluence

excitation. In the high fluence curve, the persistence of higher temperatures in the

range 1-100 ps is a clear evidence of the appearance of an hot phonon bottleneck

and consequent slow-down of the cooling dynamic. This sample will be reported

in more detail in Chapter 5.5. The high-fluence curve was fitted using the model

presented and an excellent match with the experimental data was obtained, yield-

ing: Gep/Ce = 2.3THz, Gpp/Cp = 0.2THz and GA(0)/Ce = 0.14THz. In order to

numerically fit the data it was required to provide an explicit form of GA(t). As

the time-dependence is implicit in the carrier density N(t), the carrier dynamics in

the sample was fitted with a two-exponential decay and the resulting fitting curve

was substituted into the expression for GA(t). The Auger heating term is thought

to be important for perovskites[105], and its inclusion here was necessary to model

the long-lived tail in Tc evident at high excitation fluences (e.g. at 400µJcm−2 in

the Figure). The dashed lines represent the calculated dynamic of the phonon tem-

perature. However, for measurements at intermediate fluences (< 100µJcm−2) the

Auger term was not needed to correctly reproduce the dynamics of the compositions

investigated in this work. Therefore in the following chapters this term will often be

ignored, and because of that a simplified version of the model will now be discussed.

Without the Auger term, and subject to the initial conditions Tc(t = 0) = T0

and Tp(t = 0) = TL, the rate equations are solvable analytically. A solution was

found using the python symbolic calculation library SymPy, yielding

Tc(t) = TL +A+ (T0 − TL) e−
t/τ+ +A− (T0 − TL) e−

t/τ− (3.6)

Tp(t) = TL +B+ (T0 − TL) e−
t/τ+ +B− (T0 − TL) e−

t/τ− . (3.7)

After the pump pulse has rapidly heated the carriers to T0, the hot carrier temper-

ature recovers exponentially, with a fast time constant τ+, and a slower decay given

by τ−. The decay rates k± = 1/τ± are:

1

τ±
=
Gep +Gpp

2Cp
+
Gep
2Ce
± 1

2

√(
Gep +Gpp

Cp
− Gep

Ce

)2

+
4G2

ep

CeCp
, (3.8)

and the amplitudes of the terms in Equations 3.7 and 3.6 are A+ = (k0−k−)/(k+−
k−), A− = (k+ − k0)/(k+ − k−), B+ =

(
k−
k0
− 1
)
A−, B− =

(
k+
k0
− 1
)
A+, with

k0 = Gep/Ce. The dimensionless amplitudes A± control the relative weight of the
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Figure 3.3: Simulation of electron (continuous lines) and phonon (dashed lines)
temperatures. Black, blue, red and green correspond to Gep/Ce= 10, 1, 10−1 and
10−2 THz respectively. The four plots correspond to Gpp/Cp= 10−3, 10−2, 10−1 and
1 THz. The ratio of Ce/Cp was kept at 0.5 to better enhance the hot phonon effect
in the figure.

fast and slow components, and obey the expression A+ +A− = 1. Interestingly, the

ratio of the two amplitudes is determined by the ratio of the electron and phonon

heat capacities. This will be detailed in the subsequent paragraphs.

Physical insights into the TTM and its free parameters, which, from Equation

3.8, are Gep/Ce, Gep/Cp and Gpp/Cp, are now provided.

3.2.2 Three temperature model: physical description

The TTM assumes that the carrier temperature is coupled with the phonon tem-

perature via a coupling constant, Gep. When the carrier temperature Tc is high,

the efficient carrier-LO phonon interaction transfers energy from carriers to the LO-

phonon bath, raising its temperature, Tp. This process takes around 1 ps (Figure

3.2). The LO-phonon bath tries to reduce its temperature by LO-phonons decaying

into lower energy acoustic and/or optical phonons, at a rate controlled by the cou-

pling constant Gpp. In general the fast and slow decay times τ± cannot be uniquely

identified with carrier-phonon coupling and LO-phonon decay, as both terms enter

into Equation 3.8. However now a detailed description of the underlying physical

processes is given, in order to gain insights into their relative magnitude, and show

that for certain values of the parameters the fast decay τ+ corresponds to the carrier
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cooling time, while τ− is controlled by the hot phonon decay rate.

A good way to visualise the influence of the coupling rates on the cooling

dynamic is to systematically vary the parameters, as presented in Figure 3.3. Each

plot presents a simulated cooling curve for four different electron-phonon coupling

rates, each plot for a different phonon-phonon coupling rate, all with a fixed Ce/Cp

ratio of 0.5 to enhance the effect and better visualize it. The figure shows quite

clearly how the coupling rate Gep/Ce controls the quickness of the first cooling

stage, while Gpp/Cp if small enough, induces the appearance of a second, slower,

cooling stage (e.g. in the top left panel). Depending on the ratio of the two couplings

the appearance of the second stage is more or less delayed, up to the point where it

could completely disappear.

In general the phonon contribution to the heat capacity at room temperature

is larger than the electronic contribution[148]. In this limit, the parameters Gpp/Cp

and Gep/Cp of the TTM are small compared to Gep/Ce, and the carrier temperature

decays at a rate k+ ' Gep/Ce = k0 with a negligible slow component (as A− ' 0).

In this case the microscopic processes contributing to Gep can be discussed with the

following simple approach, which assumes that scattering from a single LO phonon

mode cools electrons within a single, spherical band. The rate of change of the

electron temperature can be approximated by dTe/dt = −k0(Te − Tp). Within this

approximation it is possible to recover an expression for the coupling rate k0 starting

from the Fröhlich interaction.

3.2.3 Fröhlich cooling

In order to model the energy loss rate by the electron-phonon interaction the Fröhlich

treatment of electron-LO phonon interaction has to be introduced. In polar semi-

conductors (such as GaAs or metal halide perovskites) the electron-LO phonon

interaction is known to dominate the intraband energy loss mechanism [146, 147].

Electron-acoustic phonon scattering is thought to yield a negligible energy loss rate.

The Fröhlich electron-phonon interaction represents the interaction of an

electron with the surrounding lattice. This interaction can be described by the

Fröhlich Hamiltonian[2, 58]:

HF =
∑
q

i
CF
q

[
c†qe

i(~q·~r−ωLOt) − cqe−i(~q·~r−ωLOt)
]
, (3.9)

where q is the phonon momentum, c†q and cq are the phonon creation and annihilation
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Figure 3.4: Calculations of optical (blue) and acoustic (red) scattering time as a
function of carrier temperature for GaAs from Equations 3.15 and 3.17 respectively.

operators, and:

CF =
e

(4πε0)1/2

[
2π~ωLO
NV

(
1

ε∞
− 1

εs

)]1/2
(3.10)

=
( α

NV

)1/2
(

2π~ωLO
m3

)3/4

. (3.11)

Here, kB is the Boltzmann constant, ~ωLO is the LO phonon energy, εs and ε∞ are

the static and high frequency dielectric constants, m∗ is the bare electron mass, N

is the number of electrons and V is the total volume. Moreover α is defined as:

α =
e2

4πε0~

(
m∗

2~ωLO

)1/2( 1

ε∞
− 1

εs

)
, (3.12)

which is the dimensionless Fröhlich constant.

In order to describe the average cooling rate given by Fröhlich interaction

it is necessary to start from an analytical description of the energy loss rate. The

Fröhlich cooling rate is the net rate between the emission and absorption of phonons

in collision events. From Seeger [147] such a description can be found by taking the

average, over a Maxwell-Boltzmann distribution, of the energy loss occurred in such

events:

−
〈
dε

dt

〉
coll

=
23/2α

π1/2~
(kBΘ)2 (λz)1/2K0 (λz)

sinh [(1− λ) z]

sinh (z)
, (3.13)
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where ε is the carrier energy, λ = T/Te, z = Θ/2T and Θ is defined as kBΘ = ~ωLO.

Te is the hot electron temperature, T the lattice temperature, K0 the modified Bessel

function of the second kind. From this, assuming that it is possible to describe the

energy loss rate as:

−
〈
dε

dt

〉
coll

=
3

2
kB

(Te − T )

τ
= [〈ε(Te)〉 − 〈ε(T )〉] /τ, (3.14)

then it should be possible to recover an expression for the energy loss characteristic

time:

τ =
3π1/2~
4αkB

√
Te (Te − T )

Θ5/2K0 (Θ/2Te)

sinh (Θ/2T )

sinh [(Te − T )] Θ/2TeT
. (3.15)

In principle the same approach can be followed considering acoustic phonon

scattering, yielding:

−
〈
dε

dt

〉
coll

=
2mE2

AC

π3/2~%

(
2mkBTe

~2

)3/2

2
Te − T
Te

F1(η)

F1/2(η)
, (3.16)

where ρ is the mass density, EAC is the deformation potential constant, η = ξ/kBT

and Fj(η) = 1
j!

∫∞
0

xjdx
ex−η+1

[147]. Using the same definition for the energy loss rate

(Equation 3.14), a formulation for the energy loss time for acoustic phonons can be

found:

τ =
3

8

(π
2

)3/2 ~4%

m5/2E2
AC

1√
kBTe

F1/2(η)

F1(η)
. (3.17)

Both τLO and τAc, calculated for GaAs, are plotted in Figure 3.4 as a function of

the hot electron temperature. As can be easily seen the values for acoustic phonon

scattering are substantially larger, which means, given the fact that the total rate

is given by the sum of the single rates, that the acoustic phonon scattering time is

negligible.

3.2.4 Electron-phonon and phonon-phonon interaction mecha-

nisms

Using the results obtained in the previous section, it is possible to express the

coupling rate k0 as the Fröhlich coupling rate (from Equation 3.15):

k0 =
Gep
Ce

=
4αkB

3π
1
2~

Θ
5
2K0(Θ/2Te)√
Te(Te − Tp)

sinh [(Te − Tp)Θ/2TeTp]
sinh (Θ/2Te)

. (3.18)

In the TTM model is assumed that k0 is a constant, rather than depending on

the carrier temperature and the phonon temperature as described in Equation 3.18.
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Figure 3.5: A schematic representation of the three main phonon-phonon decay
channels: Klemens, Ridley, and Vallée-Bogani. For the sake of simplicity and clarity
in the representation the arrows do not conserve energy and momentum.

However it can be argued, based on Equation 3.18 that τ+ decreases (k+ increases)

when the phonon frequency increases, or when the Fröhlich constant is higher.

Turning now to consider the coupling between hot LO-phonons and the lat-

tice: the magnitude of Gpp is expected to be smaller than Gep because the phonon-

phonon interaction is an anharmonic process. There are different ways in which a

zone-centre LO phonon can decay and these are schematically represented in Figure

3.5. These decay mechanisms are: the Klemens channel, where an LO phonon decays

into two acoustic phonons of opposite wavevectors[154] (Figure 3.5(a)); the Ridley

channel, creating a transverse optical and an acoustic phonon[155](Figure 3.5(b));

and the Vallée-Bogani channel, where another LO phonon and an acoustic phonon

are produced[156] (Figure 3.5(c)). Other channels as the Barman-Srivastava or four-

phonon processes are not relevant as they are connected respectively to the wurzite

structure and to higher temperatures[157, 158]. Therefore the phonon-phonon cou-

pling rate can be expressed as:

Gpp
Cp

=
1

τK
+

1

τR
+

1

τV B
(3.19)

where τK , τR and τV B are the Klemens, Ridley and Vallée-Bogani decay times.

Explicit formulae for the various decay rates are reported in Barman and Srivastava

[157].

The power of the TTM lies in the simple and quantitative picture of the
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Figure 3.6: (a) Calculated τ+ from TTM as a function of Gep/Ce, for different
values of Cp/Ce. (b) Dependence of τ+ (right, blue, linear y axis) and τ− (left, red,
logarithmic y axis) on Gpp/Cp, for a fixed Cp = 10Ce and Gep/Ce = 2 THz.

various stages of cooling and in the connection to quantities that can be directly

measured, concentrating all the microscopic parameters in few effective constants.

Unfortunately, apart from a few reports for MAPbI3[159, 160] accurate measure-

ments of the heat capacity and of the coupling constants are lacking. Therefore, to

estimate feasible values of the parameters, we first calculated how the decay time τ+

varies with Gep/Ce for realistic ratios of Cp and Ce (with Cp > Ce). The results are

reported in Figure 3.6 (a) for Cp/Ce = 1, 10 and 100. The fast cooling time obtained

by experiment is below 1 ps, which can be seen to require k0 = Gep/Ce ≥ 1 THz.

A representative value of k0 = 2 THz and Cp/Ce = 10 was adopted in order

to explore how changing the phonon-phonon coupling strength Gpp alters τ+ and τ−,

as reported in Figure 3.6 (b). The fast component was almost unchanged when the

phonon-phonon coupling strength was varied over many orders of magnitude: τ+

decreases substantially only for Gpp/Cp ≥ k0 = 2 THz. In stark contrast, the slow

component τ− was dramatically affected by Gpp: an order of magnitude reduction in

coupling constant yields an order of magnitude increase in decay time. It is therefore

possible to conclude that the initial decay in carrier temperature is dominated by

the Fröhlich interaction (Gep/Ce), while the slower decay τ− is linked to Gpp/Cp.

Finally, it is worth pointing out that from the ratio of the two amplitudes A±

it should be possible to estimate the ratio of the two heat capacities. A calculation

of the resulting amplitude ratio by varying the ratio Ce/Cp, keeping Gep/Ce=1 THz

constant, is reported in Figure 3.7 for different strengths of the phonon-phonon

coupling. Interestingly as the ratio Ce/Cp gets smaller the amplitude A+ becomes

significantly larger than A−, provided the phonon-phonon coupling is weak enough.

58



10 2 10 1 100

Ce/Cp

0

20

40

60

80

100

A +
/A

Gpp/Cp=0.01THz
Gpp/Cp=0.1THz
Gpp/Cp=0.2THz
Gpp/Cp=0.5THz
Gpp/Cp=1.0THz
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values of Gpp/Cp. All calculated for a fixed value of Gep/Ce=1 THz

This means that for a smaller ratio the second stage of cooling will appear at higher

temperatures, therefore increasing the carrier temperatures during the HPB regime

and make it last longer. This could be important because it would allow carriers to

be hotter and to remain it for longer, which could help their extraction in a device.

As the phonon phonon coupling approaches the electron-phonon coupling the two

amplitudes tend to be equal. The same happens when the two heat capacities get

more similar. This is intuitively correct, because in both these cases the “asymme-

try” between the two coupling rates is reduced. Using these results it should be

possible to at least give an order of magnitude estimation of the ratio of the two

heat capacities.

Thanks to the theoretical framework developed in this chapter it is possible

to understand and quantitatively compare the experimental results that will be

presented in the following chapters.
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Chapter 4

Carrier dynamics and intraband

cooling in inorganic Sn

perovskites

In this chapter several lead and tin perovskites will be investigated to study how the

composition affects the recombination dynamics and the hot carrier cooling. As ex-

plained in Chapter 1, harvesting hot carriers would open the possibility of a dramatic

increase in solar cell efficiency. For this reason understanding and characterising how

this process happens is of major importance. This chapter will focus on finding a

promising candidate for photovoltaic (studying Br-substituted Rb0.1Cs0.9SnI3 ) and

on characterising the low fluence (Fröhlich dominated) hot carrier cooling dynamic.

In the vast field of perovskite photovoltaics, one of the main obstacles between a

possible real-world implementation is the presence of lead in many of the candidates.

Lead is notoriously poisonous for humans, so there is a strong interest in researching

lead-free compounds. In this context the fully inorganic CsSnI3 (and the partially

Rb-substituted Rb0.1Cs0.9SnI3) have shown promising results in very few years of

activity.

The first section will introduce Br-substituted Rb0.1Cs0.9SnI3, and the in-

fluence of bromine on the photovoltaic properties will be studied. In the second

section the hot carrier dynamics of a thin film of Rb0.1Cs0.9SnI3, without any Br

substitution, will be studied using optical pump terahertz probe (OPTP). The influ-

ence of the bandstructure on this phenomenon will be discussed. Finally the simple

Fröhlich model of energy loss developed in section 3.2.3 will be applied to the case

of Rb0.1Cs0.9SnI3.

In this chapter I had to include figures presenting experimental and theo-
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Figure 4.1: Recombination dynamics of Br-containing samples: Br0 (black), Br1/3
(blue), Br1/2(red), Br2/3(green) and Br1 (cyan). All these were measured at a carrier
density of 1×1019cm−3 with a 600 nm pump. The inset shows a detail of sam-
ples without the pure Rb0.1Cs0.9SnI3. From the inset is clear that there is not
any substantial difference between the various bromine concentrations. All the fits
correspond to a single-exponential decay.

retical results not obtained by myself, but necessary to explain and validate the

other results. The results not obtained by myself are: the density functional theory

(DFT) calculations, which have been performed by S.X. Tao and the PL measure-

ments which have been measured by A. Crocker and E. Griffin, under the supervision

of M. Staniforth. The samples were prepared by A. Wijesekara and R.A. Hatton.

Section 4.2 has been previously published as M.Monti, et. al., J. Phys. Chem. C,

2018, 122(36), pp 20669-20675.

4.1 Quality of Br-substituted CsSnI3

One of the major drawbacks of perovskites for solar cells is their susceptibility to

degradation under ambient condition[161, 162]. One of the ways people tried to im-

prove this behaviour is via Br-substitution of the halide [163]. This has two main ef-

fects: firstly it reduces the sample degradation, second it increases the bandgap[164].
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Figure 4.2: This figure reports the recombination time (a), mobility(b) and an esti-
mated diffusion length (c), as a function of Bromine concentration, for three different
carrier densities: 1.0×1019 (blue), 2.4×1019 (red) and 3.6×1019cm−3(green).

In order to investigate the effect of Br substitution on the basic photovoltaic prop-

erties, five samples were studied: Cs0.8Rb0.2Sn(I1−xBrx)3, where x = 0, 1/3, 1/2, 2/3,

1. These samples will be referred from now on as Brx, with x, correspondingly being

0, 1/3, 1/2, 2/3, 1.

4.1.1 Sample preparation

The Brx samples were thin films prepared inside a nitrogen-filled glovebox by spin-

coating on a quartz substrate, then sealed. The basic materials were mixed together

Cs0.8Rb0.2Sn(I1−xBrx)3(x) τRec(ps) µ(cm2/Vs) lD(nm)

0 311±9 20±3 127±9
1/3 22±5 3.6±0.6 14±2
1/2 30±1.6 3.9±0.6 17±1.4
2/3 48±3 3.0±0.5 19±1.8

1 26±1.7 2.3±0.3 12±1

Table 4.1: In this table an example of the values for recombination time, mobility
and diffusion length is reported. All the values correspond to a carrier density of
1.0×1019cm−3, except the sample Cs0.8Rb0.2Br3, where the value at 2.4×1019cm−3

was used.
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in the desired molar ratio. To deposit films, a few drops of a particular solution

were dropped onto the substrate to cover the entire surface, followed by spinning

at 4000rpm for 30 s. The substrate used was z-cut quartz, and samples were then

encapsulated with either a top layer of poly(methyl methacrylate) or a second quartz

substrate, which was sealed by an epoxy while inside the glovebox. The choice of

substrate ensured excellent transparency across the UV, visible and terahertz region.

An undoped single crystal of (100)-orientation was used for the measurements on

GaAs.

4.1.2 Recombination dynamics

The carrier recombination time and mobility were measured using OPTP and the

methodology described in section 2.1. Having the desire to maintain the conditions

as similar as possible, the incident fluence was varied in order to have the same

number of injected carriers in each sample. This was done for carrier densities

1.0×1019, 2.4×1019 and 3.6×1019 cm−3, with a 600 nm (2.06 eV) excitation. The

recombination times were estimated using single-exponential decays in all cases. For

how the carrier densities are computed the reader should refer to section 2.1.4. On

top of that, these values were used to estimate the carrier diffusion length. In order

to estimate the carrier diffusivity, D, the Einstein relation was used:

D =
µkBTe
q

, (4.1)

where µ is the mobility, kB is the Boltzmann constant and Te is the electron plasma

temperature. From this, considering the recombination time, τRec[134], the diffusion

length lD is:

lD =
√
DτRec =

√
µkBTe
q

τRec. (4.2)

In Figure 4.1 the recombination dynamics is reported for all the bromine

concentrations, including 0% (main panel), and for the Br-containing samples only

(inset). A comparison of all samples is also reported in Table 4.1. From this figure it

is already clear that Br creates a dramatic difference in performance: Rb0.1Cs0.9SnI3

clearly outperforms the other samples in both recombination time and electric field

change (in this case directly proportional to the mobility, being all the curves mea-

sured at the same carrier density). In the inset it is possible to notice how all the

Br-containing samples show a very similar recombination dynamics and photoin-

duced change (mobility). To distinguish between these curves, a more throughout

study is needed. To do that the mobility and recombination time were extracted
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from the recombination dynamics and used to estimate the carrier diffusion length.

An example of the data (at N=1×1019cm−3) is reported in Table 4.1. The num-

bers are quite similar for all the samples with some bromine inside, and the Br0

dramatically outperforms them with a recombination time of about 311 ps and a

mobility that reaches a value of almost 20 cm2/Vs, while all the Br-containing sam-

ples perform no better than 50 ps, and 4 cm2/Vs. Given the better performances

in both recombination time and mobility is no surprise Rb0.1Cs0.9SnI3 outperforms

the other compositions even in the carrier diffusion length (calculated from Equa-

tion 4.2). The value is estimated to be almost 130 nm in the Br0 case, reaching the

threshold represented by the average film thickness, while all the other compositions

struggle to surpass 20 nm, a very low value for a photovoltaic material.

On top of that to check if there is any sort of difference or trend between

the samples with incorporated bromine, these are plotted, excluding Br0, in Figure

4.2. The three panels report the recombination time (a), mobility (b) and carrier

diffusion length (c) as a function of Br concentration, with the exception of Br0.

The recombination time seems to increase with bromine concentration from 33%

to 67%, while the Br1 has a lower value. The numbers are consistent between

different excitation densities, this suggest the influence of bimolecular and auger

recombination processes is negligible at these carrier densities for these samples.

The mobility values are all quite consistent with each other, and no visible trend

can be observed varying the composition. It appears though, that the mobility

obtained from the low carrier density measurement is slightly higher than the other

two (at least for the samples with less bromine). This might be caused by a slight

degradation caused by the laser pulse or by air slipping through the encapsulation

(the experiments were performed from the lowest carrier density to the highest), or

perhaps by an induced formation of excitons at higher carrier densities[141]. The

diffusion length, which was calculated from τRec and µ, carries the characteristics

of both quantities: it slightly increases with Br concentration up to 67%, then

decreases, and the slight fluence dependence found in the mobility.

From this brief study it was possible to characterise and understand the

influence of Br-inclusion on the quantities that control the photovoltaic performance.

Br influence appears to have a dramatically negative effect by lowering both the

mobility and the recombination time. For this reason, in the remainder of the

chapter, the composition with no bromine, i.e. Rb0.1Cs0.9SnI3, will be investigated.

However, the influence of bromine on the HCC dynamics of an organic-inorganic

perovskite will be investigated in section 5.5.
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Figure 4.3: Bandstructure of CsSnI3 calculated from the DFT 1/2 method. (a) Band
dispersion along the y-direction (left, solid black line) and along x (right solid black
lines) and z (right dashed black lines). Parabolic fits to the local minima are shown
by the dashed coloured lines. The red lines show an interband absorption transition
at 750 nm (1.65 eV). (b) Possible interband transitions at a pump wavelength of
650 nm (1.91 eV). (c) Possible relaxation path (green arrows) within the conduction
bands after a 650 nm excitation into CB3. Reproduced from Monti et al. [48],
calculation performed by S.X. Tao.

4.2 Intraband relaxation in CsSnI3

In this section the hot carrier relaxation in Rb0.1Cs0.9SnI3 is presented and dis-

cussed. The reason why CsSnI3, a full inorganic tin perovskite, was chosen as a

first case study, is because it represents a cleaner system to investigate. This is

true for two reasons: the inorganic cation excludes the effects of organic cation

reorientation[92], and tin perovskites have a lower Auger rate than their lead

counterparts[135]. In lead perovskites the Auger effect can have a substantial influ-

ence on carrier cooling dynamics [105], and it becomes an additional phenomenon

that has to be taken into account. Partial Rb substitution was chosen because it im-

proves PV performance[165] without affecting the bandstructure. One of the main

characteristics of CsSnI3 is the orthorhombic structure at room temperature (B-γ
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Figure 4.4: Photoluminescence of CsSnI3 thin film encapsulated in glass. (a) PL
intensity for CsSnI3 at different pump wavelengths: 532 nm (2.33 eV, green dots)
and 785 nm (1.6 eV, red dots). Dashed lines are fit performed as described in the
text. (b) PL peak for x=0 (squares) and x=0.1 (circles). Straight lines are fits to
the x=0 data for the B-γ phase (black line below 360K) and the B-β phase (red line,
360-405K). (c) FWHM of Pl spectrum, labelled as in (b). Reproduced from Monti
et al. [48], measurements performed by A. Crocker, E. Griffin and M. Staniforth.

phase), as opposite to the slightly tetragonal structure of MAPI [27]. This char-

acteristic makes the bandstructure more anisotropic; this, along with the readily

accessible multiple bands, ought to have an influence on the carrier relaxation. This

is investigated in the remain of the section. The samples used for this section are

prepared in the same way as in the previous section.

4.2.1 Anisotropic multi-band structure

To identify the relevant excitation wavelengths the bandstructure of pure CsSnI3

was calculated using the DFT 1/2 method. The result of this calculations for the

orthorombic B-β phase are reported in Figure 4.3. As previously reported [166], the

VB is a result of Sn 5s and I 5p orbitals, while the CB are result of Sn 5p. The

similarities between x and z direction yield a comparable dispersion for X and Z
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directions, while the dispersion toward Y is significantly different and results in a

lower energy at the BZ boundary. This is because of b� a, c, where a,b, and c are

the lattice parameters. The value obtained for the band gap is consistent with the

experimentally measured value. The addition of x=0.25 Rb slightly changed the

band gap but didn’t affect the overall structure [48].

In order to confirm these theoretical predictions the PL intensity spectrum

was measured. PL represents a good tool to probe the energy distribution of electron

and holes during recombination. The PL spectrum (at 785 nm excitation) reported

in Figure 4.4 shows a strong peak at the band gap (in good agreement with the

DFT predictions). The things become more interesting if the sample is excited

with 532 nm; in this case, alongside with the band gap excitation, a second PL

peak at higher energy can be observed. This second peak is consistent with a

interband transition between the second CB and the first VB, according to the

DFT calculations.

4.2.2 Relaxation times measured by OPTP

Since the PL results indicate that the carriers are still hot when they undergo radia-

tive recombination, a nonthermal population of carriers is still present while carriers

recombine. To provide experimental insights into the intraband dynamics, OPTP

was performed in a wide range of wavelengths across the peak of the solar spectrum.

The reason why OPTP can be used to track carrier intraband relaxation is exten-

sively explained in section 2.1.5. The absorption depth throughout the experiment

was comparable to the film thickness, so physical phenomena that complicate the

dynamics, such as carrier diffusion and photon recycling[167], which also happen

on a much longer timescale, can be ignored. The recombination dynamics at the

fluence used was observed to be monoexponential with a lifetime of about 300 ps.

In Figure 4.5 the onset of photoconductivity is reported for both

Rb0.1Cs0.9SnI3 (b, right) and GaAs (a, left) for various excitation wavelengths.

The time it takes to reach the maximum increases with the excitation energy for

both samples; although the change in GaAs is more pronounced. For Rb0.1Cs0.9SnI3

the variations is small, but for GaAs the total time needed to reach the maximum

of photoconductivity changes from 300 fs at 780 nm up to 5 ps at 600 nm.

To quantitatively compare the photoconductivity dynamics, fit results, per-

formed following the procedure described in section 2.1.5, are presented in Figure

4.6. The fit yielded about 150 fs for the rise time of GaAs (blue squares in Figure

4.6) at the longest excitation wavelength. This time increases marginally between

the average of 150 fs for λ > 750 nm up to about 300 fs at 680 nm, due to the extra
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Figure 4.5: OPTP onset for (a) GaAs, (b) Rb0.1Cs0.9SnI3 . It is clear how for
GaAs the time needed by the photoconductivity to reach its maximum increases
from about 1 ps at 800 nm to 5 ps at 600 nm. In contrast the photoconductivity of
Rb0.1Cs0.9SnI3 takes about 3 ps to reach its maximum at all wavelengths. Repro-
duced from Monti et al. [48]

time required by the carriers to cool down to the Γ point. Increasing the energy

even further (λ < 650 nm) the time increases more dramatically up to over 1.5 ps

as electrons are injected at an energy high enough to undergo intervalley transfer

to the L- and X-valleys, at energy higher than 1.71 and 1.9 eV respectively. The

photoconductivity dynamics onset of Rb0.1Cs0.9SnI3, reported in Figure 4.5, show

similar rise times to GaAs, but with a less substantial wavelength dependence. In

Rb0.1Cs0.9SnI3 the electron and hole masses are comparable in CB and VB, so the

total contribution of the dynamics of the photoconductivity is due to both carriers

population dynamics. The rise time was observed to be independent of the pump

fluence in the range 20-200µJ/cm2 and for different Rb concentration.

These differences of Rb0.1Cs0.9SnI3, photoconductivity rise dynamic are con-

firmed by the fit outcome (reported in Figure 4.6, red circles). At lower excess

energies (longer wavelengths) the photoconductivity rises to a maximum within

1 ps, with an average τ=0.45±0.08 ps over the range between 760 and 700 nm. For
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Figure 4.6: Result from fit comparing (a) GaAs (blue circles) with Rb0.1Cs0.9SnI3

(red squares). The tin-based perovskite shows an energy relaxation time which is
comparable to the GaAs one and with a complex energy dependence.Reproduced
from Monti et al. [48]

this range of energies excitation is allowed from VB1 to CB1 only, as clear from

Figure 4.3. With a pump of 650 nm (1.91 eV) carriers can be excited from VB1 to

a high mass state in CB1, but also into CB2, CB3 and CB4. This shows up in a

slower average rise time of τ=0.9±0.3 ps. At energies higher than 1.95 eV even the

transition from VB2 to CB1 becomes allowed and the rise time settles around 1 ps.

While this is faster than for GaAs, CsSnI3 does not have side valleys, and hence

a different mechanism is at work. In order to better understand the low-injected

energy part an attempt will be made to model the energy relaxation time.

4.2.3 Model of the energy relaxation time

In polar semiconductors such as GaAs or metal halide perovskites, the dominant

mechanism of intraband cooling is the Fröhlich interaction[146, 147]. Therefore in

the following discussion the energy loss time caused by electron-LO phonon interac-

tion calculated in section 3.2.3 will be used in an attempt to describe the observed
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Figure 4.7: Energy relaxation time τE calculated for hot carriers at a lattice temper-
ature T=300 K and for parameters representative of GaAs (blue curve) and CsSnI3

(green and red curves). Reproduced from Monti et al. [48]

results in both GaAs and Rb0.1Cs0.9SnI3. The energy loss time is expressed as

follows:

τ =
3π1/2~
4αkB

√
Te (Te − T )

Θ5/2K0 (Θ/2Te)

sinh (Θ/2T )

sinh [(Te − T )] Θ/2TeT
, (4.3)

where Θ is defined as kBΘ = ~ωLO. Te is the hot electron temperature, T the

lattice temperature, K0 the modified Bessel function of the second kind and α

is the Fröhlich constant, already defined in section 3.2.3. Using Equation 4.3 it

should be possible to calculate the energy relaxation time for GaAs and CsSnI3 and

compare it to the experimental values obtained with OPTP. As already explained,

the values used for GaAs are relatively well-known. On the contrary there are very

few accurate experimental data on CsSnI3, especially on dielectric constants and

phonon frequencies. This is caused by the large p-type doping typically found for B-

γ CsSnI3, which has hindered the experimental determination of the phonon mode

frequencies from Raman and FTIR and the determination of εs. To obviate this

lack of data, theoretical values from first-principles calculations were used. From

different works[168–170] two parameters sets have been extracted: α ' 3.0 for
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m∗ = 0.25me and ωLO/2π = 2THz (parameter set A), or α ' 4 for m∗ = 0.25me

and ωLO/2π = 1THz (parameter set B). The energy relaxation rate as a function of

the hot carrier temperature, calculated for CsSnI3 and GaAs, are reported in Figure

4.7. On top of the carrier temperature, the energy, calculated via εk = 3
2kBTe is also

reported. The above formalism, which was derived for a single, spherical band, can

only be applied for low energy values, where multiple bands (for CsSnI3) or multiple

valleys (for GaAs) can be ignored. The calculated value for GaAs at low energy is

around 300 fs, which can be compared with the experimental value at low excitation

energy of 155 fs. The electron-LO phonon rate thus makes up for half the total

cooling rate. The remainder is probably accounted by the electron-acoustic phonon

scattering as suggested by recent first principles treatments of electron cooling in

GaAs [171]. This is in stark contrast to the calculations reported in section 3.2.3.

This leads to the conclusion that the simple model of phonon scattering displayed

here is incapable of correctly describing the phenomenon, even in a simple system like

GaAs. For this reason the description provided can be considered semi-quantitative.

From Figure 4.7 it can be seen as the two parameter sets give widely different

values for the cooling rate. In detail, parameter set B seems to widely overestimate

the cooling time by estimating a τ=1.5 ps at 150 meV of excess energy (correspond-

ing to 760 nm pump) against an experimental value of 0.55 ps. The outcome of

parameter set A seems more consistent, by providing an estimated value of 0.45 ps

for the cooling time. This seems a reasonable agreement given the uncertainties in

α and ωLO and the simplified assumptions of the model.

4.3 Concluding remarks

This chapter first investigated the influence of Br substitution on the photovoltaic

potential of Rb0.1Cs0.9SnI3, by calculation of mobility and recombination time and

estimating the carrier diffusion length. Br was found to be detrimental for the

photovoltaic performance.

Afterwards, the chapter investigated the Fröhlich-dominated cooling dynam-

ics of the inorganic perovskite semiconductor Rb0.1Cs0.9SnI3. The energy relaxation

times were found to be longer than the inorganic semiconductor GaAs in the range

where intervalley scattering is not dominant. An abrupt change was observed in

the value of the energy relaxation time in the perovskite sample at an excess energy

compatible with injection into a second interband transition, the longer measured

time was linked to the anisotropy observed in the bandstructure. Finally a model

was developed based on a simple Fröhlich interaction energy loss mechanism.
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The good semi-quantitative agreement between the intraband energy relax-

ation time in the Fröhlich description and the experimental τ suggests that the

electron-phonon interaction may control the energetic relaxation of hot carriers in

metal halide perovskites. Despite the lower LO phonon energy in the halide per-

ovskites than in GaAs, which would increase the energy relaxation time by Equa-

tion 4.3, the electron cooling times can be comparable as a result of an enhanced

electron-phonon interaction strength (α). It is critical to note that the calculated

results are valid only in the low-excess energy limit, where bands can be approxi-

mated as parabolic, and in the single band case only. More realistic models of energy

relaxation need to include acoustic phonon scattering, excitonic effects, the inherent

anisotropy of the bandstructure, the phonon dispersion, and α.
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Chapter 5

Influence of composition on hot

carrier cooling in triple-cation

metal halide perovskites

In this chapter the objective will be to tackle one of the questions posed at the

beginning of this thesis: how does changing the Sn/Pb ratio affect the hot carrier

cooling (HCC) time in metal halide perovskites (MHPs)? To answer this question,

the approach consisted in measuring the hot carrier dynamics of a set of five mixed

lead-tin perovskite semiconductors.

The samples chosen for this study are a set of triple-cation mixed lead-

tin iodine compounds: Cs0.05(FA0.83MA0.17)0.95PbxSn1−xI3, with x=0, 0.25, 0.5,

0.75, 1. The choice of a triple cation perovskite was made in order to improve the

sample response thanks to their reasonable mobility, enhance their stability with

time and, finally, make the findings directly relevant to the current state-of-the-art

for perovskite solar cell materials[172]. No significant differences have been found

between the two most common organic cations (MA, FA) for what regards the HCC

dynamics[86] and a small added cation substitution is known to not change the

bandstructure significantly[48].

The study reported in this chapter focuses on the high fluence regime where

effects such as the hot phonon bottleneck (HPB) are known to occur[86, 88]. A final

problem, simple, although crucial, is also addressed: how do transient absorption

spectroscopy (TAS) and optical pump terahertz probe (OPTP) spectroscopy com-

pare? Traditionally, the way the HCC dynamic has been measured is through the

broadening of the ground state bleach in transient absorption (see section 2.2.3 for

a detailed description), or, alternatively, through the broadening of time-resolved
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PL measurements[99]. Very recently, however, different research works (including

this thesis’s Chapter 4, which formed the basis of an article [48]) have started using

terahertz spectroscopy to investigate the same process[102, 106, 107]. However, in

these experiments, the long cooling times observed with the optical techniques are

absent. This sparks the question whether these techniques are equivalent (it can

be anticipated that they are not) and if not, how do the numbers compare between

them.

The chapter starts with basic sample characteristics from absorbance and

photoluminescence spectroscopy, which were used to determine the band gap and

absorbed number of carriers used in the following sections, as well as to assess the

sample quality. The second section presents the results obtained through OPTP

spectroscopy: mobility and hot carrier cooling time, the latter following the same

approach as section 4.2.2. The third section uses the three temperature model

(TTM), introduced in section 3.2, to quantitatively compare the different samples

and understand their different cooling dynamic. Finally, a sample with full lead

and added Br is introduced and briefly studied as a preliminary investigation of the

influence of Br substitution on hot carriers.

The PL and absorbance data presented in this chapter were acquired by

E. Butler-Caddle. The samples were prepared by K.D.G.I. Jayawardena, R.M.I.

Bandara and S.R.P. Silva following a procedure outlined in Bandara et al. [51].

5.1 Characterisation

Photoluminescence (PL) and absorbance spectra are important basic quantities

which provide useful information on a material emission and absorption, which are

of great importance to understand the potential those materials might have in the

PV context. In this work, absorption and PL are relevant in allowing the correct

number of absorbed carriers and the band gap to be measured, which in turns allows

for accurate measurements of the mobility and of the excess energy. In this work the

PL linewidth and Stokes shift will also be presented and compared with previous

reports of similar materials in order to assess the sample quality.

5.1.1 Photoluminescence and Absorption

To extract the energy gap from the PL spectrum, the peak was fitted with a Gaussian

curve. For the absorption, instead of the most commonly used Tauc method[173,

174], which doesn’t take into account the exciton contribution (difficult to estimate

for room temperature absorption data) the method outlined in Parrott et al. [175]
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Figure 5.1: Band gap values, versus lead concentration. They are measured from
absorbance (red squares) and PL (blue circles). The continuous lines are fits follow-
ing Equation 5.1. The dotted line represents the gap change in absence of bowing.
The grey arrow is a visual representation of the definition of ∆Eg. Both band gap
data sets show a strong bowing, with a minimum at 50%.

was applied: the band gap was assumed to correspond to the energy of the maximum

gradient of the absorption coefficient.

5.1.2 Energy gaps and Stokes shift

The obtained band gap values, from both PL and absorbance, are reported in Table

5.1 and plotted in Figure 5.1 (a) in blue and red respectively. From the figure,

a strong bowing effect is evident in both data sets as the 50-50 alloy has a much

Pbx Eg,PL (eV) Eg,A (eV) ∆ES(meV) FWHM(meV)

0 1.4863±0.0008 1.50 19 129

0.25 1.2687±0.0002 1.32 48 141

0.5 1.2399±0.0006 1.29 48 107

0.75 1.2721±0.0005 1.39 123 136

1 1.5421±0.0003 1.55 18 88

Table 5.1: Here are reported the values obtained for the band gap for both PL
and absorbance, as well as the Stokes shift and the PL linewidth, for the various
compositions.
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Figure 5.2: On the top (a) the Stokes shift (defined in Equation 5.2) is plotted
versus the concentration of lead. The shift is relatively small for the full Sn then it
increases significantly, up to Pb0.75, which more than doubles any other value, after
which drops to a minimum for Pb1. On the bottom (b) the PL linewidth, measured
as FWHM.

lower band gap than the unalloyed compounds. Some degree of bowing is expected

for most semiconductor alloys[176], however the reason why such a strong effect

happens in MHPs is still under debate[177–179]. To quantify the strength of the

bowing one can rely on the difference between the hypothetical band gap line in

absence of the effect and the actual band gap of the 50-50 alloy, ∆Eg, which is

visually represented in Figure 5.1. This value can be shown to be ∆Eg=b/4, where

b is the bowing parameter, defined as[180]:

Eg(x) = Eg,1x+ Eg,2(1− x)− bx(1− x), (5.1)

where Eg,i are the band gaps of the unalloyed compounds and x is the alloy com-

position (in this case the Pb fraction will be considered). For b = 0 Equation 5.1

becomes the well-known Vegard’s law[176, 181]. Therefore, to obtain an estima-

tion of the bowing parameter, Equation 5.1 was used to fit the values reported in

Figure 5.1, where the fit outcome corresponds to the continuous lines. The values

obtained for the b parameter are: b = 0.95 ± 0.10 eV for the absorbance data and

b = 1.20± 0.12 eV for the PL data.
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Alloying the metal site composition is known to produce some degree of

bowing in metal-halide perovskites[177], and, particularly, a previous study on

FAPbxSn1−xI3 had shown a significant gap bowing effect, with bowing parame-

ter b = 0.8 at room temperature[175]. This bowing effect seems to be absent when

the A-site cation[182] or the halide[163] are alloyed. Here the different A-site cation

may account for the larger b as the crystal structure, in particular the metal-halide

bond lengths and angles, will be subtly different.

From the different band gaps obtained from PL and absorption it is possible

to calculate the Stokes shift as the difference between the absorption gap and the

PL gap:

∆ES = Eg,A − Eg,PL. (5.2)

The Stokes shift is a known phenomenon that happens in semiconductors: it consist

in a difference between the absorption and emission energies[4]. Generally when

semiconductors absorb photons at the absorption edge, they re-emit those photons

at a lower energy. The energy difference originates from vibrational or thermal

relaxation losses that happen after excitation. A possible cause is the presence

of a many sub-bandgap state originated from a very disordered material. Anti-

Stokes shift (emission at higher energy than absorption) is also possible, but it is

not common. The values obtained are reported in Table 5.1 and plotted in Figure

5.2 (a). When increasing the Pb concentration, the Stokes shift increases, up to

the maximum value of Pb0.75 of over 100 meV before the full lead value drops back

to a value similar to the full tin. This behaviour is consistent with what has been

previously observed in a similar compound[175]. Finally, in Figure 5.2 (b) the PL

linewidth is reported. The linewidth was estimated as the full width half maximum

(FWHM) of the PL peak. It is readily observed that the only composition to have

a spectrum narrower than 100 meV is the x=1.0: all the other samples show values

higher than this threshold. This is related to the better film quality of the full lead

compound. These values are consistent with previous studies on MHPs. Overall,

the PL and absorption results demonstrate the successful formation of perovskite

alloys with controllable Pb/Sn ratio.

5.2 Cooling times and mobility measured with optical

pump-terahertz probe spectroscopy

As already explained in Chapters 2 and 4, OPTP is a valuable tool to study carrier

recombination dynamics and mobility[130, 134, 136]. In Chapter 4 the possible
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Figure 5.3: φµ values are reported versus lead concentration. The mobility has a
minimum for 25% Sn, and shows similar values for samples with x ≥ 0.5.

application of the technique to study hot carrier relaxation was introduced and

used to study HCC in CsSnI3. In this section the aim is to report both the mobility

and the cooling time for different lead and tin concentrations.

5.2.1 Mobility

Mobility is an important quantity for the characterization of photovoltaic materi-

als, as the carriers ought to be able to travel to the extraction layer in order to

produce a current. Using terahertz spectroscopy, the product of the total mobility,

µ (sum of electron and hole mobility), and the yield of free charges, φ, can be es-

timated using the standard method outlined in Chapter 2 (see also, for example,

Milot et al. [136]). The mobility of the five tin-lead samples is reported in Figure

5.3. For samples with x ≥ 0.5 the mobility is relatively high (φµ > 20 cm2/Vs) in

comparison to x < 0.5, where φµ < 4 cm2/Vs. Broadly speaking, these values are

consistent with accepted values for perovskite semiconductors[30] The mobility is

µ = e(τe/m
∗
e + τh/m

∗
h), where the momentum scattering rates, 1/τe,h for electrons

and holes respectively, have additive contributions from different scattering mech-

anisms. These include inelastic mechanisms such as carrier-LO phonon scattering

and carrier-acoustic phonon scattering, and elastic process like carrier-impurity scat-

tering, interface roughness scattering and carrier-carrier scattering. Thus the large

variation in φµ with x may in part be due to variations in extrinsic contributions to
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Figure 5.4: Here the onset of photoconductivity (expressed as a relative change in
the electric field as extensively explained in Chapter 2) are reported for 4 samples.
These are GaAs (a), 100%Pb (b), 50%Pb (c), and 0%Pb (d). For each sample data
for two different excess energies are reported (respectively “low” (blue) and “high”
(orange)). All samples show differences between the two excitation energies.

the mobility, such as interface roughness scattering and carrier-impurity scattering,

which will depend on the grain size, crystallinity, and defect concentration. These

extrinsic contributions are elastic and therefore do not influence the cooling time

τ , which is controlled by inelastic LO-phonon and acoustic phonon scattering, both

intrinsic to a given material. As evident from the order of magnitude change in

φµ with x, φµ is highly sensitive to the exact film morphology and quality. This

behaviour is consistent with previous studies on perovskite compositions[183].

5.2.2 Carrier cooling

As already extensively discussed in Chapter 2 and Chapter 4, the rise in the pho-

toconductivity onset in OPTP can be used to track the carrier intraband cooling.

Following this approach, the rise in the relative change of the transmitted field was

measured for the five samples and GaAs and is reported, for x = 1, 0.5, 0 and

GaAs, for two excess energies, in Figure 5.4. The curves for low and high excess

energies are shown. As previously reported [48], GaAs (a) is relatively quick (few
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Figure 5.5: In this plot the carrier cooling times for the different samples are reported
as a function of excess energy. The value seem to get systematically longer at higher
energies, with the possible exception of Pb0, where values are more scattered around,
but they are also intrinsically more noisy given the low signal to noise and the fast
transient that follows the rise. The lines are only a guide to the eye.

hundreds of fs) to reach the maximum at low excess energy, while at high excess

energy the dynamic becomes substantially slower due to intervalley scattering. The

three concentrations, 100%, 50%, 0% Pb ((b), (c), (d) respectively) reported are all

much faster than GaAs, at all excess energies. The full Sn sample had a very quick

transient recombination dynamic, probably caused by a high number of defects and

low film quality. The rises of the samples with x=0, 0.25 have been fitted with a

three level model, as described in Chapter 2. In the case of GaAs and x = 1, 0.75,

0.5 the simplified model with long recombination was assumed.

The fit outcome is reported in Figure 5.5, which shows that the HCC time

gets significantly longer at higher excess energies. However, all times are well below

the 1 ps cooling times reported for CsSnI3 in Chapter 4. Moreover, the sample with

x=1 is consistently the slowest (or one of the slowest) of the group at each excess en-

ergy, at the same time the x = 0.25 is consistently the fastest. In Figure 5.5, as well

as in Figure 5.6, the error bars were estimated as the error provided by the fitting

routine in Python; in case the value was smaller than the pump beam duration of

50 fs the uncertainty was rounded up to that value. To further study the concentra-

tion dependence, the cooling time as a function of the composition for similar excess

energies is plotted in Figure 5.6. The observed times are consistent with previously
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Figure 5.6: The figure reports the hot carrier cooling time as a function of concen-
tration for few given values of excess energies. The lines are only a guide to the eye.
The values at low excess energy show a systematic trend: as soon as some lead is
introduced in the system the value drops and then slowly rises with the lead con-
centration, till it reaches a maximum at Pb1. The high excess energy value, 1.7 eV,
shows instead a much less clear pattern: the Pb0.25 is still the minimum value, but
the other samples have a less clear hierarchical structure.

measured organic-inorganic lead perovskites with similar techniques[100, 102, 106]

and, as observed before, increase with increasing excess energy. Two regimes can be

identified at low or high excess energy. For the low excess energy case the cooling

times are longer for the full lead sample, and steadily shorten with increasing Sn

concentration, up to a minimum, which happens at 75% Sn, before rising again for

the full Sn sample. This is consistent with similar studies performed with different

techniques[115]. In the 0.6 eV excess energy case the value measured for x=0.25 is

effectively shorter than our time resolution, so it can only be concluded the value

is around 100 fs or shorter. In the high excess energy regime the values are more

scattered and no obvious trend is identified. This could be caused by a complicated

bandstructure, as reported before for CsSnI3 (Chapter 4), although without precise

bandstructure calculations for these specific sample compositions it is difficult to

precisely quantify this influence.
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Figure 5.7: In panel (a) a contour plot of the transient change in absorption is
reported for the full lead sample at 70µJ/cm2. The x axis is the probe energy (in
eV) and the y axis is pump-probe time delay, in ps. The absorption is reported
only for the first 1.2 ps for clarity. Three prominent features are observed in the
spectrum: a quick and narrow photoinduced absorption region at the band gap,
a strong absorption bleach just above the band gap and a broad photoinduced
absorption at higher energies. The origin of these features is discussed in more
detail in the text. In panel (b) a few transient absorption spectra are reported
at different pump-probe delays. The black dashed lines correspond to fits used to
extract the carrier temperature. Part of these spectra correspond to time slices in
panel (b) and are indicated there with matching colours.

5.3 Transient absorption spectroscopy

A 400 nm pump (3.1 eV), white light probe spectroscopy technique was used to

extract the carrier temperature dynamic in the different samples. The methodology

for the analysis of the TAS data is extensively reported in Chapter 2. The pump

energy corresponds to excess energies in the 1.6-1.8 eV range (depending on the alloy

concentration, due to gap bowing), and a wide range of fluences (40-400µJ/cm2).

The high fluence and high excess energy are required to access the hot phonon

regime[99]. An example of TAS spectra, measured on x=1, is reported in Figure 5.7

(a) where a contour plot of the change in absorption is reported: the x-axis is the

probe energy, while the y-axis is the pump-probe time delay t. The colour represents

the intensity of the pump-induced change in absorption expressed in mOD. Only the

first 1.2 ps are reported for clarity. The coloured lines represent slices at different

pump-probe delays, as reported in Figure 5.7 (b).

Shortly after t = 0, three prominent features appear: a strong bleach at
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Figure 5.8: Carrier temperature Tc reported as a function of the pump-probe delay,
t. The x-axis is logarithmic for clarity. The red line is a fit described in detail in
the text.

1.6 eV just above the band gap (1.542 eV), a short-lived positive absorption feature

at the bandgap and a weak, broad photoinduced absorption (PIA) at high energies.

The negative ∆mOD is readily identifiable as a ground state bleach (GSB)[86, 88],

corresponding to the accumulation of carriers near the band extrema. The quick

PIA has been alternatively interpreted in different works as arising from excitons,[68]

band-gap renormalization[88] and polaron formation.[56] The broad PIA region is

generally observed [86, 88] and was attributed to a photoinduced change of the

refractive index[88], or to an effect caused by band-gap renormalization[86]. The

band-edge PIA quickly disappears within 1 ps, while the broad PIA remains, along

with the bleach, even 2.5 ns after photoexcitation. In Figure 5.7 (b) spectra at

t =158 ps and at t =2506 ps are also presented. The amplitude of the GSB grows

slowly to a maximum around 158 ps delay, which may indicate carrier cooling to-

wards the band edge on this timescale, or the diffusion of carriers away from the

photoexcited surface.

Following an established methodology[86, 88, 145], thoroughly described in

Chapter 2, the carrier temperature Tc was extracted from the high energy tail of

the GSB at different pump-probe delay times.

The function ∆α = A0e
−E/kBTc +∆α0 was used, where A0 is the equilibrium

absorption coefficient and ∆α0 is an offset added to take into account the influence

of the broad PIA at higher energies. Although it has been suggested that the cooling

dynamics of electron and holes could be different[144], for simplicity here we assume
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Figure 5.9: Two fit parameters τ+ and τ− for different concentration x. The short
one (τ+) represents the first quick step in the cooling process, while the long one
(τ−) represents the second, slower step of cooling (note the logarithmic y axis). Both
times reach a maximum for the 50:50 mixture.

that Tc = Te = Th on the basis that the excess energy is evenly distributed between

electron and holes.

The extracted carrier cooling dynamic is reported in Figure 5.8 in the main

panel. The red line is a fit using the TTM model described in Chapter 3 in its

simplified version and an excellent agreement with the experimental Tc dynamic

was obtained. The fit yielded τ+ = 0.49 ± 0.02 ps and τ− = 20 ± 1.3 ps, while

A± = 0.72 and 0.28 respectively. It is then possible to identify the fast component

as determined by the Fröhlich interaction, while the slow one as dominated by the

HPB and therefore limited by the phonon-phonon decay rate. The fit was then

performed on three compositions: x=0, 0,5, 1, which are reported in Figure 5.9.

The short time constant τ+ is longer for the 50:50 alloy, which is consistent with

the results obtained by OPTP at a similar excess energy. The same is true for the

longer time constant τ−, but the difference is much greater, at least an order of

magnitude, than the “pure” compounds.

In the next section all these experimental results will be compared together,

finally answering the original question whether the results on OPTP and TAS can

be compared, and an interpretation of the difference provided by the varying com-
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position based on the TTM will be provided.

5.4 Discussion

In light of the results obtained in the course of this chapter it is possible to draw two

succinct observations: (1) OPTP and TAS are not equivalent, and (2) the Pb-Sn

ratio has a strong influence on the carrier cooling dynamic, but not in the same way

in all regimes.

5.4.1 Comparison between OPTP and TAS

The cooling time measured by OPTP is in good quantitative agreement with the

fast cooling time obtained from TAS when compared at similar excess energies. For

instance for x = 1 and an excess energy 1.7 eV, TAS determined τ+ = 0.35±0.04 ps,

while OPTP determined τ = 0.39±0.04 ps at a similar fluence. Changing the fluence

did not alter the Fröhlich cooling time obtained from either technique.

Individually the two experimental methods employed have advantages and

disadvantages. In the OPTP experiment, when carriers have relaxed in energy too

close to the band edge, the mobility will not differ significantly from the Γ point

value. For this reason, OPTP does not provide information about τ−, and just tracks

τ+. OPTP, therefore, provides a straightforward tool to measure the initial, rapid

carrier cooling process (the Fröhlich stage), without the modelling assumptions of

TAS. However, TAS probes the carrier’s energy distribution close to the band gap,

and hence has the advantage of being more sensitive to the cooling dynamics at lower

carrier temperatures (later times) than OPTP. Together, they enable a complete

picture of carrier cooling and mobility.

5.4.2 Influence of composition on the cooling dynamic

As said, the Pb/Sn ratio affects the different stages of cooling differently. This is

not a surprise as the two stages correspond to two different regimes dominated by

different mechanisms. In the first regime, dominated by the Fröhlich interaction, the

carriers cool rapidly thanks to the efficient electron-LO phonon coupling. This stage

is described by τ+ in the TTM model and τ in the terahertz measurements, which

are, as proven, effectively the same quantity. The TTM assumes the couplings are

constant values. However, if the second cooling stage is ignored the electron-phonon
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coupling can be estimated using an approximated formula, derived in Chapter 3:

k0 =
Gep
Ce

=
4αkB

3π
1
2~

Θ
5
2K0(Θ/2Te)√
Te(Te − Tp)

sinh [(Te − Tp)Θ/2TeTp]
sinh (Θ/2Te)

. (5.3)

Where Θ = ~ωLO/kB for an LO phonon with angular frequency ωLO; K0 is the

modified Bessel function of the second kind; and the strength of the electron-LO

phonon interaction is given by α = e2

4πε0~

(
m∗

2~ωLO

)1/2 (
1
ε∞
− 1

εs

)
, where εs and ε∞

are the static and high frequency dielectric constants and m∗ is the bare electron

mass.

Regarding the second stage of cooling, in Chapter 3 it was argued that the

phonon-phonon coupling could be expressed as a sum of the rates of the optical-to-

acoustic phonon channels:

Gpp
Cp

=
1

τK
+

1

τR
+

1

τV B
, (5.4)

where τK , τR and τV B are the Klemens, Ridley and Vallée-Bogani decay times.

From the simulations presented in Chapter 3 it is moreover possible to argue

that, provided thatGpp/Cp is smaller thanGep/Ce (i.e. the phonon-phonon coupling

is weaker than the electron-phonon coupling), τ+ is controlled primarily by Gep/Ce,

while τ− is primarily controlled by Gpp/Cp.

Considering first the influence of composition on the first cooling stage, the

results from OPTP at lower excess energy (0.6 eV and 1.0 eV), where carriers were

directly injected closer to the band edge, are the most interesting, since the influence

of a possibly complicated bandstructure is minimal. As reported in Figure 5.5, the

cooling time is longest for the full lead sample (τ = 0.4 ps), and steadily shortens

with increasing Sn concentration (lower x) to a minimum at x = 0.25. For the full

tin sample the cooling time increased marginally to τ = 300 fs. These differences

can be assigned to a modification of the carriers’ effective mass or to changes in

the LO phonon modes. Indeed, as Equation 5.3 indicates, the decay rate k0 in the

Fröhlich regime is a function of ωLO and m∗. The phonon modes for x = 0 will

be higher in frequency in general than for x = 1, since Sn is lighter than Pb: this

trend can be seen for instance in the Debye temperatures for MASnI3 (230 K) and

MAPbI3 (175 K).[184] A larger phonon frequency increases k0, consistent with the

lower τ and τ+ observed in experiment for smaller x. Additionally, the prominent

band bowing for the alloys implies changes to the effective mass, which will modify

α and thereby k0. This may account for the apparent minimum in τ at x = 0.25

rather than at x = 0. In particular it will be intriguing to establish whether the
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non-linear behaviour of the bandgap of the alloy (evident in Figure 5.1) is driven by

crystallographic changes that also create bowing in the phonon frequencies.

Examining instead the high excess energy regime (e.g. 1.7 eV or 2.5 eV) the

Fröhlich cooling time does not appear to vary substantially with x for the x =

0.5− 1.0 samples, as can be seen in both OPTP (Figure 5.5) and TAS (Figure 5.9)

results. At higher excess energies the approximations in Equation 5.3 are not valid,

and the cooling rate will depend on details of the electronic bandstructure (e.g. the

influence of non-parabolic bands or different bands).

At high excess energies the HPB can be accessed, and the influence of x on

the slow component (τ−) is reported in Figure 5.9. τ− is substantially larger than

τ+ for all compositions studied. Note that the short recombination time of the full

Sn-based perovskite (∼10 ps) means that the value τ−(x = 0) = 8 ps is probably

an underestimate. Remarkably, the slowest cooling dynamic occurs for the mixed

lead-tin compound: τ− = 120 ps is an order of magnitude larger than for x = 0 and

x = 1.

An interpretation of the slow hot carrier cooling in the HPB regime (increased

τ−) can be given using the TTM. With reference to the simulations performed in

section 3.2.4, an order of magnitude reduction in Gpp/Cp is required to account for

the larger τ− observed. One explanation is that the phonon-phonon interaction is

suppressed in the mixed compound in comparison to the “pure” compounds. In the

HPB picture, the relevant hot LO-phonons are at low frequencies (in the THz range),

such as the I-Pb-I bend and Pb-I stretch modes.[29] The phonon bandgap, defined

as the difference in the maximum acoustic phonon energy and minimum optical

phonon energy, is expected to increase when atoms with a significant mass difference

are coupled[82], as for the mixed Pb-Sn alloys studied here, leading to a suppressed

Klemens decay rate and a lower Gpp/Cp (see Equation 5.4). As an alternative

mechanism to account for the enhanced τ−, changes in Cp may also contribute, in

particular as the Debye temperatures vary. Slow carrier cooling has been reported

recently for a mixed lead-tin compound (FAPbxSn1−xI3),[115] using TAS, with slow

components as long as 500 ps reported (although extrapolated outside the 100 ps

experimental time window). In this work the temperature dynamic was measured

with the same transient absorption framework applied here, however, the experiment

was performed at a fixed, small, excess energy. The short times they observed are

consistent with the OPTP results reported here at low excess energy: there is a

minimum at a mixed composition, and a maximum for the full lead. The long time

they observed is consistent with the observations reported here, the differences (no

HPB effect for the full lead sample, even higher value for the mixed lead-tin) could be
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ascribed to different experimental conditions (excess energy, injected carrier density)

or on the fitting procedure (as said the time-window in that work was limited to

100 ps). It is important to underline, however, how this work, did not try extensively

to connect the observed differences to the underlying microscopic physics, and their

fitting model remains strictly empirical.

Finally, by comparing the results of OPTP with the results of TAS we can

conclude that the hot carriers in the hot phonon bottleneck regime have a mobility

comparable to the cold carriers. For instance, the temperatures deduced from TAS

allow one to identify that for t > 1 ps the perovskite was in the HPB regime. Under

the same experimental conditions (same excitation fluence, excess energy and time

delay), the photoconductivity reported by OPTP has already reached a plateau

(Figure 5.4), indicating that the hot carrier distribution is as mobile as the cold

carriers.

5.5 Influence of Br addition to the hot carrier dynamic

This final section will build on the results obtained in the previous sections and will

introduce a second alloy: Cs0.05(FA0.83MA0.17)0.95Pb(I0.83Br0.17)3. This is one of

the best performing MHP semiconductors to date, both in terms of efficiency and

stability[172] and therefore is a very interesting sample to study in its own right.

In the context of HCC, this sample acquires interest as it is formed by alloying the

halide. The effect of changing the halide composition on HCC has not been studied

in detail, however, one could expect, following the discussion for the mixed lead-tin

samples, its influence to be relevant since it goes to affect the same LO-phonon

modes responsible for the Fröhlich cooling and the appearance of a hot phonon

bottleneck.

5.5.1 Temperature dynamic

The sample was studied using TAS, in very similar conditions to the other samples.

The time-energy contour plot is reported in Figure 5.10, for a high fluence case,

where it looks very similar to the one reported in Figure 5.7 if not for the slightly

higher band gap (around 1.6 eV). The slight shift in the band gap is caused by

the incorporation of Br, which is known to blueshift the band gap, as already dis-

cussed briefly at the beginning of Chapter 4 in the study of Br-incorporated CsSnI3

samples[164]. Two other differences are the apparent absence of the broad PIA at

higher energies, which is still present, however appears less pronounced due to the

scale, and the faster recombination dynamic, which causes the 2506 ps spectrum to
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Figure 5.10: In panel (a) a contour plot of the transient change in absorption is re-
ported for Cs0.05(FA0.83MA0.17)0.95Pb(I0.83Br0.17)3 at 400µJ/cm2. The x axis is the
probe energy (in eV) and the y axis is pump-probe time delay, in ps. The absorp-
tion is reported for the first 1.2 ps for clarity. Three prominent features are observed
in the spectrum: a quick and narrow photoinduced absorption region at the band
gap, a strong absorption bleach just above the band gap and a broad photoinduced
absorption at higher energies, which is harder to see in the plot due to the scale.
The origin of these features is discussed with more detail in the text. In panel (b)
few transient absorption spectra are reported at different pump-probe delays. The
dashed black lines correspond to fits used to extract the carrier temperature. Part
of these spectra correspond to time slices in panel (b) and are indicated there with
matching colours.

have a smaller, redshifted peak. The reduction of the peak is obvious as there are

less carriers injected, so there is less induced transmission change. The redshift is

more subtle: it is caused by the progressive recombination of carriers which free

previously occupied states at the band edge, reducing the GSB effect. Following

the same methodology the carrier temperature versus time was extracted and it is

reported in Figure 5.11 for two excitation densities: 40 and 400µJ/cm2. This is

the same figure that was also briefly reported in Chapter 3 to illustrate the TTM

performance. In more detail, the figure reports the temperature dynamic in two

fluence cases; increasing the fluence ten-fold has, not only induced the appearance

of a slow-down of cooling (evident in the 1-100 ps range), but also an increase of

the initial temperature. The continuous lines are fits using the TTM model, and

the dashed lines are the corresponding phonon temperatures, calculated from the

same model. The small gap between the carrier and the phonon temperature in

the figure is ascribed to the Auger heating effect. The reported fit at high fluence
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Figure 5.11: Cooling dynamic of Cs0.05(FA0.83MA0.17)0.95Pb(I0.83Br0.17)3 at low and
high fluence. Continuous lines are fits using models described in the text, dashed
lines are the corresponding calculated phonon temperatures.

was obtained using the full model including a time-dependent Auger heating ef-

fect (time-dependent because the carrier density is not constant over the whole 3 ns

range at this fluence). This was required to model the slow tail in the cooling evident

at t>100 ps. The time-dependent Auger term was modelled as the square of a bi-

exponential carrier recombination: GA(t) = k3N
2(t) = GA(0)(Ae−t/τ1 + Be−t/τ2)2,

where N(t) is the carrier density, τ1 and τ2 are two recombination times and A and

B are the weights of the two exponential terms. The resulting numbers are reported

in Table 5.2, along with all the other samples. These values are consistent with the

values estimated for the full lead sample without Br.

5.5.2 Fröhlich cooling stage

As already discussed extensively, the first, fast, cooling stage is dominated by the

Fröhlich interaction, and the easiest way to study it is to rely on OPTP spec-

troscopy. The photoconductivity onset of two different samples, obtained from this

analysis, are reported in Figure 5.12: the first few ps of electric field change are

reported for the same composition prepared with different anti-solvents. Chang-

ing the anti-solvent, used to promote crystal formation, from chlorobenzene (CB)

to tolulene did not alter the cooling time τ , although the exact solvent is more

important for Sn-containing perovskites[51]. The Pb-containing perovskites, when
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Figure 5.12: In this figure the photoconductivity onset of
Cs0.05(FA0.83MA0.17)0.95Pb(I0.83Br0.17)3 with chlorobenzene (a) and toulene
(b) as anti-solvent is reported at different wavelength excitations. The trend in the
two cases is similar with shorter wavelength excitation yielding slower cooling.

compared to GaAs or CsSnI3 (extensively studied in the previous chapter), show a

more featureless pump wavelength dependence of τ , compatible with the full lead

sample studied in the previous sections. Multiple samples consistently exhibited the

same rise times. Similarly to the full lead sample without bromine the rise time is

faster than Rb0.1Cs0.9SnI3 (shown in the previous chapter) and comparable with

GaAs before side-valleys become accessible. To quantitatively compare the differ-

ent samples the same analysis described in the previous section was applied. The

outcome for Cs0.05(FA0.83MA0.17)0.95Pb(I0.83Br0.17)3 is plotted in Figure 5.13 along

with data for the full-Pb sample without bromine. The rise times start from be-

low the instrumental time resolution under resonant excitation at the bandgap (not

reported here), before slowly, but steadily, increasing with energy. For instance,

τ ' 100 fs at 2.0 eV excitation (0.4 eV excess energy), which increases to τ ' 450 fs

at 3.2 eV (1.6 eV excess energy), before plateauing. The rise times remain overall

much shorter than anything measured for Rb0.1Cs0.9SnI3 (Chapter 4), indicating

an extremely efficient hot-carrier cooling rate for both Pb based materials. From

the same figure another interesting fact can be noted: the sample without added Br

shows a systematically slower carrier cooling time than the counterpart with Br. In

the same figure it is possible to see how no major difference arises from the uses of

the two different anti-solvents.
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Figure 5.13: In this figure the cooling time for different samples is re-
ported. Cs0.05(FA0.83MA0.17)0.95PbI3 (black pentagons), and two samples of
Cs0.05(FA0.83MA0.17)0.95Pb(I0.83Br0.17)3 with different solvents used: toluene (green
diamonds) and cholorobenzene (magenta stars). The two samples with added Br
seem quite consistent with each other, and both are faster than the sample with
pure iodine. The lines are a guide to the eye.

5.5.3 Final comparison

For the pure Pb compound the partial substitution of I by Br induces a faster

Fröhlich cooling time, as can be seen in Figure 5.13. Br substitution is known to

blue-shift the frequencies of the optical phonons associated with the metal halide

octahedra.[29] The enhanced phonon frequency may increase the electron-phonon

cooling rate, for the same reasons as outlined for Sn substitution.

Regarding the HPB regime, the coupling parameters are reported in Table 5.2

along with all the other samples investigated. Gep/Ce is consistent among the various

samples, although the Br-substituted one appears to have a stronger coupling than

x Gep/Ce (THz) Gep/Cp (THz) Gpp/Cp (THz) GA(0) (THz)

0 3.3 2.7 0.2 /

0.5 1.1 0.6 0.01 /

1 1.49 0.53 0.067 /

1, with Br 2.3 0.8 0.2 0.14

Table 5.2: Here are reported the coupling rates for all the samples measured.
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the lead counterpart, which is consistent with the faster τ+. Gep/Cp is consistently

a factor 2 or 3 smaller than Gep/Ce, consistent with the simulations performed in

section 3.2 which predicted a similar ratio for the two constants given the relative

high temperature at which the HPB is triggered. The only exception is x = 0, which,

however, has a fast recombination dynamic, so the signal to noise is substantially

worse at times later than few ps, which may have influenced the value. Regarding

Gpp/Cp all the values are consistently lower than, or equal to 0.2 THz, and, as

expected, the smallest values belongs to the 50% concentration. The full lead sample,

the next smaller, has a value that is almost 7 times larger, which is consistent with

the difference in τ− in Figure 5.9. Surprisingly the Br-added sample has a stronger

coupling, comparable with the Sn one (which, as said, due to the fast recombination

is probably an upper limit), however, it should be noted that these values have been

obtained at a stronger carrier density and with a model capable of discerning the

Auger component, so the values are not necessarily comparable directly.

All these observations suggest that a small Br substitution does not change

the phonon bandstructure enough to enhance the HPB effect. Considering the

results on the lead-tin compounds, and a previous study on the metal composition

influence on HCC[115], probably the Br concentration is not enough to achieve a

substantial effect. Future studies will have to investigate this.

5.6 Final remarks

This chapter attempted to provide a broad study of the influence of alloying on HCC.

Firstly a systematic study of the HCC dynamic while changing the Pb-Sn concentra-

tion was presented: the quality of the alloyed samples was assessed and the carrier

cooling times were studied with OPTP and TAS, and analysed with the TTM intro-

duced in Chapter 3. This yielded a low-excess energy cooling time that gets faster

with mixed compositions, and two high-excess energy times (τ±) that get both longer

for mixed compositions. The HPB-dominated time τ− becomes an order of magni-

tude larger than those of the “pure” counterparts. This was linked to a widening of

the phonon band gap caused by the modification of the phonon modes associated

with the Pb-I bonds with the alloying of lighter Sn. Finally one of the best perform-

ing perovskite materials [172], consisting of Cs0.05(FA0.83MA0.17)0.95Pb(I0.83Br0.17)3

was studied. The aim was to verify if any differences arose from the halide al-

loying. The Fröhlich-dominated time seems substantially faster for the Br-added

sample, probably because of an enhancement of the phonon frequency caused by

the Br incorporation[29]. No substantial differences were found regarding the HPB-
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dominated stage, although more work is needed with additional compositions, to

verify if this is the case.

This chapter confirms the idea that the HCC is a complex subject, where

multiple phenomena coexist and influence each other yielding a very wide parameter

space, that this work only started to explore, as discussed further in the conclusions

chapter.
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Chapter 6

Carrier cooling and mass change

in InSb

In this chapter, cyclotron spectroscopy measurements on InSb are presented. This

technique was applied to investigate the effective mass of carriers at different energies

in the conduction band, either because of injection at high energies or because of

a high quasi-Fermi level. The reason why InSb was chosen for this study is its

simplicity as a case study: its physical and chemical properties are well-known and

the low band gap energy allows high injection energies to be readily accessible. On

top of that the fact that InSb is a strongly nonparabolic material allows a simplified

analytical treatment of how this influences the conductivity and how could that

affect the effective mass of carriers high in the band. At last, InSb is an interesting

material per se: with an extremely high room temperature mobility it is a promising

candidate for numerous applications, which include high-speed transistors [185],

infrared detectors [186] and quantum wells [187] as explained below.

In this chapter the first section will give a brief introduction to narrow-gap

semiconductors. The second section will introduce the analytical description of the

deviations from the parabolic approximations in the conduction band (CB) of InSb,

and will include this into the framework of the Boltzmann transport equation in

order to recover an expression for the frequency-dependent conductivity. The third

section will present the cyclotron spectroscopy results of InSb and Al0.05In0.95Sb,

along with the cyclotron resonances measured at different pump-probe delays during

the onset of photoconductivity and the cyclotron spectroscopy at different injected

number of carriers.

All the experiments performed in this chapter have been acquired by myself

and C. Xia in the laboratory of Prof. M.B. Johnston at the University of Oxford.
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Samples were prepared by Dr. M. Ashwin from the University of Warwick. The

InSb sample was a 6.5µm undoped layer of InSb, grown by molecular beam epitaxy

(MBE) on semi-insulating GaAs. The Al0.05In0.95Sb sample was grown with the

same method on the same substrate and had a thickness of 3µm. The experimental

set-up is described in section 2.1.6. The experiment was performed with a 5kHz

repetition rate laser, which generated THz radiation by focusing the 800 nm beam

onto a ZnTe crystal. Detection was also performed with a ZnTe crystal. The same

800 nm beam was used as a pump, resulting in 1.3 eV of excess energy. Most of the

results performed in this chapter, unless otherwise specified, occurred at a incident

pump power of 3mW (named “high fluence”) or 0.3mW (named “low fluence”). the

transmission spectra were measured at a pump-probe delay of 200 ps.

6.1 Narrow-gap semiconductors

Narrow-gap semiconductors, in particular indium antimonide and its compounds,

are a class of materials that have raised new interest in recent years because of their

peculiar properties [188], like a very low effective mass, and consequently high mobil-

ity, and low energy gap. In the search for new materials with functionality beyond

that of silicon the antimonide compounds stand out thanks to their high room-

temperature mobility [185, 188]. The most interesting applications so far involve:

high-speed transistors [185], infrared detectors [186] and quantum wells [187, 189].

InSb is also a promising material in the field of spintronics thanks to a large spin-

orbit coupling and enhanced g-factor in InSb quantum wells[187, 190]. Especially

in the context of quantum well technology, InSb has been used in conjunction with

Al-doped InSb (Al0.05In0.95Sb) as a barrier material. Al0.05In0.95Sb is a narrow-

gap semiconductor with a slightly larger band gap and less extreme properties than

InSb. In this chapter Al0.05In0.95Sb will often be used as comparison for InSb pe-

culiarities. In addition to the interesting applications, the extremely low band gap

of InSb (0.17 eV at room temperature) causes the bandstructure to deviate rapidly

from the parabolic approximation, and this makes InSb an interesting material to

test phenomena related to these characteristics such as the mass change at different

injected carrier densities [191].

6.2 Nonparabolicity in InSb

The most famous feature of InSb is its extremely low band gap: 0.17 eV (0.24 eV)

at 300 K (0 K). Two consequences of this fact are: the non-negligible thermal pop-
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Figure 6.1: Panel (a) parabolic band dispersion (blue) vs nonparabolic dispersion
(green). In (b) the DOS is reported for both a parabolic (blue) and nonparabolic
(green) dispersion. The shaded area is the carrier energy distribution at a temper-
ature of 300 K and a quasi-chemical potential of 100 meV.

ulation of carriers in InSb, and the high nonparabolicity of the bandstructure. All

the measurements reported in this work were performed at a lattice temperature of

2 K, and hence the former can be ignored. In general, any bandstructure is non-

parabolic: the description of a band as a parabola holds, strictly speaking, only

around an extremum. By nonparabolic, however, it is meant that the bandstruc-

ture around a minimum quickly diverts from a parabolic approximation even at low

energies. A complete description of how this happens will be provided in the re-

mainder of this section. However, in brief, the non-parabolicity can be parametrised

by a constant α ∝ 1
Eg

, and therefore the smaller the band gap the stronger the

effect. Since InSb has a very low band gap, the effect is significantly stronger than

in most semiconductors. For this reason InSb provides a benchmark for the study of

nonparabolicity[191, 192]. In this section the basics of the effects of nonparabolicity

are reviewed, in the simplified assumption of an homogeneous, isotropic material,

ignoring spin-orbit terms and multi-band effects. A compete description can be

found in Zawadzki [191].

6.2.1 Nonparabolic bandstructure

The nonparabolicity can be modelled with k ·p perturbation theory, following Kane’s

method[192]. The band energy can be given by finding ε from:

~2k2

2m∗0
=
∑
l=1

αlε
l, (6.1)
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where k is the wavevector, m∗0 is the effective mass at the Γ-point, ε is the energy and

the first two αl coefficients for InSb are α1 = 1 and α2 = α = 1
Eg

(
1− m∗0

me

)2
. This

description allows us to truncate the precision of the calculations at the preferred

order, which in this case will be the second, in such a way Equation 6.1 can rewritten

as:
~2k2

2m∗0
' ε (1 + αε) . (6.2)

From this formula it is possible to calculate an expression for the CB of InSb:

εc(k) = − 1

2α
+

1

2α

√
1 + 2α

~2k2

m∗0
. (6.3)

The difference between Equation 6.3 and a normal parabolic dispersion is reported in

Figure 6.1 (a) where the nonparabolic dispersion has a less pronounced dependence

on the wavevector k, and it tends to a linear dispersion at higher wavevectors.

Starting from Equation 6.3, most relevant quantities such as the density of states

(DOS), g(ε), or the energy dependent effective mass, m∗(ε), can be computed (see

appendix A):

g(ε) =
1

2π2

(
2m∗0
~2

)3/2

(2αε+ 1)
√
αε2 + ε, (6.4)

m∗ = m∗0
√

1 + 4εα ' m∗0(1 + 2εα). (6.5)

As an example the DOS is reported in Figure 6.1 (b) for both parabolic and non-

parabolic dispersion. It can be seen as for very low energies the DOS diverges

dramatically from the parabolic case, and is also substantially larger at very low

energies. The shaded area in the same figure represent the DOS multiplied by the

Fermi-Dirac (FD) distribution at 300 K and 100 meV chemical potential, yielding

the carrier distribution in energy. The finite temperature helps highlighting the

difference in the state occupation caused by the two different band dispersions.

Once an analytical description of the CB is given, it can be used to describe

its influence on the frequency-dependent conductivity. This is possible through the

framework of the Boltzmann transport equation, and is be the topic of the rest of

this section.

6.2.2 Boltzmann transport equation: influence of nonparabolicity

on photoconductivity

To include nonparabolicity into the frequency-dependent conductivity it is necessary

to use the Boltzmann transport equation, as previously applied for GaAs and InAs
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to interpret the conductivity at high chemical potential[193]. The basics of including

nonparabolicity into the D.C. conductivity were calculated by Zawadzki [191] in case

of an anisotropic band dispersion. Following a similar approach, the remainder of

this section provides an explicit derivation of how the nonparabolicity influences the

frequency-dependent conductivity of an isotropic material.

The Boltzmann Transport equation can be expressed as[193]:

σ(q, ω) =
e2

4π3

∫
k

τ(ê · v)2

1− iτ(ω − q · v)

(
−∂f0

∂ε

)
µ

dk, (6.6)

where τ is the momentum scattering time, ê is the polarization vector, e is the ele-

mentary charge, v is the electron velocity, ω and q are the angular frequency and the

wavevector of the probe light, and f0 is the Fermi-Dirac distribution, whose deriva-

tive is calculated at the quasi-chemical potential µ. The integral is extended in the

whole of k-space. Including nonparabolicity into the framework of the Boltzmann

transport equation can be done by incorporating Equation 6.3 into the expression

for the velocity (v = 1
~
∂εc
∂k ). A detailed calculation is given in appendix A. The

resulting frequency-dependent conductivity can be expressed as follows (ignoring

the dependence from q as per the long-wavelength approximation discussed in more

detail the appendix):

σ(ω) =
e2

3π2

√
2m∗0
~3

∫ ∞
0

τ

1− iωτ ε
3/2 (1 + εα)3/2

√
1 + 4αε+ 4α2ε2

(
−∂f0

∂ε

)
µ

dε (6.7)

In the limit of T→0 K, the derivative of the FD tends to a delta function (δ(ε−εF )),

which means the integral is evaluated only at the Fermi surface:

σ(ω) =
e2

3π2

√
2m∗0
~3

τ(εF )

1− iωτ(εF )
ε

3/2
F

(1 + εFα)3/2√
1 + 4αεF + 4α2ε2

F

. (6.8)

Equation 6.8 has a similar form, to the standard Drude conductivity (see section

2.1.3) as all of the variables are evaluated for a fixed energy surface, and are hence

constants. Defining:

N∗ =
1

3π2

(
2m∗0
~2

)3/2

ε
3/2
F (1 + αεF )

3/2, (6.9)

as a new definition of the carrier density, using the calculated expression for the

effective mass (Equation 6.5) and neglecting the term α2ε2
F in Equation 6.8 (which
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is higher order in αε), then Equation 6.8 can be rewritten as:

σ(ω) =
N∗(εF )e2

m∗(εF )

τ(εF )

1− iωτ(εF )
, (6.10)

which is a Drude-shaped frequency dependent conductivity. It is therefore possible

to conclude that the nonparabolicity would not affect the frequency dependence of

the observed spectrum. It has to be said, however, that this is true only, strictly

speaking, in the limit of T →0. At finite temperatures this is generally not correct

as the energy dependence of m∗ and τ have to be considered in Equation 6.7. This

result is especially important as if the conductivity is Drude-like in absence of a

magnetic field, it is safe to assume that this is the case for the magnetoconductivity,

therefore allowing the standard THz cyclotron spectroscopy framework to be applied

[127]. Finally, it is important to notice that Equation 6.9, in the limit αε→0 reduces

to the well-known expression for the carrier density of a Fermi gas [2].

Thanks to the formalism developed in this section it is possible now to in-

terpret the results that will follow: using THz cyclotron spectroscopy the effective

mass of InSb will be measured in different conditions. The measured values of the

effective mass will differ widely from the expected value at the Γ-point, and this

simple approach will aid the interpretation of the results.

6.3 Carrier cooling in InSb

In this section the focus will be on how the energy band relaxation of hot carriers is

reflected in the THz photoconductivity rise time, and in the change of mass during

said rise observed with cyclotron spectroscopy. After that an exploratory experiment

is reported, which was aimed at verifying if THz spectroscopy is capable of observing

the change of effective mass at different injected carrier density. All experiments

reported in this chapter were performed in a helium cryostat at a temperature of

2 K, hence µ→ εF .

6.3.1 Effective mass at low fluence

In order to measure the effective mass of InSb, cyclotron spectroscopy was per-

formed. This was done at relatively low fluence to reduce the influence of non-

parabolicity. Figure 6.2 reports the results. Transmission spectra were acquired at

different magnetic fields, between 0.1 and 1T with 0.1T steps, to ensure the reso-

nances were well within the bandwidth of the experiment (0.2-2 THz). Figure 6.2

(a) reports the various time domain traces acquired within this range, these cor-
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Figure 6.2: Panel (a) is the change in electric field induced by the pump under mag-
netic field. The oscillations induced by the cyclotron resonance are clearly visible.
All the pulses have been shifted for clarity. (b) Transmission spectra (solid lines)
clearly showing the cyclotron dip. The spectra correspond to different magnetic
fields from 0.1 to 1T, they have been shifted upwards for clarity. The dotted lines
represent fits with Lorentz functions. (c) cyclotron frequency versus magnetic field.
These are the central frequency of the Lorentz fit. The red line is a fit of the cyclotron
frequency. The corresponding obtained effective mass is m∗/m0=0.01513±0.00005.
The ν0 parameter (Equation 6.12) was fixed to 0. Panel (d) reports the linewidths,
these are the Γ linewidths of the Lorentz fits in Equation 6.11.

respond to the difference between the transmitted THz pulses with and without

photoexcitation with the presence of a magnetic field: ∆E = Eon(B)−Eoff (B). As

no thermal carriers were present at the 2 K at which the experiment was performed,

this is equivalent to E(B)−E(0). Panel (b) reports the transmission spectra as the

green continuous lines. Both have been offset vertically for clarity. Both the time

domain traces and the transmission spectra show clear signs of a resonance: as an

oscillation in the time trace and a dip in the frequency domain. The dotted lines on

the transmission spectra represent fits performed with a Lorentzian function:

L(ν) =
1

2

AΓ

(ν − νC)2 + (Γ
2 )2

. (6.11)
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From which the cyclotron frequency was extracted as the central frequency νC ,

and Γ was used as a measure of the linewidth. It should be noted that with the

definition above Γ corresponds to the full width at half maximum (FWHM). Both

these quantities are reported in Figure 6.2 (c) and (d) respectively, against the

magnetic field. The uncertainties in the central frequency have been estimated

using the uncertainty provided by the lmfit package[194], which is based on the

scipy.optimize.leastsq() method, which is part of the standard Scipy distribution.

The cyclotron frequencies (black circles) appear to be well fitted by a straight line

passing through the origin (red line):

νC = aB + ν0, (6.12)

where B is the magnetic field, a and ν0 are the line’s coefficients, and ν0 has been

fixed to 0. The effective mass is readily obtained from:

m∗ =
e

2πa
. (6.13)

The uncertainties in the central frequency have been considered in the fit of the

parameter a and propagated into the effective mass. The effective mass obtained

by the fit is: m∗/m0=0.01513±0.00005 which is slightly higher than the well known

Γ-point value of 0.014 for bulk InSb [191]. This slightly higher value is explainable

either by the formation of a polaron [195] or by the influence of nonparabolicity

[191]. Once these two effects have been noted the value obtained is consistent with

the expected value. In panel (c) the linewidths seem to be quite small (all around

0.3 THz) and basically constant with the magnetic field.

As a comparison to the experiments performed on InSb the effective mass

of Al0.05In0.95Sb is also reported. The same analysis applied to InSb is reported

for Al0.05In0.95Sb in Figure 6.3. Panel (a) reports the various time domain traces

acquired between 0.5 and 1 T, while (b) reports the transmission spectra as green

continuous lines. Both have been shifted upwards for clarity. The same analysis

performed on InSb was applied. The central frequencies and the linewidths are

reported in Figure 6.2 (c) and (d) respectively, against the magnetic field. The

cyclotron frequencies (back circles) appear to be well fitted by a straight line passing

through the origin. The linewidths at lower magnetic field are substantially higher,

this is likely caused by the fact that at these magnetic fields the dip is very close

to the lower edge of the bandwidth, so it is more complex to estimate a linewidth

accurately. The effective mass obtained by the fit is: m∗/m0=0.0231±0.0006, with

ν0 fixed to 0. The effective mass of Al0.05In0.95Sb is higher than InSb, which is
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Figure 6.3: (Panel (a) reports the change in electric field induced by the pump un-
der magnetic field. The oscillations induced by the cyclotron resonance are clearly
visible. All the pulses have been shifted for clarity. (b) Transmission spectra
(solid lines) clearly showing the cyclotron dip. The spectra correspond to differ-
ent magnetic fields from 0.6 to 1T, they have been shifted upwards for clarity. The
dotted lines represent fits with Lorentz functions. (c) cyclotron frequency versus
magnetic field. These are the central frequency of the Lorentz fit. The red line
is a fit of the cyclotron frequency. The corresponding obtained effective mass is
m∗/m0=0.0231±0.0006. The ν0 parameter was fixed to 0. Panel (d) reports the
linewidths, these are the Γ linwediths of the Lorentz fits in Equation 6.11.

expected given the larger bandgap of the alloy, and it is consistent with previous

reports [187].

6.3.2 Mass change during rise of photoconductivity

Following the approach introduced in the previous chapters, the aim is now to study

the carrier cooling of electrons in a semiconductor with an interesting, but relatively

simple, bandstructure. The approach was to track carriers while they cooled down

inside the band. Performing the experiment at 2 K allows the process to slow down

due to the bigger difference in temperatures and the reduced scattering with phonon

modes. As the rise of the photoconductivity onset became slower, this allowed

spectra to be acquired during the rise, which is almost impossible in perovskites,
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Figure 6.4: (a) plot of the onset of the pump-induced change in electric field (black
circles) and exponential rise fit (black line). The coloured circles represent the time
delays at which the transmission spectra in (b) were measured.(b) transmission
spectra at different time delays after photoexcitation (coloured circles)along with
Lorentzian fits of the cyclotron dips (coloured lines). The spectra were mesaured at
a magnetic field of B=0.4 T.

since the rise takes around 1 ps at room temperature. The transmitted relative

change in the peak of electric field is reported in Figure 6.4(a). The data (black

circles) are plotted alongside the fit of the rise time, similar to the one reported

for perovskites. This fit yielded τ=6.65±0.03 ps, which is, incidentally, much longer

than the characteristic time of the THz pulse (around 300 fs). On top of this, the

plot reports also the various time delays at which the spectrum was measured, in

different colours, corresponding to the colours of the transmission spectra reported

in Figure 6.4(b). Note also that the photoconductivity happens to be nonzero even

at times before the pump pulse (i.e. t < 0). This was interpreted as carriers

remaining from the previous photoexcitation pulse, about 200µs before. During

the course of the experiment care was taken to check that this wasn’t affecting

the measurements, which remained stable during the course of the day. In fact

the choice of defining the transmission as T = Eon(B)
Eoff (B) ensures that the cyclotron

resonances in the spectrum come only from the photoexcited carriers. In Figure

6.4(b) the transmission spectra are reported (circles) along with the fits of the dip

in the transmission (using a Lorentzian model, Equation 6.11). From these fits it

is possible to extract the effective mass value from the theory developed previously,

via:

m∗ =
eB

2πνC
. (6.14)

The values obtained from this analysis are then reported in Figure 6.5 for the differ-

ent time delays. In the plot the theoretical value at the Γ point is also reported (red
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Figure 6.5: In this figure the effective mass obtained from the fits (blue circles) is
plotted against the time after photoexcitation. The red dotted line represent the
theoretical value at the Γ point. As it can be noticed the effective mass is always
larger than this value and tends towards it during the rise time, however without
reaching it in the considered time window. The green line is a fit with a model
described in the text.

dotted line). From this plot seems clear that the effective mass is systematically

larger than the band edge value and that it tends toward this value as time goes by,

reaching it only in the limit of long times.

In order to describe this process it was attempted to fit the data in Figure

6.5 with the expression of the effective mass Equation 6.5. In this case the energy at

which the measurement is performed is not fixed but changes with time, therefore it

was modelled as follows. The excess energy injected was the pump energy 1.55 eV

(800 nm) minus the band gap energy 0.24 eV (5.16µm), and, given much lighter mass

of electrons (0.014m0), in respect to heavy holes (0.43m0) it was assumed the energy

was given mostly to electrons (it was assumed 90%): ε0 = 1.55− 0.24 = 1.31 · 0.9 =

1.2 eV. This excess energy is such that electrons have an energy that allows to

access the X-valley and the L-valley. The possible sources of photoconductivity

are: electrons in the Γ-valley, electrons in the side valleys and heavy holes. The L-

and X-valleys have effective masses of 2.45m0 and 3.9m0 respectively [196], and,

therefore, with a similar argument as for GaAs, their contribution to the total

photoconductivity will be marginal as most of the photoconductivity signal will come

from electrons in the Γ-valley rather than the side valleys. Moreover, electrons in the

X- and L-valley could have a cyclotron resonance, but well outside the experimental

range: an effective mass of 1m0, under a magnetic field of 0.4 T yields a CR of

∼9 GHz. With a similar reasoning, as the hole mobility is ten times lower than the

electron mobility, it is possible to assume that most of the photoconductivity signal

arises from electrons and that most of the cyclotron resonance signal during the rise
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comes from electron in the Γ-valley.

To describe the change of energy with time it was assumed the electrons were

losing energy in an exponential fashion:

ε(t) = ε0e
−t/τm + εF , (6.15)

where τm is the energy loss time, εF is the long time limit quasi-Fermi level at the

injected carrier density, and ε0 is the initial injected energy for electrons. Therefore,

the change of mass with time can be expressed as:

m∗(t) = m∗0

√
1 + 4α

(
ε0e−

t/τm + εF
)
. (6.16)

The result of the fit (with both ε0 and m∗0 kept constant) is reported in Figure 6.5

(continuous line). The curve seems to reproduce the results well and the output

results are: α=3.2±0.5 eV−1, εF=0.034±0.005 eV and τm=7.7±0.5 ps. These values

are interesting for the following reasons. First the nonparabolicity constant is in

relatively good agreement with the reported value of 4.1 eV−1[191], given the simple

model applied. The estimated Fermi level at this injection level is estimated to

be relatively small, but enough to keep the effective mass higher than the Γ-point

value, consistent with the measurement performed at a similar carrier density that

will be presented in the next section. It is interesting to notice that from Equation

6.9 it is possible to estimate the number of injected carriers from the Fermi level,

which is 7×1016cm−3. Finally, the energy relaxation time τm is compatible with the

rise time measured from Figure 6.4, which supports the assumption that the rise in

∆E/E directly tracks the reduction in mass of the electrons.

6.4 Carrier density influences the effective mass

6.4.1 Effective mass at high fluence

Since the effective mass value obtained at low injection was higher then expected,

attempts were made to investigate the possible causes. Differences in the carrier

density are known to affect the measured effective mass [191] (given the strong

material nonparabolicity) and so a second cyclotron spectroscopy experiment was

performed with 10× higher incident power. The results are reported in Figure 6.6.

The analysis was virtually identical to the one performed on the low fluence case.

Unfortunately one of the effects of an higher fluence is an increase in the linewidth,

which in turn washed out the dips at the higher end of the bandwidth in a way
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Figure 6.6: Panel (a) reports the time-domain change of electric field for differ-
ent magnetic fields. Panel (b) reports the transmission spectra (solid lines) and
corresponding Lorentz fits (dotted lines) for magnetic fields between 0.1 and 0.6T.
Both time- and frequency-domain traces have been shifted upwards for clarity. The
spectra at this fluence are more spread out and harder to detect at the edge of
the bandwidth. Panel (c) reports the cyclotron frequencies versus the magnetic
fields (black circles). The red line is a linear fit. The obtained effective mass is:
m∗/m0=0.01534±0.0003. The ν0 parameter (Equation 6.12) was fixed to 0. Panel
(d) reports the linewidth of the Lorentz fit. As can be seen these are wider than the
low fluence case (Figure 6.2) and increasing with the magnetic field.

that made it impossible to use any magnetic field higher than 0.6 T. In panel (a)

the time-domain traces are reported. The oscillations caused by the resonance are

clearly visible, but they are shorter-lived than the corresponding data in Figure

6.2 (a). In panel (b) the spectra are reported (continuous lines) along with the

Lorentzian fits (dotted lines). It is important to notice that in this case the range of

the fit was limited around the main dip observed, to mitigate the effect of the more

noisy data. It is possible to see how the transmission is lower than the low fluence

cases (because more carriers have been excited) and the dips look broader and more

spread out. In panel (c) the cyclotron frequencies are reported vs the magnetic

field (black circles) along with a linear fit (red line)which well describes the data.

the values obtained from this is: m∗/m0=0.0154±0.0003. This value is very similar
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Figure 6.7: The figure reports the different cyclotron plots for InSb at low and
high fluence (black circles and green diamonds respectively) and for Al0.05In0.95Sb
(Blue squares). The grey dotted line represents the expected Γ-point value of
m∗/m0=0.014.

to the low-fluence case, too close, in fact, to claim that the two are substantially

different. However from the expression of the effective mass in Equation 6.5, one

should expect, for a ten-fold increase in carrier density, a two or three-fold increase in

the effective mass. A possible explanation for this apparent discrepancy is given at

the end of the chapter. Panel (d) reports the linewidths against the magnetic field:

as anticipated they look much broader than the low fluence case (five times bigger

in the most extreme case) and slightly increasing with the field. This is possible in

the case of short-range scattering potentials, where the linewidth goes as the square

root of the magnetic field [197]. In Figure 6.7 the two sets of cyclotron frequencies

(low and high fluence with black circles and green diamonds respectively), along

with their corresponding fit lines, are reported and compared to Al0.05In0.95Sb and

with the expected value at the Γ-point (grey dotted line).

6.4.2 Effective mass at different fluences

Given the inconclusive results of the previous paragraphs and to establish a proof-

of-principle that the effects of nonparabolicity can be measured by fluence-tuning
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Figure 6.8: This plot reports the effective mass for InSb as obtained from trans-
mission spectra at 0.4T by varying the incident power. (a) reports the effective
mass where the two higher fluence points correspond to masses higer than the lower
fluence points. (b) reports the linewidth at different fluences which get significantly
bigger for higher fluence.

of cyclotron spectra, a few spectra were taken at 0.4 T at few different fluences to

check if any clear trend appeared, all at the same time delay of 200 ps. These are

reported in Figure 6.8. These spectra were acquired by fixing the magnetic field

and changing the incident power. The 3mW value is not the same dataset as in

Figure 6.6, and they all correspond to a single magnetic field. In panel (a) the

effective mass is reported against fluence and appears to be small at 0.3mW of

incident power, which significantly increases for the data at 1.5 and 3 mW incident

power. Although the value at 3 mW seems to be lower than the 1.5mW one, but still

higher than the low-fluence case. It is impossible to discern if this is a trend or an

accident with the current set of data. The effective mass is known to increase with

the carrier density in a non-linear fashion[191]. However the change observed seems

to be smaller than what would be expected (if present at all) from previous studies

[191]. The linewidth (panel (b)) instead increases substantially with increasing

power. These results represent a proof-of-principle result that measuring the effect

of nonparabolicity on the effective mass using cyclotron THz spectroscopy is likely

possible. However the difference in the effective mass is not so striking and a more

precise measurements are required. In the measurements performed during the rise,
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however, the effect was much more pronounced. These contradictions are discussed

in the final section.

6.5 Final discussion

This chapter was dedicated to the study of hot carriers in InSb and how the ef-

fective mass changes with time. A simple description of nonparabolicity and how

it influences the conductivity was given. These results were then used to interpret

the change in effective mass measured with cyclotron spectroscopy during the on-

set of photoconductivity, and the change in effective mass with a different position

of the Fermi level. The measurements of the mass change during the rise of the

photoconductivity is in reasonable agreement with the simple nonparabolic descrip-

tion of the bandstructure. The fluence-dependent measurements, instead, provided

a proof-of-principle that the fluence-tuning of the effective mass is likely possible.

However the results remain preliminary, as the difference observed is very small

(Figure 6.7), or sometimes contradictory(Figure 6.8). Carrier-density tuning of the

effective mass is something that is known to happen in InSb[191], but it was not

possible to observe it to such a degree in the experiments performed in this thesis.

A possible explanation for this discrepancies could be due to an error in the amount

of injected carriers, specifically it could be due to diffusion through the bulk of the

semiconductor. InSb, notoriously, has a very high mobility[188], which, assuming

a simple Einstein relation for diffusion: D = µekBT
e [2] (where D is the diffusivity,

µe is the electron mobility, kB is the Boltzmann constant and T the temperature),

yield a very high diffusivity. Since most of the CR experiments performed in this

chapter were taken around 200 ps after injection, diffusion through the bulk may

have reduced the actual carrier density. To test if the values are reasonable the

theoretical effective mass for a given injected carrier density was calculated. The

result is reported in Figure 6.9. The figure shows how for a relatively low carrier

density, as the one used in these experiment (from the rise time fit it was estimated

to be around 7·1016cm−3), the effective mass is still only slightly heavier than the

Γ point value, in fact it is consistent that the change between the two fluences was

relatively small. This calculation is very similar to the one performed by Zawadzki

[191], however there are some important differences: in that work the effective mass

was calculated to change as m∗ = m∗0(1 + 2αε), which is a more approximated ver-

sion than the expression calculated in Equation 6.5. This is crucial as the results of

Figure 6.8 seem to suggest that the change of effective mass with the carrier den-

sity are not pronounced at the injection level typical of OPTP experiments (around
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Figure 6.9: Calculated effective mass for a given injected carrier density using the
theory developed at the beginning. This was calculated assuming a nonparabolicity
constant of 4.1 eV−1, and calculating the injected carrier density from Equation 6.9.

1016cm−3 for these experiments). Although the role of diffusion can not be ruled

out altogether.

It has to be said, however, that this work consisted in a preliminary study,

providing a proof-of-principle that THz cyclotron spectroscopy is indeed capable of

studying the effective mass in InSb, and a more detailed study is needed. A way the

results could be improved, especially in light of the results in Figure 6.9, is by 1)

choosing a wider range of fluences in the higher end and by 2) performing accurate

measurements with magnetic field sweeps at each chosen fluence. This way a study

similar to the one in section 6.4 could be done more effectively.

In the end, it can be concluded that THz cyclotron spectroscopy is indeed ca-

pable of measuring the effective mass of InSb and its compounds, and it is sensitive

enough to measure changes in the effective mass induced by the peculiar bandstruc-

ture in InSb.
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Chapter 7

Conclusion

This thesis has reported advances in the study of the hot carrier (HC) dynamics in

metal halide perovskites (MHP) and III-V semiconductors. The work was motivated

by the potential that MHP have shown as hot carrier solar cell (HCSC) absorbers,

and the general outstanding photovoltaic properties they have shown.

Chapter 1 provided the relevant background information for the understand-

ing of the relevant concepts discussed later, as well as outlining the motivation for

the work.

Chapter 2 provided a description of the experimental methods used in this

thesis: optical pump terahertz probe spectroscopy (OPTP), transient absorption

spectroscopy (TA), and THz cyclotron spectroscopy (TCS) were described and the

information that they allow to extract outlined.

Chapter 3 presented a new phenomenological model to describe the hot car-

rier cooling (HCC) phenomenon. Firstly the physical basis of the hot phonon bottle-

neck (HPB) mechanism was introduced, along with the influence of Auger processes

in the heating of hot carriers. After that, the proposed three-temperature model

(TTM) was outlined, first in its full form including Auger heating, then in its sim-

plified form. The physical meaning behind the coupling rates was described by

showing their influence on the overall temperature dynamic. The interpretations of

the two main regimes as dominated by the Fröhlich interaction (the first regime)

and by phonon-phonon interaction (the second) were then presented along with sim-

plified models to link the experimental parameters to the underlying fundamental

processes.

Chapter 4 presented a study of HCC in Sn-based perovskites. First the qual-

ity of Br-substitution on the PV performance was assessed by estimating the diffu-

sion length from the mobility and recombination time measured with OPTP. After
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that, the complex anisotropic multi-band bandstructure of CsSnI3 was established

by a combination of DFT calculations and PL spectroscopy. These observations were

used to interpret the energy-dependence of the HCC time, which showed an abrupt

change at the energy corresponding to a second band transition. This represented

a marked difference with the GaAs case, which showed strong influence of inter-

valley scattering. The HCC time at low injection energies was then modelled with

the Fröhlich model developed in the previous chapter and found consistent semi-

quantitative results for both GaAs and CsSnI3 suggesting the common assumption

of polar scattering dominating the first stage of HCC is correct. The influence of the

bandstructure was the primary cause for a long Fröhlich cooling time, which could

explain some of the observations in the literature regarding Sn-based perovskites.

Chapter 5 presented a systematic study of a

Cs0.05(FA0.83MA0.17)0.95PbxSn1−xI3 sample series with x=0, 0.25, 0.5, 0.75

and 1. The chapter briefly presented basic characterisations as PL spectroscopy

and absorbance to identify the band gap and fraction of absorbed carriers at each

wavelength important to estimate the excess energy and the mobility respectively.

Once the static spectroscopy techniques established the successful formation of

mixed lead-tin compositions, OPTP was used to measure the mobility and the

intraband carrier cooling time at different excess energies. The mobility was higher

and relatively constant for the samples with x ≥ 0.5 and minimum for the sample

with x=0.25. The carrier cooling time was found to be minimum for x=0.25 in all

cases, and to be generally smaller for mixed compounds at low excess energies, but

more scattered for higher excess energies, were the complex bandstructure might

play a role. TA was then performed on the sample with x=0, 0.5, 1.0, and the

full temperature dynamics was extracted, showing the common two-regimes HPB

cooling curves. The two techniques were then compared showing that at similar

fluences and excess energies OPTP is only sensitive to the first stage of cooling,

dominated by the Fröhlich interaction, while TA, although more complex to model

and interpret, is capable to describe the whole temperature dynamics, solving some

discrepancies in the literature, and also suggesting that the mobility of the carriers

in the HPB regime is very similar to the mobility of cold carriers. By comparing

the samples it was observed that the mixed lead-tin sample showed a longer cooling

time in the HPB-dominated regime, which was attributed to a suppression of the

phonon-phonon coupling compared to the “pure” compounds. The alloying directly

affects the lowest LO phonon modes, as they correspond to the cage modes and the

Pb-I bonds, which are modified by the metal substitution with Sn. Finally a sample

with substituted bromine was studied, showing a more pronounced Auger effect
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(although at higher carrier density) and a electron-phonon and phonon-phonon

coupling rates showing a stronger electron-phonon coupling and a phonon-phonon

coupling similar to the full lead sample without bromine. This chapter’s results

strongly suggest that some inconsistencies in the literature might be caused by a

wrong interpretation of the results: the two cooling regimes are affected differently

by experimental parameters as the compositions, excess energy and carrier density,

as such if techniques that are sensitive only to one stage are used this could induce

misinterpretations.

The last chapter presented a different approach on the study of HCC on a

much simpler and better-studied sample, InSb. The approach consistent in studying

cyclotron resonances in the THz to measure the effective mass in different conditions

of carrier density and band energy. The effective mass of InSb and Al0.05In0.95Sb

were measured and found to be consistent with previous reports. Cyclotron reso-

nances were then measured during the rise of the change in electric field and the

resulting effective mass showed a marked time dependence, attributed to its depen-

dence on the band energy at which the electrons were at that time delay. The results

were then successfully modelled with a simple nonparabolic description of band cur-

vature. Measurements of the effective mass at higher fluence resulted in an effective

mass only marginally higher than the low fluence case, this could be explained by

the fact that the range of carrier density used is still too low to produce a significant

difference, or by a reduction of carrier density caused by diffusion, which is expected

to be quite fast given the high mobility.

7.1 Outlook and Future work

The work reported here tried to provide a systematic study of the HCC in MHP,

probably opening more questions than it answered. As discussed in chapter 5 the

parameter space defined by the HC phenomenon is really wide. In light of the

observations regarding the technique outcome in chapter 5 it would be interesting

to observe the full cooling dynamic of an inorganic tin perovskite or samples that

have not been investigated this way in the past, checking whether the some of the

conclusions reached in the last years of work hold. The work in chapter 5 also

established a strong influence of the metal on the phonon-phonon interaction, it

could be interesting to give a more complete study on the influence of the halide,

by studying systematically I-Br mixed compounds, in the same way it was done in

the metal case. Recently interest in HCC in mixed-halide perovskites has shown to

be relevant [113].
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The work done here focused on an intermediate regime of energies, where the

HPB dominates, however it should be interesting to repeat similar studies (changing

the composition and excess energy, for example) carefully tuning the fluence, to

observe the emergence of different regimes, like the Auger-dominated one, or the

polaronic effects emerging at lower carrier densities which in this work have been

neglected for simplicity.

Few steps could be done towards the realization of practical hot carrier solar

cells (HCSC), which would start from the design and realization of suitable en-

ergy selective contacts compatible with MHP. In this respect ultrafast spectroscopy

techniques could be useful in studying the charge transfer of such structures.

Aside from the HC dynamics, the role of ultrafast spectroscopy in the field

of MHP is not exhausted yet. The valuable information provided by both OPTP

and TAS will be of paramount importance in future research. The mechanism

behind the low defect sensitivity in perovskites is not fully understood and will

require more work to be completely studied, same goes for the mechanisms behind

degradation. The consequences the polaronic nature of charges has in solar cell

devices is not clear yet, and ultrafast techniques would be helpful in studying the

physics of polaron formation, their mobility and transport properties. Studying the

spin-orbit coupling physics and the effective mass of MHP using terahertz cyclotron

spectroscopy could provide interesting informations. Great interest could have the

study of more exotic structures as quasi-2D perovskites and double perovskites as

well as perovskite nanocrystals. Finally great interest is rising in understanding

the mechanisms of charge transfer between perovskite films and extraction layers

or between interfaces, for example 2D/3D perovskite structure have reached great

stability, however the role of the interface in controlling the stability is still an open

question[198].

The work in chapter 6 was preliminary and as such could easily be extended

by performing more accurate measurements, with more magnetic field points, and

on a bigger range of fluences, especially in the higher end. InSb and related materials

have shown promising properties both in the field of spintronics and in the realization

of nanostructures, as quantum wells[199, 200] and nanowires[201, 202]. Especially

THz measurements could allow a more in-depth study of the properties of such

heterostructures, by studying the momentum scattering time (and consequently the

mobility) or by performing cyclotron measurements aimed at accurately measuring

the g-factor, the strong spin-orbit coupling of InSb or the width of the Landau levels.

115



Appendix A

Calculation of Boltzmann

conductivity and other

quantities for a nonparabolic

band

A.1 Effective mass change with energy

This shows the calculations to recover the expression for the effective mass in eq.

6.5. Knowing that:

εc(k) = − 1

2α
+

1

2α

√
1 + 2α

~2k2

m∗0
, (A.1)

then the effective mass can be calculated as:

1

m∗
=

1

~2k

dε

dk
. (A.2)

Therefore:

m∗ =
~k
1
~
dε
dk

. (A.3)
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Since:

dεc
dk

=
1

2α

2~2
m∗0

2αk√
1 + 2α~2k2

m∗0

(A.4)

=

2~2k
m∗0√

1 + 2α~2k2
m∗0

. (A.5)

Then:

m∗ =
√

1 + 4εα. (A.6)

A.2 Density of states

Here a calculation of the expression for the density of states (DOS), given in eq.

6.4, is provided. Starting from the definition of nonparabolicity in eq. 6.2:

~2k2

2m∗0
' ε (1 + αε) , (A.7)

it can be solved for k:

k =

√
2m∗0
~2

(αε2 + ε). (A.8)

The volume of occupied states is:

Ω(ε) =
4π

3
k3 =

4π

3

[
2m∗0
~2

(
αε2 + ε

)]3/2
. (A.9)

Therefore the density of states is:

D(ε) =
dΩ(ε)

dε
= 2π

(
2m∗0
~2

)3/2 (
αε2 + ε

)1/2
(2αε+ 1) , (A.10)

and including the pre-factor gs
Vk

= 1
4π2 , which includes the spin degeneracy[2] the

final expression is:

g(ε) =
1

2π

(
2m∗0
~2

)3/2 (
αε2 + ε

)1/2
(2αε+ 1) . (A.11)
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A.3 Boltzmann conductivity

The Boltzmann conductivity equation in case of a generic metal or semiconductor

can be expressed as:

σ(q, ω) =
e2

4π3

∫
k

τ(ê · v)2

1− iτ(ω − q · v)

(
−∂f0

∂ε

)
µ

dk, (A.12)

where τ is the momentum scattering time, ê is the polarization vector, v is the

electron velocity, ω is the angular frequency, q is the wavevector and f0 is the Fermi-

Dirac distribution, whose derivative is calculated at the quasi-chemical potential µ.

The integral is extended across the whole k-space. From this, assuming the limit of

long wavelengths (correct, for most THz applications):

σ(ω) =
e2

4π3

∫
k

τ(ê · v)2

1− iτω

(
−∂f0

∂ε

)
µ

dk, (A.13)

which is the form that has been used in the past to implement conductivity models

starting from an energy dependent τ [193]. The long-wavelength approximation can

be justified by the following argument: for a THz beam of frequency ν ∼1 THz, the

absolute value of the wavevector is q = 2π
λ , with λ ∼300µm. From eq A.16 the

velocity can be estimated to be around ∼ 7 ·105, then the product of the wavevector

times the velocity is much smaller than the light frequency:q ·v ∼ 1·1010 Hz� 1 THz.

Assuming a polarization along x:

σ(ω) =
e2

4π3

∫
k

τv2
x

1− iτω

(
−∂f0

∂ε

)
µ

dk. (A.14)

In this formula the bandstructure is implicitly inserted in v2
x. Knowing that:

v =
1

~
∂εc
∂k

, (A.15)

an expression for v2 is readily found from:

v =
~k/m∗0√

1 + 2α~2k2
m∗0

, (A.16)

v2 =
~2k2/m∗20

1 + 2α~2k2
m∗0

. (A.17)

with m∗0 the effective mass at the Γ point and α the nonparabolicity constant. Using

these expressions and changing variables to the spherical coordinate system:
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σ(ω) =
e2

4π3

∫ ∞
0

k2dk

∫ π

0
sin θdθ

∫ 2π

0
dφ
τv2 sin2 θ cos2 φ

1− iωτ

(
−∂f0

∂ε

)
µ

, (A.18)

=
e2

4π3
π

4

3

∫ ∞
0

k2dk
τv2

1− iωτ

(
−∂f0

∂ε

)
µ

, (A.19)

=
e2

3π2

∫ ∞
0

k2dk
τ

1− iωτ
~2k2/m∗20

1 + 2α~2k2
m∗0

(
−∂f0

∂ε

)
µ

, (A.20)

where vx was expressed in terms of vx = v sin θ cosφ and the integrals over θ and φ

are equal to 4
3π. Changing variable and expressing k in terms of energy:

ε+ αε2 =
~2k2

2m∗0
, (A.21)

from which the previous equation simplifies to:

σ(ω) =
e2

3π2

∫ ∞
0

τ

1− iωτ

[
2m∗0
~2
(
ε+ ε2α

)]3/2

√
1 + 4αε+ 4α2ε2

(
−∂f0

∂ε

)
µ

dε

~2
, (A.22)

=
e2

3π2

√
2m∗0
~3

∫ ∞
0

τ

1− iωτ ε
3/2 (1 + εα)3/2

√
1 + 4αε+ 4α2ε2

(
−∂f0

∂ε

)
µ

dε. (A.23)

In the limit of T→0 K, the derivative of f0 tends to a delta function, which means

the integral is evaluated only at the Fermi surface:

σ(ω) =
e2

3π2

√
2m∗0
~3

τ(εF )

1− iωτ(εF )
ε

3/2
F

(1 + εFα)3/2√
1 + 4αεF + 4α2ε2

F

. (A.24)

Now defining:

N∗ =
1

6π2

(
2m∗0
~6

)3/2

ε
3/2
F (1 + αεF )

3/2, (A.25)

and recalling the expression for the effective mass A.6, and neglecting the term α2ε2
F

in eq. A.24 (which is higher order in αε), then eq. A.24 can be rewritten as:

σ(ω) =
N∗e2

m∗
τ(εF )

1− iωτ(εF )
, (A.26)

as presented in Equation 6.10.
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