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Abstract

Recently, energy harvesting has been exploited as a key technique in wireless com-

munications. Because conventional wireless systems are powered by batteries and

cables, they tend to have restricted lifetime and flexibility. In order to solve these

problems, wireless power has been investigated as a replacement for conventional

batteries.

This thesis focuses on energy harvesting in relaying. The data packet from

the source to relay contains three parts: pilot for channel estimation, data symbols

and pilots for harvesting. The data packet from the relay to the destination contains

two parts: data symbols and pilots for estimation.

To study energy harvesting, the performance of wireless powered communi-

cations is evaluated in terms of achievable rate and bit error rate, for applications

where the downlink and the uplink are correlated, in contrast to previous works that

assume independent uplink and downlink. Semi-closed expressions for the achiev-

able rate and series expressions for the bit error rate are derived in Nakagami m

fading channels, based on which the effect of link correlation is examined. Numerical

results show that the link correlation has a significant impact on the achievable rate.

Consequently, the optimum system parameter for correlated links is very different

from that for independent links, showing the usefulness of our results. Also, the link

correlation has a noticeable effect on the bit error rate, depending on the system

parameters considered.
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Then, performance analysis has been performed for an AF relaying system

with pilot-based channel estimation and time switching (TS) energy harvesting is

conducted. Numerical results show the existence of the optimal values of the num-

bers of pilots for channel estimation and for energy harvesting, when the total size

is fixed.

Next, three novel structures using simultaneous wireless information and

power transfer in energy harvesting amplify-and-forward (AF) relaying are inves-

tigated. Different combinations of time-switching (TS) and power-splitting (PS)

energy harvesting protocols are studied. Closed-form expressions for the cumula-

tive distribution function (CDF) of the end-to-end signal-to-noise ratio (SNR) for

the three structures are derived. Using these expressions, achievable rate (AR) and

bit-error-rate (BER) are derived. Different parameters are examined. Numerical

results show the optimal splitting ratio for channel estimation, energy harvesting

and data transmission, when the packet size is fixed.

Finally, the energy from the source and the energy from the ambient are

merged together. The three ambient structures are studied. The closed-form ex-

pressions for the cumulative distribution function (CDF) of the end-to-end signal-

to-noise ratio (SNR) for the three ambient structures are derived. Curve fitting

has been used to achieve the approximately achievable rate (AR) and bit-error-rate

(BER). The results provide the optimal values for channel estimation pilots and

power splitting ratio series for these ambient RF added structures.
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Chapter 1

Introduction

Energy harvesting (EH) relaying communication network has recently become a

crucial research area. It is a technique to power devices using energy harvested

from the source or the ambient in the relaying. In conventional communications,

devices depend on fixed wire connections or batteries, which present problems of

such as mobility and limited lifetime of fixed capacity batteries. By substituting

cables and batteries, EH can provide an attractive solution with flexible operations

and an infinite energy support. Moreover, wireless devices such as mobile phones,

wearable devices, and sensor nodes fully depend on batteries, the size of which af-

fects the usage time for these devices. In many previous works [15], the authors

have conducted researches to improve the energy efficiency of communications. EH

in wireless communications contributes immensely to conventional wireless commu-

nications, as wireless devices can be powered by energy harvested from the ambient

RF energy or the source. Thus, EH can provide a flexible operation and improved

energy efficiency.

For wireless relaying communication systems, we expect to have applications

powered by utilising environmental energy.

1.1 Background

In order to improve system performance, external sources energy can be used. For

example, solar power, thermal energy, kinetic energy, and radio frequency (RF) en-
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ergy can be converted to electrical power for wireless autonomous electronic devices.

Compared with the traditional power sources (et. oil, coal), renewable energy har-

vester provides very little power for low-energy electronics. Consequently, it can

be seen as technology to relieve energy consumption burdens. In this section, a

brief description of some accessible renewable energy sources and RF energy will

be presented. Renewable energy sources include solar, wind, and electromagnetic,

which are commonly employed in our daily life. The RF is the source for EH in

wireless communications. Those types of energy mentioned above are converted to

electricity first before being used to power devices.

From Fig. 1.1 [3], we can see the different sources of energy used in the

world over the long-term. As we can see, the traditional biofuels remain 60-70 per

cent of the total source of energy. Traditional biomass fuel remains an excellent fuel

source for cooking and heating across many low-income country households. From

the report of the World Bank, only 7 per cent of the world’s low-income people is

able to use clean fuels and technologies for cooking, and the average rate in Sub-

Saharan Africa was 13 per cent, with also approximately one-third in South Asia

still use biomass fuel mainly. For different kinds of remaining renewable energy,

hydropower is responsible for almost one-quarter of renewable consumption, while

the other renewable energy occupied a small part of the amount. It is a challenge

and also a chance for us to promote the renewable energy occupancy rate of the

power consumption.

Figure 1.1: Global energy in long-term [3].
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To sort renewable energy in greater detail, as shown in Fig. 1.2 [4], we can

see different forms of energy are being used in our daily life. They are not limited

to uses for application like food industry, personal devices, transportation sectors,

and medical devices.

Figure 1.2: Energy resources in our life [4].

1.1.1 Energy sources

There are many different kinds of energy sources for wireless EH, and they will be

discussed in the following in sequence.

Photovoltaic energy harvesting

In this part, we review the basics of photovoltaic energy and consider the optimal

power user under different conditions.

The most commonly used renewable energy is the photovoltaic (PV) energy,

which converts solar/light to electricity using semiconductor materials shown in Fig.

1.3 [5]. It can serve as the main power source to both outdoor and indoor uses. The

indoor powering is through the windows with artificial light sources to any stand-

alone electronic systems. For outdoor environment, the sun can provide around
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Figure 1.3: Photovoltaic Energy [5].

100 mw/cm2 power density of optimal situation, and the number can be reduced

to 10 mw/cm2 in a cloudy day, and around 0.5 mw/cm2 in most well-lit indoor

rooms. The efficiency of typical solar cells ranges of 5% to 20%, which means the

energy loss is around 80% to 95% through the transmission. There are two main

losses: intrinsic loss and extrinsic loss. The best PV device, concentrator’ cells are

designed to operate up to 40% efficient power. The efficiency is much less for indoor

operations, where the indoor light energy can provide enough low power densities

for applications like wireless sensor nodes [16–18].

It is also employed for isolated outdoor systems like weather stations, traf-

fic boards, and outdoor lights. PV power generation has the advantages of zero

pollution, reduced cost [19] (2019), increased reliability, and increased power effi-

ciency [20,21].

However, a major problem of PV systems is the power loss at 10-25% without

direct sunlight, and there is no reliable tracking system to maintain the harvesting

operation all the time [22]. Ambient environments like dust, clouds, and obstructions

will also affect power output. Besides, the concentration of the production in the

hours do not match the human peak activity, as compared to the primary insulation

[23], which means electricity needs to be stored for later use with other power storage

devices.

Kinetic energy harvesting

Kinetic EH involves converting mechanical energy into electrical power. Normally,

kinetic energy is presented as vibrations, motion, stress, pressure, or forces, which

converts into electrical energy by using electrostatic, piezoelectric, and electromag-

netic mechanisms, as shown in Fig. 1.4 [6]. The vibration activities can be detected
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in applications content household goods, moving structures, industrial plant equip-

ment, and civil constructions like bridges and buildings. [24] The vibration energy

can be achieved from different amplitudes and frequencies. For instance, human

movement activities can provide low-frequency and high-amplitude energy. [25, 26]

The various electrical energy which is generated by these cases also need to con-

sider the quantity and number of kinetic energy available in our daily life. Both the

efficiency of the generator and the power conversion electronics need improvements.

Kinetic energy is usually harvested from a range of applications such as

human-based, industrial-based, transport-based, and structural-based. As such, a

major challenge is that the kinetic energy harvested from different generators are

not the same, hence makes the energy harder to store and use.

Figure 1.4: Kinetic Energy [6].

Thermoelectric energy harvesting

The thermoelectric energy is universal and can be found anywhere on the Earth. In

the 1800s, Thomas Johann Seebeck discovered the phenomenon named ’Seebeck ef-

fect’. The Seebeck effect says that the temperature gradient between two conductors

connected together can generate electricity [27], as shown in Fig. 1.5 [7].

For examples, there are lots of wasted heat from human body, radiators,
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geothermal, and industrial processes. All the temperature differences can provide

thermometric energy. By using thermoelectric generators to convert heat energy

to electricity is known as the thermoelectric EH. This technology has been widely

applied in the energy supply area. The thermoelectric generators can help har-

vest wasted energy, reduce CO2 emissions, and improve energy efficiency. The

transformed electricity can be used to promote autonomous systems to elevate the

battery lifetime and capability by harvesting wasted energy from the surrounding

environment. On top of that, it can charge low-cost wireless devices such as sensors

and mobile phones from human body heat energy [28].

Figure 1.5: Thermoelectric energy [7].

Electromagnetic energy harvesting

The electromagnetic energy involves the use of electromagnetism to generate elec-

tricity, which has been done in the early 1930s as shown in Fig. 1.6 [8]. Since then,

Faraday has made a breakthrough in fundamental electromagnetic induction. The

fundamental part of the generators used today is based on rotation. Several appli-

cations have been developed from the large-scale generation of power in cars, and

smaller scale in mobile phones to recharge the battery. Electromagnetic generators

can also be used to harvest micro- to milliwatts levels of power using both rotational

and linear devices, as long as a generator is correctly designed and not constrained

in size. They can be extremely efficient converters of kinetic energy into electrical.

Attempts to miniaturise the technique using micro-engineering technology to fabri-

cate a generator, however, constantly reduce efficiency levels considerably. This part
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introduces the fundamental principles of electromagnetic induction before exploring

the scaling effects that work against successful miniaturisation. Conventional dis-

crete magnets and coils are compared with their micro-machined equivalent, and the

technical challenges of associated with micro-coils and deposited magnetic materials

are highlighted. The part concludes with a comprehensive and up to date review

and comparison of energy harvesters realised to date. The generators presented

display many of the issues previously discussed.

Figure 1.6: Electromagnetic energy [8].

Radio Frequency energy harvesting

Nowadays, RF has fully covered our daily life, such as cellular signals, Wifi signals,

and radar signals. [29] RF represents an electromagnetic frequency that can be

radiated into space shown in Fig. 1.7 [9]. The frequency range is from 300KHZ to

300GHZ. RF is a kind of current, which is a grand sum for high-frequency AC to

electromagnetic wave. The low-frequency current is the current changes for less than

1000times/per second. The high-frequency current is the current that changes for

more than 10000 times/per second. Therefore, the RF is the higher frequency band

of high frequency, and the microwave frequency band is the higher frequency band

of RF. RF technology is widely used in wireless communications like telephones,

radars, etc..

The RF EH converts the energy from the source, ambient or dedicated RF

transmitter into electricity, which is used to drive autonomous wireless devices. Be-
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cause of the characteristics of coverage area and wirelessness of the radio waves,

and also the prolonged lifetime of the low power devices for sustainable operations,

RF EH is the most reliable energy source. It is also suitable to use the same signal

for both power transfer and decoding information at the same time, which signif-

icantly promotes the efficiency of signal transmission as described in the following

paragraphs.

It is observed that EH brings a new solution to the wireless communications

problems, which allow the intermittency, infinity, and flexibly of the available energy.

It also introduces the possibility of EH incorporated with the relaying nodes in

wireless networks.

All wireless devices have power problems, resolved by either charging with

cables or replacing batteries. Therefore, RF EH is a useful supplemental energy

source to reduce the maintenance cost [30]. In various harsh environments or remote

places, the devices such sensor nodes can use RF EH as energy provision [31]. It can

even be used for embedded wireless devices in the human body, such as a cardiac

pacemaker, which is difficult to replace or charge the battery. The replacement

surgery will cost extra burden to the patient. In this case, RF EH is the best

operation. RF EH can significantly improve wireless communication systems.

The average power density of ambient RF power is typically between

0.2 nw/cm2 and 1 uw/cm2. The quantity is smaller than other energy sources

mentioned previously. Hence, it will be mainly used in low-power wireless sen-

sor networks. In [32], measurements of the RF energy harvested from the GSM

uplink from 880 to 915MHz in UK noticed that the input power was changing with

both time and frequency. In order to fit the regression methods, a more advanced

wavelet method was proposed to model the average RF ambient energy [33].

The power density of dedicated RF sources for close-field transfer can be

around watts or tens of watts, with the power efficiency is more substantial than

80% [34], it is capable to power up most remote devices. Meanwhile, the power

density for far-field transfer depends on the distance between the launcher and the

user terminal, which regularly can be between 5% to 60%. In [35], the authors

found the receiver can get milliwatts of energy when 1 Watt energy is sent from

the transmitter 10m away. Besides that, the RF will also be influenced by the

environment.
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Figure 1.7: Radio frequency energy transfer network [9].

1.1.2 Energy harvesting devices

Photovoltaic energy harvesting devices

Photovoltaic solar cells provide the most common replace energy, and are probably

the most regularly employed energy devices. Multiple types of researches and studies

have been done on Maximum Power Point Tracking (MPPT) algorithms to collect

as much energy from a solar source as possible. The PV can provide energy not only

for outdoor wireless systems operating but also can support indoor system as long

as there is light. Consider applications with PV energy, many devices like sensor

nodes, roof panels, traffic boards, and satellite panels are powered by solar. From

the past measurement, the sunlight energy gets to the surface of the Earth can

expect with a density of 100mW/cm2. With the change of different environments,

the solar energy density changes as well. For example, the power density is around

10mW/cm2 on cloudy days, and for an indoor room, it is roughly near 0.5mW/cm2.

A popular application is PV cell. It is an electrical device that converts the

energy of light directly into electricity by the photovoltaic effect, as shown in Fig.
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1.8. [10] The fundamental forms of single-junction silicon solar cell will produce a

maximum voltage of approximately 0.5 to 0.6 volts. [36] The efficiency of the PV cell

is commercial with a range from 5% to 35.9%. The world record one-sun efficiency

reaches 35.9%, through dual-junction device mechanically stacked with a Si solar

cell. [37]

This means that there are 65% to 95% solar energy wasted between transmis-

sion. Thus, for sunny days, around 5− 35.9mW power will be available for wireless

systems with a dimension of 1cm2. The power loss is usually caused, when the cells

with a high fill factor have a low equivalent series resistance and a high equivalent

shunt resistance, which makes less of the current given by the cell is dissipated in

internal losses. Besides, situations like surface recombination, shading, incomplete

absorption, and surface reflection will cause extrinsic loss [38].

Figure 1.8: Photovoltaic energy transfer network [10].

Kinetic energy harvesting devices

The piezoelectric effect will convert mechanical strain energy into electrical energy,

as shown in Fig. 1.9 [1]. The strain can be achieved from many sources: low-

frequency seismic vibrations, human motion, and acoustic noise, for some examples.

Most piezoelectric energy sources can produce power density in milliwatts, which are

only suitable for low-power devices such as self-winding wristwatches. They are also

suitable for micro-scale devices. The piezo energy harvester was first investigated

10



as an emerging energy since the 1990s in [39,40].

Figure 1.9: Kinetic energy harvester [1].

From Table. 1.1 [1], we can see for different types of piezoelectric harvesters

with different power efficiency, has a range from 0.006% to 0.39%.

Thermoelectric energy harvesting devices

Thermoelectric is also very prevalent in our life. The thermoelectric generator also

called a Seebeck generator shown, as shown in Fig. 1.10 [11]. It is a device that

converts heat flux directly into electrical energy through a phenomenon called the

Seebeck effect. Because of the unlimited power density of thermoelectric energy

source, thermoelectric will have wider application areas.

The thermoelectric generator works like heat engines, but it is more expensive

and less efficient. [47] The efficiency of the thermoelectric generator is ordinarily in

a range of 5 − 8%. Moreover, compared to the traditional devices used bimetallic

junctions, the more advanced materials were developed in the past years, such as

bismuth telluride (Bi2Te3) proposed in [48], lead telluride (PbTe)developed in [49],

and calcium manganese oxide (Ca2Mn3O8) introduced in [50].
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Table 1.1: Energy conversion efficiency of various types of piezoelectric raindrop
kinetic energy harvester [1].

Authors
Type of harvester
structures

Water drop
D or m
v or h

Harvested energy
/Kinetic energy,
E/ Ek

Conversion
Efficiency
ηE = E/Ek
100%

R. Guigon
[41]

Bridge
(PVDF)

D=3 mm,
v=4.5 ms-1

D=1.6 mm
v=3.2 ms-1

147nJ/0.143 mJ

16nJ/0.011mJ

0.1 %

0.146 %

V. K.
Wong [42,43]

Cantilever
(bimorph PZT)

LSR

MSR

HT
m=47.7 mg
v=3.7 ms-1

∗6.5J/1.96mJ

∗12.625J/3.92mJ

∗23J/5.88mJ

0.33 %

0.32 %

0.39 %

M. Al
Ahmad [44]

Cantilever
(5 layer PZT)

m=0.23 g
v=3.43 ms-1

0.08J/1.353 mJ
(75 drop /s)
1.739J/1.353 mJ
(at 200 drop/s)

0.006 %

0.128 %

S. Gart
[45]

leaf cantilever
(PVDF)

D=21.73 mm 23nJ/62J 0.037 %

Ilyas
[46]

Cantilever
(PVDF)

D=4 mm,
v=2.13 ms-1
E=0.5(0.0335)
v2 =27.4J76J

85 nJ/76J 0.11 %
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Figure 1.10: Thermoelectric energy harvester [11].

Electromagnetic energy harvesting devices

The electromagnetic harvester converts the electromagnetic radiation into electri-

cal current or voltage, as shown in Fig. 1.11 [12]. There is a large amount of

electromagnetic energy in the environment because of widely used radio and televi-

sion broadcasting now. For electromagnetic induction wireless charging, there are

various applications like a rechargeable torch, electric shaver, and lights. The ef-

ficiency has a range of 80% to 95%, which can charge devices effectively. Thus,

there is wireless charging technology with electromagnetic induction for low power

and resonance charging for high power, which is used to charge phone and vehi-

cle, respectively. There are essentially five standards for wireless charge technology:

Qi standard [51], Power Matters Alliance standard, A4WP standard, iNPOFi, and

Wi-Po. However, because the long-distance high-power wireless magneto-electric

conversion costs too much energy consumption, the electromagnetic harvester can

barely be used for short-distance EH.
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Figure 1.11: Electromagnetic energy harvester [12].

Radio Frequency energy harvesting devices

The RF energy harvester will convert the energy from the source, dedicated RF

transmitter, and ambient RF into electrical energy, as shown in Fig. 1.12 [13]. From

the other side, most of the wireless devices depends on radio waves for information

transmission, this feature makes it beneficial to use the same radio signal for both

information and EH at the same time, the details of which will be discussed in

Chapter 3.

The total quantity of RF power density based on different types of energy

sources have been discussed before. Most of the RF harvester includes an antenna,

matching circuit, rectifier, charging circuit, and battery. It is called as ”rectenna”

in many works.

The antenna is an essential part of the harvester, which grabs the electro-

magnetic waves from the environment as the first step. It is an interface between the

environment and the energy harvester. The different antenna types can be defined

base on frequency band, antenna gain, polarisation, physical dimension, or applica-

tion area. The design of single-band, multi-band, and broadband antennas can be

used for RF EH systems. [52] Multiple antennas will be capable of increasing more

potential power for harvesting [52–55], and this may enhance the RF-DC conversion

more efficiency [54]. The multi-band RF energy harvester can achieve around 15%

more than single-band in this scenario.
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Figure 1.12: Radio frequency EH technology [13].

The marching circuit usually designed from a combination of resistance, in-

ductor, or capacitor. It is used to match the impedance of the antenna and rectifier.

The rectifier is a circuit that converts RF or AC power to DC power. It is

the central part of the RF energy harvester, which has a major impact on efficiency.

Numerous studies have been done on rectifiers in [56,57].

Then, the charging circuit must be used, because the output DC voltage

level of the rectifier may not match the device. In order to avoid an accident, a

DC-to-DC voltage convector circuits need to be applied, such as, voltage multiplier,

and voltage booster, which are helpful to raise the output voltage level from the

rectifier.

Eventually, batteries are commonly used as a energy storage alternative of

super-capacitors, which utilised as a rechargeable power source in the energy har-

vester.

The comprehensive types of EH efficiency can be seen in Table. 1.2 [2].

EH wireless communication can be used in multiple exciting areas for dif-

ferent applications. The main application is to utilise EH technology into wireless

sensor networks for energy support, which are studied in [71]. Since most of the sen-

sors are designed with low-data-rate and low-power, EH can be beneficial for these
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scenarios. These applications can principally use RF energy to power low power

devices. For example, for those sensors embedded in buildings or human body with

low-capacity battery. In [72], the authors using EH as a power supply for electri-

cal devices. In other applications, a dedicated wireless power transmitter can be

applied for wireless EH, such as in [73] where the application for cellular communi-

cations was studied. Furthermore, the development of fifth-generation (5G) mobile

communications system brings us more opportunities to develop EH technology.

EH can be used for 5G to develop new communication networks. Recently,

5G network is expanding rapidly, a development that may provide critical support

for cellular communications, vehicular communications, and the Internet of Things.

In those cases, EH is an essential technology for wireless sensor networks. For ex-

ample, in [74], an integrated energy and spectrum harvesting mechanism for 5G

networks has been studied, where the spectrum harvesting was applied to cognitive

radio (CR) using the RF ambient energy opportunities to support wireless commu-

nication. They considered a multi-tiered network with the efficiency of the spectrum

and EH on device-to-device (D2D) communications. Numerical results show that

spectrum and EH likely improve the efficiency of the network.

EH may also be used for 5G cellular network. The necessity of using EH to

improve the energy efficiency of 5G systems has been investigated in [75], and various

vital technologies and challenges were considered. In [76], the results show that in 5G

service, which does not have rigorous requirements on reliability or QoS, the power

can be harvested from RF ambient sources. For those 5G services require QoS, the

authors gave a solution in [77], by proposing dedicated RF power transmitters to

supply energy, so that the RF energy would always be available when requested.

For the EH used for non-orthogonal multiple access (NOMA), the NOMA

users are powered by EH to send the data packet in 5G networks, as related works

presented in [78].

EH could also be useful for millimetre waves, by combining EH and millimetre

waves to improve the harvest efficiency, this particular ideal has been studied in [79].

Since relaying networks are widely used nowadays, it can also be used in

various communication systems, because of functional reliability. There are many

other interest applications of EH that can be expanded in the future.
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1.1.3 Wireless relaying

Nowadays, the concept of relaying has been studied as an effective solution to provide

extra coverage, enhance the reliability and improve the quality of service (QoS) in

the conventional wireless signal transmission [80]. Relaying technology is a major

area that forwards signal from the source to the destination across one or more idle

nodes antennas. In contrast, the source in traditional systems sends a signal to the

destination directly via one hop. That gives many applications in the electronic,

environment, vehicle and communications fields.

Decades years later, the concept of wireless network was first prototyped

under the brand ALOHAnet by the scientist Abramson Norman in 1969 at the Uni-

versity of Hawaii and became operational in June 1971 [81]. The relay channel was

discussed comprehensively by E. C. van der Meulen in [82–84], where he considered

the problem of transmitting information and followed with solutions for sending in-

formation. The concept of T-terminal was then proposed, which provided excellent

guidance for time-switching (TS) channel protocol [85,86].

For the second-generation (2G) digital cellular networks, the Global System

for Mobile Communications (GSM) was first deployed in Finland in December 1991

[87]. It was a standard proposed by the European Telecommunications Standards

Institute (ETSI) to depict the protocols for mobile devices.

Furthermore, CDMA (Code-Division Multiple Access) was proposed to any

of the protocols used both in second-generation (2G) and third-generation (3G)

wireless communications. CDMA is a form of multiplexing, which allows numerous

signals to occupy a single transmission channel, thus optimizing the use of available

bandwidths [88].

This case has been used in many applications, such as in LTE-Advanced as

an imperative technique [89] for the fourth generation (4G) and fifth generation

(5G) standards in wireless communications [90].

A typical cooperative wireless relaying system includes three nodes: the

source, the relay, and the destination. The fundamental system is shown in Fig.

1.13 [14]. The source terminal generates information to be delivered to another

node; the relay terminal helps to send information from source to the destination;

the destination terminal is the node that aims to receive information from the source.

The wireless relay system has two main benefits: extended coverage and improved
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throughput. The relay node can not only communicate with the relay but also

communicate directly with the destination node, which can provide the same extra

signal at the destination. By merging these data together, the diversity gain can be

achieved through shadowing or fading. For the signal coverage extension purpose,

the direct link between the source and the destination does not exist because of the

long-distance and obstacles. In this case, the relay can support to stretch the signal

either in the transmission distance or obstacles. This can improve the reliability

and capability of the wireless system.

Figure 1.13: Cooperative wireless relaying system [14].

1.1.4 Relaying protocols

There are lots of relaying strategies proposed in the last few years. The signal

relaying system contains two protocol ways: amplify-and-forward (AF) and decode-

and-forward (DF). AF is a protocol that applies its received signal while maintaining

a fixed average transmit power, which the relay amplifies the signal from the source

and forward them to the destination in the second hop. DF is another forward

protocol that decodes and re-encodes the received signal, before forwarding it to

the destination. [91–94] Therefore, AF relaying can be seen as an analogue method,

while DF relaying was as a digital method.

This signal processing at the relay is also known as making a challenge, as

the information sent by the relay does not include any additional information about

the reliability of the source-relay link.
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Comparing the performance of these two kinds of relaying systems, DF has

a complex calculation function, while AF relaying is more straightforward with

identical performance. Therefore, this thesis focuses on applying AF protocol as the

fundamental relaying to forward signal. ‘

1.1.5 Energy harvesting relaying

The current relay node uses its self-power to forward the information from source

to the destination, which will not affect the infrastructure relaying with unlimited

power support, but may interfere the signal efficiency in wireless relaying [95, 96].

Considering most wireless relaying is achieved between users, such as destination-to-

destination (D2D) used for cellular network and vehicle-to-vehicle (V2V) technology

for vehicle network. In these cases, they are all powered by batteries, and relay-

ing will reduce the battery life by assassinating others [97, 98]. Thus, the limited

capability of the battery is a big concern which leads to low signal transmission

efficiency [99]. Hence, a solution is necessary for further improvement.

EH is an excellent solution to this kind of problem, which collects a certain

value of energy from the source node at the relay and use the harvested energy

to deliver information from the relay to the destination, instead of using its self-

power at the relay. It can lessen the effect on the energy expenses incurred at

the relay, and this technique can provide additional energy to maintain the system

performance [30].

Moreover, EH does not only work on the system which the source transfers

energy to the relay but also suitable for networks applying EH [79, 100–102]. For

different types of communication network, there are various types of EH relaying

systems, which harvest energy from the ambient, dedicated power transmitter, and

the source.

The details of different EH systems will be discussed further in Chapter 2.

1.2 Open issues and challenges in energy harvesting

Those energy resources mentioned earlier, like solar and wind, are unpredictable

and are easily affected by the environment. It is a problem as wireless devices
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require stable power connections for data transmission and processing. Due to

the RF coverage and limitation of battery capability, the efficiency and ability of

wireless devices will be affected. In this thesis, we examine the situation in which

RF energy is used as the power source to supply wireless devices. EH in relaying

will harvest some energy from the source, and uses the harvested energy to forward

the signal to the destination. Both the energy from the source and ambient will

be considered in this thesis. In most scenarios, the relay uses its own power to

spectrum resource to transfer the information to the destination. The fluctuation of

wireless communication channel is always more substantial and dynamical than the

EH rates, and channel fading is the main challenge through designing a satisfying

and reliable wireless communication system.

In this section, the challenges of EH relaying are described in details as

follows.

1.2.1 Challenges toward channel fading

For reliable wireless EH relaying communications, channel fading is one of the fore-

most challenges we need to handle. Conventionally, in the relaying system, the

source sends the signal to relay in the first hop and then the relay forward signal

to the destination at the second hop. The channels are assumed to be a Rayleigh

fading channel, as the fading channel gain needs to be studied for the performance

of the system model. Following the estimated fading channel gain, we will be able

to derive the Signal-to-Noise Ratio (SNR) expressions with details.

Since the fading channel is the attenuation of a signal with various variables,

therefore, fading is usually a random process. It is essential to analyse the fading

channel gain for SR and RD links separately. In this thesis, we assume all fading

channel coefficients are complex Gaussian random variables with zero mean and

variance of 2θ2.

In the former end-to-end SNR calculation, the first step is to observe the

SNRs for the SR link and RD link, and then uses these two values to calculate the

result for end-to-end SNR. The SNRs for the SR link and RD link are usually calcu-

lated independently, it is a challenge to present them in a combination expression. In

my thesis, we derived the expressions to estimate the fading channel impact, which

will be combined and considered into the end-to-end SNR expression. Eventually,
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we can get a full expression which contains the estimated fading channel gain of SR

link and RD link. However, one of the main challenges is fading channel coefficients

estimating.

1.2.2 Challenges toward the power allocation

In order to fix the channel capacity, it is essential to use channel resources optimally.

Therefore, because of the limitation of a fixed channel size, optimal power allocation

is required to improve the efficiency of data transmission. Typically, the relaying

system includes one source, one relay, and one destination. The data packet from

the source to the relay and the data packet from the relay to the destination which

contains two parts: channel estimation and information. However, to conduct EH,

we have to distribute a part of the channel resource. It brings a challenge on

channel resource allocation among channel estimation, information decoding, and

EH. In most cases, when the communication system involves EH, it is necessary to

rebuild the system model.

1.3 Motivation of this work

EH in communication system has been extensively studied in recent years. While

most of these researches are detailed, there are still some concerns such as the op-

timum channel structures, the expansion functions of the system, and the optimal

power allocations. Therefore, for studying RF EH, those problems need to be recog-

nised and solved, which is the primary motivation of this research.

First of all, current EH studies mostly focus on simple EH from the ambient

or dedicated RF power source [22]. In [103], the authors considered the problem

without data transmission. For a full-featured EH system, we need to analyse data

transmission and EH simultaneously. The data packet includes channel estimation,

EH, and data transmission at the same time. Because the channel has a fixed ca-

pacity, optimization of the distribution of these resources is a fundamental problem.

We will discuss it in details in this thesis.

Secondly, there are two EH protocols already proposed in [80]: TS protocol

and PS protocols. Such as in [104], researcher have considered the TS and PS inde-

pendently. However, these existing channel structures are not comprehensive enough
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for all scenarios, which lead to an inspiration to merge two EH protocols into one

channel. The system model plays a vital role in the EH efficiency and performance

analysis, and an optimal structure model can adjust the system performance in EH

communications. Numerous of EH structures were proposed in previous works, but

the accuracy of these schemes were not perfect. More advanced EH structures are

developed in this thesis.

Thirdly, regarding the broadcast channel in the relaying communication sys-

tem, the current EH channel scheme in relaying system is not satisfactory [105–108].

There are many impairments like noise, fading, interference, and contributing errors

in the wireless channels, which can affect the signal transmission. It is necessary

to analyse the received signal through transmission from the source to the user

terminal. A new design of the system channel is needed for the EH wireless com-

munication systems.

1.4 Research objectives

The thesis focuses on designing the EH channels and estimating the relaying commu-

nication system performance, which is devoted to seek for the optimal EH channel

scheme. Information decoding is considered in these novel schemes, so that they

can not only harvest energy but also transmit data symbols at the same time. It

is the first time that channel estimation, EH, and data transmission are considered

concurrently.

Furthermore, to enhance the energy efficiency of the EH relaying system, the

power allocation of different schemes are analysed with their performance. The aim

is to seek the optimal EH scheme in AF relaying system.

The detailed description of the principal research objectives are shown below,

which contains the following four parts: Correlated Uplink and Downlink analysis

(which is similar to SR link and RD link): The performance of wireless powered

communications (WPC) is evaluated in terms of achievable rate (AR) and bit-error-

rate (BER), for applications where the downlink and the uplink are correlated,

in contrast to previous works that only assume independent uplink and downlink.

Semi-closed expressions for the achievable rate and series expressions for the BER

are derived in Nakagami m fading channels, and the effect of link correlation is

examined.
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TS EH in AF relaying analysis: In EH relaying, channel estimation needs

to be performed to acquire channel state information at the relay and destination.

Thus, the data packet from the source to relay contains three parts: pilot for channel

estimation, data symbols, and pilots for harvesting. The data packet from the relay

to destination contains two parts: data symbols and pilots for estimation. In this

part of work, for a fixed packet size, the outage and bit-error-rate performances are

analysed and then optimised concerning power allocation between different parts

in the data packet. The cumulative distribution function (CDF) of the end-to-end

Signal-to-Noise Ratio is derived in closed-form, based on which the outage and error

rate can be calculated.

Combination EH protocols analysis: Three novel structures using simulta-

neous wireless information and power transfer in EH AF relaying are investigated.

Different combinations of TS and PS EH protocols are studied. Three dynamic

schemes are proposed as channel estimation power splitting (CEPS), data trans-

mission power splitting (DTPS), and Channel Estimation Power Splitting (CPS).

From source to relay (SR) in these schemes, the data packet includes three parts:

channel estimation, data transmission, and EH. From relay to destination (RD) in

these schemes, the data packet includes two parts: data transmission and channel

estimation. Closed-form expressions for the CDF of the end-to-end Signal-to-Noise

Ratio of these three structures are derived. By using these expressions, achievable

rate and bit-error-rate are derived. Different parameters are examined afterwards.

Additional ambient EH analysis: Based on the EH structures proposed in

Chapter 5, the ambient RF energy has been taken into account, which improves these

three new schemes as ambient channel estimation power splitting (ACEPS), ambi-

ent data transmission power splitting (ADTPS), and ambient combination power

splitting (ACPS). The closed-form expressions for the CDF of the end-to-end Signal-

to-Noise Ratio for these three schemes are derived. By using these expressions, the

achievable rate and bit-error-rate formulations are derived, and various parameters

are examined to obtain the optimal resource allocations.

1.5 Thesis outline and contributions

This thesis have been organised as follows.

Chapter 2: Literature review and state of the art. In this chapter, the
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architecture of the EH relay system is presented; the components which are used for

channel estimation are discussed, and the previous works on uplink and downlink

are studied; the RF energy types are presented in details; and the previous works

on EH structure design are also investigated.

Chapter 3: The WPC with correlated uplink and downlink. In this chapter,

the performance of wireless communications is assessed in the ways of bit-error-rate

and achievable rate, where the uplink and downlink are correlated. The contribu-

tions of this chapter are given as follows:

It is the first time that WPC is presented with the correlated downlink and

the uplink due to fast fading Nakagami m channels. The Jakes’ model is used to

describe the correlation between different links.

Based on the system model, the semi-closed expressions for the achievable

rate and series expressions for the BER are derived. By using these expressions, the

effect of link correlation on the system performance is examined by comparing it

with that of a system assuming independent links.

Chapter 4: The TS EH in AF relaying system. An AF relaying system

with pilot-based channel estimation and TS EH is presented in this chapter. The

performance is analysed in terms of outage probability (OP) and bit-error-rate. The

contributions of this chapter are as follows.

The AF relaying system with pilot-based channel estimation and TS EH

is designed in this chapter. The CDF of the end-to-end Signal-to-Noise Ratio is

derived. Using this, the outage probability and the bit-error-rate are calculated.

Moreover, the performance is compared under different parameters. The system

with an unequal ratio between the number of pilots for channel estimation and EH

is also investigated.

Finally, the optimal allocation between the three parts of the data packet

in the first hop and the two parts of the data packet in the second hop is analysed

under different scenarios.

Chapter 5: Three novel schemes with two EH resources. In this chapter,

three novel structures using simultaneous wireless information and power transfer

in EH AF relaying are investigated. The system performance is investigated in

regard to the achievable rate and bit-error-rate. The contributions of this chapter
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are given as follows:

It is the first time three dynamic schemes are proposed as channel estimation

power splitting (CEPS), data transmission power splitting (DTPS), and combination

power splitting (CPS) in AF relaying. Both information decoding and EH are

considered at the same time. The CDF of the end-to-end SNR for the three novel

EH structures are derived in this chapter. The performance in terms of achievable

rate and bit-error-rate is analysed and compared with the power allocation.

Finally, by using the achievable rates and BER results obtained from simu-

lation analysis, the comparisons between the pilots of channel estimation and EH

are discussed. The simulation results can provide us the optimal power allocation.

Chapter 6: Three novel ambient added EH schemes. In order to examine the

efficiency of ambient RF energy, based on the EH structures designed in Chpater

5, the ambient RF added EH structures are designed. At the relay node, both the

energy from the source and RF are harvested. The performance is based on the

achievable and bit-error-rate, which will be analysed for ambient energy efficiency

and power allocation optimisation. The contribution of this chapter is as follows.

Based on the EH relaying models designed in Chapter 5, three ambient added

EH structures in AF relaying are proposed as ambient channel estimation power

splitting (ACEPS), ambient data transmission power splitting (ADTPS), and am-

bient combination power splitting (ACPS). Both information decoding and EH are

considered at the same time.

Using the same procedures as presented Chapter 5, the CDF of the end-to-

end SNR of the three ambient added EH structures are derived in this chapter. The

performance in terms of achievable rate and bit-error-rate is analysed and compared

to obtain the most suitable power allocation.

Lastly, by using achievable rate and BER results from the simulation anal-

ysis, the effect of ambient RF energy can be racognised as well as the best power

allocation.

Chapter 7: Conclusions and further work In this chapter, full summary of

the thesis is presented. The thesis research objectives are restated and discussed in

details. Finally, future research directions are included in this chapter.

All the research presented in this thesis is simulated using MATLAB.
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Table 1.2: Types of EH efficiency [2].
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Chapter 2

Background and literature

review

2.1 Introduction

EH has became an essential topic in wireless communications recently, with in-

creasing researches on both the practical and theoretical side. In this chapter, the

overview of five main areas is described and organised as follows. In Section 2.2, the

architecture of the EH relay system is presented. In Section 2.3, the components

which are used for channel estimation are discussed. In Section 2.4, the previous

works on uplink and downlink are studied. In Section 2.5, the previous works on

EH structure design are investigated. In Section 2.6, the RF energy types are listed

in details.

2.2 Architecture of the EH relay system

2.2.1 Conventional AF relaying

This section assumes a single antenna has been used and the system operates in

half-duplex (HD) mode. The half-duplex mode has been studied in [109]. Different

kinds of measurements are then examined to analyse the reliability and capacity

performance of the relaying system in the next subsection. The signal from source
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to destination will travel through two hops. The first hop is the channel from the

source to the relay (SR), and the second hop is the channel from the relay to the

destination. Assuming a total of D symbols is used for both the first hop and the

second hop, each symbol occupies a time duration of T seconds. Then there is no

direct link between the source and the destination.

In the first phase (T2 seconds), the source transmits the data packet to the

relay. The received signal for the first part of the packet can be expressed as [22]

yr =
√
Pshx+ n1 (2.1)

where D is the total number of symbols in the packet, Ps is the transmitted power

of the source, h is the complex fading gain in the channel between the source and

the relay which is a complex Gaussian with mean zero and variance 2θ2, x is the

transmitted pilot symbol with unit power E{x[i]2} = 1, E{.} represents the expec-

tation operator, and n1 is the complex additive white Gaussian noise (AWGN) with

mean zero and noise power N1.

In the second phase (T2 seconds), the signal from (2.1) will be amplified

and forwarded to the destination. The AF relay was assumed to forward the data

symbols from the source to the destination.

The received signal at the destination can be expressed as [22]

yd =
√
Prgayr + n2 (2.2)

where n2 is the AWGN at the destination during this transmission, and it is a

complex Gaussian random variable with mean zero and variance 2θ2. a is the

amplification factor which will be discussed later. Pr is the relay transmission power,

g is the fading channel coefficient in the RD link which is a complex Gaussian random

variable with mean zero and variance 2θ2.

Following the study presented in [110], the amplification factor is determined

at the relay, which affects signal transmission performance. The amplification factor

can be expressed as [22]

â2
var =

1

E|yr|2
=

1

Psh2 +N1
(2.3)

which will normalise the received signal at the relay. The channel-assisted AF has
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been studied in [111]. Since the value of a can be affected by the values of h as

a random variable, so it is necessary to adjust the value of a before analysing, so-

called variable gain AF relaying. This is the most commonly used amplification

factor, which will be discussed in the following chapters.

Using the received signal in (2.2), the energy harvested by the relay can be

expressed as [22]

Er = ηPs|h|2D (2.4)

where η is the conversion efficiency of the energy harvester. We assume that each

symbol has an interval of T = 1 second for simplicity, so Ps|h|2 is the amount of

energy picks up by the harvester at the relay. This energy will be used to transmit

symbols to the destination in the second hop from the relay to destination.

2.2.2 Conventional EH

Because the data and energy carried by the same signal can’t be processed at the

same time slot, the simplest way is to separate the signal into two parts: information

decoding and energy transfer. Two main protocols have been proposed in [80]: time-

switching (TS) and power-splitting (PS). Details of the two protocols are defined

below.

Time-switching protocol

Firstly, the TS splits the signal into several time domains in [112]. During the signal

transmission, by using a switch, one part of the transmission time in the received

signal is used for power transfer, and another part is switched for information de-

coding. The most important parameter in this protocol is the TS coefficient, which

has a range of 0 < α < 1. In one packet, the data transmission and power trans-

fer have been included together with the switch. Assuming there is no loss during

transmission, then the total transmission time can be fixed as T seconds. Therefore,

αT seconds will be used for power transfer, and the rest (1 − α)T seconds will be

used for information decoding. Hence, the received signal can be written as [22]
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Figure 2.1: Time-switching protocol

y(t) = h
√
Ps(t) + n(t)

0 ≤ t ≤ αT power transfer

αT ≤ t ≤ T information decoding
(2.5)

where Ps is the transmission power from the transmitter, s(t) is the transmitted

data symbol, h is the channel gain, and n(t) is a complex AWGN with mean zero

and variance 2σ2 in [113]. The harvested energy from the transmitter can be given

as [22]

E = ηαPs|h|2T (2.6)

where η is the EH conversion efficiency from the transmitter, and E|s(t)|2 = 1

assumes that all the transmitted symbols have unit power. According to the signal

received for information decoding, the achievable rate can be expressed as [22]

C = (1− α)log2(1 +
Ps|h|2

2σ2
). (2.7)

Afterward, the scheme can be constructed as in Fig. 2.1 [80].

Power-splitting protocol

The PS protocol makes the signal splitting in the power domain in [114]. The

received signal will separate into two parts by using power splitter: one for power
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Figure 2.2: Power-splitting protocol

transfer and one for information decoding. However, EH and information decoding

are processed at the same time, which is different from the TS protocol. The PS

factor has a range of 0 < ρ < 1. Therefore, the received signal for EH can be written

as [22]

y1(t) =
√
ρPshs(t) +

√
ρna(t) + nd(t) (2.8)

and the received signal for information decoding can be expressed as [22]

y1(t) =
√

(1− ρ)Pshs(t) +
√

1− ρna(t) + nd(t) (2.9)

where ρ is the power splitting factor, na(t) and nd(t) are both additive White Gaus-

sian noises with mean zero and variance 2σ2
a, 2σ2

d. According to the expressions

above, the harvested energy can be given by [22]

E = ηρ|h|2T (2.10)

and the corresponding achievable rate can be expressed as [22]

C = log2[1 +
(1− ρ)Ps|h|2

(1− ρ)2σ2
a + 2σ2

d

]. (2.11)

Then, the scheme can be constructed as in Fig. 2.2. [80]
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2.3 Components in channel estimation

2.3.1 Channel models

The channel model is a fundamental part of the physical layer communication sim-

ulation [115]. It is a mathematical representation to show the influence of a wireless

communication channel when signals are being processed. The channel model re-

flects the important characteristics of the channel medium according to the impulse

response. Normally the impulse response is randomly changed over time in the

wireless communication system. A brief discussion of the mathematical models is

provided as follows.

Channel estimation is an essential part of the performance analysis in wireless

relaying system [116]. Using known pilots have been studied for relaying systems,

such as the variable gain for AF relaying, both the channel statement at the re-

lay and destination are needed for channel estimation. Therefore, the estimators

are required to estimate the channel state information (CSI), individual channel

coefficients, as well as the individual channel power. For instance, in [117], linear

minimum mean squared error (LMMSE) estimation was studied in details, where the

instantaneous CSI was estimated at both the destination for coherent demodulation

and at the relay to calculate the amplification factor. There were a lot of other works

in regard to relaying channel estimation. For instance, in [117], [118] and [119], the

authors designed several different types of minimum mean squared error (MMSE)

estimators. Least squares (LS) estimator was proposed in [120]. Estimators for

individual channel coefficients were studied in [121]. Besides, the individual chan-

nel power has been estimated by using moment-based (MB) estimators, which was

created in [122]. All these estimators were designed for conventional AF relaying by

sending the pilots from relay to destination using the relay’s energy.

The root mean squared error (RMSE) is frequently used to measure the

differences between values predicted by a model or an estimator and the values

defined. In this thesis, BER and outage probability are the parameters used to

compare the performance of different channel modules. [123,124]

In [125], the authors analysed the performance in regard to BER and outage

probability in the AF relaying system. They proposed two unconventional pilot-

aided ML channel estimation methods in slowly fading Rayleigh channels: disin-

tegrated channel estimation (DCE) and cascaded channel estimation (CCE). The
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optimal values of pilot power at the source and at the relay were obtained. Mean-

while, the optimal power allocation for different parts of roles was obtained when

the wireless power was fixed. These two methods have better performance than

conventional systems in [117–119,126].

Another investigation in [104], the authors studied various MB channel es-

timators for AF relaying, at the same time, harvesting energy from the source and

applying the harvested energy to transmit information to the destination for chan-

nel estimation. The TS protocol and PS protocol were analysed separately. Two

schemes that perform channel estimation only at the destination are worse than the

two schemes that perform channel estimation at both the relay and the destination.

Thus, in this thesis, we examine the channel estimation at both the relay and the

destination.

As mentioned above, this problem was either considered without data trans-

mission or without EH, hence the two parts. In Chapter 4, the data packet carries

channel estimation, EH, and data transmission will be discussed in details.

In the last section, the time-switching and PS EH protocols were described

comprehensively. In most of the previous studies [80,127], the harvest-use structures

were used for either TS or PS, without considering different combinations of TS and

PS simultaneously. In Chapter 5, the different combinations of TS and PS EH

protocols will be studied.

Additive white Gaussian noise

In the existing communication models, AWGN is one of the most common model in

the information theory. [128] The transmitted signal is considered for the additive

random noise which can be interfered or amplified. AWGN is often a linear addition

of the white noise with a constant spectral density and a Gaussian distribution

of amplitudes. This model is not explained for fading, frequency selectivity, or

interference. However, it provides a simple and approachable mathematical model.

The AWGN channel is a useful model for many commonly used communication

links. However, it is not suitable for most terrestrial links because of the multi-path

and interference.
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The AWGN mathematical model is

r(t) = s(t) + n(t) (2.12)

where t is the time symbol, r(t) is the complete received signal in communication

systems, and n(t) is the additive white Gaussian noise in AWGN channel of a specific

channel.

However, the probability density function of the model can be presented with

the mean m and variance 2σ2 as

fd(x) =
1√

2πσ2
e−

(x−m)2

2σ2 (2.13)

where d represents the Gaussian distribution as t ∼ N(m,σ2).

According to the PDF expression, the CDF can be derived as

Fd(x) = 1−Q(
x−m
σ

) (2.14)

where the Q(.) function can be defined as [129]

Q(x) =
1√
2π

∫ inf

x
e−

t2

2 dt. (2.15)

Rayleigh Fading Channel

The Rayleigh fading is a statistical model, which can be used to measure the effect

of a propagation environment with RF signal. [130] The signal usually goes through

fading in channels during the signal transmission process. Its phase and envelope of

the channel response will be a Rayleigh distribution.

Several different models can represent the behaviour of the fading channel.

However, Rayleigh fading channel is the most fundamental and widely used one

as proposed in [130]. It is a reasonable model when there are various objects in

the environment due to the heavily built-up urban environments or the ionosphere

and troposphere on radio signals [131]. The central limit theorem will remain when

there is enough scatter, and the channel impulse responsible will be well-modelled

as a Gaussian process with mean zero, furthermore, the phase evenly distributed

between 0 and 2π radiant. [132]
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If we assume X1 and X2 are two independent distributed Gaussian random

variables, one has

C =

√
X1

2 +X2
2 (2.16)

where X1, X2 ∼ (0, σ2) are assumed to be two identically distributed Gaussian

random variables.

Moreover, the PDF of Rayleigh random variable can be expressed as

fc(x) =
d

σ2
e−

x2

2σ2 , x ≥ 0 (2.17)

where c can be seen as the channel fading amplitude. The CDF of Rayleigh random

variable is defined as

Fc(x) = 1− e−
x2

2σ2 x ≥ 0 (2.18)

where the instantaneous SNR per symbol can be given as γ = c2Es
N0

, and Es is the

energy per symbol, E(.) is the expectation operator, c2 is the power for the re-

ceived instantaneous signal, and have E(c2) = 2σ2 with the power of Gaussian noise

N0. Thus, the PDF of the instantaneous SNR can be presented as an exponential

distribution, and the expression is [130]

fγ(γ) =
1

γ̄
e
− γ
γ̄ , γ > 0. (2.19)

This will be used in future chapters.

2.3.2 Digital modulation scheme

Binary phase shift keying

The binary phase shift keying (BPSK) is the digital modulation scheme with two

phases. It is the simplest form of phase shift keying (PSK) and has attracted

great interests. There are two different phase states, and the carrier signal can be

represented as: = 0 for binary 1 and = 180 for binary 0. Therefore, this scheme

has the highest noise level before demodulation. The easiest way to represent BPSK

is by using a constellation diagram, as shown in Fig. 2.3 [133]. [134] The general
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Figure 2.3: Plot BPSK modulator reference constellation

form of BPSK follows as [134]

sn(t) =

√
2Eb
Tb

cos(2πft+ π(1− n))n = 0 or 1. (2.20)

Considering the signal transmitted in AWGN, the received signal can be

written as [134]

y(t) =
√
Ed + n(t) (2.21)

when 1 is transmitted, and Ed is the transmitted signal energy per symbol. However,

when −1 is transmitted, the received signal is defined as [134]

y(t) = −
√
Ed + n(t). (2.22)

The basic functions shown above, the BER of BPSK under the model of

white Gaussian noise can be expressed as [134]

Pb = Q(

√
2Eb
N0

) (2.23)
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or

Pb =
1

2
erfc(

√
Eb
N0

) (2.24)

where Q(.) is the Gaussian Q-function and N0 is the white Gaussian noise power.

Details of the modulation will be analyzed in Chapter 3, Chapter 4, Chapter 5, and

Chapter 6.

2.3.3 System performance measurement

In the wireless communication systems, there are various measurements that can

be used to evaluate the performance and give a guideline into the wireless system

design. In the following section, four main ones will be discussed.

Signal-to-Noise Ratio

The Signal-to-Noise Ratio (SNR) estimation is a necessary guidance in the commu-

nication system. The information can be applied in system module algorithms to

achieve the optimal performance by SNR estimation when the SNR is fixed over

a certain time period. The knowledge of the SNR can also be used for comparing

the performance of different communication systems. There are groups of technolo-

gies and applications that required the SNR estimation to reach the most suitable

operation performance.

There are numerous SNR estimators previously proposed in the early review

for one-hop systems. They are designed to operate with AWGN. Split symbol mo-

ments estimator (SSME) is normally used to estimate an estimation of SNR for

BPSK, which has been discussed in [135]. From samples of a complex received sig-

nal, the maximum-likelihood (ML) estimator has been derived by using probability

density functions in [136]. The authors also offered an estimator called Signal-to-

Noise variance (SNV) estimator in [137], which uses data decisions based on the

BPSK modulation in real AWGN and then expand into higher orders of modulation

in multiple channels. The second-order and fourth-order moments (M2M4) estima-

tor performs badly at low SNR and best at medium SNR, as discussed in [138].

For M-ary PSK-modulated signals, the Signal-to-Variation ratio (SVR) estimator

hs was designed in [139]. Since the relaying system is a two-hop system which in-

cludes one source, one relay, and one destination, for the first hop from source to the
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relay and the second hop from the relay to the destination, we can use these known

estimators to estimate the SNR under different expressions. In order to improve

the performance of SNR in the fading channel estimation, we assume both the hop

from source to the relay and the hop from the relay to the destination are Rayleigh

fading channels, and the fading gains have been estimated. [140]

The SNR is an important performance measured in the wireless communica-

tion system, which compares the levels of desired signal to the noise levels. SNR is

defined as the ratio of signal to noise power as

SNR =
Psignal
Pnoise

. (2.25)

Therefore, the average SNR can be given as

γSNR =

∫ ∞
0

γSNRf(γSNR)dγSNR (2.26)

where f(γSNR) is the PDF of the instantaneous SNR.

The overall SNR after AF can be written as

γend =
γrγd

γr + γd + 1
. (2.27)

where γr = Ps|h|2
2σ2 is the SNR of the first hop and γd = Pr|g|2

2σ2 is the SNR of the second

hop. These two SNRs can affect each other, when one of them is much smaller than

the other one, and its end-to-end SNR is almost equal to the bigger one. In some

scenarios, to reduce the mathematical loads, the approximation can be written as

γend =
γrγd
γr + γd

. (2.28)

In this function, when the SNR is very large, it can predict γr + γd + 1 ≈ γr + γd.

This mode is called harmonic mean, and was proposed by authors in [141].

There is also another SNR mode called minimum mode, which compares the

values to obtain the minimum value.
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Outage probability

The outage probability is an important measurement to evaluate the performance of

wireless communication systems, and it has been widely used in the wireless chan-

nels. The outage probability can be defined as the probability when the information

rate is less than the required threshold information rate. It is the probability that

an outage will occur within a specified time period. [130] The outage probability

threshold of the SNR can be written as [130]

Fγend(x) = Pr{γend < γth} =

∫ γth

0
pγ(γ)dγ (2.29)

where γth is the receiver sensitivity, and γend is the end-to-end SNR. R is the trans-

mission rate, and the expression above is the CDF of the end-to-end SNR.

Bit-error-rate

The BER is the number of bit errors divided by the total number of entire bits

during a certain time interval. Bit error rate performance is often expressed in

percentage.

There are multiple schemes for BER that have been discussed in [125], in-

cluding BPSK, quadrature phase-shift keying (QPSK) and M-ary pulse amplitude

modulation (M-PAM). Results show that BPSK gives the best BER performance

while M-PAM gives the worst BER performance. Therefore we use BPSK scheme

in this section.

The BER is defined as the error probability of discovery channel structure,

and it is a nonlinear function of SNR, which is a significant performance measure.

For a general form of coherent binary modulation, it can be derived as [142]

BER = aQ(
√
bx) (2.30)

where x is the instantaneous SNR. There is (a, b) = (1, 1) for binary frequency-shift

keying (BFSK), (a, b) = (2M−1
M , 6

M2−1
) for M-PAM, and (a, b) = (1, 2) for BPSK.

In the case of BPSK modulation in AWGN channels, the BER expression
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can be written as [142]

BER =
1

2
erfc(

√
Eb
N0

) (2.31)

where the Eb is the energy and the N0 is the noise, and erfc(x) is the complementary

error function evaluated for each element of x. The equation Eb
N0

is the energy per bit

to noise power spectral density ratio. The BER result will be used to describe the

performance of digital communication system. It helps us to choose the appropriate

forward error correction codes.

Also, for non-coherent modulation, the BER expression is written as

BER = ae−bx (2.32)

where (a, b) = (0.5, 0.5) for non-coherent binary frequency-shift keying (NCBFSK)

[143], and (a, b) = (0.5, 1) for differential binary phase-shift keying (DBPSK) [144].

In order to get the average BER values, we need a further integral of the instanta-

neous BER function with respect to the instantaneous SNR, together with the PDF

expression of SNR.

Achievable rate

The achievable rate can be used to measure the capacity of the system if the har-

vested energy is used immediately after the relay node harvested from variable-power

transmission. By using the same SNR in (2.13), the achievable rate can be derived

as

AR = log2(1 + γrPr) (2.33)

where Pr is the transmission power at the relay node.

2.4 RF energy harvesting

2.4.1 Previous work on WPC

Earlier works on wireless power communication commonly considered a standard

system structure, where the wireless power is broadcasted in the downlink follows

by a wireless information transmission in the uplink using the harvested wireless
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power. They are conducted mainly based on the assumption that the downlink and

uplink are independent.

In [145], the authors proposed a novel type of wireless RF powered commu-

nication network with the harvest-then-transmit protocol. Firstly, the hybrid access

point broadcasts the power to distribute users into the downlink. The users then

transmit their information to the hybrid access point in the uplink by time-division

multiple access (TDMA). The new phenomenon they found is called doubly near-

far problem, which is caused by the folded attenuation in both downlink wireless

energy transfer and uplink wireless information transmission. It can occur when

the conventional metric of network sum-throughput is maximised and a problem on

the wrong time and throughput allocation. To solve this problem, the authors have

given a new common-throughput maximisation approach, in order to allocate equal

rates without consider their distances from the hybrid access point to users. The

transmission time to users and the distances are inversely proportional.

The above investigation is conducted mainly based on the assumption that

the downlink and the uplink are independent. However, in practice, it is crucial

to analyse the performance when the downlink and the uplink are correlated. The

details of the correlated study will be presented in Chapter 3.

2.4.2 Energy harvesting model

The present literature work [146] for SWIPT networks and the related resource

allocation algorithms [147–149] are in line with a linear EH model where independent

power conversion efficiency from RF-to-direct current (DC) is compared with the

input power level of the EH circuit.

In practice, however, most of the EH circuits studied in [150–152] are fre-

quently appeared as a non-linear end-to-end wireless power transfer. Therefore, a

conventional linear EH model cannot correctly model the power which is dependent

to the EH efficiency causing a mistake for resource allocation.

Fig. 1. shows a transmitter with NT > 1 antennas for K information

receivers (IRs) and J EH receivers (ERs). All IRs are low complexity single-antenna

devices, and each ER is fitted with NR receive antennas to improve EH. In every

slot, the transmitter transmits a vector of data symbols to the K IRs.
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Figure 2.4: A downlink SWIPT system.

The received signal at the information receiver k is given by

yk = hHk

K∑
k=1

wksk + nk, k = 1.....K (2.34)

The received signal at the EH receiver j is given by

yj = gHj

K∑
k=1

wksk + nj , j = 1.....J (2.35)

where sk is the data symbol and wk ∈ CNT×1 is the beamforming vector for IR k, hk

is the channel vector between the transmitter and IR k, and Gj is the channel matrix

between the transmitter and ER j, nk ∼ CN(0, σ2
s) and nj ∼ CN(0, σ2

sINR) are the

additive white Gaussian noises (AWGN) at the IRs and the ERs, respectively. σ2
s

represents the noise power. For the linear EH, the harvested energy at ER j is

typically modelled as

Elinearj (N) = ηjPj (2.36)

and the received RF power at ER j can be written as

Pj =

K∑
k=1

Tr(wkw
H
k GjG

H
j ) (2.37)
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where 0 < ηj < 1 is the fixed energy conversion efficiency of ER j. In this linear EH

model, the independent energy conversion efficiency is compared to the input power

level at the ER, which means that the total harvested energy at the ER is linearly and

directly proportional to the received RF power. Normally, the conventional linear

EH model is only used for the specific case when the received power at all ERs is

constant. Therefore, a practical non-linear EH model is needed, which considers

the dynamics of the RF energy conversion efficiency under different input power

levels. So as to separate the system model from the specific implementation details

of the EH circuit, the non-linear EH model from logistic (sigmoidal) function can

be presented as [153]

Enon−linearj =
ψnon−linearj −Mjωj

1− ωj
(2.38)

ωj =
1

1 + expajbj
(2.39)

and the traditional logistic function related to the received RF power Pj can be

written as

ψnon−linearj =
Mj

1 + exp−aj(Pj − bj)
(2.40)

where ωj is a constant to guarantee zero-input/zero-output answer for EH, Mj is

a constant representing the maximum harvested power at ER j. Parameters aj

and bj are two constants affected by the diode turn-on voltage, capacitance, and

resistance. The parameters aj , bj , and Mj in (4) can be easily found according

to the standard curve fitting tool [153]. This proposed non-linear EH model can

achieve the joint effect of the non-linear phenomena by current leakage and circuit

sensitivity limitations [151,152].

2.4.3 RF energy types

There are numerous forms of RF-based wireless power, such as energy from the

source, energy from ambient, and energy from the dedicated transmitter. Two staple

types of power both from the source and from the ambient will be investigated in

this thesis.

For the energy from the source, in [154] and [147], simultaneous wireless

power information and power transfer were proposed, where both wireless power

and the information were sent together via the electromagnetic wave. In [154],
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the authors discussed the fundamental trade-offs between power transfer and in-

formation decoding over a single noise line. They are seeking to characterise the

communication system with immense received energy and substantial information

per unit time. Numerical results show that consideration of transmitted power is

desired.

In [147], the authors considered the electromagnetic or radio signal with wire-

less power transfer, in particular, when radio carries both energy and information

at the same time. Meanwhile, a multiple-input-multiple-output (MIMO) wireless

system includes three nodes, with one receiver harvests energy and another receiver

transmits information separately. Two scenarios were discussed, when the energy

receiver and information receiver were divided into different MIMO channels, or

used the same MIMO channels. The RF-based energy from the source will be used

in Chapter 3,4,5,6.

For energy harvested from the ambient environment, it was already studied

extensively in Chapter 1, with different kinds of harvesters and various electro-

magnetic environments, which will be used in Chapter 6, where the EH structures

promoted by combining two types of energy resources simultaneously.
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Chapter 3

The WPC with correlated

uplink and downlink

3.1 Introduction and related works

The main study in this chapter is to analyse the performance of WPC in regards

of achievable rate and BER, and for most scenarios, the uplink is related to the

downlink. This chapter of work considered the link correlation in the design of

WPC systems. The WPC and relaying system have similarities, as the downlink is

corresponded to the SR link and the uplink corresponded to the RD link. The only

difference is the WPC user sends the signal back to the base station instead of the

another user. The correlation between uplink and downlink provides a foundation

system model for future analysis of correlation between the SR link and RD link,

which is not studied in the rest of the chapters, but will be investigatived as further

work.

Previous works assumed constant of independent channels between the time-

multiplexed uplink and downlink in the two-hop relaying system. It is known that

practical channels can be described by the Jake’s model, which induces time corre-

lation. In the work of [145], the authors proposed the WPC time-division structure,

which the optimization of throughput based on different timing parameters. The

application of WPC in relaying has been studied in [155], the throughput perfor-

mance for different kinds of relaying protocols. For multiple-output-multiple-output

(MIMO) systems, the multiple antennas provide extra coverage for energy beam-
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forming have been discussed in [156–158]. In [159], the full-duplex radios have been

considered which allow the WPC system to hold more energy and information.

In this chapter, we analyzed the performance of WPC in [145] for the case

when the downlink and the uplink are correlated due to fast fading Nakagami m

channels. Semi-closed expressions for the achievable rate (AR) and series expressions

for the BER are derived. Using these expressions, the effect of link correlation

on the system performance is examined by comparing it with that of a system

assuming independent links. Numerical results show that the link correlation has a

significant impact on the achievable rate performance of WPC. Because of this, the

optimum system parameter for correlated links is considerably different from that

for independent links. The effect of link correlation on the BER performance of

WPC is also noticeable. These results give useful guidance on WPC system design.

In this chapter, the Nakagami m fading channel has been studied, which can

be applied to describe scenarios for land radio and indoor roadie. The results also

included the previous works even at the link correlation does not considered.

The remaining of this chapter is organized as follows. The system module of

the uplink and downlink is given in Section 3.2. In Section 3.3, the SCI of system

model will be estimated with details. In Section 3.4, the expressions of achievable

rate and bit-error-ratio will be derived, the channel capacity is analyzed. In Section

3.5, the performance of the wireless powered communication with correlated uplink

and downlink will be discussed regards to achievable rate and bit-error-ratio. The

conclusion of this chapter will be presented in Section 3.6.

3.2 The WPC system model

In this section, the system model will be studied, where the WPC system is similar

to the relaying in [145]. The communications session starts by broadcasting wireless

power in the downlink from the access point to all the users for τ0T seconds, where

T is the total time of power and information transmission and 0 < τ0 < 1 is the

portion of the time for wireless power transfer. There are I users in the system. The

first user sends its information to the access point for τ1T seconds in the uplink,

followed by the second user for τ2T seconds and the i-th user for τiT seconds.

Thus, time-division-multiple-access (TDMA) is adopted for different users. One has∑I
i=0 τi = 1. Without loss of generality, T = 1 second. A detailed diagram of the
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Figure 3.1: Diagram and time structure of WPC system.

considered WPC system and its time structure can be found in Fig. 3.1.

Using the above model, the received signal at the i-th user can be expressed

as

yi = hi
√
PAxA + zi (3.1)

where i = 1, 2, · · · , I, hi is the fading coefficient of the downlink from the access

point to the i-th user, PA is the transmission power of the access point, xA is the

transmitted symbol and can be set to xA = 1 for power transfer, and zi is the

additive white Gaussian noise (AWGN) in the channel with mean zero and variance

σ2.

The i-th user transmits information in the uplink to the access point for τiT

seconds so that the received signal at the access point is given by

ri = gi
√
Pixi + ni (3.2)

where gi is the fading coefficient of the uplink from the i-th user to the access point,

Pi is the transmission power of the i-th user, xi is the transmitted symbol of the i-th

user assumed to be binary phase shift keying (BPSK) modulated with xi = ±1, and

ni is the AWGN with mean zero and variance σ2. In the next section, the harvested

energy in relay and the channel estimation will be introduced.
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3.3 Time-division estimation

3.3.1 Harvested energy estimation

In the WPC system, the received signal gives the harvested energy at the i-th user

as

Gi = η|hi|2PAτ0 (3.3)

where η is the energy conversion efficiency of the energy harvester. It could be a

nonlinear function of the input power, such as [160] and [153], but in most literature,

it is assumed to be a constant. We make the same assumption here for simplicity.

It can be shown that, if a nonlinear function is considered, the final results will be

in the form of one-dimensional integrals.

The harvested power is χiGi
τi

, where χi denotes the fixed portion of power

used. Similar to [145], we assume a harvest-then-use protocol where all the harvested

energy is used for data transmission at the i-th user such that one has

Pi =
Gi
τi

=
τ0

τi
ηPA|hi|2 (3.4)

where we set χi = 1 for all users. This is the case, for example, when the users have

a battery with limited capacity such that energy storage is not viable. From (3.2)

and using (3.4), the Signal-to-Noise Ratio (SNR) of the received signal at the access

point can be calculated as

γi =
ηPAτ0

σ2τi
|gi|2|hi|2. (3.5)

3.3.2 Cascaded channel estimation

Thus,in WPC, the achievable rate of the i-th user is

Ri = τi log2(1 + γi) = τi log2

(
1 +

ηPAτ0

σ2τi
|gi|2|hi|2

)
. (3.6)

Similarly, the BER of the information transmission is

Ei =
1

2
erfc(

√
γi) =

1

2
erfc

(√
ηPAτ0

τiσ2
|gi||hi|

)
(3.7)
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where erfc(·) is the complementary error function of the Gaussian distribution. In

this work, BPSK is assumed. For higher-level modulation schemes, it has been

reported in [130] and [125] that the BER can be written as Ei = c
2erfc(

√
d
2γi),

where c = 2M−1
M and d = 1 for M-ary amplitude shift keying, and c = 2 and

d = 2 sin2(π/M) for M-ary phase shift keying as a good approximation. Also,

wireless power is mainly used for low-power applications, such as sensor networks

and RF identification, where reliability is more important than data rate. Thus,

BPSK is advantageous over higher-level modulation in these applications.

In [145] and other works in the literature, gi and hi are often assumed inde-

pendent. However, in practical fast fading channels, they can be correlated. Assume

Nakagami m fading channels. The joint probability density function (PDF) of |gi|
and |hi| is given by [130]

f|gi|,|hi|(y1, y2) =

4mm+1(y1y2)m

Γ(m)Ω1Ω2(1− ρi)(Ω1Ω2ρi)
m−1

2

e
− m

1−ρi
(
y2
1

Ω1
+
y2
2

Ω2
)
Im−1

(
2m
√
ρiy1y2√

Ω1Ω2(1− ρi)

)
(3.8)

where Im−1(·) is the (m−1)-th order modified Bessel function of the first kind [161,

eq. (8.406)], Γ(·) is the Gamma function [161, eq. (8.310)], m is the Nakagami m

parameter, Ω1 is the average fading power in the uplink, Ω2 is the average fading

power in the downlink, and ρi is the correlation coefficient between |gi| and |hi|.
The model in (3.8) is restricted to integer values of m [130]. Thus, our results are

also limited to integer values of m. They may be used as bounds for non-integer

values of m. If the Jakes’ model applies, using [130], the correlation coefficient is

determined by

ρi = J2
0

(
2πfmT

i−1∑
k=0

τk

)
(3.9)

where J0(·) is the zero-th order Bessel function of the first kind [161, eq. (8.402)]

and fm is the maximum Doppler shift. In addition, the Doppler effect induced

by the WPC system users mobility is assumed to be perfectly compensated at the

receivers. The time difference between gi and hi in the fading process is given

by
∑i−1

k=0 τk, as the uplink data transmission from the users to the access point

takes place sequentially. For example, the first user transmits data right after the

power transfer. Hence, the time difference between g1 and h1 is τ0. The second user

transmits data after the first user finishes its transmission so that the time difference

between g2 and h2 is τ0 + τ1, and so on. These time difference actually accounts

for the time-variance of the instantaneous channel state information in the system
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design, in contrast to previous works that assumed the channel state information to

be either constant or independent.

When gi and hi are independent, which is the case assumed in the literature

and is an approximation to (3.8) when fmT or τi are large such that ρi → 0, one

has

f|gi|,|hi|(y1, y2) =
4mm+1(y1y2)2m−1

Γ2(m)(Ω1Ω2)m
e
− m

Ω1
y2
1−

m
Ω2
y2
2 . (3.10)

In the following, we are going to use (3.8) and (3.10) to derive the average

achievable rate and the average BER of the i-th user and use them to examine the

effect of correlation.

3.4 Achievable rate and BER in WPC

This section first derives the achievable rate and the BER expressions for WPC. In

the first subsection, the details of achievable derivation were presented. In the second

subsection, the details of BER derivation were presented. From these expressions,

more comprehensive results will be discussed in Section 3.4.

3.4.1 Achievable rate for WPC analysis

In this section, by using (3.6), the average achievable rate can be calculated as

R̄i =

∫ ∞
0

∫ ∞
0

τi log2(1 +
ηPAτ0

σ2τi
y2

1y
2
2)

f|gi|,|hi|(y1, y2)dy1dy2 (3.11)

which requires the solution via a two-dimensional integral. After performing a two-

dimensional variable transformation as x = y1 and z = y1y2 and solving the inte-

gration over x using [161, eq. (3.478.4)], one has

R̄i =
4mm+1τi

Γ(m)Ω1Ω2(1− ρi)(Ω1Ω2ρi)
m−1

2∫ ∞
0

log2(1 +
ηPAτ0

σ2τi
z2)zm (3.12)

Im−1(
2m
√
ρiz√

Ω1Ω2(1− ρi)
)K0(

2mz

(1− ρi)
√

Ω1Ω2
)dz
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where K0(·) is the zero-th order modified Bessel function of the second kind [161,

eq. (8.407)]. This integral cannot be simplified further unless approximations are

applied. However, such a one-dimensional integral is very easy to calculate using

standard mathematical software, such as MATLAB and MATHEMATICA. On the

other hand, if one does need an approximation, from (3.12), one has

R̄i =
4mm+1τi

Γ(m)Ω1Ω2(1− ρi)(Ω1Ω2ρi)
m−1

2

∞∑
k=0

(m
√
ρi/(
√

Ω1Ω2(1− ρi)))m+2k−1

k!Γ(m+ k)∫ ∞
0

log2(1 +
ηPAτ0

σ2τi
z2)z2m+2k−1

K0(
2mz

(1− ρi)
√

Ω1Ω2
)dz (3.13)

where the series expansion of Im−1(·) in [161, eq. (8.445)] has been used. The

function of K0(x) decays very fast with x. It can be shown that the integrand in

(3.13) is very small when x > 10. Thus, we can perform a least-squares curve-fitting

on K0(x)for 0 < x < 10, which gives us K0(x) ≈ 2.7e−1.9x. Using this approximation

in (3.13), one has

R̄i ≈
10.8mm+1τi

Γ(m)Ω1Ω2(1− ρi)(Ω1Ω2ρi)
m−1

2

∞∑
k=0

(m
√
ρi/(
√

Ω1Ω2(1− ρi)))m+2k−1

k!Γ(m+ k) ln 2

(
(1− ρi)

√
Ω1Ω2

3.8m
)2m+2k (3.14)

F (
ηPAτ0

σ2τi

(1− ρi)2Ω1Ω2

3.8m2
, 2m+ 2k − 1)

where

F (a, n) =

∫ ∞
0

ln(1 + at2)tne−tdt

= nF (a, n− 1) +G(a, n) (3.15)

F (a, 0) = ln a + 2[ln 1√
a
− ci( 1√

a
) cos( 1√

a
) − si( 1√

a
) sin( 1√

a
)] by using [161, eq.

(4.338.1)] and G(a, n) = (−1)
n+1

2 ( 1√
a
)n[ci( 1√

a
) sin( 1√

a
)−si( 1√

a
) cos( 1√

a
)]+
∑n+1

2
j=1 (n+

1 − 2j)!(− 1
a)j−1 for odd values of n, G(a, n) = (−1)

n
2
−1( 1√

a
)n[ci( 1√

a
) cos( 1√

a
) +

si( 1√
a
) sin( 1√

a
)] +

∑n
2
j=1(n + 1 − 2j)!(− 1

a)j−1 for even values of n, using [161, eq.
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(3.356.1)] and [161, eq. (3.356.2)], ci(·) and si(·) are the cosine integral and the sine

integral, respectively [161, eq. (8.230)].

Similarly, if the links are independent, one has

R̄i =
4m2mτi

Γ2(m)(Ω1Ω2)m

∫ ∞
0

log2(1 +
ηPAτ0

σ2τi
z2)

z2m−1K0(
2mz√
Ω1Ω2

)dz. (3.16)

Equation (3.16) can also be obtained from (3.13) by using the series expansion of the

Bessel function Im−1(·) [161, eq. (8.445)] and letting ρi → 0 in the expanded result,

assuming that the integration and the limiting operations can exchange orders.

Using K0(x) ≈ 2.7e−1.9x, a simpler approximation can also be derived as

R̄i ≈
10.8m2mτi

Γ2(m)(Ω1Ω2)m ln 2
(

√
Ω1Ω2

3.8m
)2m

F (
ηPAτ0

σ2τi

Ω1Ω2

3.82m2
, 2m− 1) (3.17)

where F (a, n) is given by (3.15).

3.4.2 BER for WPC analysis

In this section, by using (3.7) and integration by parts, the average BER can be

obtained as

Ēi =

√
ηPAτ0

πσ2τi

∫ ∞
0

e
− ηPAτ0

τiσ
2 z2

F|gi||hi|(z)dz (3.18)

where F|gi||hi|(z) is the cumulative distribution function (CDF) of |gi||hi|. Using

(3.8) and [161, eq. (8.445)], the CDF of |gi||hi| is

F|gi||hi|(z) =
4mm+1

Γ(m)Ω1Ω2(1− ρi)(Ω1Ω2ρi)
m−1

2

∞∑
k=0

1

k!Γ(m+ k)

[
m
√
ρi√

Ω1Ω2(1− ρi)

]m−1+2k

∫ ∞
0

y2m−1+2k
2 e

− m
1−ρi

y2
2

Ω2

∫ z/y2

0

y2m+2k−1
1 e

− m
1−ρi

y2
1

Ω1 dy1dy2. (3.19)
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The inner integral can be solved by letting t = y2
1 and using [161, eq. (3.351.1)] as∫ z/y2

0
y2m+2k−1

1 e
− m

1−ρi
y2
1

Ω1 dy1

=
(m+ k − 1)!

2( m
(1−ρi)Ω1

)m+k
[1− e

− m
1−ρi

z2

Ω1y
2
2

m+k−1∑
j=0

(z2/y2
2)j

j!
[
(1− ρi)Ω1

m
]j ]. (3.20)

Then, using [161, eq. (3.461.3)] and [161, eq. (3.478.4)], the CDF becomes

F|gi||hi|(z) =

∞∑
k=0

2ρkim
2m+2k

k!Γ(m)(Ω1Ω2)m+k(1− ρi)m+2k

[
(m+ k − 1)!(Ω1Ω2)m+k(1− ρi)2m+2k

2m2m+2k

−
m+k−1∑
j=0

1

j!
(
z(1− ρi)

√
Ω1Ω2

m
)m+k−i

Km+k−i(
2mz

(1− ρi)
√

Ω1Ω2
)]. (3.21)

Thus, the average BER can be derived by using (3.21), [161, eq. (3.461.3)] and [161,

eq. (6.631.3)] as

Ēi =

√
ηPAτ0

πσ2τi

∞∑
k=0

2ρkim
2m+2k

k!Γ(m)(Ω1Ω2)m+k(1− ρi)m+2k

[
(m+ k − 1)!(Ω1Ω2)m+k(1− ρi)2m+2k
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ηPAτ0/(πτiσ2)

−
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1

j!
(
(1− ρi)

√
Ω1Ω2

m
)m+k−i+1

Γ(m+ k + 0.5)Γ(i+ 0.5)

4(
√

ηPAτ0
τiσ2 )m+k+i

e
m2τiσ

2

2(1−ρi)2Ω1Ω2ηPAτ0

W−m+k+i
2

,m+k−i
2

(
m2τiσ

2

(1− ρi)2Ω1Ω2ηPAτ0
)] (3.22)

where W (·) is the Whittaker function [161, eq. (9.220.4)].

When the links are independent, using a similar method, the CDF of |gi||hi|
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can be obtained as

F|gi||hi|(z) = 1− 2mm

Γ(m)Ωm
2

m−1∑
k=0

(m/Ω1)k

k!
(
Ω2

Ω1
)
m−k

2

zm+kKm−k(
2mz√
Ω1Ω2

). (3.23)

Using (3.23), the average BER in this case is given by

Ēi =
1

2
− 1

2

mm−1

Γ(m)
√
π(Ω1Ω2)

m−1
2

(

√
ηPAτ0

τiσ2
)1−m (3.24)

m−1∑
k=0

Γ(m+ 0.5)Γ(k + 0.5)

k!
(m

√
τiσ2

Ω1Ω2ηPAτ0
)k

e
m2τiσ

2

2ηPAτ0Ω1Ω2W−m+k
2

,m−k
2

(
m2τiσ

2

ηPAτ0Ω1Ω2
).

Both (3.22) and (3.24) are derived in series expressions. One can also let m = 1

in (3.22) and (3.24) to obtain the results for Rayleigh fading channels. This will

simplify the results further. Next, we will show some numerical examples using the

expressions derived.

3.5 Numerical results and discussion

In this section, the performance of WPC in correlated links will be examined through

numerical examples and compared with the performance of WPC in independent

links as assumed in the literature. In the examination, we fix η = 0.5, Ω1 = Ω2 = 1,

while we vary the values of τ0, fmT , m, γ̄ = PA
σ2 . From (3.14), (3.17), (3.22) and

(3.24), the performance is determined by PAΩ1Ω2

σ2 . Thus, we can either fix PA
σ2 or fix

Ω1 and Ω2, as they are equivalent. The presented results are mainly for the case

of one user when τ0 + τ1 = 1, unless it is explicitly stated that other numbers of

users are used. The analytical results are calculated by using the equations derived

in the previous two sections, and they are verified by simulation denoted as the star

marker in the figures.
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Figure 3.2: Truncation error vs. the number of truncated terms k.

3.5.1 Truncation error evaluation

Fig. 3.2 shows how the error changes with the number of terms used to calculate the

infinite series in (3.14) and (3.22) for the analytical results, when τ0 = 0.4, γ̄ = 10dB,

fmT = 0.5. The error is calculated as the absolute value of the difference between

the true value and the truncated value normalized by the true value. We can see

that the error approaches zero quickly when the number of terms used increases. In

particular, the error for the BER is much smaller than that for the achievable rate,

and the error for m = 1 is smaller than that for m = 2. In the following figures,

we use k = 10 terms. This means that the error is less than 0.14% in the cases

considered.
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Figure 3.3: Achievable rate vs. τ0 for different values of fmT in the Jakes’ model.

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

τ
0

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

2.2

2.4

A
ch

ie
va

bl
e 

ra
te

 (
bi

ts
/s

/H
z)

m=1

γ̄=10 dB, fmT=0.5

γ̄=20 dB, fmT=0.5

γ̄=10 dB, independent

γ̄=20 dB, independent

The star marker denotes simulation

Figure 3.4: Achievable rate vs. τ0 for different values of γ̄ in the channel.
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3.5.2 Achievable rate performance evaluation

Figs. 3.3 - 3.7 examine the achievable rate performance of the WPC system under

different conditions. In particular, Fig. 3.3 shows the achievable rate versus τ0 for

different values of fmT . The value of fmT determines the correlation of the links.

The smaller the value of fmT is, the more correlated the links will be. Several

observations can be made from Fig. 3.3. First, there exists an optimum τ0 in all

the cases considered, as expected, as a larger τ0 generates more harvested power

and higher SNR in the received signal at the access point, but it also reduces the

effective time for data transmission. Second, different values of fmT give different

achievable rates. For example, the optimum τ0 for fmT = 0.5 is around 0.4, while the

optimum τ0 for independent links is around 0.5. Their maximum achievable rates are

different too. Thus, the link correlation affects the WPC performance significantly.

On the other hand, when τ0 > 0.6, their performance is very similar. From (3.9),

ρ1 = J2
0 (2πfmTτ0). Thus, the correlation coefficient in general decreases when τ0

increases. When τ0 = 0.6 and fmT = 0.5, one can find that ρ1 ≈ 0.08, which is very

close to 0. Thus, although the correlation affects the WPC performance, this effect

may be ignored when the correlation coefficient is small. Finally, if one considers

the independent links as the case when fmT →∞, one sees that the achievable rate

increases and the optimum τ0 decrease when fmT decreases, as the link correlation,

benefits the WPC performance and for smaller correlation a larger value of τ0 is

needed to harvest more power.

Figs. 3.4 and 3.5 show the achievable rate versus τ0 for different values of

γ̄ and m, respectively. One sees that the achievable rate performance of the WPC

system can also be significantly affected by the values of γ̄ and m. Specifically,

the achievable rate increases when γ̄ and m increase, as expected, as the channel

conditions become better for larger values of γ̄ and m. In Fig. 3.4, the optimum

τ0 decreases when γ̄ increases, while in Fig. 3.5, the optimum τ0 increases when m

increases. Similar to Fig. 3.3, comparing the WPC performance for correlated links

with that for independent links, one sees that their performance is similar when τ0

is large due to low correlation but are significantly different when τ0 is small with

large correlation. Comparing Figs. 3.4 and 3.5 with Fig. 3.3, one sees that γ̄ has

the largest impact on the rate performance, followed by m and then fmT . Thus,

increasing the transmission power PA is still the most effective way of improving the

system performance. Also, in all these figures, the rate of increase at small values

of τ0 is higher than the rate of decrease at large values of τ0. This implies that
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Figure 3.5: Achievable rate vs. τ0 for different values of the Nakagami m parameter
in the channel.

the achievable rate is more sensitive to the harvesting time at small values of τ0.

Mathematically, from (3.6), when τ0 is very small, log2(1 + x) ≈ x such that Ri

approximately linearly increases with τ0, as τi is cancelled out. When τ0 is large, τi

cannot be cancelled. In this case, due to τi, Ri decreases at a slower rate.

Fig. 3.6 shows the maximum achievable rate versus fmT for different values

of γ̄. One sees from Fig. 3.6 that the maximum rate increases slowly when fmT

decreases. However, when γ̄ increases, the maximum rate increases significantly,

indicating that γ̄ has a larger impact on the rate performance than fmT . Fig. 3.7

shows the optimum τ0 versus γ̄ for different values of fmT . From this figure, the

optimum values of τ0 are significantly different between correlated links and inde-

pendent links. For example, when γ̄ = 10 dB, the optimum τ0 for independent links

is 0.48, while the optimum τ0 for correlated links is around 0.38. Since the maxi-

mum value of τ0 is 1, this represents 12% difference. This difference increases when

γ̄ decreases. This implies that, for low-power applications, the link correlation has

a huge impact on system performance. In general, the difference between different
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Figure 3.6: Maximum achievable rate vs. fmT for different values of γ̄ in the Jakes’
model.

correlations is much smaller than the difference between correlated and independent

links. This allows a more robust choice of the harvesting time for correlated links.

This shows that our results are useful for practical WPC system designs when the

link may be correlated due to a short power transfer time.

3.5.3 BER performance evaluation

Fig. 3.8 shows the BER performance of the WPC system for different parameters.

One sees from this figure that the BER decreases when γ̄ increases. The BER does

change considerably when fmT changes in the cases considered, implying that the

link correlation also has a noticeable effect on the BER performance of the WPC

system. Also, the BER always decreases when τ0 increases, as a larger τ0 will

produce more harvested power and hence higher SNR in the received signal. In this

case, BER is not determined by τi and thus, unlike the achievable rate, there is no

optimum τ0 for BER. Again, γ̄ has a larger impact than fmT . The decrease of BER

59



10 11 12 13 14 15 16 17 18 19 20
γ̄ (dB)

0.28

0.3

0.32

0.34

0.36

0.38

0.4

0.42

0.44

0.46

0.48

O
pt

im
um

 τ
0

m=1

f
m

T=0.3

f
m

T=0.5

Independent

Figure 3.7: Optimum τ0 vs. γ̄ for different values of fmT in the Jakes’ model.

with τ0 is noticeable but not as dramatic as that of achievable rate. Also, the BER

is relatively high even for γ̄ = 20dB, because the signal suffers from one power loss

from the downlink and another power loss from the uplink when it is received at the

access point. Besides, only part of the transmitted power is harvested.

Fig. 3.9 shows the BER vs. γ̄ for different channel conditions and m. One

sees from this figure that the BER decreases with γ̄, as expected. It is noted that

the BER decreases with the value of m. Both γ̄ and m have a significant impact on

the BER performance. For example, at 10−3, m = 2 has a gain of about 15 dB over

m = 1. Again, the correlated links have higher BER than the independent links.

The gap increases when m increases. Fig. 3.10 shows the sum rate of two users vs.

τ0, when γ̄ = 10dB, fmT = 0.5 and m = 1 for different values of τ1. In this case,

τ0 + τ1 + τ2 = 1. One sees that there exists an optimum τ0 that maximizes the sum

rate for a fixed value of τ1, when the value of τ1 increases from 0.05 to 0.30 with

a step size of 0.05, the maximum rate increases and the corresponding optimum τ0

decreases. When τ1 is larger than 0.30 and keeps increasing, the maximum rate

decreases again, implying that there is a global maximum sum rate.
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Figure 3.8: BER vs. τ0 for different values of fmT and γ̄ in the Jakes’ model.

3.6 Conclusions

The performance of the WPC system has been analyzed when the downlink and

the uplink are correlated in Nakagami m fading channels. Semi-closed expressions

for the achievable rate and series expressions for the BER have been derived. The

effect of the link correlation on the achievable rate and the BER has been examined

for different system settings. Numerical results have quantified the performance

degradation due to link correlation. From these results, the rate degradation is

significant when τ0 < 0.6 or less than 60% of the transmission time is used for EH.

They have also shown that the transmission power has the largest impact, followed

by the Nakagami m parameter and then the Doppler shift, on the achievable rate

in the correlated case. This leads to a considerably different choice of the optimum

harvesting time, compared with the independent case. On the other hand, the BER

change is noticeable but not as significant as the rate change. The transmission

power and the Nakagami m parameter still have the largest impact. Finally, for the

sum rate of two users, there exists a global maximum at certain values of τ0 and τ1.
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Figure 3.9: BER vs. γ̄ for different values of m.
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Chapter 4

Allocation between harvesting,

estimation and detection for TS

relaying

4.1 Introduction and related works

As mentioned in Chapter 3, the relation between uplink and downlink is a signifi-

cant consideration of wireless powered communication systems. In the conventional

wireless powered communication system, which assumed one antenna point and sev-

eral users. In this chapter, it is an AF relaying system with one source, one relay

and one destination, the main focus will analysis the AF relaying system with pilot-

based channel estimation through time-switching (TS) EH protocol. We aim to find

the optimum resource allocation for both the three parts of the data packet in the

first hop and the two parts of the data packet in the second hop. Also, the model

designed in this chapter will be used for further analysis in Chapter 5.

For AF relaying, the relay node also consumes extra energy for the amplifi-

cation and forwarding actions. With a limited battery life when relays operate on

batteries, the extra energy consumed for amplification, forwarding, and channel esti-

mation will stop them from taking part in relaying. To solve this problem, EH infor-

mation relaying has been proposed, where the relay harvests energy from the source

and uses the harvested energy to forward the information signal [80], [162], [163].
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There is only a small amount of literature in this area of relaying applied to

channel state information and EH together. In the previous works, this problem was

either considered without data transmission [104] or without EH [125] and hence for

two parts only. In [164], the authors studied a harvest-use structure, where the relay

only has a supercapacitor such that harvested energy must be used immediately. In

[165], the power allocation problem for EH relaying has been studied. In general, EH

can exploit any forms of energy in the network, including interference and jamming

signals [166], [167], [168].

In this work, to perform channel estimation, the data packets from the source

to the relay need to contain pilots as overheads for pilot-based channel estimation,

to allow EH at the relay simultaneously. If time-switching is used, the data packets

from the source to the relay need to contain pilots as overheads for EH too. Thus,

the data packet from the source to the relay contains three parts: pilots for channel

estimation, data symbols for information, and pilots for EH. The data packet from

the relay to the destination contains two parts: pilots for channel estimation and

data symbols from the source. If the total size of the data packet is fixed, as is the

case in most practical systems with a fixed data rate, there is an optimal allocation

between channel estimation, data information and EH.

In this chapter, the EH relaying with channel state information have been

proposed, the data packet from the source to the relay contains three parts. The

data packet from the relay to the destination contains two parts. For a fixed packet

size, the outage and bit-error-rate performances are analysed and then optimised

with respect to power allocation between different parts in the data packet. The

cumulative distribution function (CDF) of the end-to-end SNR is derived. Using

the derived expression, the outage probability and the bit-error-rate are calculated.

Numerical results show the existence of the optimal values of the numbers of pilots

for channel estimation and for EH, when the total size is fixed.

The remaining of this chapter will be organised is as follows. The system

module of the time-switching EH is given in Section 4.2. In Section 4.3, the CSI

of the system model will be estimated. In Section 4.4, the expressions for outage

probability and bit-error-rate will be derived. In Section 4.5, the performance of the

time-switching used in AF relaying will be discussed regards to outage probability

and bit-error-ratio. The conclusion of this chapter will be presented in Section 4.6.
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4.2 The time-switching EH system model

The AF relaying system with EH and channel estimation considered in the chapter

is illustrated in Figure 4.1, α are the pilots for channel estimation at SR link,α1 are

the pilots for channel estimation at RD link, and β is the data symbols at SR link.

The AF system comprises one source, one relay and one destination. There are two

hops: the first hop is source to relay, and the second hop is relay to destination.

We also assumed there is no direct link between source and destination due to

obstacles. Further modelling improvements will be studied in the last Chapters.

The transmission in the first hop involves three parts: channel estimation, EH,

Pilots for channel 
estimation

Energy 
harvesting 

Data symbols
Pilots for channel 

estimation
Data symbols

SOURCE RELAY DESTINATION

Packet Structure D Packet Structure (α1+β)D

RELAY

(i)FROM SOURCE TO REALY (ii)FROM RELAY TO DESTINATION

αD (1-α-β)DβD βDα1D

Figure 4.1: EH AF relaying (i) from source to relay (ii) from relay to destination

and data symbols. However, in the second hop merely contains two parts: channel

estimation and data symbols.

Assume all the nodes operate in the half-duplex mode and has a single an-

tenna for simplicity. In [169], the half-duplex and full-duplex performance have been

compared. Time division is used in all the schemes, which has been studied in Chap-

ter 3. The communication process is as follows: the source first sends information to

the relay, and then the relay sends information to the destination. From Fig. 4.1, a

total of D symbols are used for both the first hop and the second hop. Each symbol

occupies a time duration of T seconds. Moreover, all fading channel coefficients

are complex Gaussian random variables. The block fading channels are assumed,
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which have been studied in [170]. For all noises in this scheme, the noise is additive

white Gaussian noise (AWGN). The variable-gain AF relaying is used in this work,

which uses different relaying gain values and achieves more accurate performance.

However, the amplification factor also changes with the estimated channel gain in

the SR link. For the parameters in this work, all the items α, α1, β and α + β are

smaller than 1. In addition, the items αD, βD, (α+ β)D are always integer.

In the first phase (broadcast phase), the source transmits the data packet

to the relay. The received signal for the first part of the packet that contains pilot

symbols for channel estimation can be expressed as

yr[i] =
√
Pshx[i] + n1[i] (4.1)

where i = 1, 2, . . . , αD, D is the total number of symbols in the packet, αD is the

total number of pilots used for channel estimation, 0 < α < 1 is the fraction, Ps

is the transmitted power of the source, h is the complex fading gain in the channel

between the source and the relay and is complex Gaussian with zero mean and

variance 2θ2, x[i] is the transmitted pilot symbol with unit power E{x[i]2} = 1,

E{.} represents the expectation operator, and n1[i] is the complex AWGN with

mean zero and noise power N1. Also, the received signal of the data symbols at the

relay in the second part of the data packet can be expressed as

yr[j] =
√
Pshx[j] + n1[j] (4.2)

where j = αD + 1, . . . , (α + β)D, βD is the total number of data symbols, x[j] is

the transmitted data symbol with unit power that E{| x[j] |2} = 1 , n1[j] is the

complex AWGN during data reception at the relay with mean zero and noise power

N1.

Finally, the received signal for EH in the third part of the data packet can

be expressed as

yr(k) =
√
Pshx[k] + n1(k) (4.3)

where k = (α+β)D+1, . . . , D, (1−α−β)D is the total number of pilot symbols used

for EH, x[k] is the transmitted pilot symbol with unit power E{| x[k] |2} = 1, and

n1(k) is the AWGN complex with mean noise power and variance N1. In (4.1)-(4.3),

the channel gain h remains the same.
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4.3 Time-switching EH maximum-likelihood estimation

Using the received signal in (4.3), the energy harvested by the relay can be expressed

as

Er = ηPs|h|2(1− α− β)D (4.4)

where η is the conversion efficiency of the energy harvester and we have assumed

that each symbol has an interval of T = 1 second for simplicity , Ps|h|2 is the

amount of energy picked up by the harvester at the relay. This energy will be used

to transmit α1D pilot symbols to the destination for the channel estimation of the

second hop from relay to destination as well as βD data symbols from the source.

Thus, the transmission power of the relay is

Pr =
ηPs|h|2(1− α− β)D

α1D + βD
. (4.5)

Also, using the received signal in (4.1), the channel gain of the first hop from

SR can be estimated as

ĥ =
ΣαD
i=1yr(i)

αD
√
Ps

= h+
ΣαD
i=1n1[i]

αD
√
Ps

= h+ ε1 (4.6)

where ε1 =
ΣαDi=1n1[i]

αD
√
Ps

is the estimation error. Thus, one has h = ĥ− ε1.

The received signal in (4.2) will be amplified and forwarded to the destination

by using the energy from (4.3) and the channel estimate of h from (4.1). The

amplification factor can be expressed as [10]

â2
var =

1

Ps|ĥ1|
2

+N1

(4.7)

where ĥ1 is the estimated channel gain for the hop between source and relay, and

N1 is the noise power of the relay.

In the second phase (relaying phase), in addition to sending α1D pilots to

the destination for channel estimation, the relay also forwards the βD data symbols

from the source to the destination.

The received signal of the pilots for channel estimation at the destination

67



can be expressed as

yd[i2] =
√
Prgâvarx[i2] + n2[i2] (4.8)

where i2 = 1, 2, . . . , α1D, and x[i2] = 1 is assumed for the pilot value, n2[i2] is the

AWGN at the destination during this transmission, and it is a complex Gaussian

random variable with mean zero and variance N2, âvar is the amplification factor

given in (4.7), Pr is the relay transmission power given in (4.5), g is the fading

channel coefficient in the RD link and is a complex Gaussian random variable with

zero mean and variance 2θ2.

Also, the received signals of the data symbols at the destination can be

expressed as

yd[j1] =
√
Prgâvar

(√
Pshx[j] + n1[j]

)
+ n2[j1] (4.9)

where n2[j1] is AWGN at the destination during this transmission and is a complex

Gaussian with zero mean and variance N2, and all the other symbols are defined as

before.

Using the received signals in (4.8), the channel gain of the second hop can

be estimated as

ĝ =
Σα1D
m=1yd(m)

α1Dâvar
√
P̂r

=

√
Pr√
P̂r
g +

Σα1D
i=1 n2[i]

α1Dâvar
√
P̂r

=

√
Pr√
P̂r
g + ε2

(4.10)

where ε2 =
Σ
α1D
i=1 n2[i]

α1Dâvar
√
P̂r

is the estimation error and P̂r = ηPs ˆ|h|
2
(1−α−β)D

α1D+βD from (4.5).

Thus, one also has

g =

√
P̂r√
Pr

(ĝ − ε2). (4.11)

4.4 BER and optimal allocation in channel estimation

This section first derives the received signal at the destination, and the end-to-

end SNR description, then the outage probability and BER of AF relaying using

a variable gain in TS EH and the optimal resource allocation in the total signal

transmission was analysed.
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4.4.1 Estimation of CSI at both relay and destination

End-to-end SNR

By using (4.10) and (4.6) in (4.9), The received signal at the destination has

yd[m] =
√
Prgâvar

(√
Pshx[j] + n1[j]

)
+ n2[m]

=

√
P̂rĝâvar

√
Psĥx[j]−

√
P̂rĝâvar

√
Psε1x[j] +

√
P̂rĝâvarn1[j]−√

P̂r
√
Psĥâvarε2x[j] +

√
P̂r
√
Psâvarε1ε2x[j]−

√
P̂rε2âvarn1[j] + n2[m]

(4.12)

where g and h have been replaced by ĝ and ĥ, respectively. Thus, the end-to-end

Signal-to-Noise Ratio (SNR) can be derived from (4.12) as

γend =
E[|
√
P̂rĝâvar

√
Psĥx[j]|

2
]

e
(4.13)

where e = E[|
√
P̂rĝâvar

√
Psε1x[j]|

2
] + E[|

√
P̂rĝâvarn1[j]|

2
] +

E[|
√
P̂r
√
Psĥâvarε2x[j]|

2
] + E[|

√
P̂r
√
Psâvarε1ε2x[j]|

2
] + E[|

√
P̂rε2âvarn1[i]|

2
] +

E[|n2[j]|2] is the equivalent noise power.

One has E[|x[j]|2] = 1, E[|n1[j]|2] = N1 and E[|n2[j]|2] = N2. Also denote

E[|ε|21] = ε1var, E[|ε|22] = ε2var. Equation (4.13) can be rewritten as

γend =
Ps|ĝ|2|ĥ|

2

Ps|ĝ|2ε1var + |ĝ|2N1 + Psε2var|ĥ|
2

+ Psε1varε2var +N1ε2var + N2

P̂r â2
var

.

(4.14)

Outage probability analysis

In this section, we first derive the cumulative distribution function (CDF) of the

end-to-end SNR in (4.14). To do this, we calculate ε1var and ε2var first. From (4.6),

one has

ε1 =
ΣαD
i=1n1[i]

αD
√
Ps

. (4.15)
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Thus,

|ε1|2 =
|ΣαD
i=1n1[i]|2

α2D2Ps

= ΣαD
i=1(

|n1[i]|2

α2D2Ps
) + ΣαD

k=1ΣαD
j=1k 6=j(

n1[j]× n1[k]

α2D2Ps
).

(4.16)

From (4.15), the variance of ε1 can be derived as

ε1var = E

[
ΣαD
i=1(

|n1[i]|2

α2D2Ps
)

]
+ E

[
ΣαD
k=1ΣαD

j=1k 6=j(
n1[j]× n1[k]

α2D2Ps
)

]
−
[
E(

ΣαD
i=1n1[i]

αDPs
)

]2

=
N1

αDPs
.

(4.17)

Similarly, one has from (4.10)

|ε2|2 =
|Σα1D
i=1 n2[i]|2

α1
2D2â2

varP̂r
= Σα1D

i=1 (
n2[i]2 (α1 + β)

(
Ps|ĥ|

2
+N1

)
[ηPs|ĥ|

2
(1− α− β)]α1

2D2
)

+ Σα1D
k=1 Σα1D

j=1 k 6=j(
n2[j]× n2[k] (α1 + β)

(
Ps|ĥ|

2
+N1

)
[ηPs|ĥ|

2
(1− α− β)]α1

2D2
).

(4.18)

Thus, the variance of ε2 can be expressed as

ε2var = V ar(ε2) = E

Σα1D
i=1

|n2[i]|2 (α1 + β)
(
Ps|ĥ|

2
+N1

)
[ηPs|ĥ|

2
(1− α− β)]α1

2D2]


+ E

Σα1D
k=1 Σα1D

j=1 k 6=j

n2[j]× n2[k] (α1 + β)
(
Ps|ĥ|

2
+N1

)
[Psη|ĥ|

2
(1− α− β)]α1

2D2


−

E
Σα1D

i=1 n2[i]

√
Ps|ĥ|

2
+N1

√
α1 + β

α1D

√
ηPs|ĥ|

2
(1− α− β)

2

=
N2 (α1 + β)

(
Ps|ĥ|

2
+N1

)
[ηPs|ĥ|

2
(1− α− β)]α1D

.

(4.19)

Using (4.17) and (4.20) in (4.14), the end-to-end SNR can be derived as

γend =
|ĝ|2|ĥ|2Ps
u+ v

(4.20)
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where u = N1|ĝ|2
αD + |ĝ|2N1 +

N2N1(α1+β)
(
Ps|ĥ|

2
+N1

)
[ηPs|ĥ|

2
(1−α−β)]αα1D2

+
Ps|ĥ|

2
N2(α1+β)

(
Ps|ĥ|

2
+N1

)
[ηPs|ĥ|

2
(1−α−β)]α1D

and

v =
N2N1(α1+β)

(
Ps|ĥ|

2
+N1

)
[ηPs|ĥ|

2
(1−α−β)]α1D

+
N2(α1+β)

(
Ps|ĥ|

2
+N1

)
[ηPs|ĥ|

2
(1−α−β)]

. Next, we obtain the distributions of ĥ

and ĝ. Using the expression of ĥ in (4.6), its second-order moment can be derived

as [125]

E(|ĥ|2) = E|h+ ε1|2 = 2θ2 + | N1

αDPs
|. (4.21)

Since h and ε1 are complex Gaussian, ĥ as a sum is also complex Gaussian. Thus,

|ĥ|2 is an exponential random variable with parameter

λ1 =
1

2θ2 + | N1
αDPs

|
. (4.22)

Then, the probability density function (PDF) of |ĥ|2 in the SR link can be expressed

as [125]

f|ĥ|2(x) = λ1e
−λ1x. (4.23)

The CDF of |ĥ|2 is then

F|ĥ|2(x) = 1− e−λ1x. (4.24)

Also, from (4.10), one has

|ĝ|2 =
|h|2

|ĥ|2
|g|2 + |

Σα1D
i=1 n2[i]

α1Dâvar
√
P̂r
|
2

+ 2Re{|h|
|ĥ|
g ×

Σα1D
i=1 n2[i]∗

α1Dâvar
√
P̂r
}. (4.25)

Thus, the expectation of |ĝ|2 can be derived as

E(|ĝ|2) = 2θ2E{|h|
2

|ĥ|2
}+ E{|N2||α1 + β||Ps|ĥ|

2
+N1|

|α1D|ηPs|ĥ|
2|1− α− β|

} (4.26)

where E(|g|2) = 2θ2, E(Σα1D
i=1 n2[i]) = 0 and E

(
2Σ

α1D
k=1 Σ

α1D
j=1 Re{n2[j]n2[k]∗}

|α1|2|D|2|âvar|2|P̂r|

)
= 0 have

been used. Assume that E

{
|h|2

|ĥ|2

}
≈ E{|h|2}

E
{
|ĥ|2

} . One has

E

{
|h|2

|ĥ|2

}
≈
E
{
|h|2
}

E
{
|ĥ|2
} =

E
{
|h|2
}

E
{
|h|2
}

+ |N1|
αDPs

=
2θ2

2θ2 + |N1|
αDPs

. (4.27)
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Also,

E

{
|N2||α1 + β||Ps|ĥ|

2
+N1|

|α1|DηPs|ĥ|
2|1− α− β|

}
=

(
1 +

∫ ∞
0

N1

Psx
f|ĥ|2(x)dx

)
|N2||α1 + β|

|α1D|η|1− α− β|

=
|N2||α1 + β|

|α1D|η|1− α− β|
− |N2||α1 + β|
Ps|α1D|η|1− α− β|

N1Ei(0)

2θ2 + |N1|
|αDPs|

(4.28)

where one has

E

{
N1

|ĥ|2

}
=

∫ ∞
0

N1

x
f|ĥ|2(x)dx = − N1

2θ2 + |N1|
|αDPs|

Ei(0) (4.29)

and Ei(0) is the exponential integral function [161, eq,(8.211.1)]. Thus, one finally

has

E
(
|ĝ|2
)

=
4θ4

2θ2 + |N1|
αDPs

+
|N2||α1 + β|

|α1D|η|1− α− β|
− |N2||α1 + β|
Ps|α1D|η|1− α− β|

N1Ei(0)

2θ2 + |N1|
|αDPs|

=
1

λ2
.

(4.30)

Similarly, |ĝ|2 can be approximated as an exponential random variable when ε1 is

small. Thus, its PDF is [125]

f|ĝ|2(x) = λ2e
−λ2x (4.31)

and its CDF is

F|ĝ|2(x) = 1− e−λ2x. (4.32)

Using these results, we can derive the CDF of γend. One has from (4.21)

Fγend(x) = Pr{γend < x} = I1 + I2 (4.33)

where

I1 = Pr{Ps|ĥ|
2 − xN1

αD
− xN1 < 0} (4.34)

I2 = Pr{|ĝ|2 <
m[

ηα1αD2 (1− α− β)Ps|ĥ|
2
] (
Ps|ĥ|

2 − xN1
αD − xN1

)
|
(
Ps|ĥ|

2 − xN1

αD
− xN1

)
> 0}.

(4.35)

Equation (4.34) is on the condition that Ps|ĥ|
2 − xN1

αD − xN1 < 0 , and
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equation (4.35) is on the condition that Ps|ĥ|
2 − xN1

αD − xN1 > 0. Also, in

(4.35) m = γ0N2N1 (α1 + β)
(
Ps|ĥ|

2
+N1

)
+ αDγ0N2N1 (α1 + β)

(
Ps|ĥ|

2
+N1

)
+

xα1αD
2N2 (α1 + β)

(
Ps|ĥ|

2
+N1

)
+ αDxPs|ĥ|

2
N2 (α1 + β)

(
Ps|ĥ|

2
+N1

)
. It is

quite easy to use the CDF of |ĥ|2 in (4.34) to have

I1 = 1− e
−

xN1
αDPs

+
xN1
Ps

2θ2+| N1
αDPs

| .
(4.36)

Thus (4.35) can be solved by using the CDF of |ĝ|2 as

I2 =

∫ ∞
xN1
αDPs

+
xN1
Ps

F(|ĝ|2)

[
m

ηα1αD2 (1− α− β)Psy(Psy − xN1
αD − xN1)

]
× f(|ĥ|2) (y) dy.

(4.37)

Let Psy− xN1
αD −xN1 = t;Psy = 1

Ps
(t+ xN1

αD +xN1). Using this variable transformation

to replace y with t in (4.37), one has

I2 =

∫ ∞
0

1(
2θ2 + | N1

αDPs
|
)e−

t
Ps

+
xN1
αDPs

+
xN1
Ps

2θ2+| N1
αDPs

| dt
1

Ps
− 1(

2θ2 + | N1
αDPs

|
)e−λ2b

d
− xN1+xN1αD

2θ2αDPs+|N1|

×
∫ ∞

0
e
−
λ2(c+ba)

d
t

− αD
2θ2αDPs+|N1|

t
dt

1

Ps
(4.38)

where a = xN1
αD + xN1; c = xN2N1 (α1 + β) + αDxN2N1 (α1 + β) +

xα1αD
2N2 (α1 + β) ;

b = αDxN2 (α1 + β) ; d = ηα1αD
2 (1− α− β).

By solving the two integrals in (4.38), one has

I2 =
1(

2θ2 + | N1
αDPs

|
)e− xN1+xN1αD

2θ2αDPs+|N1|
2θ2αDPs + |N1|

αD

− 1(
2θ2 + | N1

αDPs
|
)e−αDxN2(α1+β)

q
− xN1+xN1αD

2θ2αDPs+|N1|

× 2

Ps

(
p(2θ2αDPs + |N1|)

qαD

) 1
2

×K1

(
2

√
pαD

q(2θ2αDPs + |N1|)

)
(4.39)

where p = (
[
xN2N1 (α1 + β) + αDxN2N1 (α1 + β) + xα1αD

2N2 (α1 + β)
]

+ [αDxN2 (α1 + β)]
[
xN1
αD + xN1

]
), q = ( 4θ4

2θ2+
|N1|
αDPs

+ |N2||α1+β|
|α1D|η|1−α−β| −
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|N2||α1+β|
Ps|α1D|η|1−α−β|

Ei(0)

2θ2+
|N1|
|αDPs|

)
[
ηα1αD

2 (1− α− β)
]
. Thus, we have a closed-form

expression for the CDF of γend.

Using the CDF of γend, the outage probability can be calculated as

P0(γ0) = 1− 1(
2θ2 + | N1

αDPs
|
)e−αDγ0N2(α1+β)

q
− γ0N1+γ0N1αD

2θ2αDPs+|N1|

× 2

Ps

(
p(2θ2αDPs + |N1|)

qαD

) 1
2

×K1

(
2

√
pαD

q(2θ2αDPs + |N1|)

)
.

(4.40)

Bit-error-rate analysis

In addition, the BER can be calculated as [125]

BER =

∫ ∞
0

1

2
erfc(

√
x) ∗ dFγ(x) =

1

2

∫ ∞
0

exp(−x)√
x ∗ π

Fγend(x)dx, (4.41)

where erfc(x) is the complementary error function evaluated for each element of x

and exp(x) is the exponential function.

It is difficult to find the optimal values of α, β, α1 that maximise the outage

probability and the BER analytically, as they contain highly nonlinear functions,

such as the modified Bessel function and the exponential function.

4.5 Numerical results and destination

In this section, the outage probability and the BER for AF relaying derived the

previous section will be examined. In the examination, numerical methods are used

to find possible optimal values of α, β and α1 that gives the best allocation of the

data packet. Intuitively, they exist when the value of D is fixed. Denote γ1 as the

instantaneous SNR of the SR link, and γ2 as the instantaneous SNR of the RD link.
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Figure 4.2: outage probability versus α.

4.5.1 Outage probability analysis

Outage Probability Versus α

In Fig. 4.2, we fix Ps = 1, η = 0.3, D = 100, N1 = N2 = 1, α1 = 0.1, β = 0.1, γ0 =

−10 to show the relationship between the outage probability and α.

One sees that the outage probability decreases when γ1 or γ2 increases, as

expected. When γ1 = 10 dB, γ2 = 10 dB or when γ1 = 10 dB, γ2 = 20 dB, the

outage probability first decreases very slowly and then increases quickly, when the

value of α increases. The optimal α is around 0.15 and 0.4, respectively. A smaller

α means a less accurate estimate of ĥ, but more energy for harvesting. The slow

rate at small α and the quick rate at large α imply that the outage performance is

more sensitive to the harvested energy then to the channel estimation error, as the

increase of α with better estimation accuracy does not improve the outage much.

Fig. 4.3 shows the outage probability vs. α when β is fixed at 0.1 or 0.4.

In this case, γ1 = 10 dB and γ2 = 10 dB and other parameters are the same as
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Figure 4.3: The outage probability versus α when β is fixed at 0.1 or 0.4.

before. By comparing the results for β = 0.1 with that for β = 0.3, one can see that

both of them decrease first and then increase when α increases, similar to before.

When β = 0.1, the outage probability only rises up to around 0.012. When β = 0.3,

the outage probability decreases first and then increases to around 0.022. Moreover,

they have different optimal values. For β = 0.1, the optimal value is around α = 0.3.

For β = 0.3, the optimal value is around α = 0.2.

Outage probability versus α1

In Fig. 4.4, we fix Ps = 1, η = 0.3, D = 100, N1 = N2 = 1, α1 = 0.1, β = 0.1, γ0 = −2

to show the relationship between the outage probability and α1.

One sees that the outage probability decreases when γ1 or γ2 increase, as

expected. When γ1 = 20 dB, γ2 = 0 dB or when γ1 = 30 dB, γ2 = 0 dB, the outage

probability first decreases very slowly and then increases quickly, when the value of

α1 increases. The optimal α1 is around 0.2. Again, the slow rate at small α1 and

the quick rate at large α1 implies that the outage performance is more sensitive to
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Figure 4.4: Outage probability versus α1.

the harvested energy than to the channel estimation error. In general, the outage

does not change much when α1 changes in this case.

Fig. 4.5 shows the Outage probability vs. α1 when β is fixed at 0.1 or 0.3.

In this case, γ1 = 10 dB or γ2 = 0 dB and other parameters are the same as before.

By comparing the results for β = 0.1 with that for β = 0.3, again both of them

decrease first and then increase when α1 increases, similar to before. In this case,

when β = 0.1, the outage probability only rises up to around 0.013 while when

β = 0.3, the outage probability increases to around 0.011. Moreover, they have

different optimal values. For β = 0.1 the optimal value is around α1 = 0.35. For

β = 0.3, the optimal value is around α1 = 0.65.

4.5.2 Bit-error-rate analysis

BER versus α

In Fig. 4.6, we fix Ps = 1, η = 0.3, D = 100, N1 = N2 = 1, α1 = 0.1, β = 0.1 to show

the relationship between the BER and α. [104]
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Figure 4.5: The outage probability versus α1 when beta is fixed at 0.1 or 0.3.
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Figure 4.6: BER versus α.
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Figure 4.7: BER versus α when β is fixed at 0.1 or 0.3.

One sees that the BER decreases when γ1 or γ2 increase. Better channel

conditions often give better performance. In all the three curves, the BER first

decreases very slowly and then increases quickly, when the value of α increases. The

optimal α is around 0.08 for γ1 = 10 dB and γ2 = 0 dB, is around 0.1 for γ1 = 10 dB

and γ2 = 10 dB and is around 0.2 for γ1 = 10 dB and γ2 = 20 dB.

Fig. 4.7 shows the BER vs. α when β is fixed at 0.1 or 0.4. In this case,

γ1 = 10 dB or γ2 = 10 dB and other parameters are the same as before. By

comparing β = 0.1 and β = 0.3, one can see the BER decreases when β decreases.

For β = 0.1, the optimal α is around α = 0.1. For β = 0.3, the optimal α is around

α = 0.1.

BER versus α1

In Fig. 4.8, we fix Ps = 1, η = 0.3, D = 100, N1 = N2 = 1, α1 = 0.1, β = 0.1, to

show the relationship between the BER and α1. Similar to α, the BER also decrease

then increase with α1. The optimal α1 in this case is around 0.15.
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Figure 4.8: BER versus α1.

In Fig 4.9, we fix Ps = 1, η = 0.3, D = 100, N1 = N2 = 1, β = 0.5, (a) shows

the outage probability when the value α increases. (b) shows the outage probability

decreases first and then increases to around 0.048, and the optimal α1 in this case

is around 0.275. (c) show the BER for α increases when the value α increases.

4.6 Conclusions

In this chapter, an AF relaying system with EH and channel estimation have been

considered. The optimal power allocation between channel estimation data trans-

mission and EH has been examined in term of outage and BER. Numerical results

have confirmed the existence of the optimal values of the numbers of pilots for chan-

nel estimation and for EH, when the total size is fixed. Further, theses results specify

actual values of these optimal parameters that can be used to achieve best outage

and BER performance, under different system settings. They further confirm that

the performance is more sensitive to EH than estimation.
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Figure 4.9: (a) The outage probability versus α when β is fixed at 0.5 (b) The
outage probability versus α1 when β is fixed at 0.5 (c) BER versus α when β is fixed
at 0.5.
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Chapter 5

Allocation between harvesting,

estimation and detection for

hybrid TS/PS relaying

5.1 Introduction and related works

As mentioned in Chapter 4, an AF relaying system with pilot-based channel esti-

mation equipped time-switching (TS) EH was proposed to analyse the performance

of the communications system. From the previous researches, there are two EH

protocols: power-splitting (PS) and Time-Switching (TS). The conventional way is

used time-switching (TS) and power-splitting (PS) protocols independently, either

design the relaying EH model only depended on TS protocol or PS protocol. They

have been put forward in [171], where the authors discussed the performance of TS

and PS protocols under the relaying system.

To make the structure more comprehensive, we have designed three novel

EH structures by using wireless simulation information and power transfer in AF

relaying. For different combinations of TS and PS EH protocols have been studied in

this chapter. We have proposed three dynamic schemes: channel estimation power

splitting (CEPS), data transmission power splitting (DTPS), and combination power

splitting (CPS). These models will also be used for further studies in Chapter 6.

In previous works [104], the authors considered TS and PS separately. More-
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over, the signal channels are only considered channel estimation before this work.

Additionally, the previous researches either used the EH in information decoding or

used the EH in channel estimation [127], but they haven’t been considered at the

same time.

In this part of work, three novel EH structures in AF relaying are proposed.

Different combinations of TS and PS EH protocols in the first hop have been consid-

ered for improving the efficiency of EH. Also, the optimal power allocation includes

different parts of the data packet are explored, where the data packet in the second

hop we have only comprised channel estimation and information transmission. The

distance between the source, the relay, and the destination have been considered in

this work as well. There is also a direct link between the source and the destination,

which can improve the information decoding efficiency.

In this chapter, the data packet from SR is split into three parts: channel

estimation, data transmission and EH. The data packet from relay to destination

(RD) is divided into two parts: data transmission and channel estimation. Closed-

form expressions for the cumulative distribution function (CDF) of the end-to-end

Signal-to-Noise Ratio (SNR) for three novel structures are derived. Using these

expressions, achievable rate (AR) and bit-error-rate (BER) are calculated. The

impact of different parameters is examined. Numerical results are presented to

show the existence of the optimal splitting for channel estimation and EH, when the

total packet size is fixed.

In this work, it is the first one on AF relaying that considered data packets

including channel estimation, EH, and information decoding altogether. Secondly,

for three different EH structures, the cumulative distribution function (CDF) of

the end-to-end Signal-to-Noise (SNR) expressions are derived base on probability

density function (PDF). Based on the achievable rate and BER, the optimal power

allocation is founded in this work.

The rest of this chapter is organised as follows. The system of three novel

EH structures will be given in Section 5.2. In Section 5.3, the end-to-end SNR for

different structures will be presented. The expressions of achievable rate and BER

will be derived in Section 5.4. In Section 5.5, the performance of the EH structures

will be discussed according to the achievable rate and bit-error-ratio. Finally, the

conclusion of this chapter will be presented in Section 5.5.
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5.2 Three novel EH AF relaying system models

Fig. 5.1 shows the AF relaying network including a source S, a relay R and a

destination D. Let dsr, drd, dsd denote the distances between S and R, R and D and

S and D, respectively. Denote h1, h2 and h3 as the fading gains for CEPS, DTPS,

CPS, respectively, in the channel between the source and the relay and are complex

Gaussian with mean zero and variance 2θ2. Denote g1, g2 and g3 as the fading

channel coefficients of the RD links and are complex Gaussian random variables

with mean zero and variance 2θ2. For simplification, the pilots used for channel

estimation in the SR link and RD link are assumed to have equal values. Fig.

5.2(a) shows the channel estimation power splitting (CEPS) structure. Using power

splitting, the source sends m11 pilots using its own power, each of which is split in

power with power ratio ρp for EH and (1 − ρp) for channel estimation, while the

data is added using time-switching. Note that these pilots are not sent by using

the harvested power in this case. Fig. 5.2(b) shows the data transmission power

splitting (DTPS) structure. In this structure, the source sends m21 pilots for channel

estimation, and the data symbols are split in power with power ratio ρd for EH and

(1−ρd) for data transmission. Fig. 5.2(c) shows the combined power splitting (CPS)

structure. In this structure, the source sends m31 pilots for channel estimation and

(D−m31) data symbols for information delivery. The energy is harvested by splitting

all symbols for both channel estimation and data transmission with power splitting

ratio ρc.

Assumed time division is used in all the structures to achieve orthogonal

channels. Therefore, the source first sends the data packet to the relay, and then

the relay sends the data packet to the destination. A total of D symbols are used

in each structure for channel estimation, data transmission and EH. Each symbol

occupies a time duration of T seconds. Moreover, all fading channel coefficients are

complex Gaussian random variables with mean zero, which are fixed for each data

packet but vary from packet to packet. All noises are symmetrical complex additive

white Gaussian noise (AWGN). Each transmits symbol in the block is assumed to

be a Gaussian distribution with noise and power 1. The variable-gain relaying is

assumed so that the amplification factor changes with the estimated channel gain

in the SR link [172], [173]. However, all the values of m11,m21 and m31 in Fig. 5.2

are integers and smaller than D. Also, 0 6 ρp, ρd, ρc 6 1.
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Figure 5.1: AF relaying network.
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Figure 5.2: (a) Channel estimation power splitting (CEPS) structure; (b) Data
transmission power splitting (DTPS) structure; (c) Combination power splitting
(CPS) structure.
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5.2.1 Channel estimation power splitting scheme

In the CEPS structure, there are three parts in the first hop: pilots for channel

estimation and EH, and data symbols for data transmission. At the relay, the

received signals of the m11 pilots are split into two parts with a power splitting

factor 0 < ρp < 1. First, the received pilot at relay for channel estimation is given

by

yr[i11] =

√
ρpPs1
dsr

e h1x[i11] + n11[i11] (5.1)

where i11 = 1, 2, . . . ,m11 is the total number of pilots in the data packet, 0 < m11 <

D is an integer, Ps1 is the transmitted power of the source, dsr is the distance

between source and relay, e is the path loss exponent, x[i11] is the transmitted pilot

with unit power E{| x[i11] |2} = 1, E{.} represents the expectation operator, and

n11[i11] is the complex AWGN with mean zero and noise power N11.

The received signal of the data symbols at relay can be expressed as

yr[j11] =

√
Ps1
dsr

eh1x[j11] + n11[j11] (5.2)

where j11 = m11 + 1, . . . , D, x[j11] is the transmitted data symbol with unit power

E{| x[j11] |2} = 1, n11[j11] is the complex AWGN with mean zero and noise power

N11. This power is supplied by source, not the harvester.

Next, the received signal of pilots for EH in the second part of the data

packet can be expressed as

yr(k1) =

√
(1− ρp)Ps1

dsr
e h1x[k1] + n11(k1) (5.3)

where k1 = 1, 2, 3, 4, 5, . . . ,m11, and m11(1−ρp) is the total number of pilot symbols

used for EH, x[k1] is the transmitted pilot symbol with unit power E{| x[k1] |2} = 1,

and n11(k1) is the AWGN complex with mean noise power and variance N11. In

(5.1)-(5.2), the channel gain h1 remains the same.

Hence, the harvested energy at the relay is

Er1 =
ηPs1|h1|2(1− ρp)m11

dsr
e (5.4)

where η stands for the conversion efficiency of the energy harvester and we have
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assumed T = 1 for simplicity. The harvested energy will be used to transmit m11

pilots to the destination for the channel estimation and D−m11 data symbols from

the source in the second hop to keep the same data rate. Thus the transmission

power of the relay is

Pr1 =
ηPs1|h1|2(1− ρp)m11

Ddsr
e . (5.5)

Using (5.1), we can get an estimate of h1 as

ĥ1 =
Σm11
i11=1[

√
ρpPs1h1 + n11[i11]]

m11

√
ρpPs1
dsr

e

= h1 +
Σm11
i11=1n11[i11]

m11

√
ρpPs1
dsr

pl1

= h1 + ε11

(5.6)

where ε11 =
Σ
m11
i11=1n11[i11]

m11

√
ρpPs1
dsre

is the estimation error. Thus, one has h1 = ĥ1 − ε11.

The received signal in (5.2) is amplified-and-forwarded to the destination by

using the harvested energy in (5.4) and the channel estimate in (5.6). Thus, the

amplification factor can be written as

â2
1var =

1

Ps1|ĥ1|
2

dsr
e +N11

(5.7)

where ĥ1 is the estimated channel gain for the first hop between source node and

relay node in (5.6).

During the second hop, the received pilots for channel estimation at the

destination node can be written as

yd[i12] =

√
Pr1
drd

e g1â1varx[i12] + n12[i12] (5.8)

where i12 = 1, 2, . . . ,m11, x[i12] is the pilot value, n12[i12] is the AWGN with zero-

mean and noise power N12, â1var is the amplification factor given in (5.7), Pr1 is

the relay transmission power given in (5.5), drd is the distance between relay and

destination.
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Also, the received data symbols at the destination can be expressed as

yd[j12] =

√
Pr1
drd

e g1â1var (yr[j11]) + n12[j12] (5.9)

where n12[j12] is additive white Gaussian noise (AWGN) at the destination node

with zero mean and noise power N12, and all the other symbols are defined as

before.

By using the received signals in (5.8), the channel gain of the RD link can

be estimated as

ĝ1 =
Σm11
i1=1

(√
Pr1
drd

e g1â1var + n12[i1]
)

m11â1var

√
P̂r1
drd

e

=

√
Pr1
drd

e√
P̂r1
drd

e

g1 + ε12 (5.10)

where ε12 =
Σ
m11
i12=1n12[i12]

m11â1var

√
Pr1
drd

e

and P̂r1 =
ηPs1|ĥ1|

2
(1−ρp)m11

Ddsr
e .

The received data symbols at the destination in the direct link can be ex-

pressed as

yd[j11] =

√
Ps1
dsd

ehsdx[j11] + nsd[j11] (5.11)

where dsd is the distance between source and destination, and nsd[j11] is the complex

AWGN with mean zero and noise power Nsd.

5.2.2 Data transmission power splitting scheme

The DTPS structure is similar to CEPS, except that energy is harvested from the

data symbols.

First, the pilots received at the relay for channel estimation in the first hop

is

yr[i21] =

√
Ps2
dsr

eh2x[i21] + n21[i21] (5.12)

where i21 = 1, 2, . . . ,m21, m21 is the number of pilots used for channel estimation,

Ps2 is the transmitted power of the source, x[i21] is the transmitted pilot with unit

power E{| x[i21] |2} = 1, and n21[i21] is the complex AWGN with mean zero and

noise power N21.
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Also, the received signals of the data symbols in the second part of the data

packet in the first hop can be expressed as

yr[j21] =

√
ρdPs2
dsr

e h2x[j21] + n21[j21] (5.13)

where j21 = m21+1, . . . , D, x[j21] is the data symbol with E{| x[j21] |2} = 1, n21[j21]

is the complex AWGN during data reception at the relay with zero-mean and noise

power N21.

Next, the received signal of pilots for EH in the third part of the data packet

can be expressed as

yr(k2) =

√
(1− ρd)Ps2

dsr
e h2x[k2] + n21(k2) (5.14)

where k2 = 1, 2, 3, 4, 5, . . . ,m21, and (D − m21)(1 − ρd) is the total number of pi-

lot symbols used for EH, x[k2] is the transmitted pilot symbol with unit power

E{| x[k2] |2} = 1, and n21(k2) is the AWGN complex with zero-mean and noise

power N21. In (10)-(12), the channel gain h2 remains the same.

Use the function (5.14), we can get the harvested energy at relay is

Er2 =
Ps2η|h2|2(1− ρd)(D −m21)

dsr
e (5.15)

where a remaining Ps2|ĥ2|
2

is the amount of energy collected by the harvester at

the relay node through EH protocol. The harvested energy will be used to transmit

m22 pilot symbols to the destination node for the channel estimation of the second

hop, which from the relay node to destination node ρd(D −m21) data symbols are

from the source.

The transmission power of the relay is

Pr2 =
ηPs2|ĥ2|

2
(1− ρd)(D −m21)

Ddsr
e . (5.16)
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Using (5.12), we estimate h2 as

ĥ2 =
Σm21
i21=1

√
Ps2
dsr

eh2 + n21[i21]

m21

√
Ps2
dsr

e

= h2 +
Σm21
i21=1n21[i21]

m21

√
Ps2
dsr

e

= h2 + ε21

(5.17)

where ε21 =
Σ
m21
i21=1n21[i21]

m21

√
Ps2
dsre

is the estimation error. Thus, one has h2 = ĥ2 − ε21.

The received data in (5.13) is sent to the destination by using the trans-

mission power of the relay in (5.16) and the estimate of h2 in (5.17). Thus, the

amplification factor can be written as

â2
2var =

1

Ps2
dsr

e |ĥ2|
2

+N21

. (5.18)

During the second hop, the received pilots for channel estimation at the

destination can be written as

yd[i22] =

√
Pr2
drd

e g2â2varx[i22] + n22[i22] (5.19)

where i22 = 1, 2, . . . ,m21 and x[i22] = 1 is the pilot value, n22[i22] is the additive

white Gaussian noise (AWGN), â2var is the amplification factor given in (5.18), and

Pr2 is the relay transmission power given in (5.16).

Using the received signals in (5.19), one has

ĝ2 =

√
Pr2
drd

e√
P̂r2
drd

e

g2 + ε22 (5.20)

where ε22 =
Σ
m21
i22=1n22[i22]

m21â2var

√
ˆPr2

drd
e

and P̂r2 = ηPs2|ĥ2|
2
(1−ρd)(D−m21)
Ddsr

e from (5.16).

Also, the received data symbols at the destination are

yd[j22] =

√
Pr2
drd

e g2â2var (yr[j21]) + n22[j22]. (5.21)
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The equivalent expression for direct link is still given by (5.11).

5.2.3 Combination power splitting scheme

In the CPS structure, energy is harvested by splitting power from both pilot symbols

and data symbols.

The pilot received at the relay for channel estimation is

yr[i31] =

√
ρcPs3
dsr

e h3x[i31] + n31[i31] (5.22)

where i31 = 1, 2, . . . ,m31, 0 < m13 < D is the number of pilots used for channel

estimation, Ps3 is the transmitted power of the source, x[i31] is the transmitted pilot

symbol with E{x[i31]2} = 1, and n31[i31] is the complex AWGN with mean zero and

noise power N31.

The received data symbols can be expressed as

yr[j31] =

√
ρcPs3
dsr

e h3x[j31] + n31[j31] (5.23)

where j31 = m31 +1, . . . , D, x[j31] satisfies E{| x[j31] |2} = 1, n31[j31] is the complex

AWGN during data reception at the relay with mean zero and noise power N31.

Following, the received signal of pilots for EH in the third part of the data

packet can be expressed as

yr[k3] =

√
(1− ρc)Ps3

dsr
e h3x[k3] + n31[k3] (5.24)

where k3 = 1, 2, 3, 4, 5, . . . , D, and (1− ρc)D is the total amount used for EH, x[k3]

is the transmitted pilot symbol with unit power E{| x[k3] |2} = 1, and n31[k3] is the

AWGN complex with mean noise power and variance N31. In (18)-(20), the channel

gain h3 remains the same.

Use the function(20), we can get the harvested energy at relay is

Er3 =
η|h3|2(1− ρc)DPs3

dsr
e . (5.25)
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The remaining Ps3|ĥ3|
2

is the amount of energy collected by the harvester at

the relay node through EH protocol. The harvested energy will be used to transmit

m32 pilot symbols to the destination node for the channel estimation of the second

hop from the relay node to destination node as well as ρc(D −m31) data symbols

from the source. The transmission power of the relay as

Pr3 =
ηPs3|h3|2(1− ρc)

dsr
e . (5.26)

Using (5.22), h3 can be estimated as

ĥ3 =
Σm31
i31=1

√
ρcPs3
dsr

e h+ n31[i31]

m
√

ρcPs3
dsr

e

= h3 + ε31 (5.27)

with ε31 =
Σ
m31
i31=1n31[i31]

m31

√
ρc

Ps3
dsre

and h3 = ĥ3 − ε31.

In this case, the amplification factor can be written as

â2
3var =

1

Ps3
dsr

e |ĥ3|
2

+N31

. (5.28)

The received pilots for channel estimation at the destination are

yd[i32] =

√
Pr3
drd

e g3â3varx[i32] + n32[i32] (5.29)

where i32 = 1, 2, . . . ,m31 denotes the pilots for channel estimation, and x[i32] = 1 is

the pilot value, n12[i32] is the additive white Gaussian noise (AWGN).

Using the received signal in (5.29), the channel gain of the RD link can be

estimated as

ĝ3 =

√
Pr3
drd

e√
P̂r2
drd

e

g3 + ε32 (5.30)

where ε32 =
Σ
m31
i32=1n32[i32]

m31â3var
is the estimation error and P̂r3 = ηPs3|h3|2(1−ρc)

dsr
e from

(5.26).
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Also, the received data symbols at the destination can be expressed as

yd[j32] =

√
Pr3
drd

e g3â3var (yr[j31]) + n32[j32], (5.31)

where n32[j32] is additive white Gaussian noise (AWGN) at the destination node.

The equivalent expression for direct link is also given by (5.11).

5.3 End-to-end SNR

In this part, the end-to-end SNR expressions will be derived for three different EH

structures, which can be used to analyse the performance and the optimal power

allocations with several combinations.

5.3.1 End-to-end SNR for CEPS

By using (5.10) and (5.6) in (5.9), the received signal at destination for data trans-

mission can be written as

yd[j12] =

√
Pr1
drd

e g1â1var

(√
Ps1
dsr

eh1x[j11] + n11[j11]

)
+ n12[j12]

=

√
P̂r1
drd

e√
Pr1
drd

e

√
Pr1
drd

e (ĝ1 − ε12)â1var

(√
Ps1
dsr

e (ĥ1 − ε11)x[j11] + n11[j11]

)
+ n12[j12]

=

√
P̂r1
drd

e ĝ1â1var

√
Ps1
dsr

e ĥ1x[j11]−

√
P̂r1
drd

e ĝ1â1var

√
Ps1
dsr

e ε11x[j11]

+

√
P̂r1
drd

e ĝ1â1varn11[j11]−

√
P̂r1
drd

e

√
Ps1
dsr

e ĥ1â1varε2x[j11]

+

√
P̂r1
drd

e

√
Ps1â1varε11ε12x[j11]−

√
P̂r1
drd

e ε12â1varn11[j11] + n12[j12]

(5.32)

where g1 and h1 have been replaced by ĝ1 and ĥ1, respectively.

The received signal at the destination can be expanded to give the end-to-end
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SNR expression as

γ1end =
E[|
√

P̂r1
drd

e ĝ1â1var

√
Ps1
dsr

e ĥ1x[j11]|
2

]

u
(5.33)

where u = E[|
√

P̂r1
drd

e ĝ1â1var

√
Ps1
dsr

e ε11x[j11]|
2

]

+ E[|
√

P̂r1
drd

e ĝ1â1varn11[j11]|
2

]

+ E[|n12[j12]|2] + E[|
√

P̂r1
drd

e

√
Ps1
dsr

e ĥ1â1varε2x[j11]|
2

]

+ E[|
√

P̂r1
drd

e

√
Ps1
dsr

e â1varε11ε12x[j11]|
2

]

+ E[|
√

P̂r1
drd

e ε12â1varn11[i]|
2

].

One has E[|x[j11]|2] = 1, E[|n11[j11]|2] = N11 and E[|n12[j12]|2] = N12. Also,

denote E[|ε|21] = ε11var,E[|ε|22] = ε12var. Equation (5.33) becomes

γ1end =
Ps1
dsr

e |ĝ1|2|ĥ1|
2

v1
(5.34)

where v1 = Ps1
dsr

e |ĝ1|2ε11var+ |ĝ1|2N11 + Ps1
dsr

e ε12var|ĥ1|
2
+ Ps1
dsr

e ε11varε12var+N11ε12var+
N12

ˆPr1
drd

e â
2
1var

.

5.3.2 End-to-end SNR for DTPS

Substituting (5.20) and (5.17) in (5.21), one has

yd[j22] =

√
P̂r2
drd

e ĝ2â2var

√
ρdPs2
dsr

e ĥ2x[j21]−

√
P̂r2
drd

e ĝ2â2var

√
ρdPs2
dsr

e ε21x[j21]+√
P̂r2
drd

e ĝ2â2varn21[j22]−

√
P̂r2
drd

e

√
ρdPs2
dsr

e ĥ2â2varε2x[j21]

+

√
P̂r2
drd

e

√
ρdPs2
dsr

e â2varε21ε22x[j21]−

√
P̂r2
drd

e ε22â2varn21[j21] + n22[j22]

(5.35)

where g2 and h2 have been replaced by ĝ2 and ĥ2, respectively.
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Therefore, the end-to-end SNR can be derived as

γ2end =
ρd

Ps2
dsr

e |ĝ2|2|ĥ2|
2

v2
(5.36)

where v2 = ρd
Ps2
dsr

e |ĝ2|2ε21var + |ĝ2|2N21 + ρd
Ps2
dsr

e ε22var|ĥ2|
2

+ ρd
Ps2
dsr

e ε21varε22var +

N21ε22var + N22
ˆPr2

drd
e â

2
2var

.

5.3.3 End-to-end SNR for CPS

Substituting (5.30) and (5.27) in (5.31), one has

yd[j32] =

√
Pr3
drd

e g3â3var

(√
ρcPs3
dsr

e h3x[j31] + n31[j31]

)
+ n32[j31]

=

√
P̂r3
drd

e ĝ3â3var

√
ρcPs3
dsr

e ĥ3x[j31]−

√
P̂r3
drd

e ĝ3â3var

√
ρcPs3
dsr

e ε31x[j31]

+

√
P̂r3
drd

e ĝ3â3varn31[j31]−

√
P̂r3
drd

e

√
ρcPs3
dsr

e ĥ3â3varε2x[j31]

+

√
P̂r3
drd

e

√
ρcPs3
dsr

e â3varε31ε32x[j31]−

√
P̂r3
drd

e ε32â3varn31[j31] + n32[j32]

(5.37)

where g3 and h3 have been replaced by ĝ3 and ĥ3, respectively.

The end-to-end SNR can be derived from (5.31) as

γ3end =
|ĥ3|

2|ĝ3|2 Ps3dsr
e

v3
(5.38)

where v3 = Ps3
dsr

e |ĝ3|2ε31var+ Ps3
dsr

e ε32var|ĥ3|
2
+ |ĝ3|2N31 + Ps3

dsr
e ε31varε32var+ε32varN31 +

N32
ˆPr2

drd
e â

2
3var

,ε31var = E{|ε1|2} and ε32var = E{|ε2|2}.

5.4 Achievable rate and BER in channel estimation

The achievable rate and bit-error-rate (BER) will be used as parameters, which are

important to compare structures performance. Firstly, we will derive the CDF of

the end-to-end SNR for the three novel structures in (5.33),(5.20),(5.30). Then, we
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will calculate the achievable rate and BER.

5.4.1 Achievable rate and BER for CEPS

To derive the CDF, we first calculate V ar(ε11) and V ar(ε12). From (5.6), one has

ε11 =
Σm11
i11=1n11[i11]

m11

√
ρp

Ps1
dsr

e

. (5.39)

It has a mean of zero. Also, since |ε11|2 = Σm11
i11=1( |n11[i11]|2

m11
2ρp

Ps1
dsre

) +

Σm11
k1=1Σm11

j11=1k1 6=j11
(n11[j11]×n11[k1]

m11
2ρp

Ps1
dsre

), the variance of ε11 can be calculated as

V ar(ε11) = E{|ε11|2} =
N11

m11ρp
Ps1
dsr

e

. (5.40)

Similarly, the variance of ε12 can be calculated as

V ar(ε12) =
N12D

(
Ps1
dsr

e |ĥ1|
2

+N11

)
[η Ps1dsr

e |ĥ1|
2

(1− ρp)m11]m11

. (5.41)

The variance of εsd can be written as

V ar(εsd) =
Nsd

D Ps1
dsd

e

. (5.42)

Using (5.40) and (5.41) in (5.34), the end-to-end SNR expression can be

derived as

γ1end =
|ĝ1|2|ĥ1|

2 Ps1
dsr

e

w1
(5.43)

where w1 = N11|ĝ1|2
m11ρp

+ |ĝ1|2N11 +
N12N11D

(
Ps1
dsre
|ĥ1|

2
+N11

)
[η
Ps1
dsre
|ĥ1|

2
(1−ρp)]m11

2m11ρp
+

Ps1
dsre
|ĥ1|

2
N12D

(
Ps1
dsre
|ĥ1|

2
+N11

)
[η
Ps1
dsre
|ĥ1|

2
(1−ρp)m11]m11

+
N12D

(
Ps1
dsre
|ĥ1|

2
+N11

)
[
N11
m11

+1]

[η
Ps1
dsre
|ĥ1|

2
(1−ρp)m11]

.

The instantaneous link signal to noise ratios (SNRs) in the iSD signalling
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interval at D are written as:

γsd =

Ps1
dsd

e |ĥsd|
2

Ps1
dsd

eV ar(εsd) +Nsd

=

Ps1
dsd

e |ĥsd|
2

Nsd
D +Nsd

. (5.44)

To move forward, we need the distributions of ĥ1 and ĝ1. By using the expression

of ĥ1 in (5.6), its second-order moment can be derived as

E(|ĥ1|
2
) = E|h1 +

Σm11
i11=1n11[i11]

m11

√
ρp

Ps1
dsd

e

|
2

= E(|h1|2 + |
Σm11
i11=1n11[i11]

m11

√
ρp

Ps1
dsd

e

|
2

+ 2Re{h1 ×
Σm11
i11=1n11[i11]

m11

√
ρp

Ps1
dsd

e

∗

})

= E(|h1|2) + E

|Σm11
i11=1n11[i11]

m11

√
ρp

Ps1
dsd

e

|
2


= E(|h1|2) + | N11

m11
2ρp

Ps1
dsd

e

| ×m11 = 2θ2 +
N11

m11ρp
Ps1
dsr

e

.

(5.45)

Also, E{Re{h1 ×
Σ
m11
i11=1n11[i11]

m11
2
√
ρp

Ps1
dsre

}} = 0. Since h1 and ε11 are complex Gaussian, ĥ1

is also complex Gaussian. Thus, |ĥ1|
2

is an exponential random variable with scale

parameter

λ11 =
1

2θ2 + N11

m11ρp
Ps1
dsre

. (5.46)

The probability density function (PDF) of |ĥ1|
2

can be written as

f|ĥ1|
2(x) = λ11e

−λ11x. (5.47)

Its CDF is

F|ĥ1|
2(x) = 1− e−λ11x. (5.48)

Similarly, one has

E(|ĝ1|2) = 2θ2E{|ĥ1|
2

|ĥ1|
2 }+ E{

N12D(ρp
Ps1
dsr

e |ĥ1|
2

+N11)

η Ps1dsr
e |ĥ1|

2
(1− ρp)m2

11

}. (5.49)
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Assuming that E

{
|h1|2

|ĥ1|
2

}
≈ E{|h1|2}

E
{
|ĥ1|

2
} , we can get

E
(
|ĝ1|2

)
≈ 4θ4

2θ2 + |N11|
m11ρp

Ps1
dsre

+
N12D

(m11)η(1− ρp)m11

− N12D
Ps1
dsr

em11η(1− ρp)m11

N11Ei(0)

2θ2 + N11

(m11ρp
Ps1
dsre

)

(5.50)

where E[ N11

|ĥ1|
2 ] = N11 ×

∫∞
0

1
xλ11e

−λ11xdx = − N11

m11ρp
Ps1
dsre

Ei(0) has been used. When

ε11 is small, |ĝ1|2 can be approximated as an exponential random variable. There-

fore, let λ12 = 1
4θ4

2θ2+
|N11|

m11ρp
Ps1
dsre

+
|N12||D|ρp

|m11|η|1−ρp|m11

. Its PDF can be approximated as

f|ĝ1|2(x) = λ12e
−λ12x (5.51)

and its CDF can be approximated as

F|ĝ1|2(x) = 1− e−λ12x. (5.52)

Similarly, let λsd = 1

2θ2+
Nsd

D
Ps1
dsd

e

. Its PDF can be calculated as

f| ˆhsd|
2(x) = λsde

−λsdx (5.53)

and its CDF can be calculated as

F| ˆhsd|
2(x) = 1− e−λsdx. (5.54)

By using these expressions, we can derive the CDF of γ1end. One has from

(5.43)

Fγ1end
(γ01) = P1r{γ1end < γ01} = I11 + I12 (5.55)

with

I11 = Pr1{
Ps1
dsr

e |ĥ1|
2 − xN11

m11ρp
− xN11 < 0} (5.56)

I12 = Pr1{|ĝ1|2 <
z

w2
|
(
Ps1
dsr

e |ĥ1|
2 − xN11

m11ρp
− xN11

)
> 0} (5.57)
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where w2 = [ηρpm11 (1− ρp)m11
2 Ps1
dsr

e |ĥ1|
2
]( Ps1dsr

e |ĥ1|
2 − xN11

m11ρp
− xN11) and

z = xN12N11D
(
Ps1
dsr

e |ĥ1|
2

+N11

)
+ m11xρpN12N11D

(
Ps1
dsr

e |ĥ1|
2

+N11

)
+

xm11m11ρpN12D
(
Ps1
dsr

e |ĥ1|
2

+N11

)
+ m11ρpx

Ps1
dsr

e |ĥ1|
2
N12D

(
Ps1
dsr

e |ĥ1|
2

+N11

)
.

Using the CDF of |ĥ1|
2

in (5.43), one has

I11 = 1− e
−

xN11

m11ρp
Ps1
dsre

+
xN11
Ps1
dsre

2θ2+| N11

m11ρp
Ps1
dsre

|

. (5.58)

Also, (5.57) can be solved by using the CDF of |ĝ1|2 as

I12 =

∫ ∞
xN11

m11ρp
Ps1
dsre

+
xN11
Ps1
dsre

F|ĝ1|2(
z

w3
)f|ĥ1|

2(y)dy (5.59)

where w3 = [ηρpm11(1− ρp)m11
2 Ps1
dsr

e y]( Ps1dsr
e y − xN11

m11ρp
− xN11). Let Ps1

dsr
e y − xN11

m11ρp
−

xN11 = t. By using this variable transformation, one has

I12 =
1

Ps1
dsr

e

(
2θ2 + | N11

m11ρp
Ps1
dsre

|
)e− xN11+xN11m11ρp

2θ2m11ρp
Ps1
dsre

+|N11|

2θ2m11ρp
Ps1
dsr

e + |N11|
m11ρp

− 1(
2θ2 + | N11

m11ρp
Ps1
dsre

|
)

e
− λ12m11xN12ρpD

ηρpm11(1−ρp)m11
2 Ps1
dsre

y
− xN11+xN11m21

2θ2m11ρp
Ps1
dsre

+|N11|

2
Ps1
dsr

e

(
z1(x)

(ηm11 (1− ρp)m11
2)m11ρp

)

1
2

K1(2

√
z2(x)

w4
)

(5.60)

where w4 = (ηm11 (1− ρp)m11
2)(2θ2m11ρp

Ps1
dsr

e + |N1|), z1(x) =

( 1
4θ4

2θ2+
|N1|

m11ρp
Ps1
dsre

+
|N12||D|ρp

|m11|η|1−ρp|m11

) (xN12N1D + m11ρpxN12N1D + xm11m11ρpN12D +

m11xN12D ∗ xN1ρp
m11ρp

+ xN1ρp) (2θ2m11ρp
Ps1
dsr

e + |N1|) and z2(x) =

( 1
4θ4

2θ2+
|N1|

m11ρp
Ps1
dsre

+
|N12||D|ρp

|m11|η|1−ρp|m11

) (xN12N1D + m11ρpxN12N1D + xm11m11ρpN12D +

m11xN12D ∗ xN1ρp
m11ρp

+ xN1ρp)m11ρp.
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The outage probability can then be derived as

P0(γ01) = 1− 1

Ps1
dsr

e

(
2θ2 + | N1

m11ρp
Ps1
dsre

|
)e− γ01N1+γ01N1m11ρp

2θ2m11ρp
Ps1
dsre

+|N1|
2θ2m11ρp

Ps1
dsr

e + |N1|
m11ρp

−

1(
2θ2 + | N1

m11ρp
Ps1
dsre

|
)e− λ12m11γ01N12ρpD

ηρpm11(1−ρp)m11
2 Ps1
dsre

y
− γ01N1+γ01N1m11

2θ2m11ρp
Ps1
dsre

+|N1|

2
Ps1
dsr

e

(
z1(γ01)

(ηm11 (1− ρp)m11
2)m11ρp

)

1
2

K1(2

√
z2(γ01)

w4
).

(5.61)

The CDF for direct link can be calculated as

Fγsd(γ01) = Psdr{γsd < γ01} (5.62)

and the outage probability for direct link can be calculated as

Psd(γ01) = Psdr{|ĥsd|
2
<
Nsdγthdsd

e

DPs1
+
γthNsddsd

e

Ps1
}

= Psdr{|ĥsd|
2 − Nsdγthdsd

e

DPs1
− γthNsddsd

e

Ps1
< 0}

+ Psdr{|ĥsd|
2 − Nsdγthdsd

e

DPs1
− γthNsddsd

e

Ps1
> 0}

= 1 + (λsd − 1)e
−λsd(

Nsdγthdsd
e

DPs1
+
γthNsddsd

e

Ps1
)
.

(5.63)

Thus, the achievable rate without direct link can be derived as

AR1 = [1− P0(γ01)]× D −m11

D
(5.64)

and the achievable rate with direct link can be derived as

AR1d = [1− Psd(γ01)P0(γ01)]× D −m11

D
. (5.65)

Moreover, the BER without direct link can be calculated as

BER1 =

∫ ∞
0

1

2
erfc(

√
x) ∗ dFγ1end

(x)

=
1

2

∫ ∞
0

e−x√
x ∗ π

Fγ1end
(x)dx.

(5.66)
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Table 5.1: Channel estimation power splitting (CEPS)
Scheme 1 Procedure Achievable rate and BER

Input: m11, m12, ρp, Ps, η, D, N11, N12,γ01, γh, γg, σd
2 and σr

2

Output: Achievable rate and BER Values
1.Solve the expressions for (5.64) and (5.66) by applying Scheme 1.
2.if m11 +m12<D then
3. Calculate achievable rate and BER, respectively.
4.else
5. Stop and make it zero.
6.end if.

and the BER with direct link can be calculated as

BER1d =

∫ ∞
0

1

2
erfc(

√
x) ∗ d(Fγ1end

(x)Fγsd(x))

=
1

2

∫ ∞
0

e−x√
x ∗ π

Fγ1end
(x)Fγsd(x)dx.

(5.67)

where erfc(x) is the complementary error function. The algorithm was pre-

sented in Table 5.4.1.

5.4.2 Achievable rate and BER for DTPS

To derive the CDF, we first calculate V ar(ε21) and V ar(ε22). From (5.17), one has

ε21 =
Σm21
i21=1n21[i21]

m21

√
Ps2
dsr

e

(5.68)

thus, the variance of ε21 can be derived as

V ar(ε21) =
N21

m21
Ps2
dsr

e

. (5.69)

Similarly, the variance of ε22 can be derived as

V ar(ε22) =
N22

(
Ps2
dsr

e |ĥ2|
2

+N21

)
D

[η Ps2dsr
e |ĥ2|

2
(1− ρd)(D −m21)]m21

. (5.70)
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Using (5.62) and (5.65) in (5.36), the end-to-end SNR expression can be

derived as

γ2end =
ρd

Ps2
dsr

e |ĝ2|2|ĥ2|
2

u1
(5.71)

where u1 = ρd|ĝ2|2 N21
m21

+|ĝ2|2N21+
((ρd

Ps2
dsre
|ĥ2|

2
+N21)m21+ρdN21+m21

2)N22D
(
Ps2
dsre
|ĥ2|

2
+N21

)
m21

2[η
Ps2
dsre
|ĥ2|

2
(1−ρd)(D−m21)]

.

The probability density function (PDF) of |ĥ2|
2

can be derived as

f|ĥ1|
2(x) = λ21e

−λ21x (5.72)

and the CDF of |ĥ2|
2

is

F|ĥ2|
2(x) = 1− e−λ21x (5.73)

where λ21 = 1

2θ2+| N21

m21
Ps2
dsre

|
, by using a similar method to that of (5.47) and (5.48)

Also,the PDF of |ĝ2|2 can be derived as

f|ĝ2|2(x) = λ22e
−λ22x (5.74)

and its CDF can be written as

F|ĝ2|2(x) = 1− e−λ22x (5.75)

where λ22 = 1
4θ4

2θ2+
|N21|

m21
Ps2
dsre

+
N22D

[η(1−ρd)(D−m21)]m21

.

By using these expressions, we can derive the CDF of γ2end as

Fγ2end
(x) = P1r{γ2end < x} = I21 + I22 (5.76)

where

I21 = 1− e
−

xN21

m21
Ps2
dsre

+
xN21

ρd
Ps2
dsre

2θ2+| N21

m21
Ps2
dsre

| (5.77)
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and

I22 =
1

Ps2
dsr

e

(
2θ2 + | N21

m21
Ps2
dsre

|
)e− xN21ρd+xN21m21

2θ2m21
Ps2
dsre

ρd+ρdN21
2θ2m21

Ps2
dsr

e ρd + |N21ρd|
m21

− 1(
2θ2 + | N21

m21
Ps2
dsre

|
)e
− xN22m21D

( 4θ4

2θ2+
|N21|

m21
Ps2
dsre

+
N22D

[η(1−ρd)(D−m21)]m21
)η(1−ρd)(D−m21)m21

2

e
− xN21ρd+xN21m

2θ2ρdm21
Ps2
dsre

+|N21ρd|

2
Ps2
dsr

e

(
z3(x)

η(1− ρd)(D −m21)m3
21

)

1
2

K1(2

√
z4(x)

w5
)

(5.78)

with w5 = η(1− ρd)(D −m21)m2
21 (2θ2m21

Ps2
dsr

e ρd + |N21ρd|), z3(x) =
1

4θ4

2θ2+
|N21|

m21
Ps2
dsre

+
N22D

[η(1−ρd)(D−m21)]m21

[xN21N22ρdD + xm21N22N21D + xN22m
2
21D +

xN22m21D ∗ xρdN21

m21
+ xN21](2θ2m21ρd

Ps2
dsr

e + |N21ρd|) and z4(x) =
1

4θ4

2θ2+
|N21|

m21
Ps2
dsre

+
N22D

[η(1−ρd)(D−m21)]m21

(xN21N22ρdD + xm21N22N21D + xN22m
2
21D +

xN22m21D ∗ xρdN21

m21
+ xN21)m21.

By using the CDF of γ2end, the outage probability can be derived as

P0(γ02) = 1 + (ρd − 1)e
γ02N21ρd+γ02N21m21
2θ2ρdm21Ps2+ρdN21

− e

− γ02N22m21D

( 4θ4

2θ2+
|N21|

m21
Ps2
dsre

+
N22D

[η(1−ρd)(D−m21)]m21
)η(1−ρd)(D−m21)m21

2

e
− γ02N21ρd+γ02N21m21

2θ2ρdm21
Ps2
dsre

+|N21ρd| 1(
2θ2 + | N21

m21
Ps2
dsre

|
)

2
Ps2
dsr

e

(
z3(γ02)

η(1− ρd)(D −m21)m3
21

)
1
2K1(2

√
z4(γ02)

w5
).

(5.79)

Thus, the achievable rate without direct link can be derived as

AR2 = [1− P0(γ02)]× (
D −m21

D
) (5.80)
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Table 5.2: Data transmission power splitting (DTPS)
Scheme 2 Procedure Achievable rate and BER

Input: m21, m22, ρd, Ps, η, D,N21, N22,γ02, γh, γg, σd
2 and σr

2

Output: Achievable rate and BER Values
1.Solve the expressions for (5.80) and (5.82) by applying Scheme 2.
2.if m21 +m22<D then
3. Calculate achievable rate and BER, respectively.
4.else
5. Stop and make it zero.
6.end if.

and the achievable rate with direct link can be derived as

AR2d = [1− P0(γ02)Psd(γ02)]× (
D −m21

D
). (5.81)

The BER without direct link can be calculated as [125]

BER2 =
1

2

∫ ∞
0

e−x√
x ∗ π

Fγ2end
(x)dx (5.82)

and the BER with direct link can be calculated as

BER2 =
1

2

∫ ∞
0

e−x√
x ∗ π

Fγ2end
(x)Fγsd(x)dx. (5.83)

The algorithm has been presented in Table 5.2.

5.4.3 Achievable rate and BER for CPS

To derive the CDF, we first calculate V ar(ε31) and V ar(ε32). Using similar methods,

the variances of ε31 and ε32 can be calculated as

V ar(ε31) =
N31

m31ρc
Ps3
dsr

e

(5.84)

V ar(ε32) =
N32

(
Ps3
dsr

e |ĥ3|
2

+N31

)
[η Ps3dsr

e |ĥ3|
2

(1− ρc)]m31

. (5.85)
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Using (5.84) and (5.85) into (5.38), the end-to-end SNR expression can be

derived as

γ3end =
|ĝ3|2|ĥ3|

2 Ps3
dsr

e

v4
(5.86)

where v4 = N31|ĝ3|2
m31ρc

+ |ĝ3|2N31 +
(N31+

Ps3
dsre
|ĥ3|

2
ρcm31+N31m31+m2

31)N32

(
Ps3
dsre
|ĥ3|

2
+N31

)
[η
Ps3
dsre
|ĥ3|

2
(1−ρc)]ρcm2

31

.

Then, the PDF of |ĥ3|
2

can be derived as

f|ĥ3|
2(x) = λ31e

−λ31x (5.87)

and the CDF of |ĥ3|
2

is

F|ĥ3|
2(x) = 1− e−λ31x (5.88)

where λ31 = 1

2θ2+| N31

m31ρc
Ps3
dsre

|
.

Similarly, the PDF of |ĝ3|2 can be written as

f|ĝ3|2(x) = λ32e
−λ32x (5.89)

and its CDF can be written as

F|ĝ3|2(x) = 1− e−λ32x. (5.90)

where λ32 = 1
4θ4

2θ2+
|N31|

m31ρc
Ps3
dsre

+
ρc|N32|

|m31|η|1−ρc|
.

By using these expressions, we can derive the CDF of γ3end. One has from

(5.86)

Fγ3end
(x) = P1r{γ3end < x} = I31 + I32 (5.91)

where

I31 = 1− e
−

xN31

ρc2m31
Ps3
dsre

+
xN31
Ps3
dsre

ρc

2θ2+| N31

m31ρc
Ps3
dsre

|

(5.92)

105



and

I32 =
1

Ps3
dsr

e

(
2θ2 + | N31

m31ρc
Ps3
dsre

|
)e−

xN31
ρc

+xN31m31

2θ2ρcm31
Ps3
dsre

+|N31|
2θ2m31ρc

Ps3
dsr

e + |N31|
m31

− 1(
2θ2 + | N31

m31ρc
Ps3
dsre

|
)e−λ32b

d
−

xN31
ρc

+xN31m31

2θ2ρcm31
Ps3
dsre

+|N31|

2
Ps3
dsr

e

(
z5(x)

[η(1− ρc)(D −m31)]m3
31

)

1
2

K1(2

√
z6(x)

w6
)

(5.93)

with w6 = [η(1 − ρc)(D − m31)m2
31](2θ2ρcm31

Ps3
dsr

e + |N31|), z5(x) =
1

4θ4

2θ2+
|N31|

m31ρc
Ps3
dsre

+
ρc|N32||D|
|m31|η|1−ρc|D

[xN31N32D + xm31N32N31D + xN32m
2
31D +

xN32m31D ∗ xN31
ρc2m31

+ xN31
ρc

](2θ2m31ρc
Ps3
dsr

e + |N31|) and z6(x) =
1

4θ4

2θ2+
|N31|

m31ρc
Ps3
dsre

+
ρc|N32|||
|m31|η|1−ρc|

(xN31N32D + xmN32N31D + xN32m
2
31D + xN32m31D ∗

xN31
ρc2m31

+ xN31
ρc

)m31.

By using the CDF of γ3end, the outage probability can be derived as

P0(γ03) = 1 + (ρc − 1)e

γ03N31
ρc

+γ03N31m31

2θ2ρcm31Ps3+N31 − 1(
2θ2 + | N31

m31ρc
Ps3
dsre

|
)

e
−λ32b

d
−

γ03N31
ρc

+γ03N31m

2θ2ρcm31
Ps3
dsre

+|N31| 2
Ps3
dsr

e

(
z5(γ03)

[η(1− ρc)(D −m31)]m3
31

)

1
2

K1(2

√
z6(γ03)

w6
).

(5.94)

Thus, the achievable rate without direct link can be derived as

AR3 = (1− P0(γ03))× (
D −m31

D
) (5.95)

and the achievable rate with direct link can be derived as

AR3d = (1− P0(γ03)Psd(γ03))× (
D −m31

D
). (5.96)
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The BER without direct link can be calculated as

BER3 =
1

2

∫ ∞
0

e−x√
x ∗ π

Fγ3end
(x)dx (5.97)

and the BER with direct link can be calculated as

BER3d =
1

2

∫ ∞
0

e−x√
x ∗ π

Fγ3end
(x)Fγsd(x)dx. (5.98)

The above expressions can be used to calculate the achievable rate and BER

for the three structures. All the BER results are one-dimensional integrals, which

can be easily calculated using simple mathematical software, i.e., MATLAB. All the

AR results are in closed-form. Next, we will provide some numerical examples.

The algrithm has been presented in Table 5.3.

Table 5.3: Combination power splitting (CPS)
Scheme 3 Procedure Achievable rate and BER

Input: m31, m32, ρc, Ps, η, D, N31, N32, γ03, γh, γg, σd
2 and σr

2

Output: Achievable rate and BER Values
1.Solve the expressions for (5.95) and (5.97) by applying Scheme 3.
2.if m31 +m32<D then
3. Calculate achievable rate and BER, respectively.
4.else
5. Stop and make it zero.
6.end if.

5.5 Numerical results and discussion

In this section, we study the performances of three novel structures in terms of

achievable rate and bit-error-rate. In the study, we fix Ps1 = Ps2 = Ps3 = 1,

η = 0.5, D = 100, N11 = N12 = N21 = N22 = N31 = N32 = 1. Define γ1 = |h|2
2σ2 as

the instantaneous SNR of the SR link, and γ2 = |g|2
2σ2 as the instantaneous SNR of

the RD link, where g1 = g2 = g3 = g, h1 = h2 = h3 = h. The values of g and h will

change with γ1 and γ2, and their real and imaginary parts are the same.

Fig. 5.3 shows the outage probability of different structures by using simula-
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Figure 5.3: Comparison of simulation and analysis, when γ1 and γ2 are fixed at 10
dB and 10 dB.
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tion and analysis for comparison. One sees that there is an excellent match between

simulation and analysis. This applies to all the following figures but to maintain the

readability of the figures, simulation results are not shown, as they are not visible

in 3D plots.

5.5.1 Outage probability evaluation

In Fig.5.4, the normalized outage probability of ˆg1,2,3 and ˆh1,2,3 in three structures

versus the values of m11,21,31, when γ1 and γ2 with fixed channel realization. They

were fixed at γ1 = 10, γ2 = 10, γ1 = 10, γ2 = 20 and γ1 = 10, γ2 = 30,respectively.

Also, m12,22,32 is fixed at 10 and ρp,d,c is fixed at 0.5. By comparing the results for

three groups of γ1 and γ2, one can see that both of them decrease first and then

increase when m11,21,31 increases. A bigger m11,21,31 means more accurate estimate

of ˆh1,2,3, and more energy for harvesting. For CEPS, the optimal value of m11 is

around 73, 80 and 60, respectively. For DTPS, the value of m21 is around 20, 30 and

40, respectively. And for CPS, the value of m31 is around 20, 30 and 30, respectively.

In Fig.5.5, the normalized outage probability of ˆg1,2,3 and ˆh1,2,3 in three

structures versus the values of ρp,d,c, when γ1 and γ2 with fixed channel realization.

They were fixed at γ1 = −10, γ2 = 10, γ1 = −10, γ2 = 20 and γ1 = −20, γ2 =

10,respectively. Also, m11,21,31 is fixed at 20. By comparing the results for three

groups of γ1 and γ2, one can see that the outage probability first decreases very

quickly and then increases slowly, when the value of ρp,d,c increases. A bigger ρp,d,c

means more accurate estimate of ˆg1,2,3, and less energy for harvesting. The optimal

value of ρp is around 0.15, 0.75 and 0.85, respectively. The optimal value of ρd is

around 0.7, 0.85 and 0.93, respectively. The optimal value of ρc is around 0.7, 0.75

and 0.83, respectively.

5.5.2 Achievable rate evaluation

Fig. 5.6 illustrates the achievable rate of the CEPS structure versus the power

splitting ratio ρp, when γ1 and γ2 are fixed at 10 dB and 10 dB, respectively. The

value of ρp is changing between 0 to 1, with an interval of 0.05. The value of m11

is changing between 0 to 100 with an interval 1. First of all, we can see that the

achievable rate increases first and then decreases when m11 or ρp increase. The peak

point represents the optimal value. In this case, it can be observed that the optimal
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value is achieved at m11 = 88 and ρp = 0.24, and the maximum achievable rate is

around 0.1734. A bigger m11 means more accurate estimate of ĥ1, and more energy

for harvesting but less time for data transmission. A bigger ρp means more accurate

estimate of ĥ1, but less energy for harvesting. Thus, one must choose ρp carefully

using our results to achieve the best performance.

Fig. 5.7 is similar to Fig. 5.6, expect that γ1 , γ2 are fixed at 10 dB and

20 dB, respectively. In this case, the rate increases in most cases. The optimal

values are m11 = 94 and ρp = 0.2, and the maximum rate is around 0.2342. Thus,

the performance of the CEPS structure can be improved by increasing γ2, but the

optimal values change too. The optimal m11 increases and the optimal ρp decreases.

Fig. 5.8 illustrates the achievable rate of the DTPS structure versus the

number of pilots for channel estimation m11 and the power splitting ratio ρd, when

γ1 , γ2 are fixed at 10 dB and 10 dB, respectively. Again, we can see that the

achievable rate increases first and then decreases when m21 or ρd increase, implying

that the optimal value exists. For this structure, the optimal values are m21 = 69

and ρd = 0.22, and the maximum achievable rate is around 0.01981. Fig. 5.8 is

similar to Fig. 5.7, expect that γ1 , γ2 are fixed at 10 dB and 20 dB, respectively.

Again, the optimal values change with γ2. In particular, the optimal values are

m21 = 85 and ρd = 0.2 and the maximum rate is around 0.1092.

For DTPS, by comparing Fig. 5.8 and Fig. 5.9, we can see when γ2 increases,

the optimal m21 increases and the optimal ρd decreases. Also, comparing the DTPS

structure with the CEPS structure, it can be seen that the rate performance is more

sensitive in DTPS that in CEPS to the power splitting ratio and the number of

pilots.

Fig. 5.10 and Fig. 5.11 show the rate of the CPS structure versus the number

of pilots for channel estimation m31 and the power splitting ratio ρc, when γ1 , γ2

are fixed at 10 dB and 10 dB and when γ1 , γ2 are fixed at 10 dB and 20 dB,

respectively. Similar observations can be made. The optimal values in Fig. 5.10 are

m31 = 71 and ρc = 0.25 with a maximum rate of around 0.01463, in Fig. 5.11 are

m31 = 86 and ρc = 0.21 with a maximum rate of around 0.1036. Again, when γ2

increases, the optimal m31 increases and the optimal ρc decreases.

By comparing the achievable rates of the three different structures, one can

see that CEPS has a lower maximum achievable rate than DTPS and CPS. Also,

DTPS and CPS have similar optimal achievable rates from our calculations, and
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CPS has a slightly bigger maximum achievable rate than DTPS. Therefore, CPS

has the best performance among these three structures, and CEPS has the worst.

5.5.3 BER evaluation

In Fig.5.12 shows the normalized BER of ˆg1,2,3 and ˆh1,2,3 in structure 1 versus the

values of m11,21,31, when γ1 and γ2 with fixed channel realization. They were fixed

at γ1 = 20, γ2 = 10, γ1 = 20, γ2 = 15 and γ1 = 20, γ2 = 20,respectively. Also, ρp,d,c

is fixed at 0.5. By comparing the results for three groups of γ1 and γ2, one can

see that both of them decrease first and then increase when m11,21,31 increases. For

CEPS, the optimal value of m11 is around 10 pilots. For DTPS, the m21 value is

around 20. And for CPS, the m31 value is around 10.

In Fig.5.13 shows the normalized BER of ˆg1,2,3 and ˆh1,2,3 in three structures

versus the values of ρp,d,c, when γ1 and γ2 with fixed channel realization. They were

fixed at γ1 = 10, γ2 = 0, γ1 = 10, γ2 = 10 and γ1 = 20, γ2 = 20,respectively. Also,

m11 is fixed at 90. By comparing the results for three groups of γ1 and γ2, one can

see that the outage probability first decreases very quickly and then increases slowly,

when the value of ρp,d,c increasing. A bigger ρp means more accurate estimate of

ˆg1,2,3, and less energy for harvesting. The optimal value of ρp is around 0.65, 0.82

and 0.85, the optimal value of ρd is around 0.85, 0.65 and 0.79, and the optimal

value of ρc is around 0.65, 0.65 and 0.8, respectively.

Fig. 5.14 illustrates the relationship between the BER of the CEPS structure

versus the power splitting ratio ρp, when γ1 and γ2 are fixed at 10 dB and 10 dB,

respectively. In this case, we can see that the BER decreases first and then rises up

when m11 or ρp increase. In this case, it can be observed that the optimal values

are m11 = 84 and ρp = 0.29, and the minimum BER is around 4.646e−5.

Fig. 5.15 shows the relationship between BER of the DTPS structure versus

the power splitting ratio ρd, when γ1 and γ2 are fixed at 10 dB and 10 dB, respec-

tively. Again, we can see that the BER decreases first and then raises up when m21

or ρd increase. In this case, it can observed that the optimal values are m21 = 72

and ρd = 0.16, and the minimum BER is around 4.94e−5.

Fig. 5.16 illustrates the relationship between BER of the CPS structure

versus the power splitting ratio ρc, when γ1 and γ2 were fixed at 10 dB and 10 dB,

respectively. In this case, it can be observed that the optimal values are m31 = 74
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and ρc = 0.18, and the minimize BER is around 4.948e−5.

From Figs. 5.14-5.16, it can be observed that DTPS and CPS have similar

optimal BER from our calculations. One can also see that CEPS has smaller BER

than another the other two. One can conclude that CEPS has the best performance

among these three structures.

5.5.4 Effect of direct link

In this part, we provide a sample of CEPS with direct link compared with the one

without. The DTPS and CPS show same performance as CEPS, when they have

a direct link. Fig. 5.17 shows the curves of CEPS and CEPS with a direct link in

different power splitting ratio of 0.4 and 0.8, respectively. The achievable rate is

higher with a direct link in the structure, but its challenging to find the optimal

value.

5.5.5 Effect of conversion efficiency

Fig. 5.18 shows the relationship between achievable rate of three structures versus

RF-to-DC conversion efficiency, respectively. It can observed that the DTPS and

CPS has similar achievable rate with conversion efficiency. Also for CPES, the rate

increases faster with the increases of conversion efficiency. Compared with another

two, the performance of CEPS is worse than DTPS and CPS before 0.5, and better

than them over 0.5.

5.5.6 Previous work compare

Fig. 5.19 shows the outage probability of novel strcture and basic TS/PS structures.

We can see outage probability values of all three structures are smaller than TS/PS,

which means they have better performance than basic TS/PS structures discussed

before. The CEPS has higher outage probability than DTPS and CPS in the first

half and lower in the second half, and DTPS has better performance than CPS.

Fig. 5.20 presents the BERs of novel structures and basic TS/PS structures,

resprctively, where the BER values of all three structures are smaller than TS/PS.

Therefore, our novel structures have better performance than the normal TS/PS
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structures mentioned in previous work. Also, the CPES has higher BER than DTPS

and CPS, and DTPS and CPS have similar performance. From above two figues,

for PS structure, the outage probability and BER are slightly increased with limited

change.

5.6 Conclusions

To conclude, three novel combination structures for EH AF relaying have been

investigated in this chapter. Both distance and direct link have been considered,

and the improvement of TS and PS EH protocols with different combinations has

been discussed. Meanwhile, we maximised the achievable rate and minimise the BER

to optimise the power allocation among channel estimation, data transmission, EH

and power splitting ratio. The power allocation and power splitting are important

in term of rate and BER. Numerical results have verified the existence of an optimal

number of pilots and an optimal value of power splitting ratio for channel estimation,

data transmission and EH, when the packet size is fixed. We also show the direct

link in relaying can improve the performance of relaying system. Compared with

normal TS relaying, we have certified the novel structures is better than previous

work. We found that CPS has the best performance compare to DTPS and CEPS.
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(a)

(b)

(c)

Figure 5.4: The outage probability versus (a) pilots for channel estimation and EH
m11 in the first hop of CEPS (b) pilots for channel estimation m21 in the first hop
of DTPS (c) pilots for channel and part of EH m31 in the first hop of CPS.
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(a)

(b)

(c)

Figure 5.5: The outage probability versus power ratio (a) Power ratio ρp for CEPS
(b) Power ratio ρd for DTPS (c) Power ratio ρc for CPS.
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Figure 5.6: Achievable rate of the CEPS structure versus the power splitting ratio
ρp, when γ1 and γ2 are fixed at 10 dB and 10 dB.
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Figure 5.7: Achievable rate of the CEPS structure versus the power splitting ratio
ρp, when γ1 and γ2 are fixed at 10 dB and 20 dB.
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Figure 5.8: Achievable rate of the DTPS structure versus the power splitting ratio
ρd, when γ1 and γ2 are fixed at 10 dB and 10 dB.
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Figure 5.9: Achievable rate of the DTPS structure versus the power splitting ratio
ρd, when γ1 and γ2 are fixed at 10 dB and 20 dB.
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Figure 5.10: Achievable rate of the CPS structure versus the power splitting ratio
ρc, when γ1 and γ2 are fixed at 10 dB and 10 dB.
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Figure 5.11: Achievable rate of the CPS structure versus the power splitting ratio
ρc, when γ1 and γ2 are fixed at 10 dB and 20 dB.
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(a)

(b)

(c)

Figure 5.12: The BER versus (a) pilots for channel estimation and EH m11 in the
first hop for CEPS (b) pilots for channel estimation m21 in the first hop for DTPS
(c) pilots for channel and part of EH m31 in the first hop for CPS.
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(a)

(b)

(c)

Figure 5.13: The BER versus pilots for channel estimation in the second hop (a)
Pilots for channel estimation in the second hop m12 for CEPS (b) Pilots for channel
estimation in the second hop m22 for DTPS (c) Pilots for channel estimation in the
second hop m32 for CPS.
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Figure 5.14: BER of the CEPS structure versus the power splitting ratio ρp, when
γ1 and γ2 are fixed at 10 dB and 10 dB.
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Figure 5.15: BER of the DTPS structure versus the power splitting ratio ρd, when
γ1 and γ2 are fixed at 10 dB and 10 dB.
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Figure 5.16: BER of the CPS structure versus the power splitting ratio ρc, when γ1

and γ2 are fixed at 10 dB and 10 dB.
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Figure 5.19: Outage probability comparison between Novel structures and basic
TS/PS structures

10 20 30 40 50 60 70 80 90

number of pilots

0

0.05

0.1

0.15

0.2

0.25

B
E

R

TSAF

CEPS

DTPS

CPS

PSAF
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Chapter 6

Allocation between estimation,

detection and harvesting with

ambient Energy

6.1 Introduction and related works

In the last chapter, three novel EH structures were proposed. Those schemes har-

vested energy from the source exclusively. Given the wide usage of RF devices, the

RF energy can be detected everywhere, making it an excellent power source for low-

power devices. The ambient RF EH is considered in numerous works [34, 174, 175].

The concept of ambient RF EH has been first noticed in 1900. Unfortunately, this

idea was not accepted by the multitude at the time. In [176], this theory was raised

again by Mi, Minhong. The ambient RF energy has a comparably low energy density

of 0.2 nW/cm2 ∼ 1 W/cm2 as compared to the other energy sources [177], [34].

The free or living ambient energy density of the ambient RF and wireless sources are

increasing due to the explosion of wireless communication and broadcasting infras-

tructures, such as analogue/digital TV, AM/FM radio, WiFi networks, and cellular

networks. The ambient RF power density is normally more powerful in downtown

urban areas and in the proximity of the power sources (e.g., TV towers) [34]. Since

then, more applications in various areas have been developed, such as on personal

devices, military applications, IoT and medical appliances.

Previous works either considered the system with RF ambient EH and chan-
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nel estimation without data transmission [68] or merely harvested energy from the

source without examining the ambient energy [104]. Therefore, in this chapter, the

EH and information decoding are considered concurrently, with two neutralised har-

vest energy sources. We intend to fill the gap of the EH model in AF relaying system

with multiple energy sources.

In this chapter, more realistic schemes with added ambient RF energy are

presented. Based on the schemes designed in Chapter 5, three ambient added struc-

tures are designed, ’ACEPS’, ’ADTPS’ and ’DTPS’, which are based on ’CEPS’,

’DTPS’, and ’CPS’, respectively. The cumulative density functions (CDF) are de-

rived from the probability density functions (PDF). Then, the expressions of the

achievable rate (AR) and bit-error-rate (BER) for these models are generated. The

system performance is investigated in terms of AR and BER, with variable channel

estimation rates and power splitting ratios. Consequently, the characteristics can be

achieved through simulation results analysis. It is a straightforward way to obtain

the optimal power allocations for different schemes.

Because of the high similarities between the new models and the system

models given in Chapter 5, in Section 6.1, the description of the system models with

same expressions will not be repeated. This chapter takes additional RF ambient

energy into account, which increases the amount of energy harvested at the relay

node. Same system models in Chapter 5 are applied here as the fundamental frame-

work, with ambient RF EH appended. Beyond that, the EH capacity is developed,

and the signal efficiency is enhanced as well.

The remainder of this chapter will be organised as follows. The system

model of ambient added EH structures: ACEPS, ADTPS and ACPS are proposed

in Section 6.2. Then, the end-to-end SNR and variables for different structures will

be derived in Section 6.3. In Section 6.4, the EH system performance is examined

according to the outage probability and achievable rate for different schemes. The

numerical results are analysed in Section 6.5, and finally, the conclusion is presented

in Section 6.6.

6.2 Three ambient added EH AF relaying schemes

In this section, the ambient RF added system models: ACEPS, ADTPS, and ACPS

are displayed in details. Following, we will present the system models for different
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structures.

The system structures examined in this chapter are the same as Chapter 5,

which shown in Fig.5.1. Under the AF relaying frame, it has one source, one relay

and one destination. Each system with a single antenna and works in half-duplex

mode. Entirely two hops are included into transmission: SR and RD link.

6.2.1 Channel estimation power splitting scheme with ambient en-

ergy (ACEPS)

The received signals at the relay and the received signals at the destination have the

same expressions, which are described in Chapter 5 Section 5.2.1. In the first hop,

the received signal for channel estimation, the received signal of the data symbols

and the received signal of pilots for EH are the equivalent as (5.1),(5.2) and (5.3),

respectively.

However, because the additional ambient RF energy is considered, the har-

vested energy at the relay node is improved, based on the initial energy harvested

from the source (5.4), and additional RF energy from the environment, the harvested

energy at the relay can be written as

Er1 = η
Ps1
dsr

e |h1|2(1− ρp)m11 + Pe (6.1)

where Pe is the ambient RF energy harvested at the relay node, and followed with

Poisson distribution with probability density pr = 1, η stands for the conversion

efficiency of the energy harvester and T = 1 is assumed for simplicity. The har-

vested energy will be used to transmit m11 pilots to the destination for the channel

estimation and D −m11 data symbols from the source in the second hop to keep

the same data rate. Thus the transmission power of the relay is

Pr1 =
η Ps1dsr

e |h1|2(1− ρp)m11 + Pe

D
. (6.2)

Furthermore, the estimate h1 is expressed as (5.6). The amplification factor

can be written as (5.7). For the second hop, the received pilots for channel estimation

at the destination, the received data symbols at the destination are written as (5.8)

and (5.9), respectively. The received data symbols at the destination in the direct

link can be expressed as (5.11).
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6.2.2 Data transmission power splitting scheme with ambient en-

ergy (ADTPS)

The received signals at the relay and the destination for ADTPS structure are similar

to the DTPS, which were described in Chapter 5 Section 5.2.2.

In the first hop, the pilots received at the relay for channel estimation, the

received signal of the data symbols and the received signal of pilots for EH are

presented as (5.12),(5.13) and (5.14), respectively. However, compared with the

DTPS harvested energy in (5.15), there is additional ambient RF energy involved.

The harvested energy at the relay node then can be expressed as

Er2 =
Ps2η|h2|2(1− ρd)(D −m21)

dsr
e + Pe2 (6.3)

where the remaining Ps2|ĥ2|
2

is the amount of energy selected by the harvester at

the relay node through EH protocol. The harvested energy then will be used to send

m22 pilot symbols to the destination node for the channel estimation of the second

hop, which from relay node to destination node, there are total ρd(D −m21) data

symbols from the source.

The transmission power at the relay node is

Pr2 =
η Ps2dsr

e |ĥ2|
2
(1− ρd)(D −m21)

D
(6.4)

where the estimate h2 is the same as (5.17), and similarly, the amplification factor

for this scheme can be written as (5.18).

For the second hop, the received pilots for channel estimation and the received

data symbols at the destination can be expressed as (5.19) and (5.21), respectively.

The direct link expression is also given by (5.11).

6.2.3 Combination power splitting scheme with ambient energy

(ACPS)

Identically as above two models, the received signals are the same as the CPS

structure in Chapter 5 Section 5.2.3. At the relay node, the pilot received at the
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relay for channel estimation, the collected data symbols and the pilots for EH are

presented in (5.22), (5.23), and (5.24), respectively.

The harvested energy from the source can be expressed as

Er3 = η|h3|2(1− ρc)D
Ps3
dsr

e + Pe3. (6.5)

The remaining Ps3|ĥ3|
2

is the amount of energy collected by the harvester at

the relay node through EH protocol. The harvested energy will be used to transmit

m32 pilot symbols to the destination node for the channel estimation of the second

hop from the relay node to destination node, as well as ρc(D −m31) data symbols

from the source. The transmission power at the relay, which used to send signal

from the relay to the destination is

Pr3 =
η|h3|2(1− ρc)D Ps3

dsr
e + Pe3

D
(6.6)

with the estimated h3 is the same as (5.27), the amplification factor can be written

as (5.28).

For the second hop, the received pilots for channel estimation and the received

data symbols at the destination can be stated as (5.29) and (5.31), respectively.

6.3 Maximum-likelihood channel estimation

In this section, the end-to-end SNR and measurement parameters for different struc-

tures are derived. The performance analysis will be discussed for seeking the optimal

power allocation.
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6.3.1 ACEPS channel estimation

Following the received signals in (5.8), with the same derivation procedures, the

end-to-end SNR expression of ACEPS structure can be written as

ĝ1 =
Σm1
i12=1

(√
Pr1
drd

e g1â1var + n12[i12]
)

m1â1var

√
P̂r1
drd

e

=

√
Pr1
drd

e√
P̂r1
drd

e

g1 +
Σm1
i12=1n12[i12]

m1â1var

√
P̂r1
drd

e

=

√
Pr1
drd

e√
P̂r1
drd

e

g1 + ε12

(6.7)

where has ε12 =
Σ
m11
i12=1n12[i12]

m11â1var

√
Pr1
drd

e

and P̂r1 =
η
Ps1
dsre
|ĥ1|

2
(1−ρp)m1T+Pe1

DT .

To integrate the expressions (6.7) and (5.6) in (5.9), the received signal for

data transmission in at the destination can be expressed as (5.32).

The end-to-end SNR function for the received signal at the destination can

be expanded as

γ1end =
|ĥ1|

2|ĝ1|2 Ps1dsr
e

Aa
(6.8)

where the Aa = Ps1
dsr

e |ĝ1|2ε11var + Ps1
dsr

e ε12var|ĥ1|
2

+ |ĝ1|2N11 + Ps1
dsr

e ε11varε12var +

ε12varN11 + N12
ˆPr1

drd
e â

2
1var

, with assumptions E[|x[j11]|2] = 1, E[|n11[j11]|2] = N11 and

E[|n12[j12]|2] = N12. Also, denote E[|ε|21] = ε11var,E[|ε|22] = ε12var.

6.3.2 ADTPS channel estimation

Similarly, with the received signal in (5.19), the fading channel gain between relay

node and destination node can be estimated as

ĝ2 =

√
Pr2
drd

e√
P̂r2
drd

e

g2 + ε22 (6.9)

where we have ε22 =
Σ
m21
i22=1n22[i22]

m21â2var

√
ˆPr2

drd
e

and P̂r2 =
η
Ps2
dsre
|ĥ2|

2
(1−ρd)(D−m2)T+Pe2

DT .
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The data transmission at the destination in (5.35) can be obtained by substi-

tuting (6.9) and (5.17) in (5.21). Thus, the end-to-end SNR expression of ADTPS

structure can be written as

γ2end =
|ĥ2|

2|g2|2 Ps2dsr
e ρd

Ab
(6.10)

where Ab = ρd|g2|2N21

m2
+ |g2|2N21 +

N22ρd
Ps2
dsre
|ĥ2|

2
(
Ps2
dsre
|ĥ2|

2
+N21

)
DTdrd

e

[η|ĥ2|
2
(1−ρd)(D−m2)T+Pe2]m2

+

N21N22ρd

(
Ps2
dsre
|ĥ2|

2
+N21

)
DTdrd

e

m2
2[η

Ps2
dsre
|ĥ2|

2
(1−ρd)(D−m2)T+Pe2]

+
N22N21

(
Ps2
dsre
|ĥ2|

2
+N21

)
DTdrd

e

[η
Ps2
dsre
|ĥ2|

2
(1−ρd)(D−m2)T+Pe2]m2

+

N22

(
Ps2
dsre
|ĥ2|

2
+N21

)
DTdrd

e

[η
Ps2
dsre
|ĥ2|

2
(1−ρd)(D−m2)T+Pe2]

.

6.3.3 ACPS channel estimation

Similar to the above two schemes, the received signal at the destination is analysed

as (5.29). Then, the channel gain between the relay and the destination can be

estimated as

ĝ3 =
Σm3
i32=1

(√
Pr3
drd

e g3â3var + n32[i32]
)

m3â3var

√
P̂r3
drd

e

=

√
Pr3
drd

e√
P̂r3
drd

e

g3 +
Σm3
i32=1n32[i32]

m3â3var

√
P̂r3
drd

e

=

√
Pr3
drd

e√
P̂r3
drd

e

g3 + ε32

(6.11)

where ε32 =
Σ
m31
i32=1n32[i32]

m31â3var
is the estimation error, and the estimated transmission

power at relay is P̂r3 =
η
Ps3
dsre
|ĥ3|

2
(1−ρc)DT+Pe3

DT from (5.26).

The extended received signal for data transmission is (5.35). Therefore, the

end-to-end SNR expression for ACPS can be expressed as

γ3end =
|ĥ3|

2|ĝ3|2 Ps3dsr
e

Ac
(6.12)

where Ac = Ps3
dsr

e |ĝ3|2ε31var+|ĝ3|2N31+ Ps3
dsr

e ε31varε32var+ Ps3
dsr

e ε32var|ĥ3|
2
+ε32varN31+

N32
ˆPr3

drd
e â

2
3var

.
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6.4 End-to-end SNR

In this section, the CDF of end-to-end SNR expressions for three ambient RF added

structures are derived first as (6.8),(6.10), and (6.12), respectively. After that, CDFs

are continued to derive the mathematical expressions of outage probability, achiev-

able rate, and BER for different schemes, respectively. The particularly methods

will be presented in details below.

6.4.1 ACEPS CSI estimation

To obtian the CDF expression, we first have to get the variance value for ε11 and

variance value for ε12. Since these two values are not related to the Pr1 in V ar(ε11),

it has same expression as (5.40). However, from (5.7), ε12 will be updated as

ε12 =
Σm1
i12=1n12[i12]

m1â1var

√
P̂r1
drd

e

(6.13)

where it has a mean of zero. And |ε12|2 can be calculated as

|ε12|2 =
|Σm1
i12=1n12[i12]|2

m1
2â2

1var
P̂r1
drd

e

=
|Σm1
i12=1n12[i12]|2DTdrde

(
Ps1
dsr

e |ĥ1|
2

+N11

)
[η Ps1dsr

e |ĥ1|
2
(1− ρp)m1T + Pe1]m1

2

= Σm1
i12=1(

n12[i12]2DTdrd
e
(
Ps1
dsr

e |ĥ1|
2

+N11

)
[η Ps1dsr

e |ĥ1|
2
(1− ρp)m1T + Pe1]m1

2
)

+ Σm1
k1=1Σm1

j12=1k1 6=j12
(
n12[j12]× n12[k1]DTdrd

e
(
Ps1
dsr

e |ĥ1|
2

+N11

)
[η Ps1dsr

e |ĥ1|
2
(1− ρp)m1T + Pe1]m1

2
)

(6.14)

and then, the variance of ε12 is defined as

V ar(ε12) =
N12DTdrd

e
(
Ps1
dsr

e |ĥ1|
2

+N11

)
[η Ps1dsr

e |ĥ1|
2
(1− ρp)m1T + Pe1]m1

. (6.15)

Merging expressions (5.40) and (6.15) in (6.8), the end-to-end SNR expres-
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sion for ACEPS can be derived as

γ1end =
|ĝ1|2|ĥ1|

2 Ps1
dsr

e

Ad
(6.16)

where the Ad = N11|ĝ1|2
m1ρp

+ |ĝ1|2N11 +
N12N11DTdrd

e
(
Ps1
dsre
|ĥ1|

2
+N11

)
[η
Ps1
dsre
|ĥ1|

2
(1−ρp)m1T+Pe1]m1

2ρp
+

Ps1
dsre
|ĥ1|

2
N12DTdrd

e
(
Ps1
dsre
|ĥ1|

2
+N11

)
[η
Ps1
dsre
|ĥ1|

2
(1−ρp)m1T+Pe1]m1

+
N12N11DTdrd

e
(
Ps1
dsre
|ĥ1|

2
+N11

)
[η
Ps1
dsre
|ĥ1|

2
(1−ρp)m1T+Pe1]m1

+

N12DTdrd
e
(
Ps1
dsre
|ĥ1|

2
+N11

)
[η
Ps1
dsre
|ĥ1|

2
(1−ρp)m1T+Pe1]

.

Similarly, the instantaneous link signal to noise ratios (SNRs) in the iSD at

the destination is (5.44).

In order to get the PDF, the distributions of ĥ1 and ĝ1 are needed. Same

as (5.45), the second-moment expression of ĥ1 for ACEPS is identically as CEPS.

Therefore, the exponential random variable with scale parameter can be written as

(5.46). The similarity probability density function (PDF) and cumulative density

function (CDF) are described as (5.47) and (5.48), respectively. Unlike CEPS, the

|ĝ1|2 can be written as

E|ĝ1|2 = E| |ĥ1|
|ĥ1|

g1 +
Σm1
i11=1n12[i11]

m1â1var

√
P̂r1
drd

e

|
2

= E(
|ĥ1|

2

|ĥ1|
2 |g1|2) + E(|

Σm1
i=1n12[i11]

m1â1var

√
P̂r1
drd

e

|
2

) + E(2Re{|ĥ1|
|ĥ1|

g1 ×
Σm1
i11=1n12[i11]∗

m1â1var

√
P̂r1
drd

e

})

(6.17)

where |Σm1
i11=1n12[i11]|2 = 2Σm1

k1=1ΣD
j12=1Re{n12[j12]n12[k1]∗} + Σm1

i11=1|n12[i11]|2,

E(|g1|2) = 2θ2, E(Σm1
i11=1n12[i11]) = 0, n12[j12]n12[k1] = 0 and

Re{ |ĥ1|
|ĥ1|
|g1|(

Σ
m1
i11=1n12[i11]

m1â1var

√
P̂r1

)} = 0, furthermore

2θ2E

{
|ĥ1|

2

|ĥ1|
2

}
≈ 2θ2 2θ2

2θ2 + |N11|
m1ρp

Ps1
dsre

≈ 4θ4

2θ2 + |N11|
m1ρp

Ps1
dsre

(6.18)
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thus, we can get the second-moment expression for ĝ1, which can be defined as

E
(
|ĝ1|2

)
≈ 4θ4

2θ2 + |N11|
m1ρp

Ps1
dsre

+ E

 |N12||DTdrde|| Ps1dsr
e |ĥ1|

2
+N11|

[η Ps1dsr
e |ĥ1|

2|1− ρp|m1T + Pe1]m1

 =
1

λ12
.

(6.19)

Assumed |ĥ1|
2

= x, the complex expression can be simplified as

E

 |N12||DTdrde|| Ps1dsre
|ĥ1|

2
+N11|

[η Ps1dsre
|ĥ1|

2
|1− ρp|m1T + Pe1]m1

 =
N12|DTdrde|λ11

m1
[

Ps1
dsre

η Ps1dsre
|1− ρp|m1T

1

λ11

+
N11η

Ps1
dsre
|1− ρp|m1T − Ps1

dsre
Pe1

(η Ps1dsre
|1− ρp|m1T )2

(−e
λ11

η
Ps1
dsre

|1−ρp|m1TPe1

(η
Ps1
dsre

|1−ρp|m1T )2 Ei(−λ11
η Ps1dsre

|1−ρp|m1TPe1

(η Ps1dsre
|1−ρp|m1T )2

))]

(6.20)

where E[ N11

|ĥ1|
2 ] = N11 ×

∫∞
0

1
xλ11e

−λ11xdx = − N11
m11ρpPs1

Ei(0) has been used. The

ĝ1
2 can be approximated as an exponential random variable, when a small ĝ1 has

been set up. Therefore, the complex exponential variable with scale parameter can

be expressed as

λ12 =
1

Ae
e−λsdx (6.21)

where Ae = 4θ4

2θ2+
|N11|

m1ρp
Ps1
dsre

+ N12|DTdrde|λ11

m1
[

Ps1
dsre

η
Ps1
dsre
|1−ρp|m1T

1
λ11

+

N11η
Ps1
dsre
|1−ρp|m1T− Ps1

dsre
Pe1

(η
Ps1
dsre
|1−ρp|m1T )2

(−e
λ11

η
Ps1
dsre

|1−ρp|m1TPe1

(η
Ps1
dsre

|1−ρp|m1T )2 Ei(−λ11
η
Ps1
dsre
|1−ρp|m1TPe1

(η
Ps1
dsre
|1−ρp|m1T )2

))].

Similarly, the PDF and CDF expressions can be performed as f|ĝ1|2(x) =

λ12e
−λ12x and F|ĝ1|2(x) = 1− e−λ12x, respectively.

For the direct link, lets λsd = 1

2θ2+
Nsd

D
Ps1
dsd

e

. The PDF can be calculated as

f| ˆhsd|
2(x) = λsde

−λsdx (6.22)

and its CDF can be calculated as

F| ˆhsd|
2(x) = 1− e−λsdx. (6.23)

By using these expressions above, the CDF expression of γ1end can be ex-
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panded from (6.8) as

Fγ1end
(x) = Pr1{γ1end < γ1th} = I12 + I11 (6.24)

with the first part as

I11 = Pr1{Ps1|ĥ1|
2 − γ1thN11

m1ρp
− γ1thN11 < 0} (6.25)

and the second part as

I12 = Pr1{|ĝ1|2 <
Af[

(η Ps1dsre
|ĥ1|

2
(1− ρp)m1T + Pe1)ρpm1

2
] (

Ps1
dsre
|ĥ1|

2
− γ1thN11

m1ρp
− γ1thN11

)
|
(
Ps1
dsr

e |ĥ1|
2
− γ1thN11

m1ρp
− γ1thN11

)
> 0}

(6.26)

where Af = γ1thN12N11DTdrd
e
(
Ps1
dsr

e |ĥ1|
2

+N11

)
+

m1γ1thρpN12N11DTdrd
e
(
Ps1
dsr

e |ĥ1|
2

+N11

)
+γ1thm1

2ρpN12DTdrd
e
(
Ps1
dsr

e |ĥ1|
2

+N11

)
+m1ρpγ1th

Ps1
dsr

e |ĥ1|
2
N12DTdrd

e
(
Ps1
dsr

e |ĥ1|
2

+N11

)
.

By using the CDF of |ĥ1|
2

in (5.48), one has

I11 =

∫ γ1thN11

m1ρp
Ps1
dsre

+
γ1thN11
Ps1
dsre

0
f|ĥ1|

2(|ĥ1|
2
)dy = F|ĥ1|

2(|ĥ1|
2
)dy = 1− e

−

γ1thN11

m1ρp
Ps1
dsre

+
γ1thN11
Ps1
dsre

2θ2+| N11

m1ρp
Ps1
dsre

|

(6.27)

Assuming t = Ps1|ĥ1|
2− γ1thN11

m1ρp
−γ1thN11 and Ps1|ĥ1|

2
= t+ γ1thN11

m1ρp
+γ1thN11,

one has

I12 =
Ag[

(η(1− ρp)m1T
(
t+ γ1thN11

m1ρp
+ γ1thN11

)
+ Pe1)ρpm1

2
]
t

(6.28)

where Ag = [γ1thN12N11DTdrd
e+m1ρpγ1thN12N11DTdrd

e+γ1thm1m1ρpN12DTdrd
e

+m1γ1thN12ρpDTdrd
e(t+ γ1thN11

m1ρp
+ γ1thN11)](t+ γ1thN11

m1ρP
+ γ1thN11 +N11).
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To simplify by substituting functions which can be written as

[a1 + b1(t+ c1)](t+ c1)

d1t(t+ c1) + g1t
=
b1
d1

+
(a1 + 2b1c1)d1 − b1(d1c1 + g1)

d2
1t+ d1(d1c1 + g1)

+

ac+b1c21
d1c1+g1

d1
d1c1+g1

t2 + t

(6.29)

where a1 = γ1thN12N11DT + m1ρpγ1thN12N11DT + γ1thm1m1ρpN12DT ; b1 =

m1γ1thN12ρpDT ; c1 = γ1thN11

m1ρp
+ γ1thN11; d1 = ρpm1

2η(1− ρp)m1T ; g1 = ρpm1
2Pe1.

Following the same measurement procedures, from equation (6.7) with the

CDF of |ĝ1|2, the second part can be written as

I12 =

∫ ∞
Ps1|ĥ1|

2− γ1thN11
m1ρp

−γ1thN11

F|ĝ1|2 [
b1
d1

(a1 + 2b1c1)d1 − b1(d1c1 + g1)

d2
1t+ d1(d1c1 + g1)

+

ac+b1c21
d1c1+g1

d1
d1c1+g1

t2 + t
]f|ĥ1|

2(
t

Ps1
+

γ1thN11

m1ρpPs1
+
γ1thN11

Ps1
)d1t

=

∫ ∞
0

(1− e
−λ12[

b1
d1

+
(a1+2b1c1)d1−b1(d1c1+g1)

d21t+d1(d1c1+g1)
+

ac+b1c
2
1

d1c1+g1
d1

d1c1+g1
t2+t

]

)

× 1(
2θ2 + | N11

m1ρpPs1
|
)e−

t
Ps1

+
γ1thN11
m1ρpPs1

+
γ1thN11
Ps1

2θ2+| N11
m1ρpPs1

|
d1t

1

Ps1

∫ ∞
0

1(
2θ2 + | N11

m1ρpPs1
|
)e−

t
Ps1

+
γ1thN11
m1ρpPs1

+
γ1thN11
Ps1

2θ2+| N11
m1ρpPs1

|
d1t

1

Ps1

− 1(
2θ2 + | N11

m1ρpPs1
|
)e− γ1thN11+γ1thN11m1ρp

2θ2m1ρpPs1+N11

∫ ∞
0

e
−t m1ρp

2θ2m1ρpPs1+N11 e
−λ12[

b1
d1

+
(a1+2b1c1)d1−b1(d1c1+g1)

d21t+d1(d1c1+g1)
+

ac+b1c
2
1

d1c1+g1
d1

d1c1+g1
t2+t

]

d1t
1

Ps1
.

(6.30)

The unexpected issue was that the integral could not be simplified or changed

in form, which leaves us the only resort to use curve fitting to substitute original

expression. In the remaining, we have simulated the integral appearance with a

fixed value of h, g.
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First of all, the function was separated into two exponents

e
−λ12[

b1
d1

+
(a1+2b1c1)d1−b1(d1c1+g1)

d21t+d1(d1c1+g1)
+

ac+b1c
2
1

d1c1+g1
d1

d1c1+g1
t2+t

]

= e
−λ12b

d1 × [e
− 1

t+
d1c1+g1

d1 ]
λ12(a1+2b1c1)

d1
−λ12b1(d1c1+g1)

d21 × [e
− 1

d1
d1c1+g1

t2+t
]
λ12

ac+b1c
2
1

d1c1+g1 .

(6.31)

After curve fitting, the results can be derived as

e
− 1

t+
d1c1+g1

d1 => [(0.17m1
−0.83 − 0.51)x0.15m1

−0.86−0.6e(−0.0052m1
−0.66−0.04)x + 0.99]

e
− 1

d1
d1c1+g1

t2+t
=> [(−0.18m1

−0.72 − 0.27)x0.33m1
−0.97−1.68e(−0.0052m1

−0.84+0.03)x + 1].

(6.32)

The outage probability can be written as

Pr1 = 1− 1

Ps1
dsr

e

(
2θ2 + | N11

m1ρp
Ps1
dsre

|
)e− γ1thN11+γ1thN11m1ρp

2θ2m1ρp
Ps1
dsre

+N11

∞∑
Pe1=0

(0.17m1
−0.83 − 0.51)α1 × (−0.178m1

−0.7289 − 0.27)α2e
−λ12

m1γ1thN12ρpDTdrd
e

ρpm1
2η(1−ρp)m1T

Γ([(0.15m1
−0.86 − 0.6)α1 + (0.33m1

−0.97 − 1.68)α2] + 1)

[(0.00516m1
−0.66 + 0.041)α1 + (0.00518m1

−0.838 − 0.0296)α2 +
m1ρp

2θ2m1ρp
Ps1
dsre

+N11
]
α3

e−λλPe1

Pe1!
(6.33)

where α1 = λ12(
(γ1thN12N11DT+m1ρpγ1thN12N11DT+γ1thm1m1ρpN12DT

ρpm1
2η(1−ρp)m1T

−
m1γ1thN12ρpDT ((ρpm1

2η(1−ρp)m1T )(
γ1thN11
m1ρp

+γ1thN11)+ρpm1
2Pe1)

(ρpm1
2η(1−ρp)m1T )2 +

2(m1γ1thN12ρpDT )(
γ1thN11
m1ρp

+γ1thN11)

(ρpm1
2η(1−ρp)m1T )2 ),

α2 = λ12(
(γ1thN12N11DT+m1ρpγ1thN12N11DT+γ1thm1m1ρpN12DT )(

γ1thN11
m1ρp

+γ1thN11)

(ρpm1
2η(1−ρp)m1T )(

γ1thN11
m1ρp

+γ1thN11)+ρpm1
2Pe1

+

(m1γ1thN12ρpDT )(
γ1thN11
m1ρp

+γ1thN11)2

(ρpm1
2η(1−ρp)m1T )(

γ1thN11
m1ρp

+γ1thN11)+ρpm1
2Pe1

) and α3 = [(0.15m1
−0.86 − 0.6)α1 +

(0.33m1
−0.97 − 1.68)α2] + 1.

Then, the achievable rate without direct link can be derived as

AR1 = [1− Fγ1end
(γ01)]× D −m11

D
(6.34)
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the achievable rate with a direct link can be derived as

AR1d = [1− Fγsd(γ01)Fγ1end
(γ01)]× D −m11

D
. (6.35)

Moreover, the BER without direct link can be calculated as

BER1 =

∫ ∞
0

1

2
erfc(

√
x) ∗ dFγ1end

(x)

=
1

2

∫ ∞
0

e−x√
x ∗ π

Fγ1end
(x)dx

(6.36)

and the BER with direct link can be calculated as

BER1d =

∫ ∞
0

1

2
erfc(

√
x) ∗ d(Fγ1end

(x)Fγsd(x))

=
1

2

∫ ∞
0

e−x√
x ∗ π

Fγ1end
(x)Fγsd(x)dx

(6.37)

where erfc(x) is the complementary error function.

6.4.2 ADTPS CSI estimation

Exactly the same as ACEPS, in order to derive the CDF, the V ar(ε21) and V ar(ε22)

must calculated before then. The ε21 is (5.63), and the V ar(ε21) is (5.64). However,

the ε22 is different, which can be expressed as

ε22 =
Σm2
i22=1n22[i22]

m2â2var

√
P̂r2
drd

e

(6.38)

and with

|ε22|2 =
|Σm2
i22=1n22[i22]|2

m2
2â2

2var
P̂r2
drd

e

= Σm2
i22=1(

n22[i22]2
(
Ps2
dsr

e |ĥ2|
2

+N21

)
DTdrd

e

[η Ps2dsr
e |ĥ2|

2
(1− ρd)(D −m2)T + Pe2]m2

2
)

+ Σm2
k2=1Σm2

j22=1k2 6=j22
(
n22[j22]× n22[k2]

(
Ps2
dsr

e |ĥ2|
2

+N21

)
DTdrd

e

[η Ps2dsr
e |ĥ2|

2
(1− ρd)(D −m2)T + Pe2]m2

2
).

(6.39)

138



According to the expression above, the variance of ε22 is

V ar(ε22) =
N22

(
Ps2
dsr

e |ĥ2|
2

+N21

)
DTdrd

e

[η Ps2dsr
e |ĥ2|

2
(1− ρd)(D −m2)T + Pe2]m2

. (6.40)

By using (5.64) and (6.40) in (6.10), the end-to-end SNR function can be

defined as

γ2end =
|ĥ2|

2|g2|2 Ps2dsr
e ρd

Ah
(6.41)

where Ah = ρd|g2|2N21

m2
+ |g2|2N21 +

N22ρd
Ps2
dsre
|ĥ2|

2
(
Ps2
dsre
|ĥ2|

2
+N21

)
DTdrd

e

[η|ĥ2|
2
(1−ρd)(D−m2)T+Pe2]m2

+

N21N22ρd

(
Ps2
dsre
|ĥ2|

2
+N21

)
DTdrd

e

m2
2[η

Ps2
dsre
|ĥ2|

2
(1−ρd)(D−m2)T+Pe2]

+
N22N21

(
Ps2
dsre
|ĥ2|

2
+N21

)
DTdrd

e

[η
Ps2
dsre
|ĥ2|

2
(1−ρd)(D−m2)T+Pe2]m2

+

N22

(
Ps2
dsre
|ĥ2|

2
+N21

)
DTdrd

e

[η
Ps2
dsre
|ĥ2|

2
(1−ρd)(D−m2)T+Pe2]

. Moreover, the distributions of ĥ2 and ĝ2 are

required.

Therefore, the distribution of ĥ2 and ĝ3 are needed. The second-moment

expression of ĥ2 can be expressed as

E(|ĥ2|
2
) = E|h+

Σm2
i21=1n21[i21]

m2

√
Ps2
dsr

e

|
2

= E

|ĥ2|
2

+ |
Σm2
i21=1n21[i21]

m2

√
Ps2
dsr

e

|
2

+ 2Re{h2 ×
Σm2
i21=1n21[i21]

m2

√
Ps2
dsr

e

∗

}


= E(|ĥ2|

2
) + | N21

m2
Ps2
dsr

e

|

(6.42)

where 2Re{h2 ×
ΣαDi21=1n21[i21]

αD2
√

Ps2
dsre

} = 0.

Thus, the exponential random variable with scale parameter is

λ21 =
1

2θ2 + | N21

m2
Ps2
dsre

|
. (6.43)

The similarity probability density function (PDF) and cumulative density
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function (CDF) are described as pdf2 = 1

2θ2+| N21

m2
Ps2
dsre

|
e

− 1

2θ2+| N21

m2
Ps2
dsre

|
x

and cdf2 =

1− e
− 1

2θ2+| N21

m2
Ps2
dsre

|
x

, respectively.

The second-moment expression of |ĝ2|2 can be written as

E(|ĝ2|2) = V ar(|ĝ2|)

= E

 |ĥ2|
2

|ĥ2|
2 |g2|2 + |

Σm2
i22=1n22[i22]

m2â2var

√
P̂r2
drd

e

|
2

+ 2Re{|ĥ2|
|ĥ2|
|g2| × |

Σm2
i22=1n22[i22]

m2â2var

√
P̂r2
drd

e

|
∗

}


= 2θ2 |ĥ2|

2

|ĥ2|
2 +

N22

(
Ps2
dsr

e |ĥ2|
2

+N21

)
DTdrd

e

[η Ps2dsr
e |ĥ2|

2
(1− ρd)(D −m2)T + Pe2]m2

(6.44)

where E(|g2|2) = 2θ2;E(Σm2
i22=1n22[i22]) = 0;n22[j22]n22[k2] = 0 and

Re{ |ĥ2|
|ĥ2|
|g2|(

Σ
m2
i22=1n22[i22]

m2â2var

√
ˆPr2

drd
e

)} = 0, with approximately as

2θ2E

{
|ĥ2|

2

|ĥ2|
2

}
≈ 2θ2 2θ2

2θ2 + |N21|
m2

Ps2
dsre

≈ 4θ4

2θ2 + |N21|
m2

Ps2
dsre

. (6.45)

The second-moment expression for ĝ2, which can be defined as

E
(
|ĝ2|2

)
≈ 4θ4

2θ2 + |N21|
m2

Ps2
dsre

+ E

 N22

(
Ps2
dsr

e |ĥ2|
2

+N21

)
DTdrd

e

[η Ps2dsr
e |ĥ2|

2
(1− ρd)(D −m2)T + Pe2]m2

 =
1

λ22
.

(6.46)

Assuming |ĥ2|
2

= x, the complex expression can be rewritten as

E

 |N22||DTdrde|| Ps2dsre
|ĥ2|

2
+N21|

[η Ps2dsre
|ĥ2|

2
|1− ρd|(D −m2)T + Pe2]m2


=

∫ ∞
0

|N22||DTdrde|| Ps2dsre
x+N21|

[η Ps2dsre
x|1− ρd|(D −m2)T + Pe2]m2

∗ f|ĥ2|
2(x)dx

=
N22|DTdrde|λ21

m2
[

Ps2
dsre

η Ps2dsre
|1− ρd|(D −m2)Tλ21

+
N21η

Ps2
dsre
|1− ρd|(D −m2)T − Ps2

dsre
Pe2

(η Ps2dsre
|1− ρd|(D −m2)T )2

(−e
λ21

η
Ps2
dsre

|1−ρd|(D−m2)TPe2

(η
Ps2
dsre

|1−ρd|(D−m2)T )2 Ei(−λ21
η Ps2dsre

|1− ρd|(D −m2)TPe2

(η Ps2dsre
|1− ρd|(D −m2)T )2

))]

(6.47)
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where E[ N21

|ĥ2|
2 ] = N21 ×

∫∞
0

1
xλ21e

−λ21xdx = − N21
m21ρpPs1

Ei(0) has been used, where

ĝ2
2 can be approximated as an exponential random variable, when a small ĝ1 has

been set up.

Therefore, a complex exponential variable with scale parameter is

λ22 =
1

Aj
(6.48)

where Aj = 4θ4

2θ2+
|N21|

m2
Ps2
dsre

+ N22|DTdrde|λ21

m2
[

Ps2
dsre

η
Ps2
dsre

|1−ρd|(D−m2)Tλ21

+

N21η
Ps2
dsre

|1−ρd|(D−m2)T− Ps2
dsre

Pe2

(η
Ps2
dsre

|1−ρd|(D−m2)T )2
(−e

λ21

η
Ps2
dsre

|1−ρd|(D−m2)TPe2

(η
Ps2
dsre

|1−ρd|(D−m2)T )2 Ei(−λ21
η
Ps2
dsre

|1−ρd|(D−m2)TPe2

(η
Ps2
dsre

|1−ρd|(D−m2)T )2
))],

with the CDF of γ2end can be derived as (5.71).

It can be separated into two parts as

I21 = Pr2{
(
ρd
Ps2
dsr

e |ĥ2|
2 − γ2thρdN21

m2
− γ2thN21

)
< 0} (6.49)

and

I22 = Pr2{|g2|2 <
Ak[

(η Ps2dsr
e |ĥ2|

2
(1− ρd)(D −m2)T + Pe2)m2

2
] (
ρd

Ps2
dsr

e |ĥ2|
2 − γ2thρdN21

m2
− γ2thN21

)
|
(
ρd
Ps2
dsr

e |ĥ2|
2 − γ2thρdN21

m2
− γ2thN21

)
> 0}

(6.50)

where Ak = γ2thN22m2
Ps2
dsr

e |ĥ2|
2
ρd

(
Ps2
dsr

e |ĥ2|
2

+N21

)
DTdrd

e +

γ2thN21N22ρd

(
Ps2
dsr

e |ĥ2|
2

+N21

)
DTdrd

e+γ2thm2N22N21

(
Ps2
dsr

e |ĥ2|
2

+N21

)
DTdrd

e+

γ2thN22m2
2
(
Ps2
dsr

e |ĥ2|
2

+N21

)
DTdrd

e.

By using the CDF of |ĥ2|
2

in 5.68, one has

I21 =Pr2{ρd
Ps2
dsr

e |ĥ2|
2− γ2thρdN21

m2
−γ2thN21<0} = Pr2{|ĥ2|

2
<
γ2thN21

m2
Ps2
dsr

e

+
γ2thN21

ρd
Ps2
dsr

e

}

=

∫ γ2thN21

m2
Ps2
dsre

+
γ2thN21

ρd
Ps2
dsre

0
f|ĥ2|

2(y)dy = F|ĥ2|
2(y)dy = 1− e

−

γ2thN21

m2
Ps2
dsre

+
γ2thN21

ρd
Ps2
dsre

2θ2+| N21

m2
Ps2
dsre

|

.

(6.51)
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Assuming ρd
Ps2
dsr

e y − γ2thρdN21

m2
− γ2thN21 = t and ρd

Ps2
dsr

e y = t +

γ2thρdN21

m2
+ γ2thN21, the expression is substituted as

[a2+b2(t+c2ρd)]( t
ρd

+c2)

d2t(
t
ρd

+c2)+g2t
, where

a2 = γ2thN21N22ρdDTdrd
e + γ2thm2N22N21DTdrd

e + γ2thN22m2
2DTdrd

e; b2 =

γ2thN22m2DTdrd
e; c2 = γ2thN21

m2
+ γ2thN21

ρd
+N21; d2 = m2

2η(1− ρd)(D −m2)T ; g2 =

Pe2m2
2.

Thus, one has

I22 =

∫ ∞
γ2thN21

m2ρd
Ps2
dsre

+
γ2thN21
Ps2
dsre

ρd

F|ĝ2|2 [
b2
d2

+
(a2
ρd

+ 2b2c2)d2
ρd
− b2

ρd
(d2c2 + g2)

d2
2

ρd2 t+ d2
ρd

(d2c2 + g2)
+

a2c2+b2c22ρd
d2c2+g2

d2
(d2c2+g2)ρd

t2 + t
]

f|ĥ2|
2(

t
Ps2
dsr

e

+
γ2thN21

m2ρd
Ps2
dsr

e

+
γ2thN21

Ps2
dsr

e ρd
)d2t

=

∫ ∞
0

(1− e
−λ22[

b2
d2

+
(
a2
ρd

+2b2c2)
d2
ρd
− b2ρd

(d2c2+g2)

d22
ρd

2 t+
d2
ρd

(d2c2+g2)

+

a2c2+b2c
2
2ρd

d2c2+g2
d

(d2c2+g2)ρd
t2+t

]

)

× 1(
2θ2 + | N21

m2
Ps2
dsre

|
)e−

t
Ps2
dsre

ρd

+
γ2thN21

m2
Ps2
dsre

+
γ2thN21
Ps2
dsre

ρd

2θ2+| N21

m2
Ps2
dsre

|

d2t
1
Ps2
dsr

e

∫ ∞
0

1(
2θ2 + | N21

m2
Ps2
dsre

|
)e−

t
Ps2
dsre

ρd

+
γ2thN21

m2
Ps2
dsre

+
γ2thN21

ρd
Ps2
dsre

2θ2+| N21

m2
Ps2
dsre

|

d2t
1
Ps2
dsr

e

− 1(
2θ2 + | N21

m2
Ps2
dsre

|
)e− γ2thN21ρd+γ2thN21m2

2θ2m2ρd
Ps2
dsre

+ρdN21

∫ ∞
0

e

−λ22[
b2
d2

+
(
a2
ρd

+2b2c2)
d2
ρd
− b2ρd

(d2c2+g2)

d22
ρd

2 t+
d2
ρd

(d2c2+g2)

+

a2c2+b2c
2
2ρd

d2c2+g2
d

(d2c2+g2)ρd
t2+t
− tm2

2θ2m2ρd
Ps2
dsre

+ρdN21

]

d2t
1
Ps2
dsr

e

.

(6.52)

Through curve fitting, we can get the approximate expression as

e
− 1

t+
ρd(d2c2+g2)

d => [(0.053m2
−0.95 − 0.5)x0.45m2

−0.96−0.6e
(
−0.041m2−0.0097

m2+0.18
)x

+ 1]

e

− 1
d2

(d2c2+g2)ρd2
t2+t

=> [(−0.079m2
−0.91−0.31)x0.15m2

−0.89−1.47e(−0.02m2
−0.81+0.089)x+1].

(6.53)
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Finally, the outage probability function can be written as

Pr2 = 1 + (ρd − 1) ∗ e
− γ2thN21ρd+γ2thN21m2

2θ2m2ρd
Ps2
dsre

+ρdN21 − 1

Ps2
dsre

(
2θ2 + | N21

m2
Ps2
dsre
|
)e− γ2thN21ρd+γ2thN21m2

2θ2m2ρd
Ps2
dsre

+ρdN21

∞∑
Pe2=0

(0.05254m2
−0.952−0.5023)α3 × (−0.07916m2

−0.9075 − 0.3097)α4e
−λ12

γ2thN22m2DTdrd
e

m2
2η(1−ρd)(D−m2)T

Γ((0.4533m2
−0.9616 − 0.6022)α3 + (0.1469m2

−0.8948 − 1.472)α4 + 1)

Al

eλλPe2

Pe2!
(6.54)

where α3 = λ22(γ2thN21N22ρdDTdrd
e+γ2thm2N22N21DTdrd

e+γ2thN22m2
2DTdrd

e

m2
2η(1−ρd)(D−m2)T

+

2ρdγ2thN22m2DTdrd
e(
γ2thN21
m2

+
γ2thN21

ρd
+N21)

m2
2η(1−ρd)(D−m2)T

− ρdγ2thN22m2DTdrd
e

m2
2η(1−ρd)(D−m2)T (

γ2thN21
m2

+
γ2thN21

ρd
+N21)+Pe2m2

2

(m2
2η(1−ρd)(D−m2)T )2 ) , α4 =

λ22

(γ2thN21N22ρdDTdrd
e+γ2thm2N22N21DTdrd

e+γ2thN22m2
2DTdrd

e)(
γ2thN21
m2

+
γ2thN21

ρd
+N21)

m2
2η(1−ρd)(D−m2)T (

γ2thN21
m2

+
γ2thN21

ρd
+N21)+Pe2m2

2
+

λ22

ρdγ2thN22m2DTdrd
e(
γ2thN21
m2

+
γ2thN21

ρd
+N21)2

m2
2η(1−ρd)(D−m2)T (

γ2thN21
m2

+
γ2thN21

ρd
+N21)+Pe2m2

2
and Al =

[(0.041m2+0.0097
m2+0.18 )α3 + (0.02m2

−0.82 − 0.089)α4 + m2

2θ2m2ρd
Ps2
dsre

+ρdN21
]
α41 and

α41 = (0.45m2
−0.96 − 0.6)α3 + (0.15m2

−0.9 − 1.472)α4 + 1. Thus, the achiev-

able rate without direct link can be derived as

AR2 = [1− Fγ2end
(γ02)]× (

D −m21

D
) (6.55)

and the achievable rate with a direct link can be derived as

AR2d = [1− Fγ2end
(γ02)Fγsd(γ02)]× (

D −m21

D
). (6.56)

The BER without direct link can be calculated as

BER2 =
1

2

∫ ∞
0

e−x√
x ∗ π

Fγ2end
(x)dx (6.57)

and the BER with direct link can be calculated as

BER2 =
1

2

∫ ∞
0

e−x√
x ∗ π

Fγ2end
(x)Fγsd(x)dx. (6.58)
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6.4.3 ACPS CSI estimation

Similarly, the V ar(ε31) and V ar(ε32) need to achieve first, with the same methods,

the variances of ε31 can be calculated as (5.77).

Unlike ε31, with the additional ambient RF energy, the variances of ε32 can

be written as

V ar(ε32) =
N32DTdrd

e
(
Ps3
dsr

e |ĥ3|
2

+N31

)
[η Ps3dsr

e |ĥ3|
2

(1− ρc)DTdrde + Pe3]m3

. (6.59)

By using (5.77) and (6.59) into (6.12), the end-to-end SNR expression can

be derived as

γ3end =
|ĝ3|2|ĥ3|

2 Ps3
dsr

e

Am
(6.60)

, where Am = N31|ĝ3|2
m3ρc

+ |ĝ3|2N31 +
N32N31DTdrd

e
(
Ps3
dsre
|ĥ3|

2
+N31

)
[η
Ps3
dsre
|ĥ3|

2
(1−ρc)DTdrde+Pe3]m3

2ρc

+
Ps3
dsre
|ĥ3|

2
N32DTdrd

e
(
Ps3
dsre
|ĥ3|

2
+N31

)
[η
Ps3
dsre
|ĥ3|

2
(1−ρc)DTdrde+Pe3]m3

+
N32N31DTdrd

e
(
Ps3
dsre
|ĥ3|

2
+N31

)
[η
Ps3
dsre
|ĥ3|

2
(1−ρc)DTdrde+Pe3]m3

+

N32DTdrd
e
(
Ps3
dsre
|ĥ3|

2
+N31

)
[η
Ps3
dsre
|ĥ3|

2
(1−ρc)DTdrde+Pe3]

.

To improve future derivation, the variance value of |ĥ3|
2

and |ĝ3|2 are needed.

The PDF of |ĥ3|
2

is (5.80), and the CDF is (5.81), where λ31 = 1

2θ2+| N31

m3ρc
Ps3
dsre

|
.

However, the PDF and CDF of |ĝ3|2 are given as f|ĝ3|2(x) = λ32e
−λ32x and

F|ĝ3|2(x) = 1− e−λ32x, respectively, and the parameter scale can be derived as

λ32 =
1

An
(6.61)

where An = 4θ4

2θ2+
|N31|

m3ρc
Ps3
dsre

+ N32|m3T |λ31

m3
[

Ps3
dsre

η
Ps3
dsre
|1−ρc|m3T

1
λ31

+

N31η
Ps3
dsre
|1−ρc|m3T− Ps3

dsre
Pe3

(η
Ps3
dsre
|1−ρc|m3T )2

(−e
λ31

η
Ps3
dsre

|1−ρc|m3TPe3

(η
Ps3
dsre

|1−ρc|m3T )2 Ei(−λ31
η
Ps3
dsre
|1−ρc|m3TPe3

(η
Ps3
dsre
|1−ρc|m3T )2

))].

According to the expressions above, the CDF of γ3end can be derived from
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(6.60), one has

Fγ3end
(x) = P1r{γ3end < x} = I31 + I32. (6.62)

These two different parts can be separated as

I31 = Pr3{
(
ρc
Ps3
dsr

e |ĥ3|
2 − γ3thN31

ρcm3
− γ3thN31

)
< 0} (6.63)

and

I32 = Pr3{|ĝ3|2 <
Ao[

[η Ps3dsr
e |ĥ3|

2
(1− ρc)DTdrde + Pe3]m3

2ρc

] (
ρc

Ps3
dsr

e |ĥ3|
2 − γ3thN31

ρcm3
− γ3thN31

)
|
(
ρc
Ps3
dsr

e |ĥ3|
2 − γ3thN31

ρcm3
− γ3thN31

)
> 0}

(6.64)

where Ao = γ3thρcN32m3
Ps3
dsr

e |ĥ3|
2
(
Ps3
dsr

e |ĥ3|
2

+N31

)
DTdrd

e +

γ3thN31N32

(
Ps3
dsr

e |ĥ3|
2

+N31

)
DTdrd

e+γ3thm3ρcN32N31

(
Ps3
dsr

e |ĥ3|
2

+N31

)
DTdrd

e+

γ3thN32ρcm3
2
(
Ps3
dsr

e |ĥ3|
2

+N31

)
DTdrd

e, respectively.

By using the CDF of |ĥ3|
2

in 5.81, one has

I31 = Pr3{
(
ρc
Ps3
dsr

e |ĥ3|
2
− γ3thN31

ρcm3
− γ3thN31

)
< 0} = Pr3{|ĥ3|

2
<

γ3thN31

ρcm3
Ps3
dsre

+
γ3thN31

Ps3
dsre

ρc
}

=

∫ γ3thN31

ρcm3
Ps3
dsre

+
γ3thN31
Ps3
dsre

ρc

0

f|ĥ3|
2(y)dy = F|ĥ3|

2(y)dy = 1− e
−

γ3thN31

ρcm3
Ps3
dsre

+
γ3thN31
Ps3
dsre

ρc

2θ2+| N31

m3ρc
Ps3
dsre

|

(6.65)

where ρc
Ps3
dsr

e |ĥ3|
2 − γ3thN31

ρcm3
− γ3thN31 = t and ρc

Ps3
dsr

e |ĥ3|
2

= t + γ3thN31

ρcm3
+

γ3thN31; Ps3dsr
e |ĥ3|

2
= t

ρc
+ γ3thN31

ρc2m3
+ γ3thN31

ρc
is assumed.
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The second part I32 can be interpreted as

I22 =

∫ ∞
γ3thN31

m3ρ
2
c
Ps3
dsre

+
γ3thN31
Ps3
dsre

ρc

F|ĝ3|2 [
b3
d3

+
(a3ρc + 2b3c3)d3ρc −

b3
ρc

(d3c3 + g3)

d23
ρc2
t+ d3

ρc
(d3c3 + g3)

+

a3c3+b3c
2
3ρc

d3c3+g3
d3

(d3c3+g3)ρc
t2 + t

]

f|ĥ3|
2(

t

ρc
Ps3
dsre

+
γ3thN31

m3ρ2c
Ps3
dsre

+
γ3thN31

Ps3
dsre

ρc
)d3t

=

∫ ∞
0

(1− e
−λ32[

b3
d3

+
(
a3
ρc

+2b3c3)
d3
ρc
− b3
ρc

(d3c3+g3)

d23
ρc2

t+
d3
ρc

(d3c3+g3)

+

a3c3+b3c
2
3ρc

d3c3+g3
d3

(d3c3+g3)ρc
t2+t

]

)

× 1(
2θ2 + | N31

m3ρc
Ps3
dsre
|
)e−

t

ρc
Ps3
dsre

+
γ3thN31

m3ρ
2
c
Ps3
dsre

+
γ3thN31
Ps3
dsre

ρc

2θ2+| N31

m3ρc
Ps3
dsre

|

d3t
1
Ps3
dsre

∫ ∞
0

1(
2θ2 + | N31

m3ρc
Ps3
dsre
|
)e−

t
Ps3
dsre

ρc

+
γ3thN31

m3ρc
2 Ps3
dsre

+
γ3thN31
Ps3
dsre

2θ2+| N31

m3ρc
Ps3
dsre

|

d3t
1
Ps3
dsre

− 1(
2θ2 + | N31

m3ρc
Ps3
dsre
|
)e− γ3thN31+γ3thN31m3ρc

2θ2m3ρc
Ps3
dsre

+N31

∫ ∞
0

e

−λ32[
b3
d3

+
(
a3
ρc

+2b3c3)
d3
ρc
− b3
ρc

(d3c3+g3)

d23
ρc2

t+
d3
ρc

(d3c3+g3)

+

a3c3+b3c
2
3ρc

d3c3+g3
d

(d3c3+g3)ρc
t2+t

]− tm3

2θ2m3ρc
Ps3
dsre

+N31

d3t
1
Ps3
dsre

.

(6.66)

By means of curve fitting, the approximate numeric expressions can be transformed

as

e
− 1

t+
ρd(d3c3+g3)

d =>

[(0.1154m3
−0.8571 − 0.4076)x0.1109m1

−0.8867−0.5188e
(
−0.04452m3−0.03081

m3+0.6072
)x

+ 0.9883]

e

− 1
d3

(d3c3+g3)ρd3
t2+t

=>

[(−0.1138m3
−0.7688 − 0.4424)x0.2295m3

−0.7929−1.222e(−0.1211m1
−0.2713+1.951)x + 0.9995]

= (0.1154m3
−0.8571 − 0.4076)α5(−0.1138m3

−0.7688 − 0.4424)α6e
−λ32γ3thN32m3DTdrd

e

m3
2ρcη(1−ρc)DTdrde .

(6.67)
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Finally, the outage probability function can be given as

Pr3 = 1−(ρc−1)e
−
γ3thN31

ρc
+γ3thN31m3ρc

2θ2m3ρc
Ps3
dsre

+|N31| − 1

Ps3
dsr

e

(
2θ2+| N31

m3ρc
Ps3
dsre

|
)e−

γ3thN31
ρc

+γ3thN31m3ρc

2θ2m3ρc
Ps3
dsre

+|N31|

∞∑
Pe3=0

(0.1154m3
−0.8571−0.4076)α5(−0.1138m3

−0.7688 − 0.4424)α6e
−λ32γ3thN32m3DTdrd

e

m3
2ρcη(1−ρc)DTdrde

Γ((0.1109m1
−0.8867−0.5188)α5+(0.2295m3

−0.7929−1.222)α6 + 1)

[(−0.04452m3−0.03081
m3+0.6072 )α5+(−0.1211m1

−0.2713+1.951)α6− m3

2θ2m3ρc
Ps3
dsre

+N31
]Ap

eλλPe3

Pe3!
.

(6.68)

where α5 =
ρcλ32(

γ3thN31N32DTdrd
e+γ3thm3ρcN32N31DTdrd

e+γ3thN32ρcm3
2DTdrd

e

ρc
+)

m3
2ρcη(1−ρc)DTdrde +

ρcλ32(2(γ3thN32m3DTdrd
e)(

γ3thN31
ρ2cm3

+
γ3thN31

ρc
))

m3
2ρcη(1−ρc)DTdrde −

λ32b3ρc((m3
2ρcη(1−ρc)DTdrde)(

γ3thN31
ρ2cm3

+
γ3thN31

ρc
)+m3

2ρcPe3)

(m3
2ρcη(1−ρc)DTdrde)2

and α6 = λ32(
(γ3thN31N32DTdrd

e+γ3thm3ρcN32N31DTdrd
e+γ3thN32ρcm3

2DTdrd
e)(

γ3thN31
ρ2cm3

+
γ3thN31

ρc
)

(m3
2ρcη(1−ρc)DTdrde)(

γ3thN31
ρ2cm3

+
γ3thN31

ρc
)+m3

2ρcPe3

+
(γ3thN32m3DTdrd

e)(
γ3thN31
ρ2cm3

+
γ3thN31

ρc
)2ρc

(m3
2ρcη(1−ρc)DTdrde)(

γ3thN31
ρ2cm3

+
γ3thN31

ρc
)+m3

2ρcPe3
) and Ap = (0.1109m1

−0.8867−0.5188)α5 +

(0.2295m3
−0.7929 − 1.222)α6 + 1.

Thus, the achievable rate without direct link can be derived as

AR3 = (1− Fγ3end
(γ03))× (

D −m31

D
) (6.69)

and the achievable rate with a direct link can be derived as

AR3d = (1− Fγ3end
(γ03)Fγsd(γ03))× (

D −m31

D
). (6.70)

The BER without direct link can be calculated as

BER3 =
1

2

∫ ∞
0

e−x√
x ∗ π

Fγ3end
(x)dx (6.71)

and the BER with direct link can be calculated as

BER3d =
1

2

∫ ∞
0

e−x√
x ∗ π

Fγ3end
(x)Fγsd(x)dx. (6.72)

The expressions can be used to calculate the OP, AR and BER for the three

structures.
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6.5 Numerical results and discussion

In this section, the outage probability, the achievable rate will be discussed with

regards to simulation results.

First of all, we have fixed Ps1 = Ps2 = Ps3 = 1, η = 0.5, D = 100, N11 =

N12 = N21 = N22 = N31 = N32 = 1. To define γ1 = |h|2
2σ2 as the instantaneous

SNR of the SR link, and γ2 = |g|2
2σ2 as the instantaneous SNR of the RD link, where

g1 = g2 = g3 = g, h1 = h2 = h3 = h. The values of g and h are changed with γ1

and γ2.

6.5.1 Outage probability evaluation

The outage probability for three structures is analysed in this subsection.

Fig. 6.1 illustrates the relationship between outage probability of the ACEPS

structure versus the power splitting ratio ρp, when γ1 and γ2 both are fixed at 10

dB, respectively. Thus, it can be observed that the optimal values are m11 = 95

and ρp = 0.1, and the biggest OP is around 0.98.

Fig. 6.2 is similar to Fig. 6.1 for outage probability of the ACEPS structure

versus the power splitting ratio ρp, except the γ1 and γ2 were fixed at 10 dB and 20

dB, respectively. Therefore, we can get the optimal m11 = 30 and ρp = 0.1, and the

biggest OP is around 0.718.

Fig. 6.3 presents the relationship between outage probability of the ADTPS

structure versus the power splitting ratio ρd, when γ1 and γ2 are fixed both at 10

dB, respectively. The optimal values are m21 = 80 and ρd = 0.15, which can be

found in the graph, and the biggest OP is around 0.644.

Fig. 6.4 has same condition as Fig. 6.3 for outage probability of the ADTPS

structure versus the power splitting ratio ρd, apart from the γ1 and γ2 are fixed at 10

dB and 20 dB, respectively. Thus, the optimal values are m21 = 90 and ρd = 0.15,

and the OP is around 0.364.

Fig. 6.5 illustrates the relationship between outage probability of the ACPS

structure versus the power splitting ratio ρc, when γ1 and γ2 were fixed both at 10

dB, respectively. The optimal values are m31 = 80 and ρc = 0.2 can be found in the
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Figure 6.1: Outage probability of CEPS with direct link versus the power splitting
ratio ρp, when γ1 and γ2 are fixed at 10dB and 10dB.

Figure 6.2: Outage probability of CEPS with direct link versus the power splitting
ratio ρp, when γ1 and γ2 are fixed at 10dB and 20dB.
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Figure 6.3: Outage probability of ADTPS with direct link versus the power splitting
ratio ρd, when γ1 and γ2 are fixed at 10dB and 10dB.

graph, and the biggest OP is around 0.6.

Fig. 6.6 was same as Fig. 6.5 for outage probability of the ACPS structure

versus the power splitting ratio ρc, apart from the γ1 and γ2 are fixed at 10 dB and

20 dB, respectively. Thus, the optimal values are m31 = 90 and ρc = 0.15, and the

OP is around 0.337.

From the about results, we can see when γ2 increases, the outage probability

is drop-down.

6.5.2 Achievable rate evaluation

In this subsection, the achievable rate is studied with regard to the calculated re-

sults. Fig. 6.7 shows the relationship between the achievable rate of the ACEPS

structure versus the power splitting ratio ρp, when γ1 and γ2 are fixed both at 10

dB, respectively. Therefore, we can see that the AR increases first and then falls

when m11 or ρp increases. In such a case, it can be observed that the optimal values
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Figure 6.4: Outage probability of ADTPS with direct link versus the power splitting
ratio ρd, when γ1 and γ2 are fixed at 10dB and 20dB.

Figure 6.5: Outage probability of ACPS with direct link versus the power splitting
ratio ρc,when γ1 and γ2 are fixed at 10dB and 20dB.
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Figure 6.6: Outage probability of ACPS with direct link versus the power splitting
ratio ρc,when γ1 and γ2 are fixed at 10dB and 20dB.

are m11 = 15 and ρp = 0.25, and the maximum AR is around 0.1657. Fig. 6.8 is

similar to Fig. 6.7, except that γ1 , γ2 are fixed at 10 dB and 20 dB, respectively. In

this case, the rate has the same fluctuation as 6.7. The optimal values are m11 = 25

and ρp = 0.2, and the maximum rate is around 0.288. Thus, the performance of

the ACEPS structure can be improved by increasing γ2, but the optimal values will

change too.

Fig. 6.9 shows the relationship between the achievable rate of the ADTPS

structure versus the power splitting ratio ρd, when γ1 and γ2 are both fixed at 10

dB, respectively. Thus, we can see that the AR increases first and then falls when

m21 or ρd increases. In this case, it can be observed that the optimal values are

m21 = 80 and ρd = 0.2, and the maximum AR is around 0.2866. Fig. 6.10 is the

same as Fig. 6.9, apart from γ1 , γ2 are fixed at 10 dB and 20 dB, respectively. In

this case, the rate has the same fluctuation as 6.9. The optimal values are m21 = 90

and ρd = 0.1, and the maximum rate is around 0.563. Thus, the performance of

the ADTPS structure can be improved by increasing γ2, and the optimal values will

change too.

Fig. 6.11 illustrates the relationship between the achievable rate of the ACPS
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Figure 6.7: Achievable rate of CEPS with direct link versus the power splitting ratio
ρp, when γ1 and γ2 are fixed at 10dB and 10dB.

Figure 6.8: Achievable rate of CEPS with direct link versus the power splitting ratio
ρp, when γ1 and γ2 are fixed at 10dB and 20dB.
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Figure 6.9: Achievable rate of ADTPS with direct link versus the power splitting
ratio ρd, when γ1 and γ2 are fixed at 10dB and 10dB.

Figure 6.10: Achievable rate of ADTPS with direct link versus the power splitting
ratio ρd, when γ1 and γ2 are fixed at 10dB and 20dB.
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Figure 6.11: Achievable rate of ACPS with direct link versus the power splitting
ratio ρc,when γ1 and γ2 are fixed at 10dB and 20dB.

structure versus the power splitting ratio ρc, when γ1 and γ2 are both fixed at 10

dB, respectively. Thus, we can see that the AR increases first and then falls when

m31 or ρc increases. In this case, it can be observed that the optimal values are

m31 = 80 and ρc = 0.2, and the maximum AR is around 0.318. Fig. 6.12 is the

same as Fig. 6.1, apart from γ1 , γ2 are fixed at 10 dB and 20 dB, respectively. In

this case, the rate has the same fluctuation as 6.9. The optimal values are m31 = 90

and ρc = 0.1, and the maximum rate is around 0.581. Thus, the performance of

the ACPS structure can be improved by increasing γ2, and the optimal values will

change too.

From the earlier results, first of all, we can recognise that with the increasing

of γ2, the maximum AR was increased at the same time, which indicates larger γ2

can bring better performance. Secondly, we can discern that the ACPS structure

has the biggest achievable rate than the other two. Therefore ACPS has the best

performance between three structures. Compared Fig. 5.6 with Fig. 6.7, Fig. 5.8

with Fig. 6.9, and Fig. 5.10 with Fig. 6.11, respectively. The ambient energy added

structures have a significant improvement compare to the structures in Chapter 5,

which appeared with larger achievable rate value under the same conditions.
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Figure 6.12: Achievable rate of ACPS with direct link versus the power splitting
ratio ρc,when γ1 and γ2 are fixed at 10dB and 20dB.

6.6 Conclusions

In this chapter, three improved ambient added EH structures were investigated.

Different from the schemes presented in Chapter 5, in this work, we considered

the energy from the source and the energy from the ambient at the same time.

Both the distance and the direct link were considered during the investigation. The

outage probability, achievable rate and bit-error-rate expressions were examined, to

reach the maximum achievable rate and the minimum bit-error-rate for optimisation

objective. Numerical results verified that the optimal values for different structures.

We also noticed that the ambient added schemes have better achievement than

using the energy from the source individually, when the data packet size was fixed.

Analysing three structures, we observe that ACPS has better capability than the

other two structures.
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Chapter 7

Conclusions and further work

RF energy harvesting (RFEH) in relaying is one of the most advanced communica-

tion models, which applies EH to raise the signal transmission efficiency in relaying.

This thesis focuses on the investigation of RFEH in relaying, where the infor-

mation is transmitted from the SR and then from relay to destination. Meanwhile,

the relay harvests energy from the source or ambient RF simultaneously. All energy

harvested at the relay node will be used to broadcast information from the relay

to the destination. The information data packet from the SR includes channel es-

timation, information decoding and EH. The information data packet for RD link

includes information decoding and channel estimation. The system was designed

based on AF relaying. As the main objective of this thesis, the relation between

uplink and downlink performance was analysed first, and the performance under

the wireless powered communication was then investigated. Under the TS EH pro-

tocol, the performance of the optimal EH in AF relaying was analysed in regard

to the achievable rate and BER. Furthermore, an in depth investigation for novel

optimal EH schemes by AF relaying was also conducted. Different combinations of

PS and TS models for novel EH schemes were designed, and the ambient added EH

structures with more efficient models were also presented in this thesis.

The research aims to offer an optimised EH structure, which provides a

physical foundation for further research. The detailed simulation and theoretical

results are beneficial for future practical implementations, such as applying EH

under numerous types of communication systems.
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In Section 7.1, the achievements of the main chapters will be summarised.

Moreover, a summary is given in Section 7.2 and further work presented in Section

7.3.

7.1 Conclusions for main chapters

Chapter 3: In this chapter, we considered the link correlation of the uplink and

downlink in the design of a wireless powered communication (WPC) system. Both

the semi-closed expressions for the achievable rate and the series expressions for the

BER of the WPC system were presented with the uplink and downlink correlations.

Followed with these expressions, the performance of link correlation for a more

realistic and accurate system design was analysed. In the numerical examples of the

simulation part, either average fading power in the uplink or average fading power

in the downlink was fixed. The simulation used the model in [178] to generate

106 random values of |gi| and |hi|, and averaged them over the instantaneous rate

and the BER. The numerical results quantified the performance degradation due to

the link correlation. In these results, the rate of degradation was significant when

τ0 < 0.6 or less than 60% of the transmission time was used for EH. They also shown

that the transmission power has the largest impact, followed by the Nakagami m

parameter and the Doppler shift, on the achievable rate in the correlated case. This

led to a considerably different choice of the optimum harvesting time, as compared

with the independent case. On the other hand, the BER change was noticeable but

not as significant as the rate change. The transmission power and the Nakagami

m parameter still has the largest impact. For the sum rate of two users, a global

maximum exists at certain values of τ0 and τ1.

Chapter 4: In this chapter, an AF relaying system with pilot-based chan-

nel estimation and time-switching (TS) EH was studied. Both half-duplex model

and BPSK were used in this chapter, and the optimisation was based on AF re-

laying communications system. The closed-form expressions for channel capacity,

achievable rate and BER were derived for the proposed EH scheme. The variable

parameters, such as the channel estimation ratio for the first hop α1, the channel

estimation ratio for the second hop α2, the data transmission ratio β, the total pi-

lots value D, the energy from SR Ps, the energy from relay to the destination Pr,

the noise power for the first hop N1, the noise power from relay to the destination

N2, and the conversion efficiency η, were all discussed. The numerical results of
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the outage probability and the BER versus the ratio of channel estimation indicates

that the channel estimation ratio in the first and second hop has a significant effect

on the system. With the increase of channel estimation ratio, the outage probability

reduced first and then increased. Similarly, for the outage probability and the BER

versus the ratio of data transmission, they also have a specific effect on the system

capacity. With the increase of data transmission, the outage probability and BER

also dropped down first and then raised up. The system performance shows that

with a fixed alternate coefficient, and an increase of the variables α1,α2 and β, the

outage probability and BER have the likeness change curve, which decreased first

and then increased. Therefore, the optimal allocation between the three parts of

the data packet in the first hop, and the two parts of the data packet in the second

hop, were achieved. The results illustrate the optimal ratio for channel estimation

and data transmission. In the simulation graphs, the abrupt changing point shows

the optimum value.

Chapter 5: In this chapter, three novel structures using simultaneous wire-

less information and power transfer in EH AF relaying were investigated. Moreover,

two EH protocols: TS and PS were considered at the same time in this chapter.

The closed-form expressions for achievable rate and BER were derived for three pro-

posed novel structures. The parameters used in this part of the study, with channel

estimation ratio, information decoding ratio, and power splitting ratio, were com-

prehensively discussed. The numerical results of the achievable rate versus channel

estimation pilots number and power splitting ratio, BER versus channel estimation

pilots number and power splitting ratio, outage probability versus channel estima-

tion pilots, were indicated. During the performance analysis, the distance and direct

link were also considered. The outcomes show the achievable rates of the three differ-

ent structures, and one can see that the CEPS has a lower maximum achievable rate

than DTPS and CPS. Additionally, DTPS and CPS have similar optimal achievable

rates from the calculations, and CPS has a slightly bigger maximum achievable rate

than the DTPS’s.

Therefore, CPS has the best performance among these three structures, and

CEPS has the worst. The results show the optimal values for channel estimation

pilots and power splitting ratio series. The research described in Chapter 5 is based

on AF relaying duel-hop communications system.

Chapter 6: In this chapter, based on the three structures designed in Chap-

ter 5, the additional RF ambient energy was considered. The direct link and the
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distance are also examined concurrently. The upgraded structures were named as

ACEPS, ADTPS and ACPS. The closed-form expressions of the outage probability,

achievable rate and BER were derived. The variable arguments include the pilots

for channel estimation and the power splitting ratio, were investigated. The numer-

ical results of the outage probability versus channel estimation pilots number and

power splitting ratio, achievable rate versus channel estimation pilots number and

power splitting ratio, were demonstrated, in order to obtain the best proportion

from different schemes.

Therefore, the results provide the optimal values for channel estimation pi-

lots and power splitting ratio series for these ambient RF added structures. The

outcomes show that ambient RF added schemes have more high-grade performance

than harvest energy from the source independently. By comparing these three struc-

tures, one can observe that ACPS has a better capability than the other two. The

research described in Chapter 6 is based on AF relaying duel-hop communications

system.

7.2 Summary of the discussion

This thesis contributes in the following two ways: analysing the performance of the

relation between uplink and downlink in the WPC system, and applying the TS

and PS EH protocols toward the AF relaying system, to invent the most desirable

harvest energy structure.

For the first goal, the relation between uplink and downlink in a wireless pow-

ered communication system was designed and studied. In this thesis, we considered

the link correlation in the design of WPC systems. However, it is well known that

the practical channels can be described by the Jakes’ model that induces time corre-

lation. Furthermore, this work derives the semi-closed expressions for the achievable

rate and series expressions for the BER of the WPC systems in the presence of link

correlation. The effect of link correlation can be quantified for more accurate and

realistic system designs using these expressions. This work also studies Nakagami

m fading as well. Thus, our results include previous works as a particular case even

when the link correlation is not considered. The Nakagami m model can be used to

describe the specific propagation scenarios for land radio and indoor radio.

For the second goal, in the AF relaying system, we first studied the EH in-
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dependently use time-switching EH protocol in Chapter 4. Furthermore, we have

hatched up three EH structures with both TS and PS into the EH models. For

different entities in EH scenarios, this work considered data packets with channel

estimation, EH and information decoding. The CDF of the end-to-end SNR for

the three novel EH structures were derived. These functions support the derivation

of the achievable rate and BER as well as the optimal power allocation. The per-

formance of the EH structures with regard to the achievable rate and BER were

investigated. Throughout the analysis of the achievable rate and BER, the exis-

tence of the optimal number of pilots for channel estimation and the optimal value

of power splitting ratio were obtained. In Chapter 6, we involved additional ambient

RF energy into those structures proposed in Chapter 5. Using the same process, the

numerical results show the necessity of ambient RF energy to promote the efficiency

of signal transmission in real life.

7.3 Further work

The work conducted in this thesis shows that the EH is a promising discipline

with great potentials in real life applications, which can be beneficial for various

manufacturing industries. Further research can expand based on the current work.

In this thesis, we only considered a duel-hop system during the AF transmis-

sion, and the future work can spread to decode-and-forward and multi-hop systems

with better spectral efficiency. This thesis investigated the half-duplex transmission,

which the signal can only transmit in a single direction. In the future, full-duplex

can be implemented with comprehensive capability and better performance where

data can be transmitted in both directions on a signal carrier at the same time.

Meanwhile, the system model can be more complicated as the two-way signal trans-

mission need to be examined further. The thesis only analysed the single relay

system with channel state information. Therefore, the future work can examine the

multi-relays and multi-hops transmission channel information, with channel estima-

tion estimated in each relay. In such case, it can promote practical applications to

analysis the realistic of EH and extend the application fields. Besides, we haven’t

investigated the interference in the relaying system. For future work, the influence

of interference for spectral transmission can be considered.

In this work, the power was harvested from the source and ambient environ-
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ment, in addition, the dedicated RF source can be used for the third power source

selection. An increase in the total amount of energy the relay can harvest and

improve the efficiency of EH.

In this thesis, three parts of data packets: channel estimation, data trans-

mission and EH were analysed. Other factors, like edge computing, spectrum sens-

ing and backscatter communication can be added, based on the application re-

quirements. Fundamental relaying signal transmission model was studied. In the

future, under the different communication systems like cellular communications,

sensor communications, and optical communication, we can apply the optimal EH

structure into these communication networks to investigate their EH efficiencies.

On top of that, the relevant EH experiments can be studied, in order to

verify the proposed EH structures with optimal ratio discovered from numerical

results in this thesis. Besides that, the large intelligence surface is popular in recent

years, as an alternative of relaying, so that the rate and energy efficiency of wireless

channels can be improved by deploying software-controlled metasurfaces to reflect

signals from the source to destination, especially when the direct path is weak.
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