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Abstract
We relate the classical nineteenth century Schottky–Klein function in complex anal-
ysis to a counting problem for pairs of geodesics in hyperbolic geometry studied by
Fenchel. We then solve the counting problem using ideas from ergodic theory and
thermodynamic formalism.
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1 Introduction

A Kleinian group is a discrete group of isometries of three dimensional hyperbolic
space H3 with respect to the Poincaré metric. A classical Schottky group is a special
case which is isomorphic to a free group. These are particularly simple examples of
Kleinian groups, for which the limit set in the Riemann sphere ̂C is a Cantor set. It
is often convenient to describe the elements of the group in terms of linear fractional
transformations of ̂C.

The Schottky–Klein prime function is a function of two complex variables. In
particular, it can be defined as a function of two points in the Riemann sphere, outside
of the limit set. The Schottky–Klein function was extensively studied in the nineteenth
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century. It came back into modern usage in the last decade in the generalization of
the classical Schwarz–Christoffel theorem to multiply connected regions and myriad
other applications. A comprehensive recent reference is the book [7].

1.1 The Schottky group and the Schottky–Klein function

We begin with a definition of the Schottky groups we will be studying. Let Di , D′
i

for i = 1, . . . , d, be disjoint disks in C. Let gi : ̂C → ̂C be the Möbius transform
which maps Di onto ̂C − int(D′

i ). The associated Schottky group � = 〈g1, . . . , gd〉
is defined to be the free group they generate.

Definition 1.1 The limit set � = �(�) is the set of accumulation points of �0 in ̂C.

We denote by F = ̂C − ∪d
i=1(Di ∪ D′

i ) the complex region in the complex plane
exterior to all of the circles. We can then writêC−� = (∪g∈�gF

)

. Given a Schottky
group and two distinct points in F we can associate the value of the Schottky–Klein
prime function.

Definition 1.2 The Schottky–Klein prime function is given by

w(z, ξ) := (z − ξ)
∏

g∈�0

(gz − ξ)(gξ − z)

(gz − z)(gξ − ξ)
, where z, ξ ∈ F, (1.1)

whenever it converges, where the product is restricted to those elements of the Schottky
group generated by g1, . . . , gd , excluding the identity and taking only an element or
its inverse (but not both).

1.2 An asymptotic estimate

A closely related question is to understand the individual terms in the product. Heuris-
tically, convergence of the infinite product means that the individual terms converge
to 1 quickly enough. In fact, we shall show values converge to 1 in a uniform way.

Let 0 < δ < 2 denote the Hausdorff dimension dimH (�) of �.

Theorem 1.3 There exists C > 0 such that

Card

{

g ∈ � :

∣

∣

∣

∣

(gz − ξ)(gξ − z)

(gz − z)(gξ − ξ)
− 1

∣

∣

∣

∣

≥ 1

T

}

∼ CT δ (1.2)

as T → +∞.

Replacing � by �0 in (1.2) gives a similar asymptotic, differing only by a factor of
2.

As usual, the asymptotic (1.2) means that the ratio of the Left Hand Side of (1.2)
to the Right Hand Side converges to unity as T → +∞. By a result of Doyle there
exists a uniform bound dimH (�) ≤ β < 2 [10].
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The Schottky–Klein prime function and counting functions… 325

The proof of Theorem 1.3 will come by reformulating it in terms of a rather natural
geometric counting problem for Fenchel double crosses. We refer the reader to Sect.
3 for more details.

1.3 The Fenchel double cross

The above asymptotic (1.2) is equivalent to a natural geometric result. LetH3 be three
dimensional hyperbolic space, with the hyperbolic metric d, and let � be a Schottky
group. Let γ be a geodesic inH3 whose end points γ (−∞), γ (+∞) are disjoint from
the limit set �. The analogue of (1.2) is the following.

Theorem 1.4 There exists C > 0 such that

Card {g ∈ � : d(γ, gγ ) ≤ T } ∼ CeδT

as T → +∞.

We have formulated this as a counting function for a Schottky group, so as to
correspond to the counting function for the cross-ratio. However, it is easy to adapt
the proof to the case a more general convex co-compact Kleinian group. Parkkonen
and Paulin have announced more general results [18], but for the present setting our
method appears more succinct.

2 Convergence of the Schottky–Klein prime function

The Schottky–Klein prime function was a object of considerable interest in the nine-
teenth century and was studied, for example, by Schottky in his 1887 article [25] and
by Klein in his 1890 article [16]. Interest was recently revived due to its application
to generalizations of the classical Chrstoffel–Schwarz theorem [4–6,9].

A basic problem to address is whether the product defining w(z, ξ) actually con-
verges. This particular problem was discussed by Baker in his 1897 book [1,3]. The
classical approach to convergence was to use a hypothesis called “circle decomposi-
ble” (cf. [2, p. 58]). Heuristically, we see that there is convergence if the circles are
not too close together (which also leads to a sufficient condition for dimH (�) to be
small). An interesting discussion of this general problem is given in [6].

It is convenient to formulate this in terms of the Hausdorff dimension δ of the limit
set �. The following result is a simple corollary of Theorem 1.3.

Corollary 2.1 If the terms in the product (1.1) are ordered by the distance of their abso-
lute values from 1 then the Schottky–Klein function converges provided the dimension
δ of the limit set is strictly smaller than 1.

We can consider a simple example.

Example 2.2 (A doubly connected domain) We can consider the circles

C±
1 =

{

z ∈ C : |z ± 3

2
| = 1

2

}

and C±
2 =

{

z ∈ C : |z ± 5

12
| = 1

12

}

.
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Fig. 1 A specific example of a Kleinian group

We can choose linear fractional transformations

g1(z) = 5 − 2z

12 − 5z
and g2(z) = −5 − 2z

12 + 5z

such that g1(C
−
1 ) = C−

2 by g2(C
+
1 ) = C+

2 corresponding to generators of a Schottky
group � = 〈g1, g2〉 (Fig. 1). In this case the Hausdorff dimension has an approximate
value dimH (�) = 0.29 . . . . Since the set� is the limit set of a SchottkyKleinian group
it can characterized in terms of the pressure function and dynamical zeta functions
in ergodic theory. This approach was used to numerically estimate dimH (�) and we
refer the reader to [15] for more details.

Remark 2.3 This theorem is also suggested by the close connection with Poincaré
series

P(s) =
∑

g∈�

|g′(0)|−s

(see also the appendix to [8]). It follows from work of Ruelle that P(s) converges
provided Re(s) > δ = dimH (�), the Hausdorff of the limit set [23].

In the case that the series doesn’t converge the function can still be defined in terms
of an analytic function with appropriate transformation properties (cf. [14]). Even in
the case of convergence there is the practical issue of the speed of approximation (cf.
Sect. 7).

Remark 2.4 There are a simple class of Schottky groups which play an important role
in extending the Schwarz–Christoffel theorem to multiply connected domains [6]. Let
z1, . . . , zd ∈ D = {z ∈ C : |z| < 1} be the centres of subdisks

Di = B(zi , ri ) = {z ∈ D : |z − zi | < ri }

where |zi | + ri < 1.

We can then associate a “multiply connected region” defined byM = D−∪d
i=1Di .

When d = 1 this simply corresponds to an annulus. Similarly, we can consider sub-
polygons P1, . . . ,Pd ⊂ P with sets of vertices V1, . . . , Vd , respectively. We then let
Q = P − ∪d

i=1Pi .

123



The Schottky–Klein prime function and counting functions… 327

C3

C2 C1

C3

C2 C1

Fig. 2 A particular example of a Kleinian group relevant to generalizations of the Schwarz–Christoffel
theorem. One classical example involves choosing disjoint disksD1,D2,D3 with boundaries Ci = ∂D and
their images Ci (i = 1, 2, 3) corresponding to reflections in the unit circle

Let Ci = ∂Di and let Ci denote the images on reflection in the unit circle {z ∈
C : |z| = 1} = ∂D (Fig. 2). In particular, gi (z) = zi + r2i z

1−zi z satisfies gi (Ci ) = Ci .
Let � = 〈g1, . . . , gd〉 be the associated Schottky group. By a result of Crowdy [4,5]
there is an explicit formula for a holomorphic bijection ψ : M → Q given by

ψ(z) =
∫ z

z0
C(·)

k
∏

i=1

w(z, wi )
αi

d
∏

i=1

|Vi |
∏

j=1

w
(

z, w(i)
j

)α
( j)
i

dz

where w(·, ·) is the Schottky–Klein prime function and

(1) the exponents α1, . . . , αk correspond to the internal angles of P and exponents
α

( j)
1 , . . . , α

( j)
n|Vi | correspond to the internal angles of P( j);

(2) the points W = {w1, . . . , wk} ∈ ∂ D on the unit circle correspond to preimages
of the vertices V and the points W (i) = {w(i)

1 , . . . , w
(i)
|Vi |} ∈ ∂ Di on the circle

correspond to preimages of the vertices Vi ;
(3) C(·) is an explicit correction function.

3 Hyperbolic geometry and double crosses

In this section we want to describe the action of the Schottky group on three dimen-
sional hyperbolic space. Let � = 〈g1, . . . , gd〉 be a Schottky group with generators
g1, . . . , gd . We let

H
3 = {(z, t) : z = x + iy ∈ C, t > 0}
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328 M. Pollicott

denote the upper half-space with the Poincaré metric

ds2 = dx2 + dy2 + dt2

t2
.

The group � acts on H
3 via linear fractional transformations on the boundary, i.e., if

g ∈ � we have that

g(z) = az + b

cz + d
where g =

(

a b
c d

)

.

Weare particularly interested in counting problems.We begin by recalling the classical
counting function for the orbits of the point j = (0, 1) ∈ H

3.

Definition 3.1 We denote by

N0(T ) = Card{g ∈ � : d(g j, j) ≤ T },

for T > 0.

Counting functions of this general type have been extensively studied cf. [20–22].
We recall the appropriate asymptotic formulae for this function [21].

Theorem 3.2 (Hyperbolic circle problem) There exists C > 0 such that

N0(T ) ∼ CeδT as T → +∞

i.e. limT →+∞ N0(T )e−δT = C.

We want to consider an analogous problem where we replace the �-orbit of the
point j by the �-orbit of a geodesic γ inH3. The image g = g(γ ) is again a geodesic.
We denote the usual distance between γ and gγ by

d(γ, gγ ) = inf
t1,t2∈R

d(γ (t1), gγ (t2))

where γ : R → H
3 and gγ : R → H

3 denote the parameterizations of the geodesics
γ and its image gγ . Let us denote by τ the shortest geodesic between γ and gγ .

Following Fenchel, we can describe the configuration of the three geodesics γ , gγ

and τ as a double cross. (This nomenclature apparently refers to the geodesics γ and
gγ both crossing at third geodesic, part of which is denoted as a dashed curve in Fig.
3.)

Definition 3.3 We denote by

N (T ) = Card{g ∈ � : d(γ, gγ ) ≤ T }

for T > 0.
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γ(−∞)

γ(+∞)

gγ(−∞) gγ(+∞)

d(γ, gγ)

Fig. 3 The Fenchel double cross: the distance d(γ, gγ ) between γ and gγ

We now have the following analogue of the previous theorem (which is merely a
restatement of Theorem 1.3).

Theorem 3.4 There exists C > 0 such that N (T ) ∼ CeδT as T → +∞.

We will prove this in the next two sections.

4 Complex cross ratios

We recall the definition of a complex cross ratio for four distinct points in the Riemann
sphere ̂C.

Definition 4.1 We define the cross ratio by

R(z1, z2, z3, z4) = (z1 − z3)(z2 − z4)

(z2 − z3)(z1 − z4)

for distinct z1, z2, z3, z4 ∈ ̂C.

Following Fenchel and Ahlfors we can consider a geodesic γ inH3 with endpoints
z1 = γ (−∞) and z2 = γ (+∞). Given g ∈ � we can consider the image geodesic
gγ with endpoints z3 = (gγ )(−∞) and z4 = (gγ )(+∞). The complex distance
μ = μ(g) ∈ C from γ to gγ is such that the modulus |μ| = d(gγ, γ ) is the length of
their common normal and μ/|μ| = eiθ , where θ is the relative angle between γ and
gγ along their normal (i.e., the change in the angle by parallel transporting a frame
along the geodesic realizing this distance).

The connection between the cross ratio and the geometry is the following.

Lemma 4.2 [12, p. 68, equation (3)]

R(z1, z2, z3, z4) = tanh2(μ/2) =
(

eμ − 1

eμ + 1

)2
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Proof of Theorem 1.3 assuming Theorem 1.4 Given z, ξ ∈ F , we let γ be a geodesic in
H

3 with these endpoints. Using Lemma 4.2 we can write

∣

∣

∣

∣

(gz − ξ)(gξ − z)

(gz − z)(gξ − ξ)
− 1

∣

∣

∣

∣

=
∣

∣

∣

∣

∣

(

eμ − 1

eμ + 1

)2

− 1

∣

∣

∣

∣

∣

= 4|eμ|
|eμ + 1|2 ∼ 4e−d(γ,gγ ),

(4.1)

as d(γ, gγ ) → +∞. Moreover, by Theorem 1.4 we have that

Card {g ∈ � : d(γ, gγ ) ≤ T } ∼ CT δ, (4.2)

as T → +∞. Finally, comparing (4.1) and (4.2) completes the proof of Theorem 1.3.

�

5 Symbolic dynamics and transfer operators for Hölder functions

The method of proof of the asymptotic formulae in the previous sections uses ideas
from symbolic dynamics and thermodynamic formalism. In particular, we can asso-
ciate to the counting problem an analytic function analogous to the Poincaré series.

5.1 The subshift of finite type

Following a standard approach, we can code the limit set � by infinite sequences. It is
convenient to label the generators (and their inverses) for�by g1, . . . , gd , gd+1, . . . , g2d

with g j+n = g−1
j , for 1 ≤ j ≤ n. In particular, the points in the limit set can be coded

by infinite sequences with the 2d × 2d transition matrix A, with rows and columns
indexed by the generators and their inverses, defined by

A =

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎝

1 1 1 · · · 0 1 1 · · ·
1 1 1 · · · 1 0 1 · · ·
1 1 1 · · · 1 1 0 · · ·
...

...
...

...
...

...
...

...

0 1 1 · · · 1 1 1 · · ·
1 0 1 · · · 1 1 1 · · ·
1 1 0 · · · 1 1 1 · · ·
...

...
... · · · ...

...
...

...

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎠

,

i.e.,

A(i, j) =
{

1 if |i − j | �= d

0 if |i − j | = d.
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We can denote


 =
{

(in)∞n=0 ∈
∞
∏

n=0

{1, 2, . . . , 2d} : A(in, in+1) = 1 for n ≥ 0

}

.

The space 
 is compact with respect the metric

d
(

(in)
∞
n=0, ( jn)∞n=0

) =
∞
∑

n=0

e(in, jn)

2n
where e(i, j) =

{

1 if i �= j

0 if i = j .

Letσ : 
 → 
 denote the usual continuous shift map given byσ(in)∞n=0 = (in+1)
∞
n=0.

Example 5.1 When d = 2 we can consider generators g1, g2 and their inverses g−1
1 ,

g−1
2 . The associated matrix takes the form

A =

⎛

⎜

⎜

⎝

1 0 1 1
0 1 1 1
1 1 1 0
1 1 0 1

⎞

⎟

⎟

⎠

.

5.2 The augmented subshift of finite type

We can augment the alphabet of
 by an extra symbol, which we denote by 0 [17]. We
then associate a subshift of finite type 
̃, where in addition to the transitions allowed
by A we also allow transitions from 0 to 0, and from all the other symbols to 0, i.e.,
let

Ã =

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎝

1 1 1 1 · · · 1 1 1 · · ·
0 1 1 1 · · · 0 1 1 · · ·
0 1 1 1 · · · 1 0 1 · · ·
0 1 1 1 · · · 1 1 0 · · ·
...

...
...

...
...

...
...

...
...

0 0 1 1 · · · 1 1 1 · · ·
0 1 0 1 · · · 1 1 1 · · ·
0 1 1 0 · · · 1 1 1 · · ·
...

...
...

... · · · ...
...

...
...

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎠

and

˜
 =
{

(in)
∞
n=0 ∈

∞
∏

n=0

{0, 1, 2, . . . , 2d} : ˜A(in, in+1) = 1 for n ≥ 0

}

.
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Example 5.2 When d = 2 the associated matrix takes the form

Ã =

⎛

⎜

⎜

⎜

⎜

⎝

1 1 1 1 1
0 1 0 1 1
0 0 1 1 1
0 1 1 1 0
0 1 1 0 1

⎞

⎟

⎟

⎟

⎟

⎠

The matrix A for d = 2 appears as a sub-matrix (by deleting the first row and column
of Ã).

This space has a correspondingmetric and let σ : ˜
 → ˜
 denote the corresponding
shift map.

Let 
∗ denote the set of finite strings of indices. If i = (i0, . . . , in−1) ∈ 
∗ then
we denote its length by |i | = n. For a given finite string i = (i0, . . . , in−1) ∈ 
∗ we
can naturally associate a group element gi0gi1 . . . gin−1 ∈ �. Let us also denote

σ(i0, . . . , in−1) = (i1, . . . , in−1)

for finite strings with n ≥ 2. Finally, for a map r : 
∗ → R if i ∈ 
∗ with |i | = n
we can write

rn(i) =
n−1
∑

j=0

r(σ j i).

We can naturally embed 
 ∪ 
∗ into ˜
 (where a finite string (i0, . . . , in−1) is
identified with (i0, . . . , in−1, 0, 0, . . . ) ∈ ˜
). The following simple lemma relates the
symbolic dynamics to the geometry. We are grateful to B. Bowditch for help with the
proof.

Lemma 5.3 There exists a Hölder continuous function r : 
 ∪ 
∗ → R such that if
i = (i0, . . . , in−1) ∈ 
∗ (n ≥ 2) then we can write

rn(i) = d(γ, gγ )

where g = gi0gi1 . . . gin−1 .

Proof For finite words g = gi0gi1 . . . gin−1 ∈ � with n ≥ 1 we can define

r(i) =
(

d(γ, gγ ) − d(γ, g−1
i0

gγ )
)

where n ≥ 2 and set r(i0) = d(gi0γ, γ ). It suffices to show that there exists 0 < θ < 1
and C > 0 such that for any g = gi0gi1 . . . gin−1 ∈ � and h = hi0hi1 . . . him−1 ∈ �

satisfying that gi j = hi j for j = 0, . . . , N − 1 with 1 ≤ N ≤ min{n, m} then
∣

∣

∣

(

d(γ, gγ ) − d(γ, g−1
i0

gγ )
)

−
(

d(γ, hγ ) − d(γ, g−1
i0

hγ )
)∣

∣

∣ ≤ Cθ N .
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In particular, r then extends as a Hölder continuous function to 
 ∪ 
∗.
To begin, let gγ and hγ denote the images of γ under the action of g and h,

respectively. It is also convenient to consider the image gi0γ of γ under gi0 . Let xg

denote the closest point on gi0γ to gγ . Similarly, we denote by xh the closest point
on gi0γ to hγ . It is easy to see that:

(1) xg and xh are exponentially close (i.e., there exists 0 < θ1 < 1 such that
d(xg, xh) = O(θ N

1 )).

g−1
i0

xg

g−1
i0

xh

xh

xg

y′

y

gi00

gi0 (∞)

∞

gi0γ

gγ

hγ

γ

0

Next, we set g′ = gi1gi2 . . . gi[N/2](= hi1hi2 . . . hi[N/2]) ∈ �. The image g′xg lies
exponentially close (as a function of N ) to the geodesic from xg to gγ and similarly
the image g′xh lies exponentially close to the geodesic from xh to hγ . We can then
choose points y (on the shortest geodesic arc from gi0γ to gγ and exponentially close
to g′xg) and y′ (on the shortest geodesic arc from gi0γ to hγ and exponentially close
to g′xh) such that:

(2) y and y′ are exponentially close (i.e., there exists 0 < θ2 < 1 such that d(y, y′) =
O(θ N

2 ), say); and
(3) there exists ε > 0 so that d(xg, y), d(xh, y′) ≥ εN .

Thus, in particular, the geodesic arcs [xg, y] and [xh, y′] are exponentially close. From
(1) we see that the points g−1

i0
xg and g−1

i0
xh are both exponentially close to each other,

and from (2) and (3) we see that they are exponentially close to the shortest geodesic
arcs between γ and gγ , and γ and hγ , respectively. In consequence, there exists
0 < θ < 1 such that:

(a) |d(xg, g−1
i0

xg) − d(xh, g−1
i0

xh)| = O(θn);

(b) |(d(γ, gγ )−d(gi0γ, gγ ))−d(xg, g−1
i0

xg)| = O(θn) or equivalently |(d(γ, gγ )−
d(γ, g−1

i0
gγ )) − d(xg, g−1

i0
xg)| = O(θn); and
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(c) |(d(γ, hγ )−d(gi0γ, hγ ))−d(xh, g−1
i0

xh)| = O(θn) or equivalently |(d(γ, hγ )−
d(γ, g−1

i0
hγ )) − d(xh, g−1

i0
xh)| = O(θn).

We can then deduce from (a), (b) and (c) that

∣

∣

∣

(

d(γ, gγ ) − d(γ, g−1
i0

gγ )
)

−
(

d(γ, hγ ) − d(γ, g−1
i0

hγ )
)∣

∣

∣

=
∣

∣

∣(d(γ, gγ ) − d(γ, hγ )) −
(

d(γ, g−1
i0

gγ ) − d(γ, g−1
i0

hγ )
)∣

∣

∣

≤
∣

∣

∣d(xg, g−1
i0

xg) − d(xh, g−1
i0

xh)

∣

∣

∣ +
∣

∣

∣d(γ, g−1
i0

gγ ) − d(γ, g−1
i0

hγ )

∣

∣

∣

= O(θ N )

and the result follows. 
�
Remark 5.4 If we consider a more general convex co-compact Kleinian group � then
a similar result holds, where 
 is replaced by a more general subshift of finite type.
If � is a co-compact Kleinian group then one can use the associated geodesic flow
to obtain a mixing subshift of finite type. However, for convex co-compact Kleinian
group � it is more appropriate to code the strongly Markov groups �. We refer the
reader to [21] for more details.

5.3 Transfer operator

We can interpret the function r as a function r : ˜
 → R. We can then define a transfer
operator Ls : Cα(
̃) → Cα(
̃) by

Lsh(x) =
∑

σ y=x,y �=0̇

e−sr(y)h(y) for s ∈ C.

For t ∈ R we can consider the pressure function given by

P(−t) = sup{hμ(σ ) − t
∫

rdμ : μ = T -invariant probability}.

We recall that the essential spectral radius of an operator is the spectral radius
once we remove isolated eigenvalues of finite multiplicity. We recall the following
properties from ([21, Sect. 6]).

Lemma 5.5 The operators Ls : Cα(
) → Cα(
) and Ls : Cα(˜
) → Cα(˜
) have
the same spectra, and both satisfy the following properties.

(1) When t ∈ R then Lt has a simple maximal positive eigenvalue eP(t).

(2) The essential spectral radius of Ls is eP(Re(s))

2α .

The equality of the two spectra appears as Lemma 2 in [21]. The properties (1),
(2) are standard for the transfer operator Ls : Cα(
) → Cα(
) (see [19]) and thus
extend to Ls : Cα(˜
) → Cα(˜
).

Finally, we recall a version of the following well known result of Ruelle [23].
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Proposition 5.6 The Hausdorff dimension δ of the limit set � satisfies P(δ) = 0.

Proof By an application of Ruelle’s result, the Hausdorff dimension δ is a zero of the
analogous pressure function associated to

(a) the expanding map T : � → � defined by T (x) = gi (x) if x ∈ Di and T (x) =
g−1

i (x) if x ∈ D′
i (i = 1, . . . , d) which is modelled by σ : 
 → 
, and

(b) the function ρ : 
 → R defined by ρ(x) = log |T ′(π(x))|, where π : 
 → � is
the natural coding map.

It suffices to show that the pressure functions of ρ : 
 → R and the restriction
r : 
 → R agree (since by Lemma 5.5 the pressure function

P(t) = lim
n→+∞

1

n
log ‖Ln

t ‖

is the same using either r : ˜
 → R or r : 
 → R). We see that for periodic points
x = σ n x = (xn)∞n=0 ∈ 
 we have ρn(x) = log |(T n)′(π(x)) = d(g) where d(g)

corresponds to the displacement along the axis for the element g ∈ � associated to
the indices x0, x1, . . . , xn−1. However, since |d(gγ, γ )− d(g)| is uniformly bounded
(over g ∈ �) we deduce that |rn(x) − ρn(x)| is uniformly bounded (over periodic
points σ n x = x). This is sufficient to imply that the pressure functions are the same
(and, more particularly, that ρ, r : 
 → R are cohomologous [19]). 
�

6 Proof of Theorem 1.4

Given any geodesic γ with end point outside F , we can consider the complex Dirichlet
function, formally defined by

η(s) =
∑

g∈�

e−sd(gγ,γ ).

The next proposition summarizes the main results we need on η(s).

Proposition 6.1 The function η(s) satisfies the following properties:

(1) η(s) converges provided Re(s) > δ.
(2) η(s) has an analytic extension to a neighbourhood of

{s ∈ C : Re(s) = δ} − {δ}.

(3) η(s) has a simple pole at s = δ.

Proof The proof of the proposition is completely analogous to that for Poincaré series
in [21]. In the case of a free group on 2 generators, say, the main distinction is that
we need that the orthogeodesics correspond to reduced words such that additionally
satisfy
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(i) ρ1ρ2ρ3 �= aba−1 and ρ1ρ2 �= ba; and
(ii) ρn−2ρn−1ρn �= ba−1b−1 and ρn−1ρn �= b−1a−1.

For more general free groups there are analogous, if more elaborate conditions arising
from finite state automata. (See Proposition 3.4 and Example 3.5 in [13] for more
details.)

In particular, we can write

η(s) =
∞
∑

n=1

Ln
s 1(0̇)

for Re(s) > δ, where 0̇ is the sequence of infinitelymany 0s and 1 denotes the constant
function. 
�

These results are enough to prove the asymptotic formula. More precisely, we can
write

η(s) =
∫ ∞

1
T −sd N (T )

and then the above proposition allows us to apply the Wiener-Ikehara Tauberian the-
orem [11].

Theorem 6.2 (Wiener–Ikehara)Let A(x) be a non-negative, monotonic nondecreasing
function of x, defined for 0 ≤ x < +∞. Let d > 0. Suppose that

∫ ∞
1 T −sd A(T )

converges for Re(s) > d to the function f (s) and that f (s) is analytic for Re(s) ≥ d,
except for a simple pole at s = d with residue C. Then

A(x) ∼ Cxd asx → +∞.

The result follows.

7 Analytic functions and transfer operators

The transfer operators introduced in Sect. 5 in order to prove the main theorem were,
perhaps, a little abstract in nature. In this final section we will consider an alternative,
and perhaps more tangible, realization of the connection between the (logarithmic
derivative with respect to the second variable of the) Schottky–Klein function and
transfer operators, and illustrate its potential usefulness with a simple example.

7.1 Comparing values at different points

Werecall that the expression (1.2) for theSchottky–Klein function convergeswhenever
δ < 1. Several authors have considered the practical problem of explicitly computing
its value.
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Given z, z0, ξ, ξ0 we can formally write

w(z, ξ)

w(z, ξ0)
=

∏

g∈�

(z − gξ)

(z − gξ0)
(7.1a)

and since w(ξ, z) = −w(z, ξ) we also have that

w(z, ξ0)

w(z0, ξ0)
= w(ξ0, z)

w(ξ0, z0)
=

∏

g∈�

(ξ0 − gz)

(ξ0 − gz0)
. (7.1b)

If we fix z0, ξ0 we can then write

w(z, ξ) = w(z0, ξ0)

(

w(z, ξ0)

w(z0, ξ0)

) (

w(z, ξ)

w(z, ξ0)

)

= w(z0, ξ0)

⎛

⎝

∏

g∈�

(ξ0 − gz)

(ξ0 − gz0)

⎞

⎠

⎛

⎝

∏

g∈�

(z − gξ)

(z − gξ0)

⎞

⎠ .

Taking logarithms gives that

log

(

w(z, ξ)

w(z0, ξ0)

)

=
∑

g∈�

log(z − gξ) + log(ξ0 − gz) − log(z − gξ0) − log(ξ0 − gz0) (7.2)

We would like to find a more convenient expression to replace the series on the
Right Hand Side of (7.2), and for which convergence when δ < 1 is more conspic-
uous. We will again use the transfer operator method, but in the present context it is
more appropriate to formulate this in terms of analytic functions, rather than Hölder
continuous functions of the preceding sections.

Remark 7.1 In ([7, Chapters 1, 4, 5]) Crowdy also makes use of the expression
∂
∂ξ

logω(z, ξ) in a variety of different settings.

7.2 Analytic functions and transfer operators

Given generators (and their inverses) g1, . . . , gd , gd+1, . . . , g2d we can consider
domains

Ui = {z ∈ C : |g′
i (z)| > 1}

for i = 1, . . . , 2d. These are easily seen to be disjoint, since otherwise one could
concatenate the generators corresponding to overlapping domains to contradict the
limit set being totally disconnected. We then define U = ∐

i Ui , which is an open
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neighbourhood of the limit set. Moreover, U = C− F . We can denote by Cω(U ) the
Banach space of analytic functions w : U → C which have a continuous extension to
the boundary ∂U . The associated norm is ‖u‖ = supz∈U |u(z)|.

We define a 2d × 2d matrix A, as before, with entries 0 and 1.

Definition 7.2 We define a transfer operator L : Cω(U ) → Cω(U ) by

Lw(z) =
∑

A( j,i)=1

w(g j z) where z ∈ Ui .

It is easy to see that the constant function is the eigenfunction for the maximal
positive eigenvalue 2d − 1. If z ∈ F then we define uξ (·) ∈ Cω(U ) by uz(ξ) =
log(z − ξ) where ξ ∈ D. Then we can formally write

log

(

w(z, ξ)

w(z0, ξ0)

)

=
∞
∑

n=1

(Lnuz(ξ) + Lnuξ0(z) − Lnuz(ξ0) − Lnuξ0(z0)
)

(7.3)

for suitable z0, x, ξ0, ξ

Moreover, it is possible to see an explicit formula for the derivativeswhich converges
providing δ < 1. This gives us an alternative approach to Corollary 2.1. We can write
the derivative

∂

∂ξ
Lnuz(ξ) =

∑

gi1 ,...,gin

(gi1 . . . gin )
′(ξ)wz(gi1 . . . gin ξ)

where wz(ξ) = − 1
z−ξ

and the summation is over generators and inverses such that
gi j �= gi j+1 . Let us define M : Cω(U ) → Cω(U ) by

Mw(z) =
∑

A( j,i)=1

g′
j (ξ)w(g j z) where z ∈ Ui .

Let us assume that z, z0, ξ0 are fixed then we can write the logarithmic derivative as

∂

∂ξ
log (w(z, ξ)) = ∂

∂ξ
log

(

w(z, ξ)

w(z0, ξ0)

)

= ∂

∂ξ

( ∞
∑

n=1

Lnuz(ξ)

)

=
∞
∑

n=1

Mnwz(ξ) (7.4)

and formally recover (7.3) from (7.4) by integration.
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Corollary 7.3 If δ < 1 then we can write

log

(

w(z, ξ)

w(z0, ξ0)

)

=
∫ 1

0

( ∞
∑

n=1

Mnwz(ξ0 + t(ξ − ξ0))

)

dt . (7.5)

It remains to show that (7.4) converges, and that the above analysis holds, provided
δ < 1 throughout. We will show this in the next subsection.

7.3 Nuclear operators

To begin, we recall that in the present context the operator takes a particularly simple
form.

Definition 7.4 A bounded linear operator T : B → B on a Banach space is called
nuclear (with exponentially decaying coefficients) if we can write

T (w) =
∑

k

αklk(w)wk for w ∈ B

where wk ∈ B, lk ∈ B∗ and αk ∈ C, k ≥ 1, with ‖ll‖ = ‖wk‖ = 1 and αk = O(θk).

In particular, nuclear operators are compact and have only isolated eigenvalues of
finite multiplicity away from the origin.

We have the following immediate application.

Theorem 7.5 The following can be shown.

(1) The operators L : Cω(U ) → Cω(U ) and M : Cω(U ) → Cω(U ) are both
nuclear; and

(2) The operator M has spectral radius strictly smaller than 1 and the series

∞
∑

n=1

Mnuz(ξ)

converges.

Proof The first part is well known cf. [24].
For the second part, we can consider the transformation T : � → � on the limit

set � given by

T (z) = g−1
i (z) if z ∈ Ui .

We can then associate the thermodynamic pressure function P : R → R defined by

P(t) = sup{h(m) − t
∫

log |T ′|dμ : μ = σ -invariant probability}.
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Fig. 4 (i) A plot of Re
(

∂
∂ξ

logw(0, ξ)
)

; and (ii) a plot of Re
(

∂
∂ξ

logw(0, ξ)
)

, both in the domain −2 ≤
Re(ξ), I m(ξ) ≤ 2

It is easy to see from the definition that P(t) is monotone decreasing, and it is well
known that the function is real analytic.

In particular, the spectral radius ρ(M) of this operator will be equal to P(1). It
therefore follows from the monotonicity of the function P(t) that if δ < 1 then the
spectral radius of M satisfies ρ(M) = eP(1) < 1, which ensures that the series

∞
∑

n=1

Mnuz(ξ),

and related series, converge provided δ < 1. 
�
In particular, provided δ < 1 we see that the expression on the Right Hand Side

of (7.5) is finite by Part (2) of Theorem 7.5. Furthermore, the series converges at an
exponential rate given by ρ(M) = eP(1) < 1.

Example 7.6 (Example 2.2 revisited) We can use (7.4) to estimate the logarithmic
derivative (with respect to ξ ) of w(x, ξ). As observed in Chapters 4 and 14 of [7]
formula (7.4) can be written in terms of the classical Weierstrass zeta function (Fig.
4). However, as an alternative approachwe can use the explicit form ofM and truncate
the infinite series in (7.4) to get a reasonable approximation. For example, we fix z = 0
and plot the real and imaginary parts of ∂

∂ξ
logw(0, ξ).

Remark 7.7 We can also write the series in Part (2) of Theorem 7.5 in terms of the
resolvent, i.e.,

∞
∑

n=1

Mn = 1

1 − M (7.6)

and sinceM is nuclear we can deduce that (7.5) has a meromophic extension to C. In
particular, we can deduce thatw(z, ξ) has a meromorphic dependence on the Schottky
group � in the natural sense.
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Remark 7.8 Nuclear operators have the very useful property that they are trace class
and lead to very efficient convergence of zeta functions and determinants. However,
this corresponds to the fixed points to the actions of elements g, rather than the values
of orbits of points and thus it is not clear how to take advantage of this property in the
present context.
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