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Abstract

This thesis is devoted to the study of threshold and related functions over two different

domains.

In the first part, we consider Boolean threshold and linear read-once functions. We

show that a positive function f of n variables has exactly n+ 1 extremal points if and only

if it is linear read-once. The class of linear read-once functions is also known to be the

intersection of the classes of read-once and threshold functions. Generalizing this result we

show that the class of linear read-once functions is the intersection of read-once and Chow

functions. Then, we characterize the class of linear read-once functions by means of mini-

mal forbidden subfunctions within the universe of read-once and the universe of threshold

functions. Furthermore, we prove that the subclass of threshold functions with the mini-

mum specification number does not coincide with the class of linear read-once functions

thereby disproving a conjecture of Anthony et al. from 1995 [6]. We propose techniques

that we believe might be useful to characterize the subclass of threshold functions with the

minimum specification number. We also found all threshold functions up to 6 variables

from this subclass.

In the second part, we turn to the k-threshold functions over a two-dimensional rect-

angular grid, i.e. the functions representable as the conjunctions of k threshold functions.

In [34] a bijection between non-constant threshold functions over this domain and prime

segments was established. This result was used in [34] to estimate the number of threshold

functions asymptotically. No asymptotic formula for the number of k-threshold functions

was known for k > 1. We consider the case k = 2 and characterize 2-threshold functions

via the pairs of oriented prime segments with specific properties. We apply this character-

ization to derive an asymptotic formula for the number of 2-threshold functions depending

on the size of the grid. This result also improves a trivial upper bound on the number of

v



k-threshold functions for k > 2.

In the third part, we study specifying sets of k-threshold functions. First, we con-

sider the class of k-threshold functions with non-fixed k, i.e. the union of all k-threshold

functions for all k. We prove that a function in this class has a unique minimal specifying

set with respect to the class of k-threshold functions with non-fixed k and provide the struc-

tural characterization of this set. For two-dimensional k-threshold functions we refine the

given structure and derive a bound on the size of the minimal specifying set. Then we fix the

parameter k = 2 and analyze the size and the number of minimal specifying sets of two-

dimensional 2-threshold functions. In particular, we construct a sequence of 2-threshold

functions over a squared grid of size m ×m for which the number of minimal specifying

sets grows as Θ(m2). We also show that if a two-dimensional 2-threshold function has

a unique representation as a conjunction of two threshold functions, then its specification

number is at most 9. The results of this part of the thesis were obtained prior the Ph.D. study

and are therefore provided as a supplementary material.
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Chapter 1

Introduction

Threshold functions naturally arise in various theoretical and applied studies. Informally,

a threshold function defines a partition of a given set of points (domain) into two parts via

separating linear inequality. In this thesis we will focus on threshold and related functions,

defined over a discrete set of points in the d-dimensional space Rd.

Let S be a discrete set of points in Rd. A function f that maps S to {0, 1} is called

threshold (or linearly separable or a halfspace) if there exist d weights w1, . . . , wd ∈ R and

a threshold t ∈ R such that, for every point (x1, . . . , xd) ∈ S,

f(x1, . . . , xd) = 1 ⇐⇒
d∑
i=1

wixi ≥ t.

The inequality w1x1 + . . . + wdxd ≤ t is called a threshold inequality representing the

function f . The hyperplane w1x1 + . . . + wdxd = t is called a separating hyperplane for

the function f . It is not hard to see that there are uncountably many different threshold

inequalities (and separating hyperplanes) representing a given threshold function.

A function f that maps S to {0, 1} is called k-threshold (or a k-halfspace) if there

exist at most k threshold functions f1, . . . , fk such that f is the logical conjunction of the

functions f1, . . . , fk, i.e.

f = f1 ∧ . . . ∧ fk.

We say that the functions f1, . . . , fk or a system of inequalities corresponding to the func-

tions define the k-threshold function f . A k-threshold function is called proper k-threshold

if it is not (k − 1)-threshold.

Remark. In the literature, various generalizations of linear threshold functions are stud-

ied. For example, a degree-d polynomial threshold function is a function f : {−1, 1}n →
{−1, 1} expressible as f(x) = sgn(p(x)), where p is a multivariate degree-d polynomial

with real coefficients, and sgn is −1 for negative arguments and 1 otherwise (see e.g. [17]).

Another example constitute so-called k-valued threshold functions separating a given set of
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(a) A threshold function with threshold inequal-
ity 7x1 + 2x2 ≥ 15.

(b) A 2-threshold function with system of thresh-

old inequalities

{
7x1 + 2x2 ≥ 15,

−2x1 + 2x2 ≥ −3.

Figure 1.1: The black points are true points of the corresponding threshold and 2-threshold
functions defined over Z3

4.

points into k + 1 subsets by k parallel hyperplanes (see e.g. [43]).

We emphasize that in the current work generalization of threshold functions is not due to

increase of the degree of a separating structure or the number of thresholds, but due to

increase of the number of linear separating structures.

In applications of threshold functions, a Boolean hypercube or the d-dimensional in-

teger hypercube Zdn = {0, 1, . . . , n−1}d of size n are common domains. Fig. 1.1 illustrates

the partition of Z3
4 by threshold and 2-threshold functions.

An unceasing interest to threshold and k-threshold functions is due to their rele-

vance in many areas of computer science, such as machine learning, digital geometry, and

computer vision. In [4] Angluin considered a model of concept learning with specific kinds

of queries, including membership and equivalence queries. In this model a domain X and a

concept class C ⊆ 2X are known to both the learner (or learning algorithm) and the teacher.

The goal of the learner is to identify an unknown target concept T ∈ C that has been fixed

by the teacher. To this end, the learner may ask the teacher membership queries ”does an

element x belong to T?”, to which the teacher answers ”yes” or ”no”; or the learner may ask

the equivalence queries ”is T ′ ∈ C the target concept T?”, to which the teacher answers

”yes” or provides a counterexample, i.e. an element x which belongs to either T or T ′ but

not to both. The learning complexity of a learning algorithm with respect to a concept class

C is the minimum number of queries sufficient for the algorithm to identify any concept in

C. The learning complexity of a concept class C is defined as the minimum learning com-

plexity of a learning algorithm with respect to C over all learning algorithms which learn C

using membership queries, equivalence queries or both.

In terms of Angluin’s model, {0, 1}-valued functions defined over a set of points

S can be considered as characteristic functions of the concepts. Here S is the domain

and a function f mapping S to {0, 1} defines a concept represented by its set of ones.

2



x1 x2 x3

f1 f2 f3 f4

f

input layer

hidden layer

output layer

Figure 1.2: A 2-layer network with 3 inputs, 4 nodes in the hidden layer and one output
corresponds to a 4-threshold function f(x1, x2, x3) = f1 ∧ f2 ∧ f3 ∧ f4.

Lower bounds on the complexity of learning with equivalence queries for threshold, k-

threshold functions, and some related geometric objects were derived in [40]. In [27] the

complexity of learning with membership queries was studied for threshold functions over

Zdn. In [12] the authors provided an efficient algorithm of learning with membership queries

for k-threshold functions over the two-dimensional grid. Learning of Boolean k-threshold

functions was studied, for instance, in [10, 28, 36, 33].

In the realm of learning with membership queries, teaching (specifying) sets and

essential points play a central role. Let C be a class of functions mapping S to {0, 1},
and let f be a function from C. A set of points T ⊆ S is called a teaching or specifying

set for f with respect to C if no other function from C coincides with f in all points of

T . The number of points in a minimum specifying set for f (with respect to C) is called

the specification number of f (with respect to C). Clearly, the target function f cannot be

identified without learning the values of all points in a specifying set for f . Therefore, the

specification number of f is a lower bound on the complexity of learning with membership

queries.

A point x ∈ S is called essential for f with respect to C if there exists a function g ∈ C
such that g(x) 6= f(x) and g coincides with f on S \ {x}. It is easy to see that the set of

essential points of f is a subset of any specifying set of f . Furthermore, it is known that the

set of essential points for a threshold function is a specifying set by itself (see e.g. [6, 44]).

The specification number and essential points of Boolean threshold functions were studied

in [6]. Minimal specifying sets and the specification number of threshold functions over

Zdn were investigated in [3, 44, 45, 50]. The specifying sets of k-threshold functions were

studied by the author in [48, 49] and the corresponding results are presented in Appendix

B.

In the theory of neural networks, a feed-forward 2-layer neural network plays a

3



central role. The nodes from the hidden and output layers of this network often represent

threshold functions. Moreover, it is known that every Boolean function can be expressed

as a composition of threshold functions (see [15]), and hence, 2-layer feed-forward neural

networks with threshold functions as hidden and output nodes can compute any Boolean

function. For instance, a k-threshold function over d variables corresponds to a 2-layer net-

work with d inputs, k nodes in the hidden layer representing k threshold functions, and the

output node representing the conjunction function (see Fig. 1.2). The connections between

Boolean functions and artificial neural networks are surveyed in [5].

There is one-to-one correspondence between k-threshold functions over Zd and in-

teger (digital) polytopes with vertices in Zd if we do not restrict the parameter k. Therefore,

the study of k-threshold functions might be useful in the study of integer polytopes, which

are among the most important objects in integer linear programming and digital geometry.

In digital geometry, the problem of polyhedral separability can be formulated in

terms of k-threshold functions as follows: given a domain S, a finite set of points T ⊆ S,

and a positive integer k, does there exist a k-threshold function f over S such that T is

the set of ones of f? The problem of polyhedral separability is widely investigated (see

[19, 41, 11, 9, 18, 8, 22, 23]). In particular, in [11] the authors studied bilinear separation

which is closely related to 2-threshold functions, and the papers [22, 23] are devoted to the

polyhedral separability problem in two- and three-dimensional spaces.

The thesis has two self-contained parts. We outline below each of these parts.

1.1 Boolean threshold and linear read-once functions

The first part consists of Chapters 2 and 3 and was motivated by the following conjecture of

Anthony, Brightwell, and Shawe-Taylor [6].

Conjecture 1. Linear read-once functions are the only Boolean threshold functions with

the minimum possible specification number.

In Chapter 2 we formulate and prove some weaker statement than Conjecture 1.

Namely, we show that linear read-once functions are the only positive threshold functions

with the minimum possible number of extremal points. Even stronger, we show that linear

read-once functions are the only positive functions with the minimum possible number of

extremal points. Furthermore, in Chapter 2 we also establish a relation between the classes

of linear read-once, read-once, and Chow functions, by showing that the first one is the

intersection of the other two. Finally, we find the set of minimal read-once functions which

are not linear read-once and the set of minimal threshold functions which are not linear

read-once.

In Chapter 3 we disprove Conjecture 1 by providing an infinite sequence of coun-

terexamples. On the other hand, in the attempt to characterize the subclass of threshold

4



functions with the minimum possible specification number we obtain some positive results.

First, we show that this class is free from self-dual functions. Then, we provide two pro-

cedures that extend a threshold function with the minimum specification number in such a

way that the resulting function has more variables and also has the minimum specification

number. Furthermore, we observe that symmetric variables play special role in the subclass

of threshold functions with the minimum specification number. We finish the chapter by

enumerating all non-canalyzing threshold functions of up to 5 variables with the minimum

specification number. Appendix A provides the list of the those functions of 6 variables.

1.2 2-threshold functions over a rectangular grid

In the second part of the thesis we turn to a two-dimensional integer grid with non-necessarily

equal ”width” and ”height” and consider 2-threshold functions over this domain. A useful

characterization of two-dimensional threshold functions via oriented prime segments was

provided in [34] to estimate asymptotically the number of threshold functions and was used

in subsequent works (see [1, 35, 42]). The asymptotic formula for the number of threshold

functions was later improved in [1], [2], and [25], however no formulas were known for the

number of k-threshold functions for any k > 1.

In Chapter 4 we provide a characterization of 2-threshold functions establishing the

bijection between almost all pairs of oriented prime segments with certain properties and

almost all 2-threshold functions. In Chapter 5 we apply this structural result to derive an

asymptotic formula for the number of two-dimensional 2-threshold functions. The obtained

formula also improves trivial upper bounds on the number of k-threshold functions for

k > 2.

1.3 k-threshold functions and their specifying sets

Appendix B contains results obtained by the author of the thesis prior to starting Ph.D at

Warwick and published in [48] and [49]. These results reveal relations between essential

points of k-threshold functions and their specifying sets. In particular, we describe the

structure of the specifying sets of two-dimensional 2-threshold functions and identify a

subclass of functions with specification number bounded by a constant. We include these

results for completeness, because they are closely related to Chapters 4 and 5.
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Chapter 2

Linear read-once and related
Boolean functions

2.1 Introduction

Linear read-once functions constitute a remarkable subclass of several classes of Boolean

functions. Within the universe of threshold functions the importance of linear read-once

functions is due to the fact that they attain the minimum value of the specification number,

i.e. of the number of Boolean points that uniquely specify a function in this universe (see

[6]). To study the range of values of specification number of threshold functions one can be

restricted to positive threshold functions depending on all their variables, in which case the

functions can be completely specified by their sets of extremal points, i.e. maximal zeros

and minimal ones. In other words, the specification number of a positive threshold function

is upper bounded by the number of its extremal points. For a linear read-once function of n

variables, these numbers coincide and equal n + 1. In 1995 Anthony et al. [6] conjectured

that for all other threshold functions the specification number is strictly greater than n+ 1.

Despite the fact that the conjecture is not true (the counterexamples will be provided

in Chapter 3) we show that the set of extremal points satisfies the statement of the conjecture,

i.e. a positive threshold Boolean function depending on all its n variables has n+1 extremal

points if and only if it is linear read-once. Moreover, not only does this result hold for

positive threshold functions but also for all positive functions.

In [20], it was shown that the class of linear read-once functions is the intersection

of the classes of read-once and threshold functions. Generalizing this result we show that

the class of linear read-once functions is the intersection of read-once and Chow functions.

We also find the set of minimal read-once functions which are not linear read-once and the

set of minimal threshold functions which are not linear read-once.

The organization of the chapter is as follows. All preliminary information related

to the topic of the chapter, including definitions and notation, is presented in Section 2.2.

6



Section 2.3 is devoted to the number of extremal points in positive functions. In Section 2.4

we show that the class of linear read-once functions is the intersection of the classes of

read-once and Chow functions, and identify the set of minimal read-once functions which

are not linear read-once. In Section 2.5 we provide the set of minimal threshold functions

which are not linear read-once.

2.2 Preliminaries

Let B = {0, 1}. For a Boolean n-dimensional hypercube Bn we define sub-hypercube

Bn(xi1 = α1, . . . , xik = αk) as the set of all points of Bn for which coordinate ij is equal

to αj for every j = 1, . . . , k. For a point x ∈ Bn we denote by x the point in Bn with

(x)i = 1 if and only if (x)i = 0 for every i ∈ [n].

For a Boolean function f = f(x1, . . . , xn) on Bn, k ∈ [n], and αk ∈ {0, 1} we

denote by f|xk=αk
the Boolean function on Bn−1 defined as follows:

f|xk=αk
(x1, . . . , xk−1, xk+1, . . . , xn) = f(x1, . . . , xk−1, αk, xk+1, . . . , xn).

For i1, . . . , ik ∈ [n] and α1, . . . , αk ∈ {0, 1} we denote by f|x1=α1,...,xk=αk
the function

(f|x1=α1,...,xk−1=αk−1
)|xk=αk

. We say that f|x1=α1,...,xk=αk
is the restriction of f to x1 =

α1, . . . , xk = αk. We also say that a Boolean function g is a restriction (or subfunction) of

a Boolean function f ∈ Bn if there exist i1, . . . , ik ∈ [n] and α1, . . . , αk ∈ {0, 1} such that

g = f|x1=α1,...,xk=αk
.

It is known (see e.g. Theorem 9.3 in [15]) that the class of threshold functions

is closed under taking restrictions, i.e. any restriction of a threshold function is again a

threshold function.

A variable xk is called irrelevant for f if f|xk=1 ≡ f|xk=0, i.e., f|xk=1(x) =

f|xk=0(x) for every x ∈ Bn−1. Otherwise, xk is called relevant for f . If xk is irrelevant for

f we also say that f does not depend on xk.

By 4 we denote a partial order over the set Bn, induced by inclusion in the power

set lattice of the n-set. In other words, x 4 y if (x)i = 1 implies (y)i = 1. In this case we

will say that x is below y. When x 4 y and x 6= y we will sometimes write x ≺ y. We

denote by ∨ and ∧ the logical disjunction and conjunction respectively. We also often omit

the operator ∧ and denote conjunction by mere juxtaposition.

We say that a Boolean formula is in disjunctive normal form (DNF) if it is a dis-

junction consisting of one or more conjunctive clauses, each of which is a conjunction of

one or more literals (variables or their negations). A Boolean formula is in conjunctive nor-

mal form (CNF) if it is a conjunction consisting of one or more disjunctive clauses, each of

which is a disjunction of one or more literals. A DNF (resp. CNF) is called minimal if it

has the minimum possible number of clauses among all DNFs (resp. CNF) representing the

7



same Boolean function.

Two Boolean functions f and g are congruent, if they are identical up to renaming

(without identification) and/or negation of variables.

Definition 2.2.1. A Boolean function f is called positive (also known as positive monotone

or increasing) if f(x) = 1 and x 4 y imply f(y) = 1. We say that a Boolean formula is

positive if it does not contain the operation of negation.

It is clear that a positive Boolean function admits representation via a positive

Boolean formula. For a positive Boolean function f , the set of its false points forms a

down-set and the set of its true points forms an up-set of the partially ordered set (Bn,4).

We denote by

Zf the set of maximal false points,

Uf the set of minimal true points.

We will refer to a point in Zf as a maximal zero of f and to a point in Uf as a minimal one

of f . A point will be called an extremal point of f if it is either a maximal zero or a minimal

one of f . We denote by r(f) the number of extremal points of f .

Let k ∈ N, k ≥ 2. A Boolean function f on Bn is k-summable if, for some

r ∈ {2, . . . , k}, there exist r (not necessarily distinct) false points x1, . . . , xr and r (not

necessarily distinct) true points y1, . . . , yr such that
∑r

i=1 xi =
∑r

i=1 yi (where the sum-

mation is over Rn). A function is asummable if it is not k-summable for all k ≥ 2.

Theorem 2 ([21]). A Boolean function is a threshold function if and only if it is asummable.

Definition 2.2.2. A Boolean function f is called read-once if it can be represented by a

Boolean formula using the operations of conjunction, disjunction, and negation in which

every variable appears at most once. We say that such a formula is a read-once formula

for f .

Example 3. The boolean formulas x1 ∨ x2 ∧ x3 and x1 ∧ x2 ∨ x1 ∧ x3 are read-once

and non-read-once respectively, the same holds for the functions representable by these

formulas. However, a non-read-once formula can represent a read-once function. For

example, the formula x1 ∧ x2 ∨ x1 ∧ x3 is non-read-once, while the corresponding function

f(x1, x2, x3) = x1 ∧ x2 ∨ x1 ∧ x3 is read-once, because it is also representable by the

read-once formula x1 ∧ (x2 ∨ x3).

Definition 2.2.3. A read-once function f is linear read-once (lro) if it is either a constant

function, or it can be represented by a nested formula defined recursively as follows:

1. both literals x and x are nested formulas;
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2. x ∨ t, x ∧ t, x ∨ t, x ∧ t are nested formulas, where x is a variable and t is a nested

formula that contains neither x, nor x.

Example 4. The both functions f(x1, x2, x3, x4) = x1∨x2∧(x3∨x4) and g(x1, x2, x3, x4) =

x1 ∧ x2 ∨ x3 ∧ x4 are read-once, but only f is linear read-once.

In [6], lro functions depending on all variables have been called nested. It is not

difficult to see that an lro function f is positive if and only if the nested formula representing

f does not contain negations.

In [20], it has been shown that the class of lro functions is precisely the intersection

of threshold and read-once functions.

Definition 2.2.4. A Boolean function f = f(x1, . . . , xn) is called canalyzing1 if there

exists i ∈ [n] such that f|xi=0 or f|xi=1 is a constant function.

It is easy to see that if f is a positive canalyzing function then f|xi=0 ≡ 0 or f|xi=1 ≡
1, for some i ∈ [n]. In Example 4 the function f is canalyzing as f|x1=1 ≡ 1, and the

function g is non-canalyzing.

Let Tn be the class of threshold Boolean functions of n variables.

Definition 2.2.5. A set of points S ⊆ Bn is a specifying set for a threshold function f of

n variables if the only threshold function consistent with f on S is f itself. In this case

we also say that S specifies f in the class threshold functions. The minimal cardinality of

a specifying set for f in Tn is called the specification number of f (in Tn) and denoted

σTn(f).

It was shown in [29] and later in [6] that the specification number of a threshold

function of n variables is at least n+ 1.

Theorem 5 ([29, 6]). For any threshold Boolean function f of n variables σTn(f) ≥ n+1.

Also, in [6] it was shown that the lower bound is attained for lro functions.

Theorem 6 ([6]). For any lro function f depending on all its n variables, σTn(f) = n+ 1.

Moreover, the same paper proves that the lower bound is only attained for functions

with no irrelevant variables.

Theorem 7 ([6]). Suppose f ∈ Tn depends on exactly k variables. Then

σTn(f) ≥ 2(n−k)(k + 1).

1The notion of canalyzing functions was introduced in [31] and is widely used in biological applications of
Boolean networks. In [32, 30, 37] linear read-once functions are called nested canalyzing functions and studied
as a special case of canalyzing functions.

9



In estimating the specification number of a threshold Boolean function f ∈ Tn it is

often useful to consider essential points of f defined as follows.

Definition 2.2.6. A point x is essential for f (with respect to the class Tn), if there exists a

function g ∈ Tn such that g(x) 6= f(x) and g(y) = f(y) for every y ∈ Bn, y 6= x.

Clearly, any specifying set for f contains all essential points for f . It turns out that

the essential points alone are sufficient to specify f in Tn [14]. Therefore, we have the

following well-known result.

Theorem 8 ([14]). The specification number σTn(f) of a function f ∈ Tn is equal to the

number of essential points of f .

Moreover, there is also a strong connection between essential and extremal points

of a positive threshold function.

Theorem 9 ([6]). Let f be a positive threshold function from Tn depending on all its vari-

ables, then the set of essential points of f is a subset of the set of extremal points of f .

The following result is a restriction of Theorem 4 in [50] (proved for threshold

functions of many-valued logic) to the case of Boolean threshold functions.

Theorem 10 ([50]). A true point of a Boolean threshold function f is essential if and only

if there is a separating hyperplane containing it.

Thus, the set of all essential ones (resp. zeros) of f ∈ Tn is the union of all points

in Bn belonging to at least one separating hyperplane for the function f (resp. f ).

2.3 Positive functions and the number of extremal points

It was observed in [6] that in the study of specification number of threshold functions, one

can be restricted to positive functions. To prove Theorem 6, the authors of [6] first showed

that for a positive threshold function f depending on all its variables the set of extremal

points specifies f . Then they proved that for any positive lro function f of n relevant

variables the number of extremal points is n+ 1.

In addition to proving Theorem 6, the authors of [6] also conjectured that lro func-

tions are the only functions with the specification number n+ 1 in the class Tn.

Conjecture 11 ([6]). If f ∈ Tn has the specification number n + 1, then f is linear read-

once.

In this section, we show that this conjecture becomes a true statement if we replace

‘specification number’ by ‘number of extremal points’.
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Theorem 12. Let f = f(x1, . . . , xn) be a positive function with k ≥ 0 relevant variables.

Then the number of extremal points of f is at least k + 1. Moreover f has exactly k + 1

extremal points if and only if f is linear read-once.

We will prove Theorem 12 by induction on n. The statement is easily verifiable

for n = 1. Let n > 1 and assume that the theorem is true for functions of at most n − 1

variables. In the rest of the section we prove the statement for n-variable functions. Our

strategy consists of three major steps. First, we prove the statement for canalyzing functions

in Section 2.3.2. This case includes lro functions. Then, in Section 2.3.3, we prove the result

for non-canalyzing functions f such that for each variable xi both restrictions f|xi=0 and

f|xi=1 are canalyzing. Finally, in Section 2.3.4, we consider the case of non-canalyzing

functions f depending on a variable xi such that at least one of the restrictions f|xi=0 and

f|xi=1 is non-canalyzing. In Section 2.3.1, we introduce some terminology and prove a

preliminary result.

2.3.1 A property of extremal points

We say that a maximal zero (resp. minimal one) y of f(x1, . . . , xn) corresponds to a vari-

able xi if (y)i = 0 (resp. (y)i = 1). It is not difficult to see that for any relevant variable

xi, there exists at least one minimal one and at least one maximal zero corresponding to xi.

We say that an extremal point of f corresponds to a set S of variables if it corresponds to

at least one variable in S.

Lemma 13. For every set S of k relevant variables of a positive function f , there exist at

least k + 1 extremal points corresponding to this set.

Proof. Let S be a minimal counterexample and let P be the set of extremal points corre-

sponding to the variables in S. Without loss of generality we assume that S consists of

the first k variables of the function, i.e. S = {x1, . . . , xk}. Due to the minimality of S

we may also assume that |P | = k and for every proper subset S′ of S there exist at least

|S′| + 1 extremal points corresponding to S′. This implies, by Hall’s Theorem of distinct

representatives [24], that there exists a bijection between S and P mapping variable xi to a

point ai ∈ P corresponding to xi.

Let a be any maximal zero in P . We denote by b the point which coincides with

a in all coordinates beyond the first k, and for each i ∈ {1, 2, . . . , k} we define the i-th

coordinate of b to be 1 if ai is a maximal zero, and to be 0 if ai is a minimal one.

Assume first that f(b) = 0 and let c be any maximal zero above b (possibly b = c).

If (c)1 = . . . = (c)k = 1, then a ≺ c, contradicting that a is a maximal zero. Therefore,

(c)i = 0 for some 1 ≤ i ≤ k and hence c is a maximal zero corresponding to xi ∈ S.

Moreover, c is different from any maximal zero aj ∈ P because the j-th coordinate of

aj ∈ P is 0, while the j-th coordinate of c is 1.
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Suppose now that f(b) = 1 and let c be any minimal one below b (possibly b = c).

If (c)1 = . . . = (c)k = 0, then c ≺ a, contradicting the positivity of f . Therefore, (c)i = 1

for some 1 ≤ i ≤ k and hence c is a minimal one corresponding to xi ∈ S. Moreover, c is

different from any minimal one aj ∈ P because the j-th coordinate of aj ∈ P is 1, while

the j-th coordinate of c is 0.

A contradiction in both cases shows that there is no counterexamples to the state-

ment of the lemma.

2.3.2 Canalyzing functions

Lemma 14. Let f = f(x1, . . . , xn) be a positive canalyzing function with k ≥ 0 relevant

variables. Then the number of extremal points of f is at least k+1. Moreover f has exactly

k + 1 extremal points if and only if f is lro.

Proof. The case k = 0 is trivial, and therefore we assume that k ≥ 1.

Let xi be a variable of f such that f|xi=0 ≡ 0 (the case f|xi=1 ≡ 1 is similar). Let

f0 = f|xi=0 and f1 = f|xi=1. Clearly, xi is a relevant variable of f , otherwise f ≡ 0, that

is, k = 0. Since every relevant variable of f is relevant for at least one of the functions f0
and f1, we conclude that f1 has k − 1 relevant variables.

The equivalence f0 ≡ 0 implies that for every extremal point

(α1, . . . , αi−1, αi+1, . . . , αn) of f1, the corresponding point (α1, . . . , αi−1, 1, αi+1, . . . , αn)

is extremal for f . For the same reason, there is only one extremal point of f with the i-th

coordinate being equal to 0, namely, the point with all coordinates equal to 1, except for the

i-th coordinate. Hence, r(f) = r(f1) + 1.

1. If f1 is lro, then f is also lro, since f can be expressed as xi ∧ f1. By the induction

hypothesis r(f1) = k and therefore r(f) = k + 1.

2. If f1 is not lro, then f is also not lro, which is easy to see. By the induction hypothesis

r(f1) > k and therefore r(f) > k + 1.

2.3.3 Non-canalyzing functions with canalyzing restrictions

In this section, we study non-canalyzing positive functions such that for each variable xi
both restrictions f|xi=0 and f|xi=1 are canalyzing.

First we remark that all variables of those functions are relevant. Indeed, if such a

function has an irrelevant variable then the function is canalyzing.

Claim 15. Let f = f(x1, . . . , xn) be a positive non-canalyzing function such that for each

variable xi both restrictions f|xi=0 and f|xi=1 are canalyzing. Then all variables of f are

relevant.
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Proof. Let xi be irrelevant, then f|xi=0 ≡ f|xi=1. But f|xi=0, f|xi=1 are canalyzing,

hence there exists p ∈ [n] such that f|xi=0, xp=0 ≡ f|xi=1, xp=0 ≡ 0 or f|xi=0, xp=1 ≡
f|xi=1, xp=1 ≡ 1. In the former case f|xp=0 ≡ 0, in the latter case f|xp=1 ≡ 1. In any case

f is canalyzing. Contradiction.

Claim 16. Let f = f(x1, . . . , xn) be a positive non-canalyzing function such that for each

variable xi both restrictions f|xi=0 and f|xi=1 are canalyzing. Then for each i,

(a) there exists a maximal zero that contains 0’s in exactly two coordinates one of which

is i,

(b) there exists a minimal one that contains 1’s in exactly two coordinates one of which

is i.

Proof. Fix an i and denote f0 = f|xi=0, f1 = f|xi=1. Since f0 is canalyzing, there exists

p ∈ [n] such that f0|xp=0 ≡ 0 or f0|xp=1 ≡ 1. We claim that the latter case is impossible.

Indeed, the positivity of f and f0|xp=1 ≡ 1 imply f1|xp=1 ≡ 1, and therefore f|xp=1 ≡ 1.

This contradicts the assumption that f is non-canalyzing. Thus, f0|xp=0 ≡ 0. Now we

claim that the Boolean point y with exactly two 0’s in coordinates i and p is a maximal zero.

Indeed, if f in at least one of three points above y is 0, then, by positivity of f , f|xi=0 = 0

or f|xp=0, which contradicts the assumption that f is non-canalyzing.

Similarly, one can show that f1|xr=1 ≡ 1 for some r ∈ [n] implying that the Boolean

point with exactly two 1’s in coordinates i and r is a minimal one.

Claim 17. Let f = f(x1, . . . , xn) be a positive non-canalyzing function such that for each

variable xi both restrictions f|xi=0 and f|xi=1 are canalyzing. Then there is a minimal one

y of Hamming weight 2 such that y is a maximal zero, unless n = 4 in which case f has 6

extremal points.

Proof. Consider a graphG0 (resp. G1) with vertex set [n] every edge ij of which represents

a maximal zero (resp. minimal one) that contains 0’s (resp. 1’s) in exactly two coordinates

i and j. By Claim 16, every vertex in G0 is covered by an edge and every vertex in G1 is

covered by an edge. From this it follows in particular that each graph G0, G1 has at least

dn/2e edges.

In terms of the graphs G0 and G1, the claim is equivalent to saying that G0 and

G1 have a common edge. It is not difficult to see that for n ≤ 3 the graphs G1 and G0

necessarily have a common edge. Let us show that this is also the case for n ≥ 5.

Assume thatG0 andG1 have no common edges, i.e. every edge ofG0 is a non-edge

(a pair of non-adjacent vertices) in G1. Let us prove that

(*) every edge ij of G0 forms a vertex cover in G1, i.e. every edge of G1 shares a vertex

with either i or j (and not with both according to our assumption).
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Indeed, let ij be an edge of G0 and assume that G1 contains an edge pq such that p is

different from i, j and q is different from i, j. Then the minimal one corresponding to

the edge pq of G1 is below the maximal zero corresponding to the edge ij of G0. This

contradicts the positivity of f and proves (*).

Consider an edge ij in G0. Since n ≥ 5, then G0 has at least 3 edges, hence from

(*) we get that at least one of i, j covers at least two edges of G1, say i covers ip and iq. Let

ps be an edge of G0 covering p. If s 6= q, then ps does not cover the edge iq of G1 which

contradicts to (*). If s = q, let t be any vertex different from i, j, p, q. The vertex t must be

covered by some edge tr in G1. If r is different from i, j then tr does not cover ij in G0. If

r is different from p, q then tr does not cover pq in G0. In both cases we get a contradiction

to (*), hence for n ≥ 5 the graphs G0 and G1 necessarily have a common edge and hence

the result follows in this case.

It remains to analyze the case n = 4. Up to renaming variables, the only possibility

for G0 and G1 to avoid a common edge is for G0 to have edges 12 and 34 and for G1

to have edges 13 and 24. In other words, (0, 0, 1, 1) and (1, 1, 0, 0) are maximal zeros

and (1, 0, 1, 0) and (0, 1, 0, 1) are minimal ones. By positivity, this completely defines the

function f , except for two points (0, 1, 1, 0) and (1, 0, 0, 1). However, regardless of the

value of f in these points, both of them are extremal and hence f has 6 extremal points.

Claim 18. Let f = f(x1, . . . , xn) be a positive non-canalyzing function such that for

each variable xi both restrictions f|xi=0 and f|xi=1 are canalyzing. Let y be a minimal

one of Hamming weight 2 such that y is a maximal zero. Denote the two coordinates of y
containing 1’s by i and s, and let f0 = f|xi=0 and f1 = f|xi=1.

(a) Variable xs is relevant for both functions f0 and f1.

(b) If a point a = (α1, . . . , αi−1, αi+1, . . . , αn) ∈ Bn−1 is an extremal point of fαi for

some αi ∈ {0, 1}, then a′ = (α1, . . . , αi−1, αi, αi+1, . . . , αn−1) ∈ Bn is an extremal

point of f .

Proof. First, we note that since y is a minimal one, f1|xs=1 ≡ 1. Similarly, since y is a

maximal zero, f0|xs=0 ≡ 0.

To prove (a), suppose to the contrary that f0 does not depend on xs. Then f0|xs=1 ≡
f0|xs=0 ≡ 0, and therefore f0 ≡ 0, which contradicts the assumption that f is non-

canalyzing. Similarly, one can show that xs is relevant for f1.

Now we turn to (b) and prove the statement for αi = 1. For αi = 0 the arguments

are symmetric.

Assume first that αs = 1. Since y is a minimal one, we have f1(b) = 1 for all b =

(β1, . . . , βi−1, βi+1, . . . , βn) with βs = 1. Due to the extremality of a, all its components

besides αs are zeros. It follows that a′ = y, which is a minimal one by assumption.
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It remains to assume that αs = 0. Let a be a maximal zero for the function f1. If

a′ is not a maximal zero for f , then there is a′′ � a′ with f(a′′) = 0. Since a′′ � a′ and

αi = 1, the i-th component of a′′ is 1. By its removal, we obtain a zero of f1 that is strictly

above a in contradiction to the minimality of the latter.

Let a be a minimal one for the function f1. If a′ is not a minimal one for f , then

there is a′′ ≺ a′ with f(a′′) = 1. The i-th component of a′′ must be 0, since otherwise by

its removal we obtain a one for f1 strictly below a. Also, the s-th component of a′′ must be

0, since this component equals 0 in a. But then a′′ � y with f(a′′) = 1 and f(y) = 0, a

contradiction.

Lemma 19. Let f = f(x1, . . . , xn) be a positive non-canalyzing function such that for

each variable xi both restrictions f|xi=0 and f|xi=1 are canalyzing. Then the number of

extremal points of f is at least n+ 2.

Proof. By Claim 17 we may assume that there is a minimal one y that contains 1’s in

exactly two coordinates, say i and s, such that y is a maximal zero. Denote f0 = f|xi=0 and

f1 = f|xi=1.

Let P , P0, and P1 be the sets of relevant variables of f, f0, and f1, respectively. By

Claim 15, P is the set of all variables. Since any relevant variable of f is relevant for at

least one of the functions f0, f1 and, by Claim 18 (a), xs is a relevant variable of both of

them, we have

n = |P | ≤ |P0 ∪ P1|+ 1 = |P0|+ |P1| − |P0 ∩ P1|+ 1 ≤ |P0|+ |P1|.

By Lemma 14, r(f0) ≥ |P0| + 1, r(f1) ≥ |P1| + 1. Finally, by Claim 18 (b) the number

r(f) of extremal points of f is at least r(f0) + r(f1) ≥ |P0|+ |P1|+ 2 ≥ n+ 2.

2.3.4 Non-canalyzing functions containing a non-canalyzing restriction

Due to Lemmas 14 and 19 it remains to show the bound for a positive non-canalyzing

function f = f(x1, . . . , xn) such that for some i ∈ [n] at least one of f0 = f|xi=0 and

f1 = f|xi=1 is non-canalyzing. Let k be the number of relevant variables of f and let us

prove that the number of extremal points of f is at least k + 2.

Consider two possible cases:

(a) xi is a irrelevant variable of f ;

(b) xi is a relevant variable of f .

In case (a) the function f|xi=0 ≡ f|xi=1 is non-canalyzing and has the same number

of extremal points and the same number of relevant variables as f . By induction, the number

of extremal points of f is at least k + 2.
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Now let us consider case (b). Assume without loss of generality that i = n, and let

f0 = f|xn=0 and f1 = f|xn=1. We assume that f0 is non-canalyzing and prove that f has

at least k + 2 extremal points, where k is the number of relevant variables of f . The case

when f0 is canalyzing, but f1 is non-canalyzing is proved similarly.

Let us denote the number of relevant variables of f0 by m. Clearly, 1 ≤ m ≤ k−1.

Exactly k − 1−m of k relevant variables of f are irrelevant for the function f0. Note that

these k − 1 − m variables are necessarily relevant for the function f1. By the induction

hypothesis, the number r(f0) of extremal points of f0 is at least m+ 2.

We introduce the following notation:

C0 – the set of maximal zeros of f corresponding to xn;

P0 – the set of all other maximal zeros of f , i.e., P0 = Zf \ C0;

C1 – the set of minimal ones of f corresponding to xn;

P1 – the set of all other minimal ones of f , i.e., P1 = Uf \ C1.

For a set A ⊆ Bn we will denote by A∗ the restriction of A to the first n − 1

coordinates, i.e., A∗ = {(α1, . . . , αn−1) | (α1, . . . , αn−1, αn) ∈ A for some αn ∈ {0, 1}}.
By definition, the number of extremal points of f is

r(f) = |C0|+ |P1|+ |C1|+ |P0| = |C∗0 |+ |P ∗1 |+ |C∗1 |+ |P ∗0 |. (2.1)

We want to express r(f) in terms of the number of extremal points of f0 and f1.

For this we need several observations. First, we observe that if (α1, . . . , αn−1, αn) is an

extremal point for f , the point (α1, . . . , αn−1) is extremal for fαn . Furthermore, we have

the following straightforward claim.

Claim 20. P ∗1 is the set of minimal ones of f0 and P ∗0 is the set of maximal zeros of f1.

In contrast to the minimal ones of f0, the set of maximal zeros of f0 in addition

to the points in C∗0 may contain extra points, which we denote by N∗0 . In other words,

Zf0 = C∗0∪N∗0 . Similarly, besidesC∗1 , the set of minimal ones of f1 may contain additional

points, which we denote by N∗1 . That is, Uf1 = C∗1 ∪N∗1 .

Claim 21. The set N∗0 is a subset of the set P ∗0 of maximal zeros of f1. The set N∗1 is a

subset of the set P ∗1 of minimal ones of f0.

Proof. We will prove the first part of the statement, the second one is proved similarly.

Suppose to the contrary that there exists a point a = (α1, . . . , αn−1) ∈ N∗0 \P ∗0 , which is a

maximal zero for f0, but is not a maximal zero for f1. Notice that f1(a) = 0, as otherwise

(α1, . . . , αn−1, 0) would be a maximal zero for f , which is not the case, since a /∈ C∗0 .

Since a is not a maximal zero for f1, there exists a maximal zero b ∈ Bn−1 for f1 such
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that a ≺ b. But then we have f0(b) = 1 and f1(b) = 0, which contradicts the positivity of

function f .

From Claim 20 we have r(f0) = |Zf0 ∪Uf0 | = |C∗0 |+ |N∗0 |+ |P ∗1 |, which together

with (2.1) and Claim 21 imply

r(f) = |C∗0 |+ |P ∗1 |+ |C∗1 |+ |P ∗0 | = |C∗0 |+ |P ∗1 |+ |C∗1 |+ |N∗0 |+ |P ∗0 \N∗0 |

= r(f0) + |C∗1 |+ |P ∗0 \N∗0 |.
(2.2)

Using the induction hypothesis we conclude that r(f) ≥ m+2+|C∗1 |+|P ∗0 \N∗0 |. To

derive the desired bound r(f) ≥ k+2, in the rest of this section we show that C∗1 ∪P ∗0 \N∗0
contains at least k −m points.

Claim 22. Let xi, i ∈ [n−1], be a relevant variable for f1, which is irrelevant for f0. Then

every maximal zero for f1 corresponding to xi belongs to P ∗0 \N∗0 and every minimal one

for f1 corresponding to xi belongs to C∗1 .

Proof. Let x ∈ N∗0 and assume (x)i = 0. Then by changing in x the i-th coordinate from

0 to 1 we obtain a point x′ with f0(x′) = 1 6= f0(x), since x is a maximal zero for f0.

This contradicts the assumption that xi is irrelevant for f0. Therefore, (x)i = 1 and hence

no maximal zero for f1 corresponding to xi belongs to N∗0 , i.e. every maximal zero for f1
corresponding to xi belongs to P ∗0 \N∗0

Similarly, one can show that no minimal one for f1 corresponding to xi belongs to

N∗1 , i.e. every minimal one for f1 corresponding to xi belongs to C∗1 .

Recall that there are exactly k−1−m variables that are relevant for f1 and irrelevant

for f0. Lemma 13 implies that there are at least k−m extremal points for f1 corresponding

to these variables. By Claim 22, all these points belong to the set C∗1 ∪ P ∗0 \ N∗0 . This

conclusion establishes the main result of this section.

Lemma 23. Let f = f(x1, . . . , xn) be a positive non-canalyzing function with k relevant

variables such that for some i ∈ [n] at least one of the restrictions f0 = f|xi=0 and f1 =

f|xi=1 is non-canalyzing. Then the number of extremal points of f is at least k + 2.

2.4 Chow and read-once functions

An important class of Boolean functions was introduced in 1961 by Chow [13] and is known

nowadays as Chow functions. This notion can be defined as follows.

Definition 2.4.1. The Chow parameters of a Boolean function f(x1, . . . , xn) are the n+ 1

integers (w1(f), w2(f), . . . , wn(f), w(f)), where w(f) is the number of true points of f
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and wi(f) is the number of true points of f where xi is also true. A Boolean function f is

a Chow function if no other function has the same Chow parameters as f .

In this section, we look at the intersection of the classes of Chow and read-once

functions and show that this is precisely the class of lro functions. Thus, our result gen-

eralizes a result from [20] showing that the class of lro functions is the intersection of the

classes of read-once and threshold functions.

There are two read-once functions that play a crucial role in our characterization of

read-once Chow functions:

g1 = g1(x, y, z, u) = (x ∨ y) ∧ (z ∨ u),

g2 = g2(x, y, z, u) = (x ∧ y) ∨ (z ∧ u).

Lemma 24. Functions g1, g2 and all the functions obtained from them by negating some

variables are not Chow.

Proof. Function g1 is not Chow, because g1 is different from (x ∨ z) ∧ (y ∨ u) (e.g. they

have different values at the point x = 1, y = 0, z = 1, u = 0), but both functions have the

same Chow parameters (6, 6, 6, 6, 9). In a similar way, one can show that neither g2 nor

any function obtained from g1 or g2 by negating some variables is Chow.

The following lemma shows that the class of Chow functions is closed under taking

restrictions.

Lemma 25. If f(x1, . . . , xn) is a Chow function, then any restriction of f is also Chow.

Proof. Suppose to the contrary that f has a restriction which is not a Chow function,

namely,

g = g(xik+1
, . . . , xin) := fxi1=α1,...,xik=αk

,

for some i1, . . . , in ∈ [n], α1, . . . , αk ∈ {0, 1} and g is not a Chow function. Then there

exists a function g′ = g′(xik+1
, . . . , xin) with the same Chow parameters as g. We define

function f ′(x1, . . . , xn) as follows:

f ′(x1, . . . , xn) =

f(x1, . . . , xn) if (xi1 , . . . , xik) 6= (α1, . . . , αk),

g′(xk+1, . . . , xn) if (xi1 , . . . , xik) = (α1, . . . , αk).

Since w(g) = w(g′), we conclude that w(f) = w(f ′). Similarly, for every i ∈
{ik+1, . . . , in} the equality wi(g) = wi(g

′) implies wi(f) = wi(f
′). Consequently, f and

f ′ have the same Chow parameters, which contradicts the fact that f is Chow.

Lemma 26. Any canalyzing read-once function f , which is not lro, has a non-constant

non-canalyzing read-once function as a restriction.
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Proof. Let f be a minimum counterexample to the claim. Since f is canalyzing, there

exists α, β ∈ {0, 1} such that f|xi=α ≡ β. We assume that α = β = 1, i.e. f|xi=1 ≡ 1, in

which case f = xi ∨ f|xi=0 (the other cases are similar).

Clearly, f|xi=0 is read-once, since any restriction of a read-once function is read-

once. Also, f|xi=0 is not lro, since otherwise f is lro, and hence f|xi=0 is not a constant

function. Since f is a counterexample, f|xi=0 is canalyzing and has no non-constant non-

canalyzing read-once restrictions. But then we have a contradiction to the minimality of f .

Theorem 27. For a read-once function f the following statements are equivalent:

(1) f is an lro function;

(2) f is a Chow function;

(3) every restriction of f is congruent neither to g1 nor to g2.

Proof. It is known that all lro functions are threshold [20] and all threshold functions are

Chow [13]. Therefore, (1) implies (2).

To prove that (2) implies (3), we observe that by Lemma 25 any restriction of f is

Chow. This together with Lemma 24 imply the conclusion.

Finally, to prove that (3) implies (1), we show that if f is non-lro, then it has as a

restriction a function congruent to g1 or g2. Without loss of generality we assume that f

is positive, non-canalyzing, otherwise we would rename some variables and/or consider a

non-constant non-canalyzing restriction of f which is guaranteed by Lemma 26.

Since f is a read-once function, there exist read-once functions f1 and f2 such that

either f = f1 ∧ f2 or f = f1 ∨ f2 and the sets of relevant variables of f1 and f2 are

disjoint. We let f = f1 ∨ f2, since the other case can be proved similarly. Let F1 and

F2 be simplified read-once formulas of f1 and f2 respectively, in particular, the negation

operation, if any, is only applied to individual variables. Suppose, one of the formulas F1

and F2, say F1, does not contain a conjunction. Then for any relevant variable xi of f1
we have f|xi=1 ≡ 1, which contradicts the assumption that f is non-canalyzing. Hence,

both formulas F1 and F2 necessarily contain conjunctions. This means that there exist

i1, . . . , in ∈ [n], α5, . . . , αn ∈ {0, 1} such that

f1|xi5=α5,...,xik=αk
= xi1 ∧ xi2

and

f2|xik+1
=αk+1,...,xin=αn

= xi3 ∧ xi4 ,

where {xi5 , . . . , xik} and {xik+1
, . . . , xin} are the sets of relevant variables of the functions
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f1 and f2, respectively. Consequently

f|xi5=α5,...,xin=αn
= f1|xi5=α5,...,xik=αk

∨ f2|xik+1
=αk+1,...,xin=αn

= (xi1 ∧ xi2) ∨ (xi3 ∧ xi4).

2.5 Minimal non-lro threshold functions

For n ≥ 3, denote by gn the function defined by its DNF

gn(x1, . . . , xn) = x1x2 ∨ x1x3 ∨ . . . ∨ x1xn ∨ x2 . . . xn.

It is well known that a positive function has a unique minimal CNF and DNF. More-

over, there is one-to-one correspondence between the clauses in the minimal DNF (resp.

CNF) of a positive function and its minimal ones (resp. maximal zeros) (see, for instance,

[15]). In the below lemma we will use this property of a positive function to retrieve its

extremal points.

Lemma 28. For any n ≥ 3, the function gn is positive, non-lro, and threshold, depending

on all its variables, and the specification number of gn is 2n.

Proof. Clearly, gn is positive and depends on all its variables. Also, it is easy to verify that

gn is not canalyzing, and therefore g is non-lro.

Now, we claim that the minimal CNF of gn is

(x1 ∨ x2)(x1 ∨ x3) . . . (x1 ∨ xn)(x2 ∨ x3 ∨ · · · ∨ xn).

Indeed, the equivalence of the minimal DNF and the minimal CNF can be directly checked

by expanding the latter and applying the absorption law:

(x1 ∨ x2)(x1 ∨ x3) . . . (x1 ∨ xn)(x2 ∨ x3 ∨ · · · ∨ xn)

= (x1 ∨ x2x3 . . . xn)(x2 ∨ x3 ∨ · · · ∨ xn)

= x1x2 ∨ x1x3 ∨ · · · ∨ x1xn ∨ x2x3 . . . xn.

From the minimal DNF and the minimal CNF of gn we retrieve the minimal ones

x1 = (1, 1, 0, . . . , 0),

x2 = (1, 0, 1, . . . , 0),

. . . . . . . . . . . . . . . . . . . . .

xn−1 = (1, 0, 0, . . . , 1),

xn = (0, 1, 1, . . . , 1),
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and maximal zeros of gn
y1 = (0, 0, 1, . . . , 1),

y2 = (0, 1, 0, . . . , 1),

. . . . . . . . . . . . . . . . . . . . .

yn−1 = (0, 1, 1, . . . , 0),

yn = (1, 0, 0, . . . , 0),

respectively (see Theorems 1.26, 1.27 in [15]).

It is easy to check that all minimal ones x1, x2, . . . , xn satisfy the equation

(n− 2)x1 + x2 + x3 + · · ·+ xn = n− 1,

and all maximal zeros y1, y2, . . . , yn satisfy the equation

(n− 2)x1 + x2 + x3 + · · ·+ xn = n− 2.

Hence (n− 2)x1 + x2 + x3 + · · ·+ xn ≥ n− 1 is a threshold inequality representing the

function gn.

It remains to prove that gn has 2n essential points. First, the inequality σTn(gn) ≥
2n follows from Claim 33 and the fact that gn is a self-dual function (self-dual functions and

the proof of Claim 33 are presented in Section 3.3). Second, since gn is a positive threshold

function depending on all variables, the set of its extremal points specifies gn, and hence

σTn(gn) ≤ 2n. These two facts imply σTn(gn) = 2n.

It is not difficult to see that gn is a minimal threshold function which is not lro,

i.e. any restriction of gn is an lro function. Moreover, the same is true for any function

congruent to gn, since the negation of a variable or renaming of variables of a threshold

function results in a threshold function. We denote the set of all functions congruent to gn
for all n by G and show in what follows that there are no other minimal threshold functions

which are not lro.

Theorem 29. A threshold function f is lro if and only if it does not contain any function

from G as a restriction.

Proof. Stetsenko proved in [46] that the set of all minimal not read-once functions consists

of the functions congruent to one of the following:

gn(x1, . . . , xn) = x1(x2 ∨ . . . ∨ xn) ∨ x2 . . . xn (n ≥ 3),

h1n(x1, . . . , xn) = x1 . . . xn ∨ x1 . . . xn (n ≥ 2),

h2n(x1, . . . , xn) = x1(x2 ∨ x3 . . . xn) ∨ x2x3 . . . xn (n ≥ 3),

h3(x1, . . . , x5) = x1(x3x4 ∨ x5) ∨ x2(x3 ∨ x4x5);
h4(x1, . . . , x4) = x1(x2 ∨ x3) ∨ x3x4.
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Let us show that all functions in this list, except gn, are 2-summable, hence are not threshold.

• For the function h1n we have:

h1n(1, 0, . . . , 0) = h1n(0, 1, . . . , 1) = 0,

h1n(0, 0, . . . , 0) = h1n(1, 1, . . . , 1) = 1

and

(1, 0, . . . , 0) + (0, 1, . . . , 1) = (0, 0, . . . , 0) + (1, 1, . . . , 1).

• For the function h2n we have:

h2n(1, 0, 0, . . . , 0) = h2n(0, 1, 1, . . . , 1) = 0,

h2n(0, 1, 0, . . . , 0) = h2n(1, 0, 1, . . . , 1) = 1

and

(1, 0, . . . , 0) + (0, 1, . . . , 1) = (0, 1, 0, . . . , 0) + (1, 0, 1, . . . , 1).

• For the function h3 we have:

h3(0, 0, 1, 1, 1) = h3(1, 1, 0, 0, 0) = 0,

h3(0, 1, 1, 0, 0) = h3(1, 0, 0, 1, 1) = 1

and

(0, 0, 1, 1, 1) + (1, 1, 0, 0, 0) = (0, 1, 1, 0, 0) + (1, 0, 0, 1, 1).

• For h4 we have:
h4(1, 0, 0, 1) = h4(0, 1, 1, 0) = 0,

h4(1, 1, 0, 0) = h4(0, 0, 1, 1) = 1

and

(1, 0, 0, 1) + (0, 1, 1, 0) = (1, 1, 0, 0) + (0, 0, 1, 1).

Since the functions h1n, h
2
n, h

3, h4 are not threshold, f does not contain as a restriction any

function congruent to any of them. If, additionally, f contains no function from G as a

restriction, then f is read-once and hence is lro. If f contains a function from G as a

restriction, then f is not read-once and hence is not lro.

2.6 Conclusion

In this chapter we proved a number of results related to the class of linear read-once func-

tions. We showed that the class of linear read-once functions coincides with the subclass

of positive Boolean functions depending on all variables with the minimum possible num-

ber of extremal points. Furthermore, we also proved that this class is the intersection of
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the classes of read-once and Chow functions. Finally, we characterized the class of lin-

ear read-once functions by means of minimal forbidden subfunctions within the universe

of read-once functions and the universe of threshold functions. These results witness the

importance of the class of linear read-once functions as a subclass of the mentioned classes

of Boolean functions.
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Chapter 3

Boolean threshold functions with
minimum specification number

3.1 Introduction

In Section 2.5 we characterized the class of linear read-once functions within the universe

of threshold functions by the set G of minimal functions which are not linear read-once.

We showed that all functions in G depending on n variables have specification number

2n, which can be viewed as an argument supporting Conjecture 1. Nevertheless, in this

chapter we disprove the conjecture by providing a counterexample (Section 3.2) and address

the problem of characterizing the set Tn of threshold functions depending on n variables

with the minimum specification number n + 1. Furthermore, we investigate the question

of whether this set can by described recursively similarly to the class of linear read-once

functions. In Section 3.3 we show that the specification number of self-dual functions of

n variables is at least 2n, and hence the set Tn does not contain any self-dual function.

In Section 3.4 we introduce the operation of extension on a variable, which together with

operations of elementary conjunction and disjunction with a new variable can be used to

obtain all functions in Tn from the functions in Tn−1 for every n ≤ 5. Section 3.5 is

devoted to another operation with similar properties, which applies to threshold functions

with symmetric variables. In Section 3.6 and Appendix A we enumerate and analyze non-

linear read-once functions in Tn for all n ≤ 6.

3.2 Non-canalyzing threshold functions with minimum specifi-
cation number

The following counterexample to Conjecture 1 is a generalized version of the counterexam-

ple provided in [38] and [39].
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Theorem 30. Let n and k be natural numbers such that 3 ≤ k ≤ n − 1 and let

fn,k(x1, . . . , xn) be a Boolean function defined by its DNF

x1x2 ∨ x1x3 ∨ · · · ∨ x1xk ∨ x2x3 . . . xn.

Then fn,k is a positive, non-lro, threshold function, depending on all its variables, and the

specification number of fn,k is n+ 1.

Proof. Clearly, fn,k depends on all its variables, it is positive, not canalyzing, and there-

fore fn,k is non-lro. Let us show that fn,k is a threshold function. In the same way as in

Lemma 28 we find the minimal ones

x1 = (1, 1, 0, . . . , 0, 0, . . . , 0),

x2 = (1, 0, 1, . . . , 0, 0, . . . , 0),

. . . . . . . . . . . . . . . . . . . . . . . . . . . . .

xk−1 = (1, 0, 0, . . . , 1, 0, . . . , 0),

xk = (0, 1, 1, . . . , 1, 1)

and the maximal zeros

y1 = (0, 0, 1, . . . , 1, 1),

y2 = (0, 1, 0, . . . , 1, 1),

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

yn−2 = (0, 1, 1, . . . , 0, 1),

yn−1 = (0, 1, 1, . . . , 1, 0),

z = (z1, . . . , zn),where zi = 0 iff i ∈ {2, . . . , k}

respectively. We use these points to construct a threshold inequality for fn,k. We distinguish

two cases. First, if k = n− 1 then it is easy to check that the inequality

(2n− 5)x1 + 2(x2 + x3 + · · ·+ xn−1) + xn ≥ 2n− 3

holds in all minimal ones and does not hold in all minimal zeros of fn,n−1, and hence it is

a threshold inequality for the threshold function fn,n−1. Similarly, if k < n − 1, then the

inequality

((k − 1)(n− k + 1)− 1)x1 +

k∑
i=2

(n− k + 1)xi +

n∑
i=k+1

xi ≥ k(n− k + 1)− 1 (3.1)

is a threshold inequality for fn,k.

It remains to show that fn,k has n+ 1 essential points. Since fn,k depends on all its

variables, every essential point of fn,k is extremal. Therefore, since fn,k has n+k extremal
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points, it suffices to prove that k− 1 of them are not essential. We will show that the points

y1, y2, . . . , yk−1 are not essential. On the contrary, suppose that there exists a threshold

function f ′ that differs from fn,k only in the point yi, i ∈ [k − 1], i.e. f ′(yi) = 1 and

f ′(x) = fn,k(x) for every x 6= yi. From yn−1 4 z and fn,k(z) = 0 we conclude that

fn,k(yn−1) = 0, and therefore xi+ yi = yn−1 + yn−1 implies that f ′ is 2-summable, which

contradicts our assumption. Hereby, k−1 of n+k extremal points of fn,k are not essential,

and the specification number of fn,k achieves its lower bound which is n+ 1.

We observe that the functions described in the theorem contain, as restrictions, func-

tions from the set G, for instance,

fn,k|xk+1=1,...,xn=1 = gk.

Therefore we have the following

Corollary 31. The set of threshold functions with minimum specification number is not

closed under taking restrictions.

This corollary also shows that specification number is not monotone with respect to

restrictions, i.e. by restricting a function specification number can increase.

3.3 Self-dual threshold functions

Definition 3.3.1. The dual of a Boolean function f is the function fd defined by formula

fd(x1, . . . , xn) = f(x1, . . . , xn).

A Boolean function f is called self-dual if fd = f .

It is known that there are self-dual functions in the class of threshold functions, e.g.,

minimal non-lro threshold functions from Section 2.5. However, in this section we show

that the class Tn does not contain self-dual functions.

Lemma 32. Let f(x1, . . . , xn) be a positive self-dual threshold function and i ∈ [n]. Let

also

a1x1 + · · ·+ ai−1xi−1 + ai+1xi+1 + · · ·+ anxn ≥ a0

be a threshold inequality of the restriction fxi=0. Then there exists a positive ε such that the

following inequality is a threshold inequality for f :

a1x1 + · · ·+ ai−1xi−1 + (2a0 −
∑

j∈[n]\{i}

aj − ε)xi + ai+1xi+1 + · · ·+ anxn ≥ a0.
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Proof. Assume without loss of generality that i = n and denote f0 = f|xn=0, f1 = f|xn=1.

We will show that there exists ε > 0 such that

a1x1 + · · ·+ an−1xn−1 + (2a0 −
∑

j∈[n−1]

aj − ε)xn ≥ a0 (3.2)

is a threshold inequality for f . Consider the threshold inequality for f0

a1x1 + · · ·+ an−1xn−1 ≥ a0 (3.3)

and denote A =
∑n−1

j=1 aj . We claim that the following inequality holds in all true points of

f1 and only in them:

a1x1 + · · ·+ an−1xn−1 > A− a0. (3.4)

Indeed,

f1(x) = 1⇔ f0(x) = 0⇔ a1 · (x)1 + · · ·+ an−1 · (x)n−1 < a0,

where

a1 · (x)1 + · · ·+ an−1 · (x)n−1 = A− (a1 · (x)1 + · · ·+ an−1 · (x)n−1).

Since Bn is a discrete set of points, there exists a positive ε such that the following

inequality is equivalent to inequality (3.4):

a1x1 + · · ·+ an−1xn−1 ≥ A− a0 + ε. (3.5)

To complete the proof, we notice that inequality (3.2) is equal to (3.3) in the points with

zero n-th coordinate and equal to (3.5) in all other points, and hence inequality (3.2) is a

threshold inequality for f , as claimed.

Claim 33. Let f(x1, . . . , xn) be a self-dual threshold function. Then f has at least 2n

essential points.

Proof. Theorem 7 implies the statement for f with irrelevant variables, so we assume that

f depends on all its variables. Without loss of generality, we further assume that f is a

positive function and denote f0 = f|xn=0, f1 = f|xn=1. First, we will show that for any

essential point (α1, . . . , αn−1) of f0 the point (α1, . . . , αn−1, 0) is essential for f . Let x be

an essential one of f0. From Theorem 10 it follows that there exists a threshold inequality

a1x1 + · · ·+an−1xn−1 ≥ a0 for f0 such that a1(x)1 + · · ·+an−1(x)n−1 = a0. By Lemma

32 the inequality

a1x1 + · · ·+ an−1xn−1 + (2a0 −
n−1∑
j=1

aj − ε)xn ≥ a0 (3.6)
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is a threshold inequality for f for some positive ε. Since we have equality in (3.6) in the

point x′ = ((x)1, . . . , (x)n−1, 0), we conclude that x′ is an essential one of f . Follow-

ing the same arguments we obtain that for every essential zero y of f0 the point y′ =

((y)1, . . . , (y)n−1, 0) is an essential zero for f . As f0 is a function of n − 1 variables and

has at least n essential points, the function f has at least n essential points with zero n-th

coordinate.

Finally, by symmetry of self-dual functions, x is an essential point of f if and only

if x is, hence f has the same number of essential points with one n-th coordinate as the

number of essential points with zero n-th coordinate, and the statement follows.

Corollary 34. Tn does not contain self-dual functions.

3.4 The extension of a threshold function on a variable

By definition any lro function of n variables for n > 1 can be obtained from an lro function

of n− 1 variables as the conjunction or disjunction of this function and a new variable, we

will refer to this operation as adding a variable. In [6] it was shown that operation of adding

a variable increases the specification number of a function by one. Formally, the following

lemma was proved in [6]:

Lemma 35 ([6]). Let f(x1, . . . , xn) be a threshold function depending on all its variables.

Then the functions f ′(x1, . . . , xn, y) = y ∨ f and f ′′(x1, . . . , xn, y) = y ∧ f both have

specification number σTn(f) + 1.

Since the class of lro functions can be constructed recursively by the operations

of adding a variable starting from the constant functions, Lemma 35 implies that any lro

function depending on all its variables has specification number one more than the number

of variables. It is natural to ask whether the recursive definition of the class of lro functions

can be generalized to the whole class Tn. This section is devoted to some results in this

direction.

Definition 3.4.1. Let f(x1, . . . , xn) be a positive Boolean function, i ∈ [n], and let y be a

new variable. The (xi, y)-extension of f is the function

f (xi,y)(x1, . . . , xn, y) = xi(y ∨ f|xi=1) ∨ yf|xi=0.

We say that f (xi,y) can be obtained from f by extension on the variable xi. To illustrate the

relation between adding a variable and extension on a variable operations we will make use

of restriction graphs.

Definition 3.4.2. Let f = f(x1, . . . , xn) be a Boolean function and S = {xi1 , . . . , xik} be

a set of variables of f . We say that a graph G is the S-restriction graph for f if its vertex
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1

f

(a) The {y}-restriction
graph for the function
f ′ = f ∨ y.

0

f

(b) The {y}-restriction
graph for the function
f ′′ = f ∧ y.

0

f|xi=0f|xi=1

1

(c) The {xi, y}-restriction graph for
the function f (xi,y). The dashed
ellipses correspond to the {y}-
restriction graphs for f|xi=1 ∨ y and
f|xi=0 ∧ y.

Figure 3.1: The restriction graphs for the functions obtained from a given positive Boolean
function f = f(x1, . . . , xn) by the operations of adding a variable and extension on the
variable xi for some i ∈ [n].

set is the set of all restrictions of f to S and for any α1, . . . , αk, β1, . . . , βk ∈ {0, 1} two

vertices f|xi1=α1,...,xik=αk
and f|xi1=β1,...,xik=βk are connected by an edge if and only if

vectors (α1, . . . , αk) and (β1, . . . , βk) differ in the exactly one coordinate.

If we look at the {y}-restriction graphs for the functions f ′ = f ∨ y (Fig. 3.1a) and

f ′′ = f ∧ y (Fig. 3.1b), we observe that both of them have a constant function as a vertex.

It is due to the property of the functions obtained by the operation of adding a variable that

one of the restrictions to the added variable is a constant function. Then we consider the

{xi, y}-restriction graph of f (xi,y) (Fig. 3.1c) and notice that two of the four vertices of the

graph are also constant functions. Moreover, the graph can be split into two subgraphs that

are very similar to those on Figures 3.1a and 3.1b.

The operations of adding a variable and extension on a variable are in certain relation

reflected in Fig. 3.1c and the following equations:

f
(xi,y)
|xi=1 = f|xi=1 ∨ y,
f
(xi,y)
|xi=0 = f|xi=0 ∧ y.

In other words, a restriction of f (xi,y) on a variable xi is obtained from the corre-

sponding restriction of the original function via operation of adding a variable.

Furthermore, below we establish more similarities between the two operations by

showing that similarly to the operation of adding a variable the operation of extension on

a variable applied to a threshold function results in a threshold function and, more impor-

tantly, also increases specification number by at most one. We start with a few preliminary

statements.

The following lemma can be considered as a criteria for a function to be obtained

from a given function by extension on a variable.

Lemma 36. Let f(x1, . . . , xn) and g(x1, . . . , xn, xn+1) be Boolean functions, and let i ∈
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[n]. Then g is the (xi, xn+1)-extension of f if and only if

g(α1, . . . , αi, . . . , αn, αi) = f(α1, . . . , αi, . . . , αn)

and

g(α1, . . . , αi, . . . , αn, αi) = αi

for any α1, . . . , αn ∈ {0, 1}.

Proof. Let f ′ be the (xi, xn+1)-extension of f , we will show that f ′ ≡ g. Indeed, consid-

ering the restrictions of the functions on the variables xi and xn+1, we notice that they are

equal:
f ′|xi=0,xn+1=0 = 0 = g|xi=0,xn+1=0,

f ′|xi=1,xn+1=1 = 1 = g|xi=1,xn+1=1,

f ′|xi=1,xn+1=0 = fxi=1 = g|xi=1,xn+1=0,

f ′|xi=0,xn+1=1 = fxi=0 = g|xi=0,xn+1=1.

Claim 37. Let f(x1, . . . , xn) be a positive Boolean function. If there exist k ones x1, . . . , xk
and k zeros y1, . . . , yk of f such that

(a1, . . . , an) = x1 + · · ·+ xk 4 y1 + · · ·+ yk = (b1, . . . , bn),

then f is k-summable. If, in addition, bi = k or ai = 0 for some i ∈ [n] then f|xi=1 or

f|xi=0 is k-summable respectively.

Proof. To prove the first part of the statement, we observe that if (a1, . . . , an) = (b1, . . . , bn)

then k ≥ 2 and f is k-summable by definition. Further, if (a1, . . . , an) ≺ (b1, . . . , bn) we

can switch some coordinates of the points x1, . . . , xk from zeros to ones to obtain k points

x′1, . . . , x′k such that

x′1 + · · ·+ x′k = (b1, . . . , bn).

Since f is a positive function and xj 4 x′j for each j ∈ [k] we have f(x′1) = · · · = f(x′k) =

1, and hence k ≥ 2 and f is k-summable.

Now, let bi = k for some i ∈ [n], the case ai = 0 can be proved similarly. Without

loss of generality, we assume i = n, and hence (yj)n = 1 for each j ∈ [k]. Therefore, if

we consider the restriction f1 = f|xn=1, then f1((yj)1, . . . , (yj)n−1) = f(yj) = 0. Next,

since f is positive, for each xj for j ∈ [k] we have f1((xj)1, . . . , (xj)n−1) = f(xj) = 1.

Therefore, f1 is k-summable for the same reason as f is.

Claim 38. Let f(x1, . . . , xn) be a positive threshold function and f(x) = 0 for some point

x. The point x is an inessential zero of f if and only if for some positive m and k ≥ m
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there exist k not necessarily distinct zeros z1, . . . , zk and k − m not necessarily distinct

ones zk+1, . . . , z2k−m of f such that

z1 + · · ·+ zk = zk+1 + · · ·+ z2k−m +m · x (3.7)

and x /∈ {z1, . . . , zk}.

Proof. Denote by g the Boolean function equal to f in all points except x. First, assume

equation (3.7) holds for some k zeros and k−m ones of f , then g is k-summable, and hence

x is inessential for f .

Now, assume that x is an inessential point of f , then g is k-summable for some

k ≥ 2, therefore there exist not necessarily distinct zeros z1, . . . zk and not necessarily

distinct ones zk+1, . . . , z2k of g such that

z1 + · · ·+ zk = zk+1 + · · ·+ z2k. (3.8)

Consider two possible cases:

• x /∈ {zk+1, . . . , z2k}. As f and g differ only in x and x /∈ {z1, . . . , zk}, equation (3.8)

shows that f is k-summable, a contradiction.

• x ∈ {zk+1, . . . , z2k}. Relation (3.8) implies (3.7) for some positive m.

The following claim is symmetric to Claim 38 and can be proved similarly.

Claim 39. Let f(x1, . . . , xn) be a positive threshold function and f(x) = 1 for some point

x. The point x is an inessential one of f if and only if for some positive m and k ≥ m there

exist k not necessarily distinct ones z1, . . . , zk and k − m not necessarily distinct zeros

zk+1, . . . , z2k−m of f such that

z1 + · · ·+ zk = zk+1 + · · ·+ z2k−m +m · x

and x /∈ {z1, . . . , zk}.

Claim 40. Let f(x1, . . . , xn) be a positive threshold function and m and k ≥ m be some

positive numbers. Let z1, . . . , zk be not necessarily distinct zeros and zk+1, . . . , z2k−m not

necessarily distinct ones of f . If

zk+1 + · · ·+ z2k−m +m · x 4 z1 + · · ·+ zk (3.9)

for some point x such that f(x) = 0 and x /∈ {z1, . . . , zk}, then x is an inessential point

of f .
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Proof. As in the previous claim we denote by g the function equal to f in all points except

x. By Claim 37 the function g is k-summable, and hence x is not an essential point of f .

The main result of the section consists of two parts. First, in the following lemma we

prove that the operation of extension on a variable applied to a threshold function results in

a threshold function. Then, we show that the operation of extension on a variable increases

the specification number of a function by at most one.

Lemma 41. Let f(x1, . . . , xn) be a positive threshold function and let n > 1. The extension

of f on a variable is a threshold function.

Proof. Without loss of generality we prove the lemma for the extension on the variable

x1, i.e. we will show that the (x1, xn+1)-extension of f is a threshold function. Denote

f0 = f|x1=0, f1 = f|x1=1. Then, by definition,

f (x1,xn+1)(x1, . . . , xn, xn+1) = x1(xn+1 ∨ f1) ∨ xn+1f0.

To obtain a contradiction, assume f (x1,xn+1) is not threshold and let k be the minimum

number such that f (x1,xn+1) is k-summable. Then there exist k not necessarily distinct

zeros y1, . . . , yk and k not necessarily distinct ones z1, . . . , zk of f (x1,xn+1) such that

y1 + · · ·+ yk = z1 + · · ·+ zk = (a1, . . . , an) (3.10)

for some non-negative integer a1, . . . , an. Since

f (x1,xn+1)(0, α2, . . . , αn, 0) = 0

and

f (x1,xn+1)(1, α2, . . . , αn, 1) = 1

for any α2, . . . , αn ∈ {0, 1}, we conclude that for every i ∈ [k] at least one of (yi)1 and

(yi)n+1 is equal to 0, and at least one of (zi)1 and (zi)n+1 is equal to 1. Therefore

k ≥
k∑
i=1

((yi)1 + (yi)n+1) = a1 + an =
k∑
i=1

((zi)1 + (zi)n+1) ≥ k,

and hence

(yi)1 = (yi)n+1, (zi)1 = (zi)n+1 (3.11)

for every i ∈ [k].

Equations (3.11) and Lemma 36 imply

f((yi)1, . . . , (yi)n) = f (x1,xn+1)(yi)
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and

f((zi)1, . . . , (zi)n) = f (x1,xn+1)(zi)

for every i ∈ [k], which together with equation (3.10) show that f is k-summable, a contra-

diction.

Theorem 42. Let f(x1, . . . , xn) be a positive function from Tn and n > 1. The extension

of f on a variable belongs to Tn+1.

Proof. Without loss of generality we prove the statement for the

(x1, xn+1)-extension f (x1,xn+1). Denote f0 = f|x1=0, f1 = f|x1=1, then

f (x1,xn+1)(x1, . . . , xn, xn+1) = x1(xn+1 ∨ f1) ∨ xn+1f0.

By Lemma 41, the function f (x1,xn+1) is threshold, so we only need to show that its speci-

fication number is n+ 2.

Assume first that at least one of f0 and f1 is a constant function. To show that

f (x1,xn+1) ∈ Tn+1, we consider four cases:

1. f1 ≡ 0, then f ≡ 0, contradicting the assumption that f ∈ Tn.

2. f1 ≡ 1, then f = x1 ∨ f0. As f ∈ Tn it depends on all its variables and Lemma 35

yields σTn−1(f0) + 1 = σTn(f) and, consequently, σTn−1(f0) = n. Moreover,

f (x1,xn+1) = x1∨xn+1f0, and, by Lemma 35, its specification number is σTn−1(f0)+

2, i.e. f (x1,xn+1) ∈ Tn+1.

3. f0 ≡ 0, this case can be handled in the same way as the previous one.

4. f0 ≡ 1, then f ≡ 1, contradicting the assumption that f ∈ Tn.

Assume now that both f0 and f1 are non-constant functions. Consider an inessential

zero y of f , we will show that y′ = ((y)1, . . . , (y)n, (y)1) is an inessential zero of f (x1,xn+1)

(the case of an inessential one of f can be proved similarly). By Lemma 36, we have

f (x1,xn+1)(y′) = f(y) = 0. Since y is an inessential zero of f , by Claim 38, for some m

and k (0 < m ≤ k) there exist k not necessarily distinct zeros z1, . . . , zk and k − m not

necessarily distinct ones zk+1, . . . , z2k−m of f such that

z1 + · · ·+ zk = zk+1 + · · ·+ z2k−m +m · y = (a1, . . . , an)

for some non-negative integer a1, . . . , an. Consider the points z′i = ((zi)1, . . . , (zi)n, (zi)1)
for i ∈ [2k −m]. By Lemma 36, we have f(zi) = f (x1,xn+1)(z′i) for each i ∈ [2k −m].

Moreover,

z′1 + · · ·+ z′k = z′k+1 + · · ·+ z′2k−m +m · y′ = (a1, . . . , an, k − a1).
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Hence y′ is an inessential zero of f (x1,xn+1) by Claim 38. This implies that the number

of essential points of f (x1,xn+1) with distinct first and last coordinates does not exceed the

number of essential points of f , i.e., n+ 1.

We complete the proof if we show that f (x1,xn+1) has at most one essential point

with the same first and last coordinates. For this purpose, we first show that only two

points with the given property are extremal points of f (x1,xn+1), namely, (0, 1, . . . , 1, 0)

is a maximal zero of f (x1,xn+1) and (1, 0, . . . , 0, 1) is its minimal one. Indeed, the point

(0, 1, . . . , 1, 0) is a maximal zero of f (x1,xn+1) because f (x1,xn+1)(0, 1, . . . , 1, 0) = 0 and

f (x1,xn+1)(1, 1, . . . , 1, 0) = f1(1, . . . , 1) = 1,

f (x1,xn+1)(0, 1, . . . , 1, 1) = f0(1, . . . , 1) = 1.

Both equations hold as f0 and f1 are non-constant positive functions. The proof for the

point (1, 0, . . . , 0, 1) is similar. All other points with the equal first and last coordinates are

either below the maximal zero (0, 1, . . . , 1, 0) or above the minimal one (1, 0, . . . , 0, 1), and

therefore they are not extremal points.

It remains to show that one of the points (1, 0, . . . , 0, 1) and (0, 1, . . . , 1, 0) is inessen-

tial. We observe that f (x1,xn+1) is not a self-dual function, otherwise f would be self-dual,

contradicting Corollary 34. Since f (x1,xn+1) is not self-dual, there exists a point x such that

f (x1,xn+1)(x) = f (x1,xn+1)(x). The equation

x + x = (0, 1, . . . , 1, 0) + (1, 0, . . . , 0, 1) = (1, . . . , 1),

combined with Claims 38 and 39 leads to the conclusion that regardless of the value of

f (x1,xn+1) in the point x, at least one of the points (1, 0, . . . , 0, 1) and (0, 1, . . . , 1, 0) is

inessential for f (x1,xn+1). Hence f (x1,xn+1) has at most n + 2 essential points and belongs

to Tn+1, as claimed.

Example 43. The function fn,k from Theorem 30 is obtained from the linear read-once

function

f(x1, x2, xk+1, . . . , xn) = x2(x1 ∨ xk+1 . . . xn)

by applying k − 2 times the operation of extension on the variable x1:

(x2(x1 ∨ xk+1 . . . xn))(x1,x3) = x1(x2 ∨ x3) ∨ x2x3xk+1 . . . xn,

(x1(x2 ∨ x3) ∨ x2x3xk+1 . . . xn)(x1,x4) = x1(x2 ∨ x3 ∨ x4) ∨ x2x3x4xk+1 . . . xn,

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

(x1(x2 ∨ x3 ∨ . . . ∨ xk−1) ∨ x2 . . . xk−1xk+1 . . . xn)(x1,xk)

= x1(x2 ∨ . . . ∨ xk) ∨ x2 . . . xn = fn,k.
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3.5 Symmetric variables extension of a function from Tn

The relations between the operations of adding a variable and extension on a variable moti-

vated us to investigate further in this direction. Applying the operation of adding a variable

to different restrictions of a threshold function, we have obtained one more interesting re-

sult.

Definition 3.5.1. Let f(x1, . . . , xn) be a Boolean function, and let i, j ∈ [n] be two distinct

indices. We say that the variables xi and xj are symmetric if

f(x1, . . . , xi, . . . , xj , . . . , xn) = f(x1, . . . , xj , . . . , xi, . . . , xn).

Definition 3.5.2. Let f(x1, . . . , xn) be a positive Boolean function, let xi and xj be its

symmetric variables for some distinct i, j ∈ [n], and let y be a new variable. We define the

(xi, xj , y)-s-extension (symmetric variables extension) of f as follows:

f (xi,xj ,y)(x1, . . . , xn, y) = xixjyf|xi=1,xj=1 ∨ (xi ∨ xj ∨ y)f|xi=1,xj=0 ∨ f|xi=0,xj=0.

We say that f (xi,xj ,y) can be obtained from f by the operation of symmetric vari-

ables extension on the variables xi and xj . We also observe that the variables xi, xj , y

are symmetric in the function f (xi,xj ,y), and hence the operation of symmetric variables

extension increases the number of symmetric variables in the resulting function.

To illustrate the operation of symmetric variables extension we compare the {xi, xj}-
restriction graph G0 for the function f and the {xi, xj , y}-restriction graph G1 for its sym-

metric extension f (xi,xj ,y) (see Fig. 3.2). We observe that the vertices of G0 and G1 consist

of three Boolean functions: f00 = f|xi=0,xj=0, f11 = f|xi=1,xj=1, and f10 = f|xi=1,xj=0 =

f|xi=0,xj=1 (the latter equality is due to the symmetry of xi and xj).

As xi, xj , and y are symmetric variables for f (xi,xj ,y) we also have

f
(xi,xj ,y)
xi=1,xj=0,y=0 = f

(xi,xj ,y)
xi=0,xj=1,y=0 = f

(xi,xj ,y)
xi=0,xj=0,y=1

and

f
(xi,xj ,y)
xi=1,xj=1,y=0 = f

(xi,xj ,y)
xi=1,xj=0,y=1 = f

(xi,xj ,y)
xi=0,xj=1,y=1.

Moreover, from the the definition of symmetric extension it follows that all these restrictions

are equal and coincide with f10 and that also f (xi,xj ,y)xi=0,xj=0,y=0 = f00 and f (xi,xj ,y)xi=1,xj=1,y=1 =

f11. Hence, the set of vertices of G1 correspond to the same Boolean functions f00, f10, f11
as the set of vertices of G0.

If we consider the function obtained from f by k applications of the symmet-

ric variables extension operation on the same pair of variables xi, xj , the corresponding

{xi, xj , y1, . . . , yk}-restriction graph (Fig. 3.2) will look similarly. Namely, the functions

f11 and f00 will be in the top and the bottom of the graph respectively and all k+ 1 internal
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Figure 3.2: The graph G0 is the {xi, xj}-restriction graph for a function f with symmetric
variables xi and xj , where f00 = f|xi=0,xj=0, f10 = f|xi=1,xj=0 = f|xi=0,xj=1, f11 =
f|xi=1,xj=1. The graph G1 is the {xi, xj , y}-restriction graph for the (xi, xj , y)-s-extension
of f . The graph Gk is the {xi, xj , y1, . . . , yk}-restriction graph for the function obtained
from f by k symmetric variables extension operations, where y1, . . . , yk are new variables.

”layers” will be filled by the copies of the function f10.

In contrast to the operation of extension on a variable, the operation of symmetric

variables extension does not necessarily leave the function in the class of threshold func-

tions.

Example 44. Consider the threshold function f(x1, . . . , x5) = x1x2 ∨ (x1 ∨ x2)x3x4x5
and consider its (x1, x2, x6)-s-extension:

f (x1,x2,x6) = x1x2x6 ∨ (x1 ∨ x2 ∨ x6)x3x4x5.

The function f (x1,x2,x6) is 2-summable as

f (x1,x2,x6)(1, 1, 0, 0, 0, 1) = f (x1,x2,x6)(0, 1, 1, 1, 1, 0) = 1,

f (x1,x2,x6)(0, 1, 1, 0, 1, 1) = f (x1,x2,x6)(1, 1, 0, 1, 0, 0) = 0,

and

(1, 1, 0, 0, 0, 1) + (0, 1, 1, 1, 1, 0) = (0, 1, 1, 0, 1, 1) + (1, 1, 0, 1, 0, 0),

hence f (x1,x2,x6) is not threshold.

Although, the operation of symmetric variables extension does not always preserve

the property of being threshold, when it does, it increases the number of essential points by

at most one. To prove this fact, we first provide a few auxiliary statements.

Theorem 45 ([6]). Let f(x1, . . . , xn) be a function in Tn. Then any specifying set of f

contains n+ 1 points in general position, and possibly some others.

Theorem 45, in particular, implies that all essential points of a function in Tn are in

general position.
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Lemma 46. Let f(x1, . . . , xn) ∈ Tn, and let xi and xj be distinct symmetric variables

of f . Then the set of essential points of f has exactly 2 points with different i-th and j-th

coordinates and these points only differ in these two coordinates.

Proof. Without loss of generality we assume i = 1 and j = 2. We first observe that f has

at least one essential point with distinct values in the first and second coordinates, otherwise

the n+ 1 essential points of f would not be in general position, contradicting Theorem 45.

Next, let a = (α1, α1, α3, . . . , αn) be an essential point of f for some

α1, α3, . . . , αn ∈ {0, 1}, then by symmetry of x1 and x2 the point a′ = (α1, α1, α3, . . . , αn)

is also essential for f . We claim that there is no other essential points of f with distinct first

and second coordinates.

On the contrary, suppose that there exists an essential point b = (β1, β1, β3, . . . , βn)

for some β1, β3, . . . , βn ∈ {0, 1} such that b /∈ {a, a′}. Again, the point

b′ = (β1, β1, β3, . . . , βn) is also an essential point of f . However, depending on the values

of α1 and β1 we have either

a + b′ = a′ + b

or

a + b = a′ + b′.

In both cases the points a, a′,b,b′ are not in general position, which contradicts Theo-

rem 45.

In the lemma below we will use the following notation: for a Boolean vector a =

(α1, . . . , αm) and a set of Boolean numbers β1, . . . , βn ∈ {0, 1} the (m+ n)-dimensional

vector (α1, . . . , αm, β1, . . . , βn) will be denoted by (a, β1, . . . , βn).

Lemma 47. Let f(x1, . . . , xn) be a threshold function with symmetric variables xi and xj
for some distinct i, j ∈ [n] and let f ′ be its (xi, xj , xn+1)-s-extension. If f ′ is a thresh-

old function, then for any inessential point a = (α1, . . . , αn) of f and αn+1 ∈ {0, 1}
the point a′ = (a, αn+1) is inessential for f ′ if f(a) = f ′(a′) and (αn−1, αn, αn+1) ∈
{(0, 0, 0), (1, 1, 1), (1, 0, 0), (0, 1, 0), (1, 0, 1), (0, 1, 1)}.

Proof. Under the conditions stated above, suppose f(a) = f ′(a′) = 0, the case f(a) =

f ′(a′) = 1 can be proved similarly. Since a is inessential for f , by Claim 38, there exist

k−m ones x1, . . . , xk−m of f and k zeros y1, . . . , yk of f for some k ≥ 2 and m ∈ [k− 1]

such that

x1 + · · ·+ xk−m +m · a = y1 + · · ·+ yk = (b1, . . . , bn),
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where b1, . . . , bn ∈ [0, k]. Denote the following sets of points

X = {x1, . . . , xk−m},
Y = {y1, . . . , yk},
X11 = {(x1 . . . , xn) ∈ X|xn−1 = xn = 1},
X00 = {(x1 . . . , xn) ∈ X|xn−1 = xn = 0},
X10 = {(x1 . . . , xn) ∈ X|xn−1 6= xn},
Y11 = {(x1 . . . , xn) ∈ Y |xn−1 = xn = 1},
Y00 = {(x1 . . . , xn) ∈ Y |xn−1 = xn = 0},
Y10 = {(x1 . . . , xn) ∈ Y |xn−1 6= xn}.

Without loss of generality we assume

X00 = {x1, . . . , x|X00|},
X10 = {x|X00|+1, . . . , x|X00|+|X10|},
X11 = {x|X00|+|X10|+1, . . . , xk−m},
Y00 = {y1, . . . , y|Y00|},
Y10 = {y|Y00|+1, . . . , y|Y00|+|Y10|},
Y11 = {y|Y00|+|Y10|+1, . . . , yk}.

Since

f ′(x1, . . . , xn−2, 1, 1, 1) = f(x1, . . . , xn−2, 1, 1),

we have

f ′(x, 1) = 1 for all x ∈ X11.

Similarly, we obtain
f ′(x, 0) = 1 for all x ∈ X00 ∪X10,

f ′(y, 0) = 0 for all y ∈ Y00,
f ′(y, 1) = 0 for all y ∈ Y10 ∪ Y11.

Using these k −m ones of f ′ and k zeros of f ′ together with Claim 40 we will prove that

a′ is an inessential point of f ′. Indeed, since

(x1, 0) + · · ·+ (x|X00|+|X10|, 0) + (x|X00|+|X10|+1, 1) + · · ·+ (xk−m, 1) +m · a′

= (b1, . . . , bn, |X11|+ αn+1m)

and

(y1, 0) + · · ·+ (y|Y00|, 0) + (y|Y00|+1, 1) + · · ·+ (yk, 1) = (b1, . . . , bn, |Y10|+ |Y11|),
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the desired conclusion will follow from Claim 40 if we show

|X11|+ αn+1m ≤ |Y10|+ |Y11|. (3.12)

To this end, we observe that all the points of Y00 have zero in the (n − 1)-th and n-th

coordinates, hence |Y10| + |Y11| = |Y | − |Y00| ≥ max(bn−1, bn). Therefore, (3.12) holds

if the inequality below does:

|X11|+ αn+1m ≤ max(bn−1, bn). (3.13)

To obtain the latter inequality we consider three cases separately:

1. αn+1 = 0, i.e. (αn−1, αn, αn+1) ∈ {(0, 0, 0), (1, 0, 0), (0, 1, 0)} and αn+1m = 0.

SinceX11 is the set of points where both the (n−1)-th and n-th coordinates are ones,

we have |X11| ≤ min(bn−1, bn) ≤ max(bn−1, bn).

2. αn = αn+1 = 1, i.e. (αn−1, αn, αn+1) ∈ {(0, 1, 1), (1, 1, 1)} and αn+1m = m.

Since the n-th coordinate of every point inX11∪{a} is one, we conclude |X11|+m ≤
bn ≤ max(bn−1, bn).

3. (αn−1, αn, αn+1) = (1, 0, 1). The inequality |X11| + m ≤ bn−1 ≤ max(bn−1, bn)

can be shown by the same arguments as in the previous case.

Inequality (3.13) holds in all three cases, thus, by Claim 40, the point a′ is inessential

for f ′.

We are now in a position to prove the main result of the section.

Theorem 48. Let f(x1, . . . , xn) be a positive function in Tn, let xi and xj be distinct

symmetric variables of f , and let f ′ be the (xi, xj , y)-s-extension of f . If f ′ is threshold

then it belongs to Tn+1.

Proof. Without loss of generality we assume i = n− 1, j = n. Let S be the set of essential

points of f and let Sαβ = {(x1, . . . , xn) ∈ S|xn−1 = α, xn = β}. Lemma 46 implies that

the sets S01 and S10 both consist of one point, and hence

|S00|+ |S11| = n+ 1− |S01| − |S10| = n− 1.

From this equation and Lemma 47 it follows that the set of essential points of f ′ has at most

n− 1 points with equal (n− 1)-th, n-th and (n+ 1)-th coordinates.

Now we turn to the points with non-equal (n−1)-th, n-th and (n+1)-th coordinates.

Let (α1, . . . , αn−2, 0, 1) be the only point in S01 for some α1, . . . , αn−1 ∈ {0, 1}, then by

Lemma 46 we have S10 = {(α1, . . . , αn−2, 1, 0)}. Next, by Lemma 47 and pairwise
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symmetry of the variables xn−1, xn and xn+1 the only points with non-equal (n − 1)-th,

n-th and (n+ 1)-th coordinates which can be essential for f ′ are the points

(α1, . . . , αn−2, 1, 0, 0),

(α1, . . . , αn−2, 0, 1, 0),

(α1, . . . , αn−2, 0, 0, 1),

(α1, . . . , αn−2, 1, 1, 0),

(α1, . . . , αn−2, 1, 0, 1),

(α1, . . . , αn−2, 0, 1, 1).

We claim that only three of the above points can be extremal for f ′, and therefore essential.

Indeed, f ′ has the same value in all of them, and hence the first three points cannot be

maximal zeros and the last three points cannot be minimal ones. Summarizing results, f ′

has at most n − 1 essential points with equal (n − 1)-th, n-th and (n + 1)-th coordinates

and at most three other essential points, giving at most n + 2 essential points in total, and

therefore f ′ ∈ Tn+1.

By definition, the operation of symmetric variables extension is only applicable to

functions with symmetric variables. However, we believe that in the class Tn this property

is not rare. We support this by the following several observations. First, it is easy to see, that

after applying the conjunction operation to a Boolean function twice, the new variables of

the resulting function are symmetric. The same is true for the disjunction operation. In fact,

almost all positive linear read-once functions have symmetric variables. This statement is

formulated in the following claim.

Claim 49. Let f(x1, . . . , xn) be a positive linear read-once function without symmetric

variables. Then f is either a constant or a single variable.

Second, the operation of extension of a function applied twice on the same variable,

produces the function with symmetric variables:

f(x1, . . . , xn)(xi,xn+1)(xi,xn+2) = xi(xn+1 ∨ xn+2 ∨ fxi=1) ∨ xn+1xn+2fxi=0.

Finally, the operation of symmetric variables extension also increases the number

of symmetric variables.

3.6 Enumeration of Tn for n ≤ 6

We finish the chapter by characterizing the functions from Tn for n ≤ 6.

Claim 50. All functions from Tn for n ≤ 3 are linear read-once.
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Proof. The statement follows from Theorem 29 and the fact that the set G from Theorem 29

consists of the functions of at least 3 variables.

Since a canalyzing function from Tn can be reduced to a function in Tn−1, we

will restrict our attention to non-canalyzing functions in Tn. The following two claims were

obtained by enumerating all the functions in Tn for the corresponding n. The code is written

in Wolfram Language and provided in Appendix A.

Claim 51. The function f(x1, x2, x3, x4) = x1(x3∨x4)∨x2x3x4 is a unique non-congruent

non-canalyzing function in T4 up to dualization.

We observe that the function from Claim 51 is (x1, x4)-extension of the linear read-

once function f(x1, x2, x3) = (x1 ∨ x2)x3.

Claim 52. There are exactly 7 non-congruent non-canalyzing functions in T5 up to dualiza-

tion and each of them can be obtained from a function in T4 via the operation of extension

on a variable. These 7 non-canalyzing functions are as follows:

1. f5,4 = x1(x2x2x2 ∨ x3 ∨ x4) ∨ x2x2x2x3x4x5 = f
(x1,x2)
4,2 (x1, x3, x4, x5),

2. f5,3 = x1(x2x2x2 ∨ x3) ∨ x2x2x2x3x4x5 = (x3(x1 ∨ x4x5))(x1,x2),

3. x1(x2x2x2 ∨ x3 ∨ x4x5) ∨ x2x2x2x3x4 = f
(x1,x2)
4,3 (x3, x1, x4, x5),

4. x1(x2x2x2 ∨ x3 ∨ x4x5) ∨ x2x2x2x3 = (x1x4x5 ∨ x3)(x1,x2),

5. x1(x2 ∨ x3x4x5)∨ x2x4x5 = x2(x1x1x1 ∨ x4x5)∨x1x1x1x3x4x5 = ((x2 ∨ x3)x4x5)(x2,x1),

6. x1(x2 ∨ x3x5) ∨ x2x5(x3 ∨ x4) = x2(x1x1x1 ∨ x5(x3 ∨ x4)) ∨ x1x1x1x3x5 = (x5(x2x4 ∨
x3))

(x2,x1),

7. x1(x2x2x2 ∨ x3x4 ∨ x3x5 ∨ x4x5) ∨ x2x2x2x3(x4 ∨ x5) = f
(x1,x2)
4,3 (x3, x4, x5, x1).

Claims 50, 51, and 52 imply the following

Claim 53. For n ≤ 5 the class Tn can be defined recursively using the operations of adding

a variable, extension on a variable and symmetric variables extension.

The following example demonstrates that Claim 53 does not hold for T6:

f(x1, . . . , x6) = x1(x2 ∨ x3 ∨ x4 ∨ x5) ∨ x5(x3 ∨ x4) ∨ x3x4(x6 ∨ x2).

Indeed, it is easy to check that the above function f cannot be obtained from any function

in T5 using only the operations of adding a variable, extension on a variable and symmetric

variables extension.

Appendix A contains all non-congruent non-canalyzing functions from T6 up to

dualization.
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3.7 Conclusion

In this chapter we showed the existence of threshold Boolean functions of n variables,

which are not linear read-once and for which the specification number is at its lowest bound

n+1. This leaves open the problem of characterizing the set of all functions with minimum

specification number. We also made the first steps towards such a characterization via the

set of operations which would transform an original function from Tn to a function from

Tn+1 and would be enough to describe all non-canalyzing functions in Tn+1. Specifically,

we introduced the operations of extension on a variable and symmetric variables extension

which cover all functions from Tn for small n. Although general case remains open, the

obtained operations can generate plenty of non-canalyzing functions from Tn for any n,

which we believe will be useful for further progress in characterizing functions in Tn for

arbitrary n.
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Chapter 4

A characterization of 2-threshold
functions via prime segments

4.1 Introduction

Threshold functions admit various representations and usually the choice of specific de-

scription depends on restrictions of a particular application. The most natural way of defin-

ing threshold functions is via threshold inequalities. However, for a given threshold function

there are continuously many defining threshold inequalities, and given two linear inequali-

ties it is not obvious whether they define the same threshold function or not.

Another way of describing threshold functions is via essential points. The set of

essential points of a threshold function f together with the values of f in all these points

uniquely identifies f in the class of threshold functions. Moreover, the set of essential points

can be used to obtain a threshold inequality for f in linear time. To this end, it suffices to

solve the system of linear inequalities where coefficients are the coordinates of essential

points and the variables are the coefficients of a threshold inequality.

Example 54. Consider a threshold function f over Z2
3 defined by its essential ones (0, 0), (2, 2)

and essential zeros (0, 1), (1, 2) (see Fig. 4.1). Letw1x1+w2x2 ≥ t be a threshold inequal-

ity for f which we want to find. It holds in the true points of f and does not hold in the false

points. Since the set of essential points specifies f , any solution of the following system of

inequalities corresponds to a threshold inequality for f :

0 ≥ t,

2w1 + 2w2 ≥ t,

w2 < t,

w1 + 2w2 < t.

(4.1)

It is easy to see that w1 = 2, w2 = −2, t = −1 is one of the solutions of (4.1) and
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Figure 4.1: The black and white stars denote essential ones and zeros of f respectively. Any
solution of (4.1) corresponds to a line which separates the sets of zeros and ones of f .

2x1 − 2x2 ≥ −1 is a threshold inequality for f .

Although the set of essential points is a practical way of specifying threshold func-

tions, for 2-threshold functions this approach does not work. Indeed, in contrast to threshold

functions, the set of essential points of a 2-threshold function does not always specify it. Ex-

ample 100 in Appendix B demonstrates this fact.

A useful characterization of two-dimensional threshold functions via oriented prime

segments was provided in [34] to estimate their number. In this chapter we consider 2-

threshold functions over a two-dimensional integer grid Gm,n = {0, 1, . . . ,m − 1} ×
{0, 1, . . . , n− 1} for natural m and n. We provide a characterization for 2-threshold func-

tions over Gm,n by establishing a bijection between almost all pairs of oriented prime seg-

ments with certain properties and almost all 2-threshold functions.

The organization of the chapter is as follows. All preliminary information related to

the chapter, including definitions and notation, can be found in Section 4.2. In Section 4.3

we describe and adapt to our purposes the bijection between oriented prime segments and

non-constant threshold functions from [34]. In Section 4.4 we introduce special pairs of ori-

ented prime segments, which we call proper pairs, and establish one-to-one correspondence

between almost all proper pairs and almost all 2-threshold functions.

4.2 Preliminaries

In this and the following chapters we denote points on the plane by capital letters A,B,C,

etc. For two sets of points S1, S2 we denote by d(S1, S2) the (Euclidean) distance between

the sets, that is, the minimum distance between two points A ∈ S1 and B ∈ S2. When a

set consists of a single point we omit {} and write simply d(A,S2) or d(A,B) to denote

the distance between point A and set S2 or the distance between the points A and B, re-

spectively. For two distinct points A, B we denote by `(AB) the line which passes through

these points. Furthermore, for a convex polygon P we denote by Area(P) the area of P .

A point A = (x, y) is integer, if both of its coordinates x and y are integers. Two

points A, B are called adjacent if they are integers and there is no other integer points on
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AB. A segment with adjacent endpoints is called prime.

The convex hull of a set of points X ⊆ Rd is denoted by Conv(X). We say that

X is in convex position if all elements of X are vertices of its convex hull, i.e. X =

Vert(Conv(X)). For a function f : Zdn → {0, 1} we denote by M0(f) and M1(f) the sets

of zeros and ones of f respectively. We also denote by P (f) the convex hull of M1(f), that

is P (f) = Conv(M1(f)).

4.2.1 Segments, triangles, quadrilaterals and their orientation

We often denote a convex polygon by a sequence of its vertices in either clockwise or coun-

terclockwise order. For example, by AB, ABC, and ABCD we denote, respectively, the

segment with endpoints A,B, the triangle with vertices A,B,C, and the convex quadrilat-

eral with vertices A,B,C,D and edges AB, BC, CD, DA. When the order of vertices is

important, we call the polygon or segment oriented and add an arrow in the notation, that

is,
−−→
AB,

−−−→
ABC,

−−−−→
ABCD denote the oriented segment, the oriented triangle, and the oriented

convex quadrilateral, respectively.

Let A = (a1, a2), B = (b1, b2), C = (c1, c2) be distinct points on the plane. It is a

basic fact that A,B,C are collinear if and only if ∆ = 0, where

∆ =

∣∣∣∣∣∣∣
a1 a2 1

b1 b2 1

c1 c2 1

∣∣∣∣∣∣∣ .
The oriented triangle

−−−→
ABC is called clockwise if ∆ < 0 and counterclockwise if ∆ >

0. Geometrically, an oriented triangle
−−−→
ABC is clockwise (resp. counterclockwise) if its

vertices A,B,C, in order, rotate clockwise (resp. counterclockwise) around the triangle’s

center. Some properties of oriented triangles easily follow from the definition:

Claim 55. Let ` be a line and let A,B be two distinct points on `. Then for any two points

C,D /∈ ` the orientations of the triangles
−−−→
ABC and

−−−→
ABD are the same if and only if

` ∩ CD = ∅ (see Fig. 4.2a and 4.2b).

Claim 56. Let
−−→
AB,

−−→
CD be two collinear segments with the same orientation. Then for any

E /∈ `(AB) the triangles
−−−→
ABE and

−−−→
CDE have the same orientation (see Fig. 4.2c).

Claim 57. Let A, B, C, D be four distinct points such that
−−−→
ABD,

−−−→
BCD,

−−−→
CAD are clock-

wise (resp. counterclockwise) triangles. Then
−−−→
ABC is a clockwise (resp. counterclockwise)

triangle.

Proof. We will prove the statement for clockwise triangles, the counterclockwise case is

symmetric. Denote P = Conv({A,B,C,D}). First, we show that D is not a vertex of P .

Suppose, to the contrary, thatD is a vertex ofP , then two of the segmentsCD,BD,AD are
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A

B

C

D

`

(a)CD does not intersect ` and−−−→
ABC and

−−−→
ABD have the same

orientation.

A

B

C

D

`

(b) CD intersects ` and
−−−→
ABC

and
−−−→
ABD have the opposite

orientations.

A

B

C

D

E

(c)
−−−→
ABC and

−−−→
CDE have the

same orientation.

Figure 4.2: The orientation of the triangles depending on the positions of points

A

B

C

D

Figure 4.3:
−−−→
ABC has the same orientation as

−−−→
ABD,

−−−→
BCD, and

−−−→
CAD.

edges of P . The triangle
−−−→
CAD is clockwise, hence the triangle

−−−→
CDA is counterclockwise

and the points A and B are separated by `(CD), and therefore CD is not an edge of P .

Similarly, the opposite orientations of the triangles
−−−→
ABD and

−−−→
BDC imply that BD is not

an edge of P . The above contradicts the assumption that two of the segments CD, BD,

AD are edges of P , and therefore D is not a vertex of P and P is the triangle with vertices

A,B,C. Finally, since D is an interior point of P , the points C and D lie on the same side

from `(AB), hence the triangles
−−−→
ABD and

−−−→
ABC have the same orientation, i.e.

−−−→
ABC is

clockwise, as required (see Fig. 4.3).

It is clear, that for a given convex oriented quadrilateral
−−−−→
ABCD the orientation of

the triangles
−−−→
ABC,

−−−→
BCD,

−−−→
CDA, and

−−−→
DAB is the same and determines the orientation of

−−−−→
ABCD. Moreover, the opposite is also true.

Claim 58. Let
−−−→
ABC,

−−−→
BCD,

−−−→
CDA,

−−−→
DAB be clockwise (resp. counterclockwise) triangles.

Then Conv({A,B,C,D}) is a quadrilateral with edges AB, BC, CD, and DA and the

orientation of
−−−−→
ABCD is clockwise (resp. counterclockwise).

Proof. Clearly, A,B,C, and D are pairwise distinct points. Let P = Conv({A,B,C,D}).

Since
−−−→
ABC and

−−−→
DAB are triangles with the same orientation we conclude that C and D

lie on the same side of `(AB), and therefore `(AB) is a tangent to P and AB is an edge of

P . By similar arguments each of the segments BC, CD, and DA is an edge of P , hence P
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X C2

C1

`2

`1

Figure 4.4: `1 is a right tangent from X to C1 and to C2, and a right inner common tangent
for C1 and C2. `2 is a left tangent from X to C1 and to C2, and a left inner common tangent
for C1 and C2.

is a quadrilateral. Finally, the orientation of the triangles implies that
−−−−→
ABCD has the same

orientation as the orientation of the triangles.

4.2.2 Convex sets and their tangents

Let C be a convex set. A convex polygon P is called circumscribed about C if for every

edge AB of P the line `(AB) is a tangent to C and AB ∩ C 6= ∅.
Let C1 and C2 be two disjoint convex sets. A line ` is called an inner common

tangent to C1 and C2 if it is a tangent to both of them, and C1 and C2 are separated by `.

Let ` be a tangent to a convex set C, and let X be a point in ` \ C. Then ` is called a

right (resp. left) tangent from X to C if for any points Y ∈ C ∩ ` and Z ∈ C \ ` the triangle
−−−→
XY Z is counterclockwise (resp. clockwise). The following claim is a simple consequence

of the above definition.

Claim 59. Let ` be a right (resp. left) tangent from a point X to a convex set C, and let

Y ∈ `. Then ` is a right (resp. left) tangent from Y to C if and only if XY ∩ C = ∅.

Let ` be an inner common tangent to two disjoint convex sets C1 and C2, and let

A,B be two points such that A ∈ C1 ∩ ` and B ∈ C2 ∩ `. Then ` is called a right (resp. left)

inner common tangent to C1 and C2 if ` is a right (resp. left) tangent from A to C2, and a

right (resp. left) tangent from B to C1 (see Fig. 4.4). It is easy to see that any pair of disjoint

convex sets has exactly one right and exactly one left inner common tangent.
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A

B

Figure 4.5:
−−→
AB defines the threshold function f−→

AB
where Conv(M1(f−→AB)) and

Conv(M0(f−→AB)) are the left and right grey regions respectively. The dashed line is the
left inner common tangent to Conv(M0(f−→AB)) and Conv(M1(f−→AB)). The solid line is a
separating line for f−→

AB
.

4.3 Oriented prime segments and threshold functions

Definition 4.3.1. Let A and B be two adjacent points in Gm,n. We say that
−−→
AB defines a

function f : Gm,n → {0, 1} if:

1. f(A) = 1, f(B) = 0;

2. for any X ∈ Gm,n ∩ `(AB) we have f(X) = 1 if and only if d(A,X) < d(B,X);

3. for any X ∈ Gm,n \ `(AB) we have f(X) = 1 if and only if
−−−→
ABX is a counterclock-

wise triangle.

The function defined by
−−→
AB will be denoted as f−→

AB
.

The following statement is an immediate consequence of Definition 4.3.1.

Claim 60. Let
−−→
AB be a prime segment in Gm,n and let f = f−→

AB
be the function over Gm,n

defined by
−−→
AB. Then for any C ∈ `(AB) ∩ Gm,n we have either f(C) = 1 and A ∈ BC

or f(C) = 0 and B ∈ AC.

In [34] authors, in different terms, showed that a function f−→
AB

defined by an ori-

ented prime segment
−−→
AB is threshold and the line `(AB) is an inner common tangent to

the convex hulls of the sets of ones and zeros of f . For the convenience, the following

theorem partly repeats the result from [34], thus adapting it to our purposes and making our

exposition self-contained.

Theorem 61. Let A and B be two adjacent points in Gm,n and let f = f−→
AB

. Then
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(1) f is a threshold function;

(2) A and B are essential points of f ;

(3) `(AB) is the left inner common tangent to Conv(M1(f)) and Conv(M0(f)).

Proof. First we prove (1). Indeed, if we consider the line `(AB) and turn it counterclock-

wise slightly around the middle of the segment AB to not intersect any integer points then

we obtain a separating line for f , hence f is a threshold function (see Fig. 4.5).

Let us now prove (2). Consider the line `(AB) and turn it counterclockwise slightly

around the point A to not intersect any integer points except A. The obtained line separates

M1(f) \ {A} and M0(f) ∪ {A}, and witnesses that the function that differs from f in the

unique point A is threshold. Therefore, the point A is essential for f . Similarly, one can

show that B is also essential for f .

Now we prove (3). First, it is easy to see that `(AB) is a tangent to both Conv(M1(f))

and Conv(M0(f)). Furthermore, since Conv(M1(f)) and Conv(M0(f)) are separated

by `(AB), we conclude that `(AB) is an inner common tangent for Conv(M1(f)) and

Conv(M0(f)). Now, by Definition 4.3.1, for any X ∈M1(f)\ `(AB) the triangle
−−−→
BAX is

clockwise, and for anyX ∈M2(f)\`(AB) the triangle
−−−→
ABX is clockwise. Hence, `(AB)

is a left tangent from B to Conv(M1(f)) and from A to Conv(M2(f)), i.e. `(AB) is a left

inner common tangent for Conv(M1(f)) and Conv(M0(f)).

In [34] authors also proved a bijection between oriented prime segments and non-

constant threshold functions:

Theorem 62 ([34]). There is one-to-one correspondence between oriented prime segments

in Gm,n and non-constant threshold functions over Gm,n.

Corollary 63. Let f be a non-constant threshold function over Gm,n. Then there exists a

unique prime segment AB with A,B ∈ Gm,n such that f = f−→
AB

.

4.4 Pairs of oriented prime segments and 2-threshold functions

Since a 2-threshold function is the conjunction of two threshold functions, the defining

threshold functions via oriented prime segments can be naturally extended to 2-threshold

functions.

Definition 4.4.1. We say that a pair of oriented prime segments
−−→
AB,

−−→
CD in Gm,n defines a

2-threshold function f over Gm,n if

f = f−→
AB
∧ f−−→

CD
.
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A BCD

(a) AC ⊂ BD

A B

C

D

(b) C ∈ BD and
−−−→
ABD is a counterclockwise

triangle

A

B

C

D

(c)
−−−−→
ABCD is a convex counterclockwise quadrilateral.

Figure 4.6: Black points are the true points of f = f−→
AB
∧f−−→

CD
where {

−−→
AB,

−−→
CD} is a proper

pair of segments.

A 2-threshold function can be expressed as the conjunction of different pairs of

threshold functions, therefore there is no bijection between pairs of oriented prime segments

and non-constant 2-threshold functions. However, we may impose some restrictions on the

pairs of oriented prime segments to exclude redundant pairs of segments defining the same

function.

Definition 4.4.2. We say that a pair of oriented segments
−−→
AB,

−−→
CD is proper if the segments

are prime and

f−−→
CD

(A) = f−−→
CD

(B) = f−→
AB

(C) = f−→
AB

(D) = 1.

Claim 64. Let {
−−→
AB,

−−→
CD} be a proper pair of segments. ThenA 6= D,C 6= B, andB 6= D.

Proof. The statement follows from the inequalities f−−→
CD

(A) 6= f−−→
CD

(D),

f−→
AB

(C) 6= f−→
AB

(B), and f−→
AB

(B) 6= f−→
AB

(D).

The following theorem provides the criteria for a pair of oriented prime segments to

be proper.

Theorem 65. The pair of prime segments
−−→
AB,

−−→
CD is proper if and only if one of the fol-

lowing holds:
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(1) AC ⊂ BD;

(2) A ∈ BD and
−−−→
CDB is a counterclockwise triangle or C ∈ BD and

−−−→
ABD is coun-

terclockwise triangle;

(3)
−−−−→
ABCD is a counterclockwise quadrilateral.

Proof. Clearly Conv({A,B,C,D}) has at least 2 and at most 4 vertices. The proof of the

theorem is split up into Lemmas 66, 67, and 68 according to the number of vertices of

Conv({A,B,C,D}).

The following lemma treats the case where Conv({A,B,C,D}) is a segment.

Lemma 66. A pair of collinear prime segments
−−→
AB,

−−→
CD is proper if and only ifAC ⊂ BD;

Proof. Let {
−−→
AB,

−−→
CD} be a proper pair of collinear prime segments (see Fig. 4.6a). Then

using Claim 60 we derive from f−→
AB

(D) = f−−→
CD

(B) = 1 the inclusion A,C ∈ BD.

Conversely, let {
−−→
AB,

−−→
CD} be a pair of collinear prime segments with AC ⊂ BD.

The primality of the segments implies that A ∈ BC and C ∈ AD. Therefore, by Claim 60,

we have f−→
AB

(C) = f−−→
CD

(A) = f−→
AB

(D) = f−−→
CD

(B) = 1, and hence the pair {
−−→
AB,

−−→
CD} is

proper, as required.

Lemma 67. Let {
−−→
AB,

−−→
CD} be a pair of prime segments such that Conv({A,B,C,D}) is

a triangle. Then the pair is proper if and only if either
−−−→
CDB is a counterclockwise triangle

with A ∈ BD or
−−−→
ABD is a counterclockwise triangle with C ∈ BD.

Proof. First, assume {
−−→
AB,

−−→
CD} is a proper pair of prime segments with

Conv({A,B,C,D}) being a triangle. There are four cases to consider:

1. D ∈
−−−→
ABC. We claim that this case is impossible. Indeed, if D belongs to the

triangle
−−−→
ABC, then D belongs neither to BC nor to AC, as otherwise, by Claim 60,

at least one of f−−→
CD

(A) and f−−→
CD

(B) would be zero, contradicting the assumption

that {
−−→
AB,

−−→
CD} is proper. Therefore, `(CD) separates A and B, which contradicts

f−−→
CD

(A) = f−−→
CD

(B).

2. B ∈
−−−→
CDA. This case is impossible by similar arguments as in Case 1.

3. C ∈
−−−→
ABD. We show in this case that

−−−→
ABD is a counterclockwise triangle and

C ∈ BD (see Fig. 4.6b). The former follows from f−→
AB

(D) = 1. To prove the

latter, suppose to the contrary that C /∈ BD. Then `(BD) does not intersect AC,

and hence, by Claim 55, the orientations of the triangles
−−−→
BDC and

−−−→
BDA are the

same. Since the orientation of
−−−→
BDA is the same as that of

−−−→
ABD, we conclude that

the orientation of
−−−→
BCD is counterclockwise, and therefore the orientation of

−−−→
CDB

is clockwise, which contradicts f−−→
CD

(B) = 1.

51



AB

C

D

(a) A, B, C, D are in general position. P is the
grey triangle.

A

B

C

D

(b) A, B, and C are collinear.

Figure 4.7: The stripped regions are Conv(M1(f−→AB)) and Conv(M1(f−−→CD)). The grid re-
gion is Conv(M1(f−→AB)) ∩ Conv(M1(f−−→CD)).

4. A ∈
−−−→
CDB. In this case arguments similar to the analysis of Case 3 show that

−−−→
CDB

is a counterclockwise triangle and A ∈ BD.

Assume now that {
−−→
AB,

−−→
CD} is a pair of prime segments such that

−−−→
ABD is a coun-

terclockwise triangle and C ∈ BD. The case where
−−−→
CDB is a counterclockwise triangle

with A ∈ BD is symmetric and we omit the details. Since C ∈ BD, the orientation

of
−−−→
ABC and

−−−→
CDA is the same as the orientation of

−−−→
ABD, i.e. counterclockwise. Con-

sequently, f−→
AB

(D) = f−→
AB

(C) = f−−→
CD

(A) = 1. Furthermore, by Claim 60, we have

f−−→
CD

(B) = 1, and therefore the pair {
−−→
AB,

−−→
CD} is proper.

Lemma 68. Let {
−−→
AB,

−−→
CD} be a pair of prime segments, such that A,B,C, and D are in

convex position. Then the pair is proper if and only if AB, BC, CD, DA are edges of

Conv({A,B,C,D}) and the orientation of
−−−−→
ABCD is counterclockwise.

Proof. First let {
−−→
AB,

−−→
CD} be a proper pair of prime segments. It follows from f−→

AB
(C) =

f−→
AB

(D) = f−−→
CD

(A) = f−−→
CD

(B) = 1 that the triangles
−−−→
ABC,

−−−→
ABD,

−−−→
CDA, and

−−−→
CDB are

counterclockwise. Therefore, by Claim 58, AB, BC, CD, DA are edges of

Conv({A,B,C,D}) and the orientation of
−−−−→
ABCD is counterclockwise, as required (see

Fig. 4.6c).

Conversely, let
−−−−→
ABCD be a counterclockwise quadrilateral. By definition, the tri-

angles
−−−→
ABC,

−−−→
BCD,

−−−→
CDA,

−−−→
DAB are counterclockwise. Therefore

f−−→
CD

(B) = f−−→
CD

(A) = f−→
AB

(C) = f−→
AB

(D) = 1,

and hence the pair {
−−→
AB,

−−→
CD} is proper.
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The following claim is related to the property of non-proper pairs of oriented prime

segments.

Claim 69. Let
−−→
AB,

−−→
CD be distinct prime segments in Gm,n such that f−→

AB
(C) = 1,

f−→
AB

(D) = 0, and f−−→
CD

(A) = 1. Then f−−→
CD

(B) = 1, the points B,C,D are not collinear,

and A ∈
−−−→
BCD.

Proof. First we claim that the points A, B, C, D are not collinear. Suppose to the contrary,

that they are collinear. Then, by Claim 60, we have A ∈ BC, B ∈ AD, and C ∈ AD,

which imply that either A = C or A = B. The latter is not possible as AB is a prime

segment. Therefore A = C and B ∈ CD. Since CD is prime and C = A 6= B, we

conclude that B = D and
−−→
AB =

−−→
CD, which contradicts the assumption of the statement.

Assume now that A,B,C,D do not lie on the same line. From f−→
AB

(C) 6= f−→
AB

(D)

it follows that `(AB) intersects CD. Suppose three of the points A,B,C,D are collinear.

We will consider four cases:

1. A,C,B are collinear, i.e. CD ∩ `(AB) = C (see Fig. 4.7b). By Claim 60, we have

A ∈ BC and hence A ∈
−−−→
BCD. To show f−−→

CD
(B) = 1 we observe that the segments

−−→
AB and

−−→
CB are collinear and have the same orientation, and therefore, by Claim 56,

the triangles
−−−→
ABD and

−−−→
CBD have the same orientation. Since f−→

AB
(D) = 0, the

triangle
−−−→
ABD is clockwise, and hence

−−−→
CDB is counterclockwise and f−−→

CD
(B) = 1.

2. A,B,D are collinear, i.e. CD∩`(AB) = D. We will prove that this case is impossi-

ble by showing that
−−−→
CDA is a clockwise triangle, which contradicts f−−→

CD
(A) = 1. By

Claim 60, we have B ∈ AD, and therefore the segments
−−→
AB and

−−→
AD are collinear

and have the same orientation. Hence, by Claim 56, the triangles
−−−→
ABC and

−−−→
ADC

have the same orientation. Namely, since f−→
AB

(C) = 1, we conclude that both trian-

gles are counterclockwise. Consequently,
−−−→
CDA is clockwise, as desired.

3. A,C,D are collinear, i.e. CD ∩ `(AB) = A. Since CD is prime and f−−→
CD

(A) = 1,

we conclude that A = C and hence the first case takes place.

4. C,B,D are collinear, i.e. CD ∩ `(AB) = B. Since CD is prime and f−→
AB

(D) = 0,

we conclude that B = D and hence the second case takes place.

Assume finally that A,B,C,D are in general position and denote

P = Conv({A,B,C,D}) (see Fig. 4.7a). We consider the oriented triangles
−−−→
CDA,

−−−→
ABC,

−−−→
BAD, and

−−−→
CDB. It follows from the assumptions of the claim that the first three triangles

are counterclockwise. Therefore, by Claim 57, the triangle
−−−→
CDB is also counterclockwise,

and hence f−−→
CD

(B) = 1.

It remains to show that A belongs to the triangle
−−−→
BCD, i.e. P =

−−−→
BCD. Suppose,

to the contrary, P 6= BCD. Then A is a vertex of P and two of the segments AC, AB, and

AD are edges of P . We will arrive to a contradiction by showing that neither AB nor AD
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can be an edge of P . Indeed, if AB is an edge of P , then C and D are not separated by

`(AB), which contradicts f−→
AB

(C) 6= f−→
AB

(D). Furthermore, if AD is an edge of P , then

B and C are not separated by `(AD), and hence the triangles
−−−→
DAC and

−−−→
DAB have the

same orientation. However, the triangle
−−−→
DAC is counterclockwise as f−−→

CD
(A) = 1, and the

triangle
−−−→
DAB is clockwise as f−→

AB
(D) = 0. Contradiction.

Corollary 70. Under the conditions of Claim 69 the intersection `(AB) ∩ CD is a point

X and A ∈ XB.

Theorem 65 implies a sequence of useful statements about 2-threshold functions.

The first of them leads to the conclusion that the 2-threshold function defined by a pair of

oriented segments is proper whenever the pair is proper.

Claim 71. Let {
−−→
AB,

−−→
CD} be a proper pair of segments. Then AC ∩BD 6= ∅.

Proof. By Theorem 65, one of the following statements is true:

(1) AC ⊂ BD; in this case AC ∩BD = AC.

(2) A ∈ BD and
−−−→
CDB is a counterclockwise triangle or C ∈ BD and

−−−→
ABD is counter-

clockwise triangle; then AC ∩BD = A or AC ∩BD = C respectively.

(3)
−−−−→
ABCD is a convex counterclockwise quadrilateral, henceAC andBD are diagonals,

and therefore they intersect.

In all cases we have AC ∩BD 6= ∅, as required.

The claim proves that the convex hulls of the sets of true and false points of a func-

tion defined by a proper pair of segments intersect, and hence the function is not threshold.

Corollary 72. Every proper pair of oriented segments in Gm,n defines a proper 2-threshold

function over Gm,n.

Corollary 73. Let {
−−→
AB,

−−→
CD} be a proper pair of collinear segments that define a 2-

threshold function f over Gm,n. Then M1(f) = AC ∩ Gm,n (see Fig. 4.6a).

Corollary 74. Let {
−−→
AB,

−−→
AD} be a proper pair of segments that define a 2-threshold func-

tion f over Gm,n. Then M1(f) = {A} (see Fig. 4.8).

Corollary 75. Let {
−−→
AB,

−−→
CD} be a proper pair of segments that define a 2-threshold func-

tion f over Gm,n. Then AB ∩ CD 6= ∅ if and only if M1(f) = {A} (see Fig. 4.8).
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B DA = C

Figure 4.8: f is true in the unique point A = C.

4.4.1 Proper pairs of oriented segments and proper 2-threshold functions

In the following statements we will show that any proper 2-threshold function f can be

defined by a proper pair of segments, and such a pair is unique if f has a true point on the

boundary of the grid. We start with the existence of a proper pair of segments for f .

Theorem 76. For any proper 2-threshold function f over Gm,n there exists a proper pair of

oriented segments in Gm,n that defines f .

Proof. Note that every proper 2-threshold function is a conjunction of two non-constant

threshold functions, therefore it follows from Corollary 63 that there exists a pair of oriented

prime segments that defines f . Let {
−−→
AB,

−−→
CD} be a pair of oriented prime segments defining

f such that |M1(f−→AB)|+ |M1(f−−→CD)| is minimized. We claim that f−−→
CD

(A) = f−→
AB

(C) = 1.

For the sake of contradiction, assume without loss of generality that f−−→
CD

(A) = 0. By

Theorem 61, the point A is essential for f−→
AB

, hence the function f ′, that differs from f−→
AB

in the unique point A, is threshold. Since A ∈ M0(f−−→CD) and M1(f
′) = M1(f−→AB) \ {A},

we have

M1(f
′) ∩M1(f−−→CD) = M1(f−→AB) ∩M1(f−−→CD) = M1(f),

and therefore f = f ′ ∧ f−−→
CD

. By assumption f is proper, and hence f ′ is a non-constant

threshold function. Consequently, by Corollary 63, there exists an oriented prime segment
−−→
A′B′ that defines f ′. Therefore, the pair

−−→
A′B′,

−−→
CD defines f . But |M1(f

′)| < |M1(f−→AB)|,
which contradicts the choice of

−−→
AB,

−−→
CD.

Since f is non-threshold, there existX,Y ∈M0(f) such thatXY ∩Conv(M1(f)) 6=
∅. Indeed, otherwise Conv(M0(f)) and Conv(M1(f)) would be disjoint, and therefore sep-

arable by a line. Hence, for any pair of prime segments
−−→
AB,

−−→
CD that defines f neither f−→

AB

nor f−−→
CD

can be false in both X,Y . Furthermore, since X,Y ∈ M0(f), we conclude that

one of the points is a false point of f−→
AB

and a true point of f−−→
CD

, and the other point is a true

point of f−→
AB

and a false point of f−−→
CD

.

Let X be the family of ordered pairs of segments
−−→
AB,

−−→
CD defining f such that
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X ∈M0(f−→AB) ∩M1(f−−→CD) and Y ∈M1(f−→AB) ∩M0(f−−→CD). Denote

MX =
⋂

(
−→
AB,
−−→
CD)∈X

M0(f−→AB) ∩M1(f−−→CD).

MY =
⋂

(
−→
AB,
−−→
CD)∈X

M1(f−→AB) ∩M0(f−−→CD).

Notice that each of MX and MY is the intersections of convex sets that have a common

element, and therefore both MX and MY are non-empty and convex. Moreover, since

MX ,MY ⊂M0(f), both Conv(MX) and Conv(MY ) are disjoint from Conv(M1(f)).

Let `X be the left inner common tangent to Conv(M1(f)) and Conv(MX). Let

A∗ ∈ Conv(M1(f))∩`X , B∗ ∈ Conv(MX)∩`X be such thatA∗B∗ is of minimum length.

We claim that A∗B∗ is a prime segment. To prove this, we show first that Conv(M1(f) ∪
MX) contains no integer points other than points in M1(f) ∪MX . Indeed, let (

−−→
AB,

−−→
CD)

be a pair of segments from X , and suppose there exists an integer point Z in Conv(M1(f)∪
MX) that belongs neither toM1(f) nor toMX . Notice, by definition,MX ⊂M1(f−−→CD) and

M1(f) ⊂ M1(f−−→CD), which implies that Conv(M1(f) ∪MX) ⊆ Conv(M1(f−−→CD)). Con-

sequently, if f−→
AB

(Z) = 1 we have Z ∈ M1(f), and if f−→
AB

(Z) = 0 we have Z ∈ MX , a

contradiction. Now, any segment with endpoints inM1(f)∪MX belongs to Conv(M1(f)∪
MX), hence if there is an integer point Z in the interior of A∗B∗ then Z ∈ M1(f) ∪MX ,

which contradicts the minimality of A∗B∗. Similarly, considering the left inner com-

mon tangent `Y to Conv(M1(f)) and Conv(MY ), the two points C∗ ∈ M1(f) ∩ `Y ,

D∗ ∈ MY ∩ `Y at minimum distance define a prime segment C∗D∗. Fig. 4.9 illustrates

MX ,MY , A
∗, B∗, C∗, and D∗.

Let now f∗ = f−−−→
A∗B∗

∧f−−−→
C∗D∗

be the 2-threshold function defined by {
−−−→
A∗B∗,

−−−→
C∗D∗}.

In the rest of the proof we will show that f = f∗ and the pair {
−−−→
A∗B∗,

−−−→
C∗D∗} is proper. To

establish the former we will prove that M1(f) = M1(f
∗).

First we show that M1(f) ⊆ M1(f
∗). Indeed, by definition, `(

−−−→
A∗B∗) = `X is a

left tangent from B∗ to Conv(M1(f)), and therefore M1(f) ⊆ M1(f−−−→A∗B∗
). Similarly, we

have M1(f) ⊆M1(f−−−→C∗D∗
), and therefore M1(f) ⊆M1(f−−−→A∗B∗

)∩M1(f−−−→C∗D∗
) = M1(f

∗).

Now, let us show that M1(f
∗) ⊆ M1(f). Assume, to the contrary, M1(f

∗) \
M1(f) 6= ∅ and let Z be a point inM1(f

∗)\M1(f). In particular, we have Z /∈MX ∪MY .

We observe that f(Z) = 0 and Z /∈MY imply that there exists a pair (
−−→
AB,

−−→
CD) ∈ X such

that Z ∈M0(f−→AB), and therefore MX ∪ {Z} ⊆M0(f−→AB) and

Conv(MX ∪ {Z}) ∩ Conv(M1(f)) = ∅. (4.2)

Similarly, it can be shown that

Conv(MY ∪ {Z}) ∩ Conv(M1(f)) = ∅. (4.3)
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A∗

B∗

C∗

D∗

Y X

Z

MX

MY

M1(f)

`X

`Y

(a) All integer points of the stripped region
are exactly the true points of f∗. Z is cho-
sen outside of Conv(M1(f)) and such that
f∗(Z) = 1.

A∗

B∗

C∗

D∗

Y X

Z

MX

MY

P

`X

`Y

(b) The pair
−−−→
A∗B∗,

−−−→
C∗D∗ is proper. The

stripped region is P . S1 and S2 have the dif-
ferent pattern orientation. The segment D∗Z
intersects A∗C∗.

Figure 4.9: The white polygons are Conv(MX) and Conv(MY ). The grey polygon is
Conv(M1(f)).

We will consider two cases depending on whether {
−−−→
A∗B∗,

−−−→
C∗D∗} is a proper

pair or not. We start with the case of proper pair, in which case we have

f−−−→
A∗B∗

(D∗) = f−−−→
C∗D∗

(B∗) = 1 (see Fig. 4.9a). First we claim that A∗ 6= C∗. In-

deed, otherwise, by Corollary 74, we would have M1(f
∗) = {A∗}, and therefore since

M1(f) ⊆ M1(f
∗) and M1(f

∗) \M1(f) 6= ∅, we would conclude that f is the constant-

zero function, contradicting the assumption that f is a proper 2-threshold function. Let us

now denote P = Conv(M1(f
∗) ∪ {B∗, D∗}). From M1(f) ∪ {D∗} ⊆ M1(f−−−→A∗B∗

) and

A∗, B∗ ∈ `X it follows that `X is a tangent to P where A∗ is a tangent point. Analysis

similar to the above implies that `Y is a tangent to P and C∗ is a tangent point. Conse-

quently, all points of P \ A∗C∗ are separated by the segment A∗C∗ into two parts, which

we denote as S1 and S2 (see Fig. 4.9b). By Claim 71, the segments A∗C∗ and B∗D∗

intersect, and hence B∗ and D∗ are in different parts, say B∗ ∈ S1 and D∗ ∈ S2. We

now claim that Z belongs to one of the parts S1 and S2. To see this, we first observe

that Z ∈ M1(f
∗) ⊆ P . Furthermore, since Z belongs to M0(f), it does not belong to

A∗C∗, and hence the claim. Now, assume without loss of generality Z ∈ S1, and therefore

D∗Z intersects A∗C∗. Since D∗ ∈ MY and A∗C∗ ⊆ Conv(M1(f)), we conclude that

Conv(MY ∪ {Z}) ∩ Conv(M1(f)) 6= ∅, which contradicts (4.3).

Suppose now that the pair {
−−−→
A∗B∗,

−−−→
C∗D∗} is not proper, which implies that

f−−−→
A∗B∗

(D∗) = 0 or f−−−→
C∗D∗

(B∗) = 0. There is no loss of generality in assuming

f−−−→
A∗B∗

(D∗) = 0 (see Fig. 4.10a). Then Claim 69 yields f−−−→
C∗D∗

(B∗) = 1. Let A∗ 6= C∗,

the case A∗ = C∗ will be considered separately. From f−−−→
A∗B∗

(C∗) 6= f−−−→
A∗B∗

(D∗) it follows

that `X intersects C∗D∗. We denote O = `X ∩ C∗D∗ and consider P = Conv(M1(f
∗) ∪

{B∗, O}). As in the previous case it can be verified that `X , `Y are tangents to P , and
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A∗

B∗

C∗

D∗

Y X
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MX

MY

P

`X

`Y

(a) A∗ 6= C∗, OZ ⊆ Conv(MY ∪ {Z}).

A∗ = C∗

B∗

D∗

Y X

V Z

MX

MY

`X

`Y

(b) A∗ = C∗, A∗ ∈ Conv(MY ∪ {Z}).

Figure 4.10: The pair {
−−−→
A∗B∗,

−−−→
C∗D∗} is not proper and f−−−→

A∗B∗
(D∗) = 0. The grey region

is Conv(M1(f)). The stripped region is P . S1 and S2 have the different pattern orientation.

therefore, A∗ and C∗ are tangent points. Thus the points of P \ A∗C∗ are separated by

A∗C∗ into two parts, which we denote as S1 and S2. We next prove that O and B∗ are in

different parts. For this purpose, we consider the triangle
−−−−−→
B∗C∗D∗, and Claim 69 implies

A∗ ∈
−−−−−→
B∗C∗D∗. It is easily seen that OB∗ =

−−−−−→
B∗C∗D∗ ∩ `(A∗B∗), hence A∗ ∈ OB∗,

and therefore O and B∗ belong to the different parts, say B∗ ∈ S1 and O ∈ S2. Clearly,

Z ∈ P \ A∗C∗, and therefore either Z ∈ S1 or Z ∈ S2. The latter would contradict

(4.2), so we assume the former holds, which in turn implies OZ ∩ A∗C∗ 6= ∅. To ob-

tain a contradiction with (4.3) we will show OZ ⊆ Conv(MY ∪ {Z}). To this end we

first observe that `Y intersects Y Z because f−−−→
C∗D∗

(Y ) 6= f−−−→
C∗D∗

(Z). Let V be the in-

tersection point of Y Z and `Y . Now from f−−−→
A∗B∗

(Y ) = f−−−→
A∗B∗

(Z) = 1 it follows that

V ∈ Conv(M1(f−−−→A∗B∗
)). SinceD∗ ∈M0(f−−−→A∗B∗

), we conclude that `X intersectsD∗V and

O ∈ D∗V . ButD∗V ⊆
−−−−→
Y D∗Z ⊆ Conv(MY ∪{Z}), and thereforeO ∈ Conv(MY ∪{Z})

and OZ ⊆ Conv(MY ∪ {Z}), leading to a contradiction. Suppose now that A∗ = C∗

(see Fig. 4.10b). By replacing O with A∗, and using arguments similar to the above one

can show that A∗ ∈
−−−−→
Y D∗Z and A∗Z ⊆ Conv(MY ∪ {Z}), which contradicts (4.3). The

contradictions in all the cases imply that M1(f
∗) \M1(f) = ∅, and hence f = f∗.

We have shown that {
−−−→
A∗B∗,

−−−→
C∗D∗} defines f . It remains to prove that

{
−−−→
A∗B∗,

−−−→
C∗D∗} is a proper pair of segments. Since B∗ ∈ MX and B∗ ∈ M0(f−−−→A∗B∗

),

the definition of MX implies that f−−−→
C∗D∗

(B∗) = 1. Similarly, from D∗ ∈ MY and

D∗ ∈ M0(f−−−→C∗D∗
) we conclude f−−−→

A∗B∗
(D∗) = 1. Finally, the equality f−−−→

A∗B∗
(C∗) =

f−−−→
C∗D∗

(A∗) = 1 follows from A∗, C∗ ∈ M1(f). Hence {
−−−→
A∗B∗,

−−−→
C∗D∗} is a proper pair

of segments that defines f , as claimed.

Lemma 77. Let f be a {0, 1}-valued function over Gm,n with a unique true point X =

(x1, x2) such that either x1 ∈ {0,m − 1} or x2 ∈ {0, n − 1}, but not both. Then f is a
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X

Y

Z

Figure 4.11: {
−−→
XY ,

−−→
XZ} defines a 2-threshold function f such that M1(f) = {X}.

2-threshold function with a unique proper pair of segments defining f .

Proof. Due to symmetry it is enough to consider the case x1 = 0 and x2 ∈ {1, . . . , n− 2}.
We will show that {

−−→
XY ,

−−→
XZ}, where Y = (0, x2 − 1), Z = (0, x2 + 1), is the desired

pair (see Fig. 4.11). In [48] it was proved that any {0, 1}-function containing one true point

is k-threshold for any k ≥ 2, hence f is a 2-threshold function. From Theorem 65 and

Corollary 74 it follows that the pair {
−−→
XY ,

−−→
XZ} is proper and defines f . Now, let us prove

that there is no other proper pair of segments that defines f .

Let {
−−→
XY ′,

−−→
XZ ′} be a proper pair segments that defines f . We will show that

{Y ′, Z ′} = {Y,Z}. First, f(Z) = 0 implies that f−−→
XY ′

(Z) = 0 or f−−→
XZ′

(Z) = 0. Without

loss of generality we assume f−−→
XZ′

(Z) = 0. Since both
−−→
XZ and

−−→
XZ ′ are prime, we con-

clude that either Z ′ = Z or
−−−−→
XZ ′Z is a clockwise triangle. For the sake of contradiction, let

us assume the latter holds. By definition of a clockwise triangle,∣∣∣∣∣∣∣
0 x2 1

z1 z2 1

0 x2 + 1 1

∣∣∣∣∣∣∣ = z1 < 0,

where Z ′ = (z1, z2). But this contradicts z1 ≥ 0, hence Z ′ = Z. Now let us show

that Y ′ = Y . Indeed, as {
−−→
XY ′,

−−→
XZ} is a proper pair, by definition, Y ′ ∈ M1(f−−→XZ) =

{(0, 0), (0, 1), . . . , (0, x2)}, and therefore, since
−−→
XY ′ is prime and X = (0, x2), we con-

clude that Y ′ = (0, x2 − 1) = Y .

Theorem 78. For any proper 2-threshold function f over Gm,n that contains true points on

the boundary of Gm,n there exists a unique proper pair of oriented segments in Gm,n that

defines f .

Proof. By Theorem 76, there exists at least one proper pair of oriented segments that defines

f . Suppose, for the sake of contradiction, that there are two different proper pairs of oriented

segments defining f , which we denote as {
−−→
AB,

−−→
CD} and {

−−→
A′B′,

−−−→
C ′D′} respectively.
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Figure 4.12: The grey region is Conv(M1(f)), which is included in Conv({X,Y, Z, U}).

First we will prove that

{
−−→
AB,

−−→
CD} ∩ {

−−→
A′B′,

−−−→
C ′D′} = ∅. (4.4)

Suppose, to the contrary, that
−−→
AB =

−−→
A′B′, then

−−→
CD 6=

−−−→
C ′D′. Since f−→

AB
(D) = f−→

AB
(D′) =

1 and f(D) = f(D′) = 0, we have f−−−→
C′D′

(D) = f−−→
CD

(D′) = 0. Furthermore, f(C) =

f(C ′) = 1 implies f−−−→
C′D′

(C) = f−−→
CD

(C ′) = 1. On the other hand, by Claim 69, the equa-

tions f−−−→
C′D′

(C) = 1, f−−→
CD

(C ′) = 1, f−−→
CD

(D′) = 0 imply f−−−→
C′D′

(D) = 1, a contradiction.

Now we will look more closely at the functions f−→
AB
, f−−→
CD

, f−−−→
A′B′

, and f−−−→
C′D′

. Since

f(B) = 0 we have either f−−−→
A′B′

(B) = 0 or f−−−→
C′D′

(B) = 0. Without loss of generality we

assume f−−−→
A′B′

(B) = 0. From f−→
AB

(A′) = 1, f−−−→
A′B′

(A) = 1, f−−−→
A′B′

(B) = 0, and Claim 69 it

follows that the pointsA,B,B′ are not collinear and f−→
AB

(B′) = 1. The latter together with

the fact that f(B′) = 0 imply f−−→
CD

(B′) = 0. By Corollary 70, the line `(A′B′) intersects

AB in a unique point, which we denote by X , and A′ ∈ XB′.
Analysis similar to above shows that f−−→

CD
(B′) = 0 implies f−−−→

C′D′
(D) = 0 and that

the line `(CD) intersects A′B′ in a unique point, which we denote by Y , and C ∈ Y D. In

turn, the equation f−−−→
C′D′

(D) = 0 implies f−→
AB

(D′) = 0 and the intersection of `(C ′D′) and

CD in a unique point denoted by Z, and C ′ ∈ ZD′. Finally, the equation f−→
AB

(D′) = 0

implies that `(AB) intersects C ′D′ in a unique point denoted by U , and A ∈ UB.

In the rest of the proof we will show thatM1(f) ⊆ Conv({X,Y, Z, U}) and thatX ,

Y , Z, U are interior points of Conv(Gm,n), which will lead to a contradiction (see Fig. 4.12).

We will consider four different cases.
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Case 1. The points X,Y, Z, U are pairwise distinct. First we will show that

Conv({X,Y, Z, U}) is a counterclockwise quadrilateral with the edges XY , Y Z, ZU , and

UX (see Fig. 4.12). Applied to f−→
AB
, f−−−→
C′D′

, Claim 69 yields A ∈
−−−−→
BC ′D′, and hence

A ∈ UB. The latter together with X ∈ AB imply that
−−→
AB and

−−→
UX have the same orienta-

tion. By similar arguments,
−−→
A′B′ and

−−→
XY ,

−−→
CD and

−−→
Y Z, and

−−−→
C ′D′ and

−→
ZU have the same

orientation respectively. Now we observe that the assumption Y 6= Z implies Z 6∈ `(A′B′).

Therefore, since f−−−→
A′B′

(C) = f−−−→
A′B′

(D) = 1 and Z ∈ CD, the triangle
−−−−→
A′B′Z is counter-

clockwise. Hence, by Claim 56, the triangle
−−−→
XY Z is counterclockwise. By similar argu-

ments, the triangles
−−−→
Y ZU ,

−−−→
ZUX ,

−−−→
UXY are counterclockwise. Consequently, by Claim 58,

Conv({X,Y, Z, U}) is a quadrilateral XY ZU with edges XY , Y Z, ZU , UX .

Next, the inclusion Conv(M1(f)) ⊆ XY ZU follows from the fact that XY ZU is

a polygon circumscribed about Conv(M1(f)). Indeed, each of the lines `(A′B′) = `(XY ),

`(CD) = `(Y Z), `(C ′D′) = `(ZU), and `(AB) = `(UX) is a tangent to Conv(M1(f)),

and A′ ∈ XY ∩ Conv(M1(f)), C ∈ Y Z ∩ Conv(M1(f)), C ′ ∈ ZU ∩ Conv(M1(f)),

A ∈ UX ∩ Conv(M1(f)).

It remains to prove that all the points X,Y, Z, and U are interior points of

Conv(Gm,n), i.e. X,Y, Z, U /∈ B(Gm,n), where

B(Gm,n) = {0,m− 1} × [0, n− 1] ∪ [0,m− 1]× {0, n− 1}.

We will prove that X /∈ B(Gm,n), for the other three points the arguments are similar.

Suppose, to the contrary, that X ∈ B(Gm,n). Since X ∈ AB and A ∈ UB, we have

X ∈ UB. We claim that X is an interior point of UB. Indeed, X 6= U by the assumption.

Furthermore, the equality X = B would imply A′ ∈ BB′, which is not possible as f−−−→
A′B′

is a threshold function and f−−−→
A′B′

(B) = 0, f−−−→
A′B′

(A′) = 1, f−−−→
A′B′

(B′) = 0. Now, since both

U and B belong to Conv(Gm,n), and X is an interior point of UB and a boundary point

of Conv(Gm,n), we conclude that `(UB) = `(AB) is a tangent to Conv(Gm,n). We will

arrive to a contradiction by showing that `(AB) separates D and D′. First, we observe that

D′ /∈ `(AB), as otherwise we would have U = D′ and A ∈ D′B, which is not possible as

f−→
AB

is threshold and f−→
AB

(B) = 0, f−→
AB

(A) = 1, f−→
AB

(D′) = 0. Consequently,
−−−−→
ABD′ is

a clockwise triangle. On the other hand, the triangle
−−−→
ABD is counterclockwise as the pair

{
−−→
AB,

−−→
CD} is proper. Therefore, `(AB) separatesD andD′. This contradiction proves that

X does not belong to B(Gm,n).

Case 2. X = Z or Y = U . Suppose X = Z. Then from X ∈ AB and Z ∈ CD

it follows that AB and CD intersect. However, {
−−→
AB,

−−→
CD} is a proper pair of segments,

and, by Corollary 75, we have M1(f) = {A} (see Fig. 4.13a). Since f is a proper 2-

threshold function, A is not a vertex of Conv(Gm,n), and therefore Lemma 77 implies A ∈
{1, . . . ,m− 2} × {1, . . . , n− 2}, as required. The case Y = U is symmetric and we omit

the details.
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B

D

B′

D′

(a) M1(f) = {A}, A = A′ = C = C′ = X =
Y = Z = U .

C = C′

D′

A = A′

B

B′

D

(b) M1(f) = {A,C}, A = A′ = X = Y,C =
C′ = Z = U .

Figure 4.13: Examples of 2-threshold functions with two distinct proper pairs of segments.

Case 3. |{X,Y, Z, U}| = 3, X 6= Z, and Y 6= U . Let X = Y , using the same arguments

as in Case 1 it can be shown that
−−−→
XZU is a triangle circumscribed about Conv(M1(f)),

and that none of X,Z, and U lies on the boundary of Gm,n. The cases X = U , Y = Z, and

Z = U are symmetric and we omit the details.

Case 4. |{X,Y, Z, U}| = 2 and X 6= Z, Y 6= U . Then either X = Y and U = Z or

X = U and Y = Z. The two cases are symmetric and therefore we consider only one of

them, namely, X = Y , U = Z. First we will show that Conv(M1(f)) = AC. Indeed, from

X ∈ AB, Y ∈ A′B′, and A′ ∈
−−−→
ABB′ it follows that X = Y = A′, and hence A = A′ as

AB is prime. Moreover, Y ∈ `(CD) together with Y = A imply that A,C,D are collinear

points, and hence Conv({A,B,C,D}) has at most three vertices. Then, by Theorem 65,

either A ∈ BD or C ∈ BD or both. All cases lead to the conclusion that A,B,C,D are

collinear, and, by Corollary 73, we have Conv(M1(f)) = AC (see Fig. 4.13b).

Now, it remains to show that A,C /∈ B(Gm,n). Conversely, suppose A ∈ B(Gm,n)

or C ∈ B(Gm,n). Without loss of generality we assume the former, which in turn implies

that `(AB) is a tangent to Conv(Gm,n) as A is an interior point of BD and B,D ∈ Gm,n.

We will arrive to a contradiction by showing that `(AB) separates B′ and D′. For this

we observe that neither
−−→
A′B′ nor

−−−→
C ′D′ belongs to `(AB). Indeed, as by Theorem 65

AC ⊂ BD, the inclusion A′B′ ⊂ `(AB) would imply that A′B′ coincides either with

AB or with CD, and the inclusion C ′D′ ⊂ `(AB) would imply that C ′D′ coincides either

with AB or with CD. In each of the cases we would have a contradiction with (4.4). This

observation together with the fact that A′, C ′ ∈ M1(f) ⊆ AC ⊂ `(AB) imply that neither

B′ nor D′ belongs to `(AB). Consequently, as f−→
AB

takes different values in B′ and D′ we

conclude that `(AB) separates B′ and D′, as required.

In the remainder of this section we will deal with functions with the unique true
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A

Figure 4.14: For A = (4, 3), all the proper pairs of segments belong to the subgrid with the dashed boundary
and A in the center. The possible choices of B are drawn on the left half of the subgrid.

point, i.e. singleton-functions. It is obvious that functions with the unique true point which

coincides with one of the corners of the grid are threshold, hence we will not consider them.

All other singleton-functions with the true point on the boundary of the grid were handled

in Lemma 77. Thus we only need to look at the singleton functions with the true point in

the interior of the grid.

Claim 79. Let f be a {0, 1}-valued function over Gm,n with a unique true point A =

(a1, a2) such that a1 ∈ {1, . . . ,m − 2} and a2 ∈ {1, . . . , n − 2}. Then f is a 2-threshold

function, and the number of proper pairs of segments defining f is at most

3

π2
mn+O(m log n).

Proof. Let M1(f) = {A}, without loss of generality we assume

a1 ≤
m− 1

2
, a2 ≤

n− 1

2
. (4.5)

Let
−−→
AB and

−−→
AD be distinct prime segments. By Theorem 65, the pair {

−−→
AB,

−−→
AD} is proper

if and only if both segments belong to the same line. Hence, if {
−−→
AB,

−−→
AD} is proper, then

d(
−−→
AB) = d(

−−→
AD), and therefore all the considered pairs of segments belong to a subgrid of

size (2a1 + 1) × (2a2 + 1). Next, we notice that for any given proper pair {
−−→
AB,

−−→
AD} the

points B and D are symmetric to each other with respect to A. Therefore it is enough to

estimate the number of choices forB. LetB = (b1, b2), D = (d1, d2). The only proper pair

with b1 = d1 is the pair where {B,D} = {(a1, a2 + 1), (a1, a2 − 1)}, so we can exclude

this case and assume b1 6= d1. By symmetry, we may also assume b1 < d1. Putting all

together and using a standard number-theoretical formula (5.17) (stated in the next chapter)
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we derive the number of possible choices for B (see Fig. 4.14):

a1−1∑
b1=0

2a2+1∑
b2=0

(b1−a1)⊥(b2−a2)

1 =

a1∑
p=1

a2+1∑
q=−a2
p⊥q

1 =
12

π2
a1a2 +O(a1 log a2),

where p ⊥ q denotes that p and q are coprime. The target estimation follows from the latter

by replacing a1, a2 with their upper bound (4.5).

4.5 Conclusion

In this chapter we introduced the notion of proper pairs of segments and revealed the relation

between them and proper 2-threshold functions. We proved that a 2-threshold function with

true points on the boundary of the grid has a unique proper pair of segments that defines the

function. The relationship between non-singleton 2-threshold functions with no true points

on the boundary of the grid and proper pairs of segments remains unclear. From empirical

observations we have the following conjectures regarding these functions depending on the

shape of the convex hull of ones.

Conjecture 80. Let f be a {0, 1}-valued function over Gm,n such that Conv(M1(f)) is a

segment with endpoints in the interior of the grid. Then f is a 2-threshold function with at

most two different proper pairs of segments defining it.

Conjecture 81. Let f be a 2-threshold function over Gm,n such that Conv(M1(f)) has non-

zero area and M1(f) is contained in the interior of the grid. Then f has a unique proper

pair of segments defining it.

This conjectures are based on the following observations:

1. All considered functions satisfying the conditions of any of the above conjectures

have exactly one proper pair of segments which define them and do not belong to the

same line.

2. Some of the functions satisfying Conjecture 80 also have a proper pair of segments

which belong to the same line as the true points of the function. It is easy to see that

a function f from the conjecture will have this additional proper pair of segments if

and only if the line containing Conv(M1(f)) have common points with Gm,n in both

directions from Conv(M1(f)). Fig. 4.13b illustrates the example of a function with

such additional proper pair of segments.

Whether these conjectures hold or not, in the following chapter we will show that

the proportion of the number of proper pairs of segments corresponding to the functions

from the conjectures is negligible, in the sense that it does not affect the asymptotics of the

number of 2-threshold functions.
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Chapter 5

The asymptotics of the number of
2-threshold functions

5.1 Introduction

Denote by tk(m,n) the number of k-threshold functions over a two-dimensional rectangular

grid Gm,n = {0, 1, . . . ,m− 1} × {0, 1, . . . , n− 1}. Throughout the chapter we will write

t(m,n) instead of t1(m,n), as the former is a common notation in the literature. The

asymptotics of the number of threshold functions for square grids was first obtained in [34]:

t(n, n) =
6

π2
n4 +O(n3 log n),

and for arbitrary rectangular grids in [1]:

t(m,n) =
6

π2
m2n2 +O(m2n log n+mn2 log log n),

where m < n is assumed.

An improvement was found in [2]:

t(m,n) =
6

π2
m2n2 +O(mn2 logm),

see also [51]. The current best known formula was obtained in [25]:

t(m,n) =
6

π2
m2n2 +O(mn2).

An important point to note here is that all the above results are based on the relation

between non-constant threshold functions and (oriented) prime segments.

Based on the above estimation a trivial upper bound on the number of k-threshold

functions for a fixed k > 1 is
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tk(m,n) ≤
(
t(m,n)

k

)
=
t(m,n)k

k!
+O

(
t(m,n)k−1

)
=

6k

π2kk!
m2kn2k +O

(
m2k−1n2k

)
. (5.1)

No asymptotics was known for the number of k-threshold functions for any

k > 1. In this chapter we use the characterization of 2-threshold functions from the previous

chapter to estimate the number of 2-threshold functions asymptotically. More specifically,

the main result of the chapter is the following theorem.

Theorem 82.
t2(m,n) =

25

12π4
m4n4 + o(m4n4). (5.2)

In Section 5.2 we show that almost all 2-threshold functions in Gm,n are in one-to-

one correspondence with pairs of prime segments in convex position. To do this, we first

establish a bijection between pairs of prime segments in convex position and proper pairs of

segments
−−→
AB,

−−→
CD such that Conv({A,B,C,D}) is a quadrilateral. Second, we show that

the latter objects are in one-to-one correspondence with almost all 2-threshold functions.

Section 5.3 is devoted to the estimation of the number of pairs of prime segments in convex

position. In Section 5.4 we use the obtained formula to improve the upper bound in (5.1)

for k > 2.

5.2 From 2-threshold functions to pairs of segments in convex
position

In this section we will reduce the estimation of the number of 2-threshold functions to the

estimation of pairs of prime segments in convex position, i.e. pairs of segments that are

opposite sides of a convex quadrilateral.

The following claim is a convenient necessary and sufficient condition for a pair of

segments to be in convex position.

Claim 83. Segments AB and CD are in convex position if and only if`(AB) ∩ CD = ∅,

`(CD) ∩AB = ∅.
(5.3)

Proof. Clearly, if AB and CD are in convex position, then (5.3) holds. To prove the con-

verse, we observe that (5.3) implies that Conv({A,B,C,D}) is not a segment or triangle,

hence it is a convex quadrilateral with vertices A,B,C, and D. Moreover, AB ∩ CD = ∅,
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and hence the segments are neither diagonals nor adjacent edges, and consequently they are

opposite edges of the quadrilateral Conv({A,B,C,D}).

Let q(m,n) be the total number of proper pairs of oriented segments in Gm,n, and

let p(n,m) be the number of those of them, which are in convex position. It turns out, that

p(n,m) is asymptotically equal to the number of 2-threshold functions.

Theorem 84.
t2(m,n) = p(m,n) +O

(
m3n3(m+ n)

)
. (5.4)

Proof. The proof is split into two steps. First we prove that

t2(m,n) = q(m,n) +O
(
m2n2(m+ n)2

)
, (5.5)

and then we show that

q(m,n) = p(m,n) +O
(
m3n3(m+ n)

)
. (5.6)

The proof of (5.5) is based on the following two claims.

Claim 85. Let {
−−→
AB,

−−→
CD} be a proper pair of segments in Gm,n, and let f = f−→

AB
∧ f−−→

CD

be the 2-threshold function defined by {
−−→
AB,

−−→
CD}. If f does not have true points on the

boundary of the grid, i.e. M1(f) ⊆ {1, . . . ,m − 2} × {1, . . . , n − 2}, then the distances

d(A, `(CD)) and d(B, `(CD)) do not exceed one.

Proof. The statement is obvious for `(AB) = `(CD), so we assume that AB and CD are

not collinear.

Let us first assume that `(AB) and `(CD) are not parallel and denote by O the

intersection point of the two lines. We start by showing that there exists a point X ∈
`(AB)∩B(Gm,n) such that AB ⊆ OX . Indeed, since f(A) = 1, the point A is an interior

point of Conv(Gm,n), and hence the line `(AB) intersects B(Gm,n) in exactly two points,

which we denote by X and Y . Furthermore, as `(CD) does not separate A and B, we

have either AB ⊆ OX or AB ⊆ OY . Without loss of generality assume AB ⊆ OX . Let

Z ∈ B(Gm,n) be the closest point to X such that f−→
AB

(Z) = 1. Clearly, d(X,Z) ≤ 1.

The assumption M1(f) ⊆ {1, . . . ,m − 2} × {1, . . . , n − 2} implies that f(Z) = 0, and

therefore f−−→
CD

(Z) = 0. Hence, either Z ∈ `(CD) or the triangle
−−−→
CDZ is clockwise.

The former implies that d(X, `(CD)) ≤ 1. The latter leads to the same conclusion, if

we notice that the triangle
−−−→
CDX is counterclockwise as X and A lie on the same side of

`(CD), and hence `(CD) intersects XZ. Finally, since A,B ∈ OX , we conclude that

max{d(A, `(CD)), d(B, `(CD))} ≤ d(X, `(CD)) ≤ 1, as required.

The proof for parallel `(AB) and `(CD) is similar and uses the fact that the distance

from any point of `(AB) to `(CD) is the same.
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Claim 86. There are O(m2n2(m + n)2) proper pairs of segments {
−−→
AB,

−−→
CD} in Gm,n

such that the 2-threshold function defined by {
−−→
AB,

−−→
CD} does not have a true point on the

boundary of Gm,n.

Proof. There are at most mn ways to choose each of C and D. Given the segment CD,

by Claim 85, each of A and B lies at distance at most one from `(CD). Since there are

O(m + n) such points, we conclude that there are O(m2n2(m + n)2) desired pairs of

segments.

Let t′2(m,n) denote the number of proper 2-threshold functions over Gm,n. Since t2(m,n) =

t′2(m,n) + t(m,n) and t(m,n) = O(m2n2), to prove (5.5), it is enough to show that

t′2(m,n) = q(m,n) +O
(
m2n2(m+ n)2

)
. (5.7)

For this, we first notice that, by Corollary 72, every proper pair of oriented segments in Gm,n
defines a proper 2-threshold function. Furthermore, by Claim 86, only O(m2n2(m + n)2)

of these pairs define 2-threshold functions with no true points on the boundary of Gm,n.

Finally, by Theorem 78, for any proper 2-threshold function that contains true points on the

boundary of Gm,n there exists a unique proper pair of oriented segments in Gm,n that defines

the function, and equation (5.7) follows.

To prove (5.6), we will show that the number of proper pairs of segments
−−→
AB,

−−→
CD

in Gm,n such that Conv({A,B,C,D}) is a segment or triangle is O(m3n3(m + n)). If

Conv({A,B,C,D}) is a segment, then all of the four points A,B,C, and D lie on the

same line. If Conv({A,B,C,D}) is a triangle, then, by Theorem 65, three of the points

lie on the same line. In both cases there are three collinear points, say A,B,C. There are

O(m2n2) ways to choose two of these three points. Given two fixed points, there are at

most max{m− 2, n− 2} = O(m+ n) ways to choose the third one. For the fourth point,

whether it lies on the same line with A,B,C or not, there are O(mn) choices. Hence,

altogether there are O(m3n3(m+ n)) proper pairs of segments
−−→
AB,

−−→
CD in Gm,n such that

Conv({A,B,C,D}) is a segment or triangle, which implies (5.6).

The relation between proper pairs of segments in convex position and pairs of non-

oriented prime segments in convex position is revealed in the following theorem.

Theorem 87. There is one-to-one correspondence between pairs of (non-oriented) prime

segments in convex position and proper pairs of oriented segments in convex position.

Proof. To prove the claim, we establish a bijective mapping between the two sets of pairs

of segments. Clearly, if {
−−→
AB,

−−→
CD} is a proper pair of segments in convex position, then

AB and CD are prime and in convex position.

Now, let AB and CD be prime segments in convex position, then

Conv({A,B,C,D}) is a quadrilateral, and AB and CD are two of its four edges. Assume,
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Figure 5.1: The proper pair of segments {
−−→
AB,

−−→
CD} in convex position and the correspond-

ing pair of prime segments AB,CD in convex position.
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Figure 5.2: {AB,CD} is a pair of segments in convex position. The grey shape is
Conv({A,B,C,D}). The rectangle is circumscribed about Conv({A,B,C,D}) in (a) and
(b) and not circumscribed in (c) and (d).

without loss of generality, that the other two edges are CD and DA (see Fig. 5.1). There

are two oriented quadrilaterals corresponding to Conv({A,B,C,D}), namely,
−−−−→
ABCD and

−−−−→
DCBA, and these quadrilaterals have opposite orientations. Without loss of generality, we

may assume that
−−−−→
ABCD is the counterclockwise one, and hence, {

−−→
AB,

−−→
CD} is a unique

proper pair of segments in convex position corresponding to AB,CD.

Due to the bijection established in Theorem 87, p(m,n) denotes both the number

of proper pairs of oriented segments and the number of pairs of prime segments in convex

position.

5.3 The number of pairs of prime segments in convex position

In what follows we will extensively use rectangles with horizontal and vertical sides cir-

cumscribed about the convex quadrilaterals (see Fig. 5.2).

Denote by Ru,v a u × v rectangle Conv(Gu+1,v+1) for natural numbers u and v.

Denote by Z(u, v) the set of pairs of prime segments {AB,CD} in convex position such

thatRu,v is circumscribed about Conv({A,B,C,D}).
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Theorem 88.

p(m,n) =
m∑
u=1

n∑
v=1

(m− u)(n− v)|Z(u, v)|. (5.8)

Proof. First for every convex quadrilateral with vertices in Gm,n there exists a unique rect-

angle with sides parallel to the sides of Conv(Gm,n) circumscribed about it. Hence, the

statement follows from the fact that there are exactly (m − u)(n − v) rectangles in Gm,n
with sides of length u and v that are parallel to the sides of Conv(Gm,n).

Let Zi(u, v) ⊆ Z(u, v) be the set of those pairs of segments AB, CD in Z(u, v),

for which exactly i points in {A,B,C,D} are vertices of Ru,v. Clearly, Z(u, v) is the

disjoint union of Zi(u, v), i = 0, 1, 2, 3, 4, and therefore

|Z(u, v)| =
4∑
i=0

|Zi(u, v)|. (5.9)

Our next step is to estimate the cardinality of Zi(u, v) for every i ∈ {0, 1, 2, 3, 4}.
The cases i ∈ {4, 3} are easy and we consider them below. The cases i ∈ {0, 1, 2} are more

involved and we treat them independently in Sections 5.3.2–5.3.4.

Lemma 89. |Z3(u, v)|+ |Z4(u, v)| = O(uv).

Proof. By definition, for any pair of segments {AB,CD} ∈ Z3(u, v) ∪ Z4(u, v) at least

three of the endpoints of the segments are vertices of Ru,v. Therefore, since there is a

constant number of ways to map 3 of the endpoints of the segments to the vertices ofRu,v,

and there areO(uv) ways to place the fourth point in Gu+1,v+1, we conclude the lemma.

5.3.1 Number theoretic preliminaries

In the subsequent sections we will use the following formulas. For the n-th harmonic num-

ber:
n∑
i=1

1

i
= log n+ γ +O

(
1

n

)
= log n+O(1), (5.10)

where γ is the Euler-Mascheroni constant.

For a fixed natural k the asymptotics of the sum of k-th powers can be estimated as

n∑
i=1

ik =
nk+1

k + 1
+O(nk). (5.11)

For a positive integer q the Euler function φ(q) is the number of positive integers

that are coprime and less or equal to q. Some sums regarding the Euler function are as

follows:
n∑
x=1

φ(x) log(x) =
3

π2
n2 log n− 3

2π2
n2 + o(n2). (5.12)
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The general formula for the power of x follows:

n∑
x=1

φ(x)xk =
6

π2
nk+2

(k + 2)
+O(nk+1 log n), (5.13)

where k is integer.

Also, for a fixed natural q and integer k ≥ 0 we have

n∑
p=1
p⊥q

pk =
φ(q)

q

nk+1

(k + 1)
+O(nk2w(q)), (5.14)

where w(q) is the number of different prime divisors of q and

n∑
q=1

O(2w(q)) = O(n log n). (5.15)

For the negative powers of p we have

n∑
p=1
p⊥q

1

p
=
φ(q)

q
log n+

φ(q)

q
γ +

φ(q)

q
O

(
1

n

)
−
∑
d|q

µ(d)
1

d
log d, (5.16)

where d|q means that d is a divisor of q.

More details about the derivations of the previous sums are provided in [26] and [7].

The following sum is obtained from (5.14) and (5.13):

m∑
p=1

n∑
q=1
q⊥p

1 =
6

π2
mn+O(m log n). (5.17)

The Möbius function µn is defined as

µn ≡


0 if n has one or more repeated prime factors

1 if n = 1

(−1)k if n is a product of k distinct primes.

For the Möbius function µn we have ([7]):

∑
n|k

µn =

 1 if k = 1

0 if k > 1
(5.18)
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and
∞∑
n−1

µ(n)

n2
=

1

ζ(2)
=

6

π2
, (5.19)

where ζ(n) is the Riemann zeta function.

5.3.2 The number of pairs of segments with two corner points

In this section we estimate |Z2(u, v)|, i.e. the number of pairs of segments {AB,CD} in

Z(u, v), for which exactly 2 points in {A,B,C,D} are vertices ofRu,v.

Let {X,Y } = {A,B,C,D} ∩ Vert(Ru,v). We consider the partition of Z2(u, v)

into the following three subsets:

1. Za2 (u, v) is the subset of Z2(u, v) such that X and Y are adjacent vertices of Ru,v,

i.e. XY is a side ofRu,v.

2. Zb2(u, v) is the subset of Z2(u, v) such that X and Y are opposite vertices of Ru,v
and belong to the same segment.

3. Zc2(u, v) is the subset of Z2(u, v) such that X and Y are opposite vertices of Ru,v
and belong to the different segments.

Clearly,

|Z2(u, v)| = |Za2 (u, v)|+ |Zb2(u, v)|+ |Zc2(u, v)|.

Let us show that the first summand does not affect the asymptotics of the sum which will

be proved to be Θ(u2v2).

Lemma 90. |Za2 (u, v)| = O(u2v + uv2).

Proof. SinceRu,v is circumscribed about Conv(AB∪CD) and two of the pointsA,B,C,D

belong to the same side ofRu,v, at least one of the other two points belongs to the opposite

side ofRu,v. Therefore there are O(u+ v) ways to place this point. Furthermore, there are

O(uv) ways to place the fourth point inRu,v, which implies the desired estimate.

Lemma 91. LetAB andCD be segments with endpoints in Gm,n. ThenAB andCD are in

convex position if and only ifA,B,C, andD are in general position, the triangle
−−−→
ABD has

the same orientation as
−−−→
ABC, and the triangle

−−−→
CDA has the same orientation as

−−−→
CDB.

Proof. We will prove the lemma by showing that its conditions are equivalent to those

of Claim 83. First we claim that the equation `(AB) ∩ CD = ∅ is equivalent to the

statement that the points in both sets {A,B,C} and {A,B,D} are in general position and

the orientations of
−−−→
ABC and

−−−→
ABD are the same. Indeed,

−−−→
ABC and

−−−→
ABD are triangles if

and only if C,D /∈ `(AB). Moreover, the orientations of
−−−→
ABC and

−−−→
ABD are the same if

and only if `(AB) does not separate C and D.
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A B

CP1 P2

Figure 5.3: The stripped region is the area of points X such that the triangle
−−−→
ABX has the

same orientation as
−−−→
ABC. The region P1 is the set of points X such that

−−−→
CXA,

−−−→
CXB

are counterclockwise. The region P2 is the set of points X such that
−−−→
CXA and

−−−→
CXB

are clockwise. The union P1 ∪ P2 is the admissible region for D under fixed points A,B,
and C.

Using similar arguments, one can establish the equivalence of the equation `(CD)∩
AB = ∅ and the statement that the points in both sets {C,D,A} and {C,D,B} are in

general position and the orientations of triangles
−−−→
CDA and

−−−→
CDB are the same.

We will employ Lemma 91 to describe the admissible region for the point D under

fixed points A,B,C such that AB and CD are in convex position. Figure 5.3 illustrates

the admissible region for D. It follows from Lemma 91 that for a segment AB and a point

C /∈ `(AB) the segments AB and CD are in convex position if and only if D belongs to

the interior of P1 ∪ P2.

For a polygon P , denote by L(P) the number of integer points in P , i.e.

L(P ) = |Z2 ∩ P|.

For a polygonP and a pointA denote by Prime(P, A) the number of integer points

X ∈ P such that AX is a prime segment. If A is the origin O = (0, 0) we simply write

Prime(P).

Lemma 92. LetRu,v be circumscribed about a triangle ABC. Then

Prime(ABC,A) =
6

π2
Area(ABC) +O(u+ v). (5.20)

Proof. Without loss of generality we assume that A coincides with the origin O = (0, 0).

Denote by i ·ABC the triangle ABC scaled for a given factor i > 0, i.e.

i ·ABC =
{

(i · x, i · y) ∈ Z2|(x, y) ∈ ABC
}
.
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We start with the equation

L(ABC) = Prime (ABC) + Prime

(
1

2
·ABC

)
+ Prime

(
1

3
·ABC

)
+ . . .

=
u+v∑
j=1

Prime

(
1

j
·ABC

)

and the consequent one

L
(

1

p
·ABC

)
=

∞∑
q=1

Prime

(
1

p · q
·ABC

)

=

(u+v)/p∑
q=1

Prime

(
1

p · q
·ABC

)
.

Using (5.18) we proceed with

Prime(ABC) =
u+v∑
l=1

Prime

(
1

l
·ABC

)∑
k|l

µ(k)


=

u+v∑
h=1

µ(h)

(u+v)/h∑
i=1

Prime

(
1

hi
·ABC

)

=
u+v∑
h=1

µ(h)L
(

1

h
·ABC

)
.

From [16] we have

L (ABC) = Area(ABC) +O (u+ v) ,

and hence

u+v∑
h=1

µ(h)L
(

1

h
·ABC

)
=

u+v∑
h=1

µ(h)
1

h2
(Area(ABC) +O (u+ v))

= Area(ABC)

( ∞∑
h=1

µ(h)

h2
−

∞∑
h=u+v+1

µ(h)

h2

)
+O (u+ v)

(5.19)
=

6

π2
Area(ABC) +O

(
Area(ABC)

u+ v
+ u+ v

)
=

6

π2
Area(ABC) + O(u+ v).

Corollary 93. Let Ru,v be circumscribed about a triangle ABC. Then the number of
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R1

Y

X

C

A = R2 R3

B = R4

Figure 5.4: C ∈ ABR1, the grey triangle is the admissible region for D

internal points X of ABC such that AX is a prime segment is

6

π2
Area(ABC) +O(u+ v). (5.21)

The lemma and the corollary above will be applied in the rest of the section and in

Section 5.3.3 in the following way. Lemma 92 implies that the set of pointsD such thatAB

and CD are in convex position is contained in some admissible region P , which is either

a triangle with C being its vertex or a pair of triangles that have a unique common point,

which is C and a vertex of each of them. In both cases we use Lemma 92 (or its corollary)

to estimate the number of possible points D in P such that CD is a prime segment.

Lemma 94.

|Zb2(u, v)| =

 1
π2u

2v2 +O(u2v + uv2) if u ⊥ v,

0 otherwise.

Proof. First, we notice that for non-coprime u and v the diagonal of Ru,v is not a prime

segment and the set Zb2(u, v) is empty.

Let now u and v be coprime. Let us denote the vertices ofRu,v by R1, R2, R3, and

R4 as in Fig. 5.4, and consider a pair {AB,CD} from Zb2(u, v). Without loss of generality

we assume that AB is a diagonal of Ru,v, i.e. either AB = R2R4 or AB = R1R3.

Let us assume that AB = R2R4. Since, by definition, CD does not intersect AB, either

CD ∈ ABR1 or CD ∈ ABR3. Let us assume that CD ∈ ABR1 and let C = (c1, c2),

D = (d1, d2). Clearly, c1 6= d1 as otherwise `(CD) would intersect AB. Without loss of

generality we assume that c1 > d1. Let us denote

X = `(AC) ∩R1B =

(
vc1
v − c2

, 0

)
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and

Y = `(BC) ∩R1A =

(
0,

uc2
u− c1

)
.

It follows from Lemma 91 that AB and CD are in convex position if and only if D is an

interior point of ACY . By Lemma 92, the number of choices for point D such that CD is

a prime segment is

6

π2
Area(ACY ) + o (c1 (v − c2)) =

6

π2
Area(ACY ) +O(u+ v).

Hence, summing up over all possible choices for the point C in ABR1 and multiplying by

4 to take into account the cases of C ∈ ABR3 and AB = R1R3 we derive

|Zb2(u, v)| = 4
u−1∑
c1=1

⌊
v(u−c1)

u

⌋∑
c2=1

(
6

π2
Area(ACY ) +O(u+ v)

)

=
24

π2

u−1∑
c1=1

⌊
v(u−c1)

u

⌋∑
c2=1

Area(ACY ) +O(u2v + uv2),

where

Area(ACY ) =
c1 · d(A, Y )

2
=

1

2
c1

(
v − uc2

u− c1

)
=

1

2

(
vc1 −

uc1c2
u− c1

)
.

Therefore, we have

|Zb2(u, v)| = 12

π2

u−1∑
c1=1

⌊
v(u−c1)

u

⌋∑
c2=1

(
vc1 −

uc1
u− c1

c2

)
+O(u2v + uv2)

(5.11)
=

12

π2

u−1∑
c1=1

(
v2c1(u− c1)

u
− uc1
u− c1

(
v2(u− c1)2

2u2
+O

(
v(u− c1)

u

)))
+O(u2v + uv2)

=
12

π2

u−1∑
c1=1

(
v2c1(u− c1)

2u

)
+O(u2v + uv2)

=
6v2

π2

u−1∑
c1=1

(
c1 −

c21
u

)
+O(u2v + uv2)

=
6v2

π2

(
(u− 1)2

2
− (u− 1)3

3u
+O(u)

)
+O(u2v + uv2)

=
1

π2
u2v2 +O(u2v + uv2).
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A = R1

X

B

R2 C = R3

R4

Figure 5.5: The point B belongs to AR2R3, the grey triangles form the admissible region
for D.

Lemma 95. |Zc2(u, v)| = 42
π4u

2v2 + o(u2v2).

Proof. Consider a pair {AB,CD} from Zc2(u, v). Without loss of generality we assume

{A,B,C,D} ∩ Vert(Ru,v) = {A,C}, that is either {A,C} = {R1, R3} or {A,C} =

{R2, R4}. The cases are symmetric, and hence it suffices to consider one of them, say

{A,C} = {R1, R3}. Without loss of generality we assume A = R1 and C = R3 as

in Fig. 5.5. The point B = (b1, b2) belongs to one of the triangles ACR2 and ACR4.

Due to symmetry, we assume without loss of generality B ∈ ACR2, in which case we

have b2 > vb1
u . Let us denote

X = `(AB) ∩ CR2 =

(
vb1
b2
, v

)
.

It follows from Lemma 91 that AB and CD are in convex position if and only if D is an

interior point of ACR4 ∪ BCX or an interior point of one of the segments CX , AR4, or

CR4. By Lemma 92 and Corollary 93, the number of possible choices for D such that CD

is a prime segment for a fixed B is

6

π2
(
Area(ACR4) + Area(BCX)

)
+O(u+ v),

where

Area(ACR4) =
uv

2

and

Area(BCX) =
(v − b2) · d(C,X)

2
=

1

2
(v − b2)

(
u− vb1

b2

)
=

1

2

(
uv + vb1 − ub2 −

v2b1
b2

)
.
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Therefore, summing over all possible choices ofB and multiplying by 4 to take into account

the cases B ∈ ACR4 and {A,C} = {R2, R4} we derive:

|Zc2(u, v)| =4
u−1∑
b1=1

v∑
b2=

⌊
vb1
u

+1
⌋

b2⊥b1

6

π2
(Area(ACR4) + Area(BCX) +O(u+ v))

=
12

π2

u−1∑
b1=1

v∑
b2=

⌊
vb1
u

+1
⌋

b2⊥b1

(
2uv + vb1 − ub2 −

v2b1
b2

)
+O(u2v + uv2).

(5.22)

We will estimate the asymptotics of different summands of (5.22) separately.

1. Estimation of
∑∑

2uv.
Using formulas (5.14), (5.13), and (5.15) we obtain

u−1∑
b1=1

v∑
b2=

⌊
vb1
u

+1
⌋

b2⊥b1

1 =

u−1∑
b1=1

(
v
φ(b1)

b1
− v

u
φ(b1) +O

(
2w(b1)

))
(5.23)

= v

(
6

π2
u+O(log u)

)
− v

u

(
3

π2
u2 +O(u log u)

)
+O(u log u)

=
3

π2
uv +O(v log u) +O(u log u). (5.24)

Changing the order of summation in the above sum, we deduce the same result, but with a

slightly different error term:

u−1∑
b1=1

v∑
b2=

⌊
vb1
u

+1
⌋

b2⊥b1

1 =

v∑
b2=1

⌈
ub2
v
−1

⌉∑
b1=1
b1⊥b2

1

=
v∑

b2=1

(
φ(b2)

b2

⌈
ub2
v
− 1

⌉
+O

(
2w(b2)

))

=

v∑
b2=1

(
u

v
φ(b2) +O

(
φ(b2)

b2

)
+O

(
2w(b2)

))
=
u

v

(
3

π2
v2 +O (v log v)

)
+O(v) +O (v log v)

=
3

π2
uv +O(u log v) +O(v log v). (5.25)
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Finally, denoting α = max(u, v) and β = min(u, v) we derive from (5.24) and (5.25)

u−1∑
b1=1

v∑
b2=

⌊
vb1
u

+1
⌋

b2⊥b1

1 =
3

π2
uv +O(α log β) +O(β log β)

=
3

π2
uv +O(u log v + v log u), (5.26)

and hence

u−1∑
b1=1

v∑
b2=

⌊
vb1
u

+1
⌋

b2⊥b1

2uv =
6

π2
u2v2 +O(u2v log v + uv2 log u). (5.27)

2. Estimation of
∑∑

vb1.
Using formulas (5.23) and (5.13) we obtain

u−1∑
b1=1

v∑
b2=

⌊
vb1
u

+1
⌋

b2⊥b1

b1 =
u−1∑
b1=1

b1

v∑
b2=

⌊
vb1
u

+1
⌋

b2⊥b1

1

=
u−1∑
b1=1

(
vφ(b1)−

v

u
b1φ(b1) +O

(
b12

w(b1)
))

=
3

π2
u2v +O(uv log u)− v

u

(
2

π2
u3 +O(u2 log u)

)
+O(u2 log u)

=
1

π2
u2v +O(uv log u) +O(u2 log u). (5.28)

Again, changing the order of summation in the above sum, we deduce the same

result with a different error term:

u−1∑
b1=1

v∑
b2=

⌊
vb1
u

+1
⌋

b2⊥b1

b1 =
v∑

b2=1

⌈
ub2
v
−1

⌉∑
b1=1
b1⊥b2

b1

=
v∑

b2=1

(
φ(b2)

2b2

⌈
ub2
v
− 1

⌉2
+
ub2
v
O
(

2w(b2)
)

+O
(

2w(b2)
))

=

v∑
b2=1

(
u2

2v2
b2φ(b2) +

u

2v
φ(b2) +

ub2
v
O
(

2w(b2)
)

+O
(

2w(b2)
))

=
1

π2
u2v +O(u2 log v) +O(uv log v). (5.29)

Finally, denoting α = max(u, v) and β = min(u, v) we derive from (5.28) and
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(5.29)

u−1∑
b1=1

v∑
b2=

⌊
vb1
u

+1
⌋

b2⊥b1

b1 =
1

π2
u2v + u (O(α log β) +O(β log β)) =

1

π2
u2v + o(u2v),

and hence

u−1∑
b1=1

v∑
b2=

⌊
vb1
u

+1
⌋

b2⊥b1

vb1 =
1

π2
u2v2 + o(u2v2) (5.30)

3. Estimation of
∑∑

ub2.
Using formulas (5.14), (5.15), and (5.13) we obtain:

u−1∑
b1=1

v∑
b2=

⌊
vb1
u

+1
⌋

b2⊥b1

b2 =

u−1∑
b1=1

(
φ(b1)v

2

2b1
− φ(b1)b1v

2

2u2
+O

(
v2w(b1)

))

=
v2

2

u−1∑
b1=1

(
φ(b1)

b1
− 1

u2
b1φ(b1)

)
+O(uv log u)

=
v2

2

(
6

π2
u+O(log u)− 1

u2

(
2

π2
u3 +O(u2 log u)

))
+O(uv log u)

=
2

π2
uv2 +O(uv log u) +O(v2 log u). (5.31)

Similarly to the previous case, by changing the order of summation, one can show that

u−1∑
b1=1

v∑
b2=

⌊
vb1
u

+1
⌋

b2⊥b1

b2 =
2

π2
uv2 +O(uv log v) +O(v2 log v),

which together with (5.31) imply

u−1∑
b1=1

v∑
b2=

⌊
vb1
u

+1
⌋

b2⊥b1

b2 =
2

π2
uv2 + o(uv2),

80



and hence

u−1∑
b1=1

v∑
b2=

⌊
vb1
u

+1
⌋

b2⊥b1

ub2 =
2

π2
u2v2 + o(u2v2). (5.32)

4. Estimation of
∑∑ v2b1

b2
.

Using formulas (5.16), (5.12), (5.13), and the fact that log bxc = log x+O
(
1
x

)
for x ≥ 1,

we obtain

u−1∑
b1=1

v∑
b2=

⌊
vb1
u

+1
⌋

b2⊥b1

b1
b2

=

u−1∑
b1=1

b1

 v∑
b2=1
b2⊥b1

1

b2
−

⌊
vb1
u

⌋∑
b2=1
b2⊥b1

1

b2


=

u−1∑
b1=1

b1

(
φ(b1)

b1
log v +

φ(b1)

b1
O

(
1

v

)
− φ(b1)

b1
log

⌊
vb1
u

⌋
− φ(b1)

b1
O

(
u

vb1

))

=
u−1∑
b1=1

φ(b1)

(
log v − log

vb1
u

+O

(
1

v

)
+O

(
u

vb1

))

=

u−1∑
b1=1

φ(b1)

(
log u− log b1 +O

(
1

v

)
+O

(
u

vb1

))

=
3

π2
u2 log u+O(u log2 u)− 3

π2
u2 log u+

3

2π2
u2 + o(u2) +O

(
u2

v

)
=

3

2π2
u2 + o(u2) +O

(
u2

v

)
, (5.33)

and hence

u−1∑
b1=1

v∑
b2=

⌊
vb1
u

+1
⌋

b2⊥b1

v2b1
b2

=
3

2π2
u2v2 + o(u2v2). (5.34)

Finally, combining (5.22), (5.27), (5.30), (5.32), and (5.34) we derive

|Zc2(u, v)| = 12

π2

(
6

π2
u2v2 +

1

π2
u2v2 − 2

π2
u2v2 − 3

2π2
u2v2 + o(u2v2)

)
=

42

π4
u2v2 + o(u2v2).
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A = R1

X D

B

R2

R4

C

R4

R3

Figure 5.6: The case B ∈ AR2R3. The points C and D belong to the segments R3R4 and
XR3 respectively, where X = `(AB) ∩R2R3.

5.3.3 The number of pairs of segments with one corner point

There is no loss of generality in assuming {A,B,C,D} ∩ Vert(Ru,v) = {A} for every

pair {AB,CD} ∈ Z1(u, v). We consider the partition of Z1(u, v) into the following two

subsets:

1. Za1 (u, v) the set of those pairs {AB,CD} in which the point B is an interior point of

Ru,v;

2. Zb1(u, v) the set of those pairs {AB,CD} in which the pointB belongs to the bound-

ary ofRu,v.
In the rest of the section we estimate the sizes of these sets in separate lemmas.

Lemma 96. |Za1 (u, v)| = 72
π4u

2v2 + o(u2v2).

Proof. Due to symmetry, for a corner point R of Ru,v the number of pairs {AB,CD} ∈
Za1 (u, v), where A coincides with R, is the same for every R ∈ {R1, R2, R3, R4}. There-

fore, it is enough to estimate the number of pairs where A coincides with a fixed corner

point ofRu,v, and we assume that A = R1.

Since B is an interior point of Ru,v and neither C nor D is a corner point of Ru,v,

we conclude that one of C and D belongs to the interior of R2R3 and the other belongs to

the interior of R3R4. Without loss of generality, we assume that C is an interior point of

R3R4 and D is an interior point of R2R3.

Under the above assumptions, we will first estimate the number of pairs in Za1 (u, v)

in which B = (b1, b2) belongs to the triangle AR2R3. Notice that the latter assumption is

equivalent to the inequality b1
b2
≤ u

v . Let us denote

X = `(AB) ∩R2R3 =

(
vb1
b2
, v

)
.
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It follows from Lemma 91 that AB and CD are in convex position if and only if D is an

interior point of XR3 (see Fig. 5.6). Therefore, by denoting D = (d1, v) and C = (u, c2),

the number of desired prime pairs segments can be expressed as

u−1∑
b1=1

v−1∑
b2=

⌊
vb1
u

+1
⌋

b2⊥b1

v−1∑
c2=1

u−1∑
d1=

⌊
vb1
b2

+1
⌋

(u−d1)⊥(v−c2)

1. (5.35)

We start by estimating the contribution of the latter two sums.

v−1∑
c2=1

u−1∑
d1=

⌊
vb1
b2

+1
⌋

(u−d1)⊥(v−c2)

1 =
v∑

c′2=1

u−
⌊
vb1
b2

+1
⌋∑

d′1=1
d′1⊥(c′2)

1 +O(u) (5.36)

(5.14)
=

v∑
c′2=1

(
φ(c′2)

c′2

(
u− v b1

b2
+O(1)

)
+O

(
2w(c′2)

))
+O(u)

(5.13)
=

(
6v

π2
+O(log v)

)(
u− v b1

b2
+O(1)

)
+O(v log v) +O(u)

=
6v

π2

(
u− v b1

b2

)
+O(u log v) +O

(
b1
b2
v log v

)
+O(v log v)

=
6v

π2

(
u− v b1

b2

)
+O(v log v) +O(u log v).

By changing the order of summation in (5.36), one can show that

v−1∑
c2=1

u−1∑
d1=

⌊
vb1
b2

+1
⌋

(u−d1)⊥(v−c2)

1 =
6v

π2

(
u− v b1

b2

)
+O(u log v + v log u).
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Now, plugging in the above result to (5.35) and using formulas (5.26) and (5.33) we obtain:

u−1∑
b1=1

v−1∑
b2=

⌊
vb1
u

+1
⌋

b2⊥b1

v−1∑
c2=1

u−1∑
d1=

⌊
vb1
b2

+1
⌋

(u−d1)⊥(v−c2)

1

=
u−1∑
b1=1

v−1∑
b2=

⌊
vb1
u

+1
⌋

b2⊥b1

(
6v

π2

(
u− v b1

b2

)
+O(u log v + v log u)

)

=
6v

π2

(
u

(
3

π2
uv +O(u log v + v log u)

)
− v

(
3

2π2
u2 + o(u2) +O

(
u2

v

)))
+O(u2v log v + uv2 log u)

=
9

π4
u2v2 + v2o(u2) +O(u2v log v + uv2 log u).

Note that the obtained estimation is symmetric with respect to u and v, which im-

plies that the number of pairs in Za1 (u, v) in which B belongs to AR3R4 has the same

asymptotics. Therefore, taking into account additionally all symmetric cases corresponding

to the location of A, we finally conclude that

|Za1 (u, v)| = 72

π4
u2v2 + o(u2v2).

Lemma 97.

|Zb1(u, v)| = 6v2

π2

u∑
b1=1
b1⊥v

(2u− b1) +
6u2

π2

v∑
c2=1
c2⊥u

(2v − c2) +O(u2v + uv2).

Proof. As in the proof of Lemma 96, due to symmetry, for a corner point R of Ru,v the

number of pairs {AB,CD} ∈ Zb1(u, v), where A coincides with R, is the same for every

R ∈ {R1, R2, R3, R4}. Therefore, it is enough to estimate the number of pairs where A

coincides with a fixed corner point ofRu,v, and we assume that A = R1.

It is easy to see that if B is an internal point of R1R2 or R1R4, then one of C and

D belongs to the interior of R2R3 and the other belongs to the interior of R3R4. Therefore,

taking into account primality of AB, the number of pairs, in which B is an internal point

of R1R2 or R1R4, is O(uv). The latter does not affect the asymptotics, and without loss of

generality we assume from now on that B is an internal point of one of the sides R2R3 and

R3R4.

Suppose first that B is an internal point of R2R3, i.e. B = (b1, v) for some 0 <

b1 < u, and b1 ⊥ v. Then AB ∩ R3R4 = ∅, and hence CD ∩ R3R4 6= ∅, which implies
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A = R1

B
R2 R3

R4

C

R4

Figure 5.7: The points B and C belong to the segments R2R3 and R3R4 respectively, the
grey triangles form the admissible area for D.

that either C or D belongs to the interior of R3R4. Without loss of generality we assume

the former, i.e. C = (u, c2) for some 0 < c2 < v (see Fig. 5.7). Under these assumptions,

Lemma 91 implies that AB and CD are in convex position if and only if the point D

belongs to BCR3 \ (BC ∪ {R3}) or ACR4 \ (AC ∪ {R4}). Therefore, using Lemma 92

and Corollary 93, we conclude that the number of such pairs of prime segments is

u−1∑
b1=1
b1⊥v

v−1∑
c2=1

6

π2
(Area(BCR3) + Area(ACR4) +O(u+ v))

=
3

π2

u∑
b1=1
b1⊥v

v∑
c2=1

((u− b1)(v − c2) + uc2) +O(u2v + uv2)

=
3

π2

u∑
b1=1
b1⊥v

v∑
c2=1

(uv − vb1 + b1c2) +O(u2v + uv2)

=
3

π2

u∑
b1=1
b1⊥v

(
(uv − vb1)v + b1

(
v2

2
+O(v)

))
+O(u2v + uv2)

=
3v2

π2

u∑
b1=1
b1⊥v

(
u− b1

2

)
+O(u2v + uv2).

By symmetry, the number of pairs in which B is an internal point of R3R4 is

3u2

π2

v∑
c2=1
c2⊥u

(
v − c2

2

)
+O(u2v + uv2).

Putting all together and taking into account the symmetric cases corresponding to
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R1

A

B

C

D

R2 R3

R4R4

Figure 5.8: Each of A, B, C, and D belongs to a unique side ofRu,v. The endpoints of the
same segment belong to the adjacent sides ofRu,v.

the location of A, we finally conclude that

|Zb1(u, v)| = 6v2

π2

u∑
b1=1
b1⊥v

(2u− b1) +
6u2

π2

v∑
c2=1
c2⊥u

(2v − c2) +O(u2v + uv2).

We note that in Lemma 97 we deliberately did not compute a closed-form asymp-

totic, as the obtained formula will be crucial later to obtain a better error term.

5.3.4 The number of pairs of segments with no corner points

In this section we estimate the size of Z0(u, v), i.e. the number of those pairs of segments

in Z(u, v) none of whose endpoints is a corner ofRu,v.

Lemma 98. |Z0(u, v)| = 72
π4u

2v2 +O(u2v log v).

Proof. Let {AB,CD} be an arbitrary pair in Z0(u, v). The fact that none of the points

A,B,C, and D is a corner of Ru,v implies that each of the sides of Ru,v contains exactly

one of these points. Furthermore, since AB and CD are in convex position, we conclude

that the endpoints of the same segment belong to the adjacent sides of Ru,v. Therefore,

without loss of generality we can assume A ∈ R1R2 and C ∈ R3R4, in which case either

B ∈ R2R3 and D ∈ R1R4, or B ∈ R1R4 and D ∈ R2R3. The two cases are symmetric

and we assume the former one, i.e. B ∈ R2R3, D ∈ R1R4 (see Fig. 5.8). Let us denote

A = (0, a2), C = (u, c2), B = (b1, v), and D = (d1, 0).

Under the above assumptions the segments AB and CD are prime if and only if
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(v − a2) ⊥ b1 and (u− d1) ⊥ c2, and the number of such pairs is

v−1∑
a2=1

u−1∑
b1=1

b1⊥(v−a2)

v−1∑
c2=1

u−1∑
d1=1

(u−d1)⊥c2

1 =

v−1∑
a′2=1

u−1∑
b1=1
b1⊥a′2

v−1∑
c2=1

u−1∑
d′1=1
d′1⊥c2

1.

Using formula (5.17) we obtain

v−1∑
a′2=1

u−1∑
b1=1
b1⊥a′2

v−1∑
c2=1

u−1∑
d′1=1
d′1⊥c2

1 =
v−1∑
a′2=1

u−1∑
b1=1
b1⊥a′2

(
6

π2
uv +O(u log v)

)
=

36

π4
u2v2 +O(u2v log v).

Finally, taking into account the symmetric case of B ∈ R1R4 and D ∈ R2R3, we

derive the desired result

|Z0(u, v)| = 72

π4
u2v2 +O(u2v log v).

5.3.5 Summarizing results

In the following theorem we prove the main result of the chapter by putting everything

together.

Theorem 99.
p(m,n) =

25

12π4
m4n4 + o(m4n4).

Proof. First, using (5.9) and Lemmas 89 and 90, we expand formula (5.8) as follows:

p(m,n) =
m−1∑
u=1

(m− u)
n−1∑
v=1

(n− v) · |Z(u, v)|

=
m−1∑
u=1

(m− u)
n−1∑
v=1

(n− v) ·
(
|Z4(u, v)|+ |Z3(u, v)|+ |Z2(u, v)|

+ |Z1(u, v)|+ |Z0(u, v)|
)

=
m−1∑
u=1

(m− u)
n−1∑
v=1

(n− v) ·
(
|Zb2(u, v)|+ |Zc2(u, v)|+ |Za1 (u, v)|

+ |Zb1(u, v)|+ |Z0(u, v)|
)

+ o(m4n4).

Next, we proceed by estimating different parts of the above sum separately.
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1. Estimation of
∑

(m− u)
∑

(n− v) · |Zb2(u, v)|.
Using Lemma 94 and formulas (5.14), (5.15), and (5.13), we obtain

m−1∑
u=1

(m− u)
n−1∑
v=1

(n− v) · |Zb2(u, v)|

=

m−1∑
u=1

(m− u)

n−1∑
v=1
v⊥u

(n− v) · |Zb2(u, v)|

=
m−1∑
u=1

(m− u)
n−1∑
v=1
v⊥u

(n− v)

(
1

π2
u2v2 +O(u2v + uv2)

)
(5.37)

=
1

π2

m∑
u=1

(mu2 − u3)
n∑
v=1
v⊥u

(nv2 − v3) +O(m4n3 +m3n4)

=
1

π2

m∑
u=1

(mu2 − u3)
(
φ(u)

3u
n4 − φ(u)

4u
n4 +O

(
n32w(u)

))
+O(m4n3 +m3n4)

=
1

12π2

m∑
u=1

(
mn4uφ(u)− n4u2φ(u) +O

(
mn3u22w(u)

))
+O(m4n3 +m3n4)

=
1

12π2

(
2m4n4

π2
− 3m4n4

2π2
+O

(
m4n3 logm

))
+O(m4n3 +m3n4)

=
1

24π4
m4n4 +O(m4n3 logm+m3n4).

Now, symmetry of formula (5.37) implies also the estimation with a symmetric error term

m−1∑
u=1

(m− u)
n−1∑
v=1

(n− v) · |Zb2(u, v)| = 1

24π4
m4n4 +O

(
m3n4 log n+m4n3

)
.

Finally, comparing the two estimations one can derive

m−1∑
u=1

(m− u)
n−1∑
v=1

(n− v) · |Zb2(u, v)| = 1

24π4
m4n4 + o(m4n4). (5.38)
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2. Estimation of
∑

(m− u)
∑

(n− v)
(
|Zc2(u, v)|+ |Za1 (u, v)|+ |Z0(u, v)|

)
.

Using Lemmas 95, 96, 98, and formula (5.11), we obtain

m−1∑
u=1

(m− u)

n−1∑
v=1

(n− v)
(
|Zc2(u, v)|+ |Za1 (u, v)|+ |Z0(u, v)|

)
=

m−1∑
u=1

(m− u)
n−1∑
v=1

(n− v)

(
42

π4
u2v2 +

72

π4
u2v2 +

72

π4
u2v2 + o(u2v2)

)

=
186

π4

m∑
u=1

(m− u)u2
n∑
v=1

(n− v)v2 + o(m4n4)

=
186

π4

m∑
u=1

(m− u)u2
(
n4

3
− n4

4
+O(n3)

)
+ o(m4n4)

=
31

2π4
n4

m∑
u=1

(m− u)u2 + o(m4n4) =
31

24π4
m4n4 + o(m4n4). (5.39)

3. Estimation of
∑

(m− u)
∑

(n− v) · |Zb1(u, v)|.
Using Lemma 97 we derive

m−1∑
u=1

(m− u)
n−1∑
v=1

(n− v) · |Zb1(u, v)|

=

m−1∑
u=1

(m− u)

n−1∑
v=1

(n− v)

6v2

π2

u∑
b1=1
b1⊥v

(2u− b1) +
6u2

π2

v∑
c2=1
c2⊥u

(2v − c2) +O(u2v + uv2)


=

6

π2

m∑
u=1

(m− u)

n∑
v=1

(n− v)v2
u∑

b1=1
b1⊥v

(2u− b1)

+
6

π2

n∑
v=1

(n− v)
m∑
u=1

(m− u)u2
v∑

c2=1
c2⊥u

(2v − c2) + o(m4n4). (5.40)

We notice that the first of the summands in the latter formula is obtained from the

second one by swapping u with v, b1 with c2, and m with n, hence it suffices to find a

closed-form estimation only for one of them, say for the first one.
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Using formula (5.14) we obtain

n∑
v=1

(n− v)v2
u∑

b1=1
b1⊥v

(2u− b1) =
n∑
v=1

(n− v)v2
(

2
φ(v)

v
u2 − φ(v)

2v
u2 +O

(
u2w(v)

))

=
3

2

n∑
v=1

(
u2nvφ(v)− u2v2φ(v) +O

(
unv22w(v)

))
=

3

2

(
u2n

2

π2
n3 − u2 3

2π2
n4
)

+O(u2n3 log n) +O
(
un4 log n

)
=

3

4π2
u2n4 + n2

(
O(u2n log n) +O

(
un2 log n

))
. (5.41)

By changing the order of summation in the above sum, we deduce the same result

with a different error term:

n∑
v=1

(n− v)v2
u∑

b1=1
b1⊥v

(2u− b1) =

u∑
b1=1

(2u− b1)
n∑
v=1
v⊥b1

(n− v)v2

=
u∑

b1=1

(2u− b1)
(
φ(b1)

3b1
n4 − φ(b1)

4b1
n4 +O

(
n32w(b1)

))

=
1

12

u∑
b1=1

(
2un4

φ(b1)

b1
− n4φ(b1) +O

(
n3u2w(b1)

))
=

1

12

(
2un4

6

π2
u+O(un4 log u)− n4 3

π2
u2 +O(un4 log u) +O(n3u2 log u)

)
=

3

4π2
u2n4 + n2

(
O(un2 log u) +O

(
nu2 log u

))
. (5.42)

Comparing the error terms in (5.41) and (5.42) we obtain

n∑
v=1

(n− v)v2
u∑

b1=1
b1⊥v

(2u− b1) =
3

4π2
u2n4 + o(u2n4).
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Using the obtained formula and formula (5.11) we proceed

6

π2

m∑
u=1

(m− u)
n∑
v=1

(n− v)v2
u∑

b1=1
b1⊥v

(2u− b1) =
6

π2

m∑
u=1

(m− u)

(
3

4π2
u2n4 + o(u2n4)

)

=
9n4

2π4

m∑
u=1

(mu2 − u3) + o(m4n4)

=
9n4

2π4

(
m4

3
− m4

4

)
+ o(m4n4)

=
3

8π4
m4n4 + o(m4n4).

Due to symmetry, the second summand in formula (5.40) has the same asymptotics,

and therefore

m−1∑
u=1

(m− u)

n−1∑
v=1

(n− v) · |Zb1(u, v)| = 3

4π4
m4n4 + o(m4n4). (5.43)

Finally, plugging in (5.38), (5.39), and (5.43) into the initial formula we obtain

p(m,n) =
1

24π4
m4n4 +

31

24π4
m4n4 + +

3

4π4
m4n4 + o(m4n4) =

25

12π4
m4n4 + o(m4n4).

Theorems 99 and 84 imply Theorem 82.

5.4 The number of k-threshold functions for k > 2

The obtained asymptotic formula for the number of 2-threshold functions can be used to

improve the trivial upper bound (5.1) on the number of k-threshold functions for k ≥ 3.

Indeed, since a k-threshold function can be seen as a conjunction of several 2-threshold

functions and at most one threshold function, we have:

tk(m,n) ≤
(
t2(m,n)

k
2

)
=
t2(m,n)

k
2

k
2 !

+ o
(
m2kn2k

)
=

5k

12
k
2 π2k k2 !

m2kn2k + o
(
m2kn2k

)
(5.44)
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for even k and

tk(m,n) ≤
(
t2(m,n)

bk2c

)
t(m,n)

k
=
t2(m,n)b

k
2
ct(m,n)

bk2c!k
+ o

(
m2kn2k

)
=

5k−16

12b
k
2
cπ2kbk2c!k

m2kn2k + o
(
m2kn2k

) (5.45)

for odd k. Since for even k
5k

12
k
2 π2k k2 !

≤ 6k

π2kk!

if and only if k ≤ 22, and for odd k

5k−16

12b
k
2
cπ2kbk2c!k

≤ 6k

π2kk!

if and only if k ≤ 23, we conclude that the upper bounds in (5.44) and (5.45) improve the

trivial estimation (5.1) for every k ≤ 23.

5.5 Conclusion

A natural question is whether the approach we used to asymptotically enumerate 2-threshold

functions can be generalized to higher order threshold functions, say to 3-threshold func-

tions. One difference between 2-threshold and 3-threshold functions that might be an obsta-

cle towards such a generalization is an observation that while almost all 2-threshold func-

tions have a true point on the boundary of the grid, this does not hold for 3-threshold. This

property of 2-threshold functions was crucial in our analysis.

Another natural question is to what extent the error term in the asymptotic formula

(5.2) can be improved.
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Appendix A

Non-canalyzing functions of 6
variables with the minimum
specification number

Below we provide all non-congruent non-canalyzing functions from T6 up to dualization.

1. x1x2x3x6∨x1x2x4x5∨x1x2x4x6∨x1x2x5x6∨x1x3x4x5∨x1x3x4x6∨x2x3x4x5∨
x2x3x4x6 ∨ x3x5x6 ∨ x4x5x6

2. x1x2x3x6∨x1x2x4x6∨x1x2x5x6∨x1x3x4x5∨x1x3x4x6∨x1x3x5x6∨x2x3x4x5∨
x2x3x4x6 ∨ x2x3x5x6 ∨ x4x5x6

3. x1x2x3x5∨x1x2x3x6∨x1x2x4x5∨x1x2x4x6∨x1x2x5x6∨x1x3x4x5∨x2x3x4x5∨
x3x4x6 ∨ x3x5x6 ∨ x4x5x6

4. x1x2x3x4 ∨x1x2x3x5 ∨x1x5x6 ∨x2x3x6 ∨x2x4x5 ∨x2x4x6 ∨x2x5x6 ∨x3x4x5 ∨
x3x4x6 ∨ x3x5x6 ∨ x4x5x6

5. x1x2x4x6∨x1x2x5x6∨x1x3x4x5∨x1x3x4x6∨x1x3x5x6∨x1x4x5x6∨x2x3x4x5∨
x2x3x4x6 ∨ x2x3x5x6 ∨ x2x4x5x6 ∨ x3x4x5x6

6. x1x2x3x4 ∨ x1x2x3x5 ∨ x1x2x3x6 ∨ x1x2x4x5 ∨ x1x5x6 ∨ x2x4x6 ∨ x2x5x6 ∨
x3x4x5 ∨ x3x4x6 ∨ x3x5x6 ∨ x4x5x6

7. x1x2x3x4∨x1x2x3x5∨x1x2x3x6∨x1x2x4x5∨x1x2x4x6∨x1x3x4x5∨x2x3x4x5∨
x2x5x6 ∨ x3x4x6 ∨ x3x5x6 ∨ x4x5x6

8. x1x2x3x5∨x1x2x3x6∨x1x2x4x5∨x1x2x4x6∨x1x2x5x6∨x1x3x4x5∨x1x3x4x6∨
x1x3x5x6 ∨ x2x3x4x5 ∨ x2x3x4x6 ∨ x2x3x5x6 ∨ x4x5x6

9. x1x2x3x4∨x1x2x3x5∨x1x2x3x6∨x1x2x4x5∨x1x2x4x6∨x1x2x5x6∨x1x3x4x5∨
x1x3x4x6 ∨ x2x3x4x5 ∨ x2x3x4x6 ∨ x3x5x6 ∨ x4x5x6
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10. x1x2x3x6∨x1x2x4x5∨x1x2x4x6∨x1x2x5x6∨x1x3x4x5∨x1x3x4x6∨x1x3x5x6∨
x1x4x5x6 ∨ x2x3x4x5 ∨ x2x3x4x6 ∨ x2x3x5x6 ∨ x2x4x5x6 ∨ x3x4x5x6

11. x1x2x3x4x5 ∨ x4x6 ∨ x5x6

12. x1x2x3x4x5 ∨ x3x4x6 ∨ x5x6

13. x1x2x3x4x5 ∨ x2x3x4x6 ∨ x5x6

14. x1x2x3x6 ∨ x4x5 ∨ x4x6 ∨ x5x6

15. x1x2x4x5 ∨ x3x4x5 ∨ x4x6 ∨ x5x6

16. x1x3x4x5 ∨ x2x3x4x5 ∨ x4x6 ∨ x5x6

17. x1x2x3x4x5 ∨ x3x6 ∨ x4x6 ∨ x5x6

18. x1x2x3x6 ∨ x3x4x5 ∨ x4x6 ∨ x5x6

19. x1x2x4x6 ∨ x3x4x5 ∨ x3x4x6 ∨ x5x6

20. x1x3x4x5 ∨ x2x3x4x5 ∨ x3x4x6 ∨ x5x6

21. x1x2x3x4x5 ∨ x2x3x6 ∨ x4x6 ∨ x5x6

22. x1x2x3x6 ∨ x2x3x4x5 ∨ x4x6 ∨ x5x6

23. x1x2x3x4x5 ∨ x2x4x6 ∨ x3x4x6 ∨ x5x6

24. x1x2x4x6 ∨ x2x3x4x5 ∨ x3x4x6 ∨ x5x6

25. x1x3x4x6 ∨ x2x3x4x5 ∨ x2x3x4x6 ∨ x5x6

26. x1x2x3x4x5 ∨ x2x3x4x6 ∨ x3x5x6 ∨ x4x5x6

27. x1x2x3x5 ∨ x3x6 ∨ x4x5 ∨ x4x6 ∨ x5x6

28. x1x2x6 ∨ x3x4x5 ∨ x3x6 ∨ x4x6 ∨ x5x6

29. x1x2x4x5 ∨ x3x4x5 ∨ x3x6 ∨ x4x6 ∨ x5x6

30. x1x2x3x4x5 ∨ x2x6 ∨ x3x6 ∨ x4x6 ∨ x5x6

31. x1x2x6 ∨ x2x3x4x5 ∨ x3x6 ∨ x4x6 ∨ x5x6

32. x1x2x3x5 ∨ x2x3x6 ∨ x4x5 ∨ x4x6 ∨ x5x6

33. x1x3x6 ∨ x2x3x4x5 ∨ x2x3x6 ∨ x4x6 ∨ x5x6

34. x1x2x3x6 ∨ x2x4x5 ∨ x3x4x5 ∨ x4x6 ∨ x5x6
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35. x1x2x4x5 ∨ x2x3x6 ∨ x3x4x5 ∨ x4x6 ∨ x5x6

36. x1x4x6 ∨ x2x3x4x5 ∨ x2x4x6 ∨ x3x4x6 ∨ x5x6

37. x1x3x4x5 ∨ x2x3x4x5 ∨ x2x3x6 ∨ x4x6 ∨ x5x6

38. x1x2x4x5 ∨ x2x4x6 ∨ x3x4x5 ∨ x3x4x6 ∨ x5x6

39. x1x3x4x5 ∨ x2x3x4x5 ∨ x2x4x6 ∨ x3x4x6 ∨ x5x6

40. x1x2x3x6 ∨ x2x4x6 ∨ x3x4x5 ∨ x3x4x6 ∨ x5x6

41. x1x2x3x4x5 ∨ x2x5x6 ∨ x3x4x6 ∨ x3x5x6 ∨ x4x5x6

42. x1x2x5x6 ∨ x2x3x4x5 ∨ x3x4x6 ∨ x3x5x6 ∨ x4x5x6

43. x1x3x4x6 ∨ x2x3x4x5 ∨ x2x3x4x6 ∨ x3x5x6 ∨ x4x5x6

44. x1x2x3x5 ∨ x2x4x5 ∨ x3x4x5 ∨ x3x6 ∨ x4x6 ∨ x5x6

45. x1x2x3x4 ∨ x2x3x5 ∨ x3x6 ∨ x4x5 ∨ x4x6 ∨ x5x6

46. x1x2x3x5 ∨ x2x3x6 ∨ x2x4x5 ∨ x3x4x5 ∨ x4x6 ∨ x5x6

47. x1x2x3x6 ∨ x2x4x5 ∨ x2x4x6 ∨ x3x4x5 ∨ x3x4x6 ∨ x5x6

48. x1x2x4x5 ∨ x2x3x6 ∨ x2x4x6 ∨ x3x4x5 ∨ x3x4x6 ∨ x5x6

49. x1x5x6 ∨ x2x3x4x5 ∨ x2x5x6 ∨ x3x4x6 ∨ x3x5x6 ∨ x4x5x6

50. x1x2x4x6 ∨ x2x5x6 ∨ x3x4x5 ∨ x3x4x6 ∨ x3x5x6 ∨ x4x5x6

51. x1x3x4x5 ∨ x2x3x4x5 ∨ x2x5x6 ∨ x3x4x6 ∨ x3x5x6 ∨ x4x5x6

52. x1x2x4x5 ∨ x1x2x4x6 ∨ x1x3x4x5 ∨ x2x3x4x5 ∨ x3x4x6 ∨ x5x6

53. x1x2x4x6 ∨ x1x3x4x5 ∨ x1x3x4x6 ∨ x2x3x4x5 ∨ x2x3x4x6 ∨ x5x6

54. x1x2x3x6 ∨ x1x2x4x5 ∨ x1x2x4x6 ∨ x3x4x5 ∨ x3x4x6 ∨ x5x6

55. x1x2x3x5 ∨ x1x2x3x6 ∨ x1x2x4x5 ∨ x2x4x6 ∨ x3x4x5 ∨ x3x4x6 ∨ x5x6

56. x1x2x4x6 ∨ x1x2x5x6 ∨ x1x3x4x6 ∨ x2x3x4x5 ∨ x2x3x4x6 ∨ x3x5x6 ∨ x4x5x6

57. x1x2x5x6 ∨ x1x3x4x6 ∨ x1x3x5x6 ∨ x2x3x4x5 ∨ x2x3x4x6 ∨ x2x3x5x6 ∨ x4x5x6

58. x1x2x4x5 ∨ x1x2x6 ∨ x1x3x6 ∨ x2x3x6 ∨ x3x4x5 ∨ x4x6 ∨ x5x6

59. x1x2x4x5 ∨ x1x2x6 ∨ x1x3x4x5 ∨ x2x3x4x5 ∨ x3x6 ∨ x4x6 ∨ x5x6

60. x1x2x3x5 ∨ x2x3x6 ∨ x2x4x5 ∨ x2x4x6 ∨ x3x4x5 ∨ x3x4x6 ∨ x5x6
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61. x1x2x3x5 ∨ x1x2x3x6 ∨ x1x4x5 ∨ x2x4x5 ∨ x3x4x5 ∨ x4x6 ∨ x5x6

62. x1x2x3x5 ∨ x1x2x4x5 ∨ x1x3x6 ∨ x2x3x6 ∨ x3x4x5 ∨ x4x6 ∨ x5x6

63. x1x2x3x4 ∨ x2x3x5 ∨ x2x3x6 ∨ x2x4x5 ∨ x3x4x5 ∨ x4x6 ∨ x5x6

64. x1x2x3x6∨x1x2x4x5∨x1x2x4x6∨x2x5x6∨x3x4x5∨x3x4x6∨x3x5x6∨x4x5x6

65. x1x2x3x5∨x1x2x4x5∨x1x4x6∨x2x3x6∨x2x4x6∨x3x4x5∨x3x4x6∨x5x6x1x2x3x5
∨ x1x2x3x6 ∨ x1x4x6 ∨ x2x4x5 ∨ x2x4x6 ∨ x3x4x5 ∨ x3x4x6 ∨ x5x6

66. x1x2x4x5∨x1x2x4x6∨x1x3x4x5∨x2x3x4x5∨x2x5x6∨x3x4x6∨x3x5x6∨x4x5x6

67. x1x2x4x6∨x1x3x4x5∨x1x3x4x6∨x2x3x4x5∨x2x3x4x6∨x2x5x6∨x3x5x6∨x4x5x6

68. x1x2x3x4∨x1x2x3x5∨x1x4x6∨x2x3x6∨x2x4x5∨x2x4x6∨x3x4x5∨x3x4x6∨x5x6

69. x1x2x3x5∨x1x2x3x6∨x1x2x4x5∨x2x4x6∨x2x5x6∨x3x4x5∨x3x4x6∨x3x5x6∨
x4x5x6

70. x1x4x6∨x2x3x4∨x2x3x5∨x2x3x6∨x2x4x5∨x2x4x6∨x3x4x5∨x3x4x6∨x5x6

The following code written in Wolfram Language was used to enumerate all thresh-

old functions from Tn for n ≤ 6. First, all non-congruent positive functions were enumer-

ated.

mo no to neF unc t i on s [ varsNum ] := Module [{} ,

e x p r e s s i o n s = {False , True } ;

I f [ varsNum == 1 , e x p r e s s i o n s , 0 ] ;

v a r s = Array [ x , varsNum ] ;

xn = Last [ v a r s ] ;

pe rmutVars = Permutat ions [ v a r s ] ;

(∗ enumera te a l l d i s t i n c t monotone f u n c t i o n s ∗ )

Do [

newExs = L i s t [ ] ;

Do [

Do [

I f [ Boo leanConve r t [ ex1 | | ex2 , ”DNF” ] == ex2 ,

newEx = Boo leanConve r t [ ex1 | | ex2 && xi , ”DNF” ] ;

AppendTo [ newExs , newEx ] ]

, {ex2 , e x p r e s s i o n s } ]

, {ex1 , e x p r e s s i o n s } ] ;

e x p r e s s i o n s = newExs
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, { xi , v a r s } ] ;

Export [ ” monotone ( 5 ) a l l . t x t ” , e x p r e s s i o n s , ” L i s t ” ] ;

P r i n t [ ” D e l e t e exs wi th < n v a r s ” ] ;

P r i n t [ TimeObjec t [Now ] ] ;

(∗ d e l e t e a l l e x p r e s s i o n s w i t h < n v a r i a b l e s ∗ )

i = 1 ;

While [ i <= Length [ e x p r e s s i o n s ] ,

I f [ Length [ B o o l e a n V a r i a b l e s [ Part [ e x p r e s s i o n s , i ] ] ]

< varsNum ,

e x p r e s s i o n s = Drop [ e x p r e s s i o n s , { i } ] , i = i + 1 ] ] ;

(∗ d e l e t e a l l i s o m o r p h i c e x p r e s s i o n s ∗ )

P r i n t [ ” D e l e t e i s o m o r p h i c exs ” ] ;

P r i n t [ TimeObjec t [Now ] ] ;

Do [

I f [ i >= Length [ e x p r e s s i o n s ] − 1 , Break [ ] ] ;

t e s t E x = Part [ e x p r e s s i o n s , i ] ;

p e r m u t a t i o n s = a l l P e r m u t a t i o n s [ t e s t E x , va r s , pe rmutVars ] ;

p e r m u t a t i o n s = Drop [ p e r m u t a t i o n s , {1} ] ;

I f [ Length [ p e r m u t a t i o n s ] == 0 , Continue [ ] ] ;

Do [

Do [

fEx = f i n d E x p r e s s i o n [ e x p r e s s i o n s , t e s t P e r m , j ] ;

I f [ fEx > 0 ,

e x p r e s s i o n s = Drop [ e x p r e s s i o n s , { fEx } ] ; Break [ ] , 0 ] ;

I f [ j >= Length [ e x p r e s s i o n s ] , Break [ ] ]

, { j , i + 1 , Length [ e x p r e s s i o n s ] } ]

, { t e s t P e r m , p e r m u t a t i o n s } ] ;

I f [ i >= Length [ e x p r e s s i o n s ] − 1 , Break [ ] ]

, { i , Length [ e x p r e s s i o n s ] } ] ;

P r i n t [ Length [ e x p r e s s i o n s ] ] ;

e x p r e s s i o n s

]

f i n d E x p r e s s i o n [ l i s t 1 , e x p r e s s i o n 1 , i n d e x 1 ] :=

Module [{ e x p r e s s i o n = e x p r e s s i o n 1 ,

r e s ,

i tem ,

l i s t = l i s t 1 ,
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l i s t L e n g t h ,

i n d e x = in de x1 } ,

r e s = F a l s e ;

l i s t L e n g t h = Length [ l i s t ] ;

I f [ l i s t L e n g t h − i n d e x < 0 , Return [ r e s ] ] ;

Do [

i t em = Part [ l i s t , i ] ;

I f [ TautologyQ [ E q u i v a l e n t [ e x p r e s s i o n , i t em ] ] ,

r e s = i ; Break [ ] ] ,

{ i , index , l i s t L e n g t h } ] ;

Return [ r e s ]

]

a l l P e r m u t a t i o n s [ e x p r e s s i o n 1 , v a r s 1 , pe rmu tVar s1 ] :=

Module [{ e x p r e s s i o n = e x p r e s s i o n 1 ,

v a r s = var s1 ,

e x p r e s s i o n s ,

pe rmutVars = permutVars1 ,

permutCount , va r sCount ,

xn ,

p ,

p e r m u t L i s t ,

permut ,

fEx ,

ex } ,

v a r s C o u n t = Length [ v a r s ] ;

I f [ v a r s C o u n t == 0

| | Length [ B o o l e a n V a r i a b l e s [ e x p r e s s i o n ] ] == 0 ,

Return [{ e x p r e s s i o n } ] ] ;

xn = Last [ v a r s ] ;

permutCount = Length [ pe rmutVars ] ;

p e r m u t L i s t = L i s t [ ] ;

Do [

permut = L i s t [ ] ;

Do [

AppendTo [ permut , Part [ va r s , i ] −> Part [ p , i ] ]

, { i , v a r s C o u n t } ] ;

AppendTo [ p e r m u t L i s t , permut ]

, {p , pe rmutVars } ] ;
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e x p r e s s i o n s = L i s t [ ] ;

Do [

ex = Replace [ e x p r e s s i o n , p , {0 , 1 0} ] ;

fEx = f i n d E x p r e s s i o n [ e x p r e s s i o n s , ex , 1 ] ;

I f [ fEx , 0 , AppendTo [ e x p r e s s i o n s , ex ] ]

, {p , p e r m u t L i s t } ] ;

Return [ e x p r e s s i o n s ] ;

]

f i n d I s o m o r p h i c [ l i s t 1 , e x p r e s s i o n 1 , v a r s , p e r m u t V a r s ] :=

Module [{ e x p r e s s i o n = e x p r e s s i o n 1 ,

p e r m u t a t i o n s ,

i tem ,

l i s t = l i s t 1 ,

r e s } ,

p e r m u t a t i o n s

= a l l P e r m u t a t i o n s [ e x p r e s s i o n , va r s , pe rmutVars ] ;

r e s = F a l s e ;

Do [

I f [ f i n d E x p r e s s i o n [ l i s t , i t em ] , r e s = True ; Return [ r e s ] ] ,

{ i tem , p e r m u t a t i o n s } ] ;

Return [ r e s ]

]

Then all obtained positive functions were checked whether they are threshold or

not. For threshold functions the set of essential points was found. The functions with the

minimum specification number were moved to the target list.

(∗ r e t u r n s min imal ones ( i f v a l u e = 1) or maximal z e r o s

( i f v a l u e = 0) f o r t h e t h r e s h o l d f u n c t i o n

c o r r e s p o n d i n g t o e x p r e s s i o n ∗ )

e x t r e m a l p o i n t s [ e x p r e s s i o n 1 , v a l u e ] :=

Module [{ e x p r e s s i o n = e x p r e s s i o n 1 ,

p o i n t s } ,

e x p r e s s i o n = Boo leanConve r t [ e x p r e s s i o n ,

I f [ v a l u e > 0 , ”DNF” , ”CNF” ] ] ;

v a r s = Sort [ B o o l e a n V a r i a b l e s [ e x p r e s s i o n ] ] ;

p o i n t s =

I f [ v a l u e > 0 ,
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( e x p r e s s i o n ) / . Or −> Lis t , ( e x p r e s s i o n ) / .

And −> L i s t ] ;

I f [ ! VectorQ [ p o i n t s ] , p o i n t s = { p o i n t s } ] ;

I f [ Length [ p o i n t s ] == 0 , p o i n t s = { e x p r e s s i o n } , 0 ] ;

v e c t o r s = L i s t [ ] ;

Do [

ones = Sort [ B o o l e a n V a r i a b l e s [ i ] ] ;

l i s t = L i s t [ ] ;

Do [

AppendTo [ l i s t ,

I f [ v a l u e > 0 , Boole [MemberQ [ ones , j ] ] ,

Boole [ ! MemberQ [ ones , j ] ] ] ] , { j , v a r s }
] ;

AppendTo [ v e c t o r s , l i s t ] , { i , p o i n t s }
] ;

v e c t o r s

]

sum [ v a r s , c o e f s ] := Module [{} ,

l i s t = v a r s ∗ c o e f s ;

Tota l [ l i s t ]

]

(∗ check i f e x p r e s s i o n c o r r e s p o n d s t o

a t h r e s h o l d f u n c t i o n ∗ )

i s t h r e s h o l d [ e x p r e s s i o n 1 , z e r o s 1 , ones1 , p r i n t 1 ] :=

Module [{ e x p r e s s i o n = e x p r e s s i o n 1 ,

ones = ones1 ,

z e r o s = ze ros1 ,

c o e f s ,

p r i n t = p r i n t 1 } ,

e x p r e s s i o n = BooleanMinimize [ e x p r e s s i o n ] ;

r e s u l t = True ;

I f [ TautologyQ [ e x p r e s s i o n ] | | TautologyQ [ ! e x p r e s s i o n ] ,

Return [ r e s u l t ] ] ;

I f [ Length [ z e r o s ] <= 0 ,

z e r o s = e x t r e m a l p o i n t s [ e x p r e s s i o n , 0 ] , 0 ] ;

I f [ Length [ ones ] <= 0 ,
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ones = e x t r e m a l p o i n t s [ e x p r e s s i o n , 1 ] , 0 ] ;

v a r s = Sort [ B o o l e a n V a r i a b l e s [ e x p r e s s i o n ] ] ;

c o e f s = Array [ a , Length [ v a r s ] ] ;

i n e q L i s t = L i s t [ ] ;

Do [ AppendTo [ i n e q L i s t , i > 0 ] , { i , c o e f s } ] ;

AppendTo [ i n e q L i s t , b > 0 ] ;

Do [ AppendTo [ i n e q L i s t , sum [ i , c o e f s ] >= b ] , { i , ones } ] ;

Do [ AppendTo [ i n e q L i s t , sum [ i , c o e f s ] < b ] , { i , z e r o s } ] ;

AppendTo [ c o e f s , b ] ;

e q u a t i o n s = FindIns tance [ i n e q L i s t , c o e f s , Reals ] ;

I f [ Length [ e q u a t i o n s ] > 0 , r e s u l t = True ;

I f [ p r i n t ,

P r i n t [ ” C o e f f i c i e n t s o f t h r e s h o l d i n e q u a l i t y \
a [ 1 ] x [ 1 ] + . . . + a [ n ] x [ n]>=b : ” ] ; P r i n t [ e q u a t i o n s ] ] ,

r e s u l t = F a l s e ] ;

r e s u l t

]

(∗ check i f e x p r e s s i o n c o r r e s p o n d s t o

a t h r e s h o l d f u n c t i o n ∗ )

i s t h r e s h o l d [ e x p r e s s i o n 1 , p r i n t 1 ] :=

Module [{ e x p r e s s i o n = e x p r e s s i o n 1 ,

ones ,

z e r o s ,

p r i n t = p r i n t 1 } ,

e x p r e s s i o n = BooleanMinimize [ e x p r e s s i o n ] ;

z e r o s = e x t r e m a l p o i n t s [ e x p r e s s i o n , 0 ] ;

ones = e x t r e m a l p o i n t s [ e x p r e s s i o n , 1 ] ;

i s t h r e s h o l d [ e x p r e s s i o n , z e r o s , ones , p r i n t ]

]

(∗ check i f p o i n t i s e s s e n t i a l f o r t h e t h r e s h o l d

f u n c t i o n c o r r e s p o n d i n g t o e x p r e s s i o n ∗ )

i s e s s e n t i a l [ e x p r e s s i o n 1 , z e r o s 1 , ones1 , p o i n t ] :=

Module [{ e x p r e s s i o n = e x p r e s s i o n 1 ,

z e r o s = ze ros1 ,

ones = ones1 } ,
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e x p r e s s i o n d = e x p r e s s i o n ;

minterm = True ;

v a r s = Sort [ B o o l e a n V a r i a b l e s [ e x p r e s s i o n ] ] ;

varsNum = Length [ v a r s ] ;

Do [ I f [ Part [ p o i n t , i ] > 0 ,

minterm = minterm && Part [ va r s , i ] ,

1 ] , { i , varsNum } ] ;

minterm = BooleanMinimize [ minterm ] ;

I f [MemberQ [ z e r o s , p o i n t ] ,

e x p r e s s i o n d = e x p r e s s i o n | | minterm ,

I f [MemberQ [ ones , p o i n t ] ,

(∗ I f t h e p o i n t i s a min imal one ∗ )

e x p r e s s i o n d = F a l s e ;

Do [

I f [MemberQ [ B o o l e a n V a r i a b l e s [ minterm ] , i ] , 0 ,

e x p r e s s i o n d = e x p r e s s i o n d | | minterm && i ]

, { i , v a r s } ] ;

Do [

I f [ p o i n t == i , Continue [ ] , 0 ] ;

te rm1 = True ;

Do [ I f [ Part [ i , j ] > 0 ,

te rm1 = term1 && Part [ va r s , j ] , 1 ] , { j ,

varsNum } ] ;

e x p r e s s i o n d = e x p r e s s i o n d | | term1 , { i , ones } ] ,

Return F a l s e ] ] ;

i s t h r e s h o l d [ BooleanMinimize [ e x p r e s s i o n d ] , F a l s e ]

]

(∗ r e t u r n s e s s e n t i a l p o i n t s o f t h e f u n c t i o n

c o r r e s p o n d i n g t o t h e e x p r e s s i o n ∗ )

e s s e n t i a l p o i n t s [ e x p r e s s i o n 1 , z e r o s 1 , o n e s 1 ] :=

Module [{ e x p r e s s i o n = e x p r e s s i o n 1 ,

ones = ones1 ,

z e r o s = z e r o s 1 } ,

e s s e n P o i n t s = L i s t [ ] ;

Do [ I f [ i s e s s e n t i a l [ e x p r e s s i o n , z e r o s , ones , i ] ,

AppendTo [ e s s e n P o i n t s , i ] , 0 ]

, { i , z e r o s } ] ;
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Do [ I f [ i s e s s e n t i a l [ e x p r e s s i o n , z e r o s , ones , i ] ,

AppendTo [ e s s e n P o i n t s , i ] , 0 ]

, { i , ones } ] ;

e s s e n P o i n t s

]

(∗ c h e c k s i f e x p r e s s i o n c o r r e s p o n d s t o

a t h r e s h o l d f u n c t i o n .

I f yes , t h e n r e t u r n s e x t r e m a l and e s s e n t i a l p o i n t s ∗ )

a n a l y z e [ e x p r e s s i o n 1 ] :=

Module [{ e x p r e s s i o n = e x p r e s s i o n 1 , z e r o s , ones } ,

e x p r e s s i o n = BooleanMinimize [ e x p r e s s i o n ] ;

numVars = Length [ B o o l e a n V a r i a b l e s [ e x p r e s s i o n ] ] ;

ones = e x t r e m a l p o i n t s [ e x p r e s s i o n , 1 ] ;

z e r o s = e x t r e m a l p o i n t s [ e x p r e s s i o n , 0 ] ;

t h r e s h o l d = F a l s e ;

I f [ i s t h r e s h o l d [ e x p r e s s i o n , z e r o s , ones , True ] != False ,

t h r e s h o l d = True ,

t h r e s h o l d = F a l s e ] ;

P r i n t [ ” I s f t h r e s h o l d ? ” ] ;

P r i n t [ t h r e s h o l d ] ;

I f [ ! t h r e s h o l d , 0 ,

e s s e n p o i n t s = e s s e n t i a l p o i n t s [ e x p r e s s i o n , z e r o s , ones ] ;

P r i n t [ ” I s f has minimum s p e c i f i c a t i o n number ? ” ] ;

P r i n t [ Length [ e s s e n p o i n t s ] <= numVars + 1 ] ;

P r i n t [ ” E x t r e m a l p o i n t s number : ” ] ;

P r i n t [ Length [ ones ] + Length [ z e r o s ] ] ;

P r i n t [ ” E s s e n t i a l p o i n t s number : ” ] ;

P r i n t [ Length [ e s s e n p o i n t s ] ] ;

P r i n t [ ” Minimal ones : ” ] ;

P r i n t [ Column [ ones ] ] ;

P r i n t [ ” Maximal z e r o s : ” ] ;

P r i n t [ Column [ z e r o s ] ] ;

P r i n t [ ” E s s e n t i a l p o i n t s : ” ] ;

P r i n t [ Column [ e s s e n p o i n t s ] ] ;

] ;

]
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(∗ I n s e r t t h e e x p r e s s i o n i n s i d e ” a n a l y z e [ . . . ] ” below

i n s t e a d o f t h e example e x p r e s s i o n ∗ )

a n a l y z e [ x1 && x2 | | x3 | | x4 ]

A sample of the output of the given code is following:

C o e f f i c i e n t s o f t h r e s h o l d i n e q u a l i t y

a [ 1 ] x [ 1 ] + . . . + a [ n ] x [ n]>=b :

{{ a [1]−>1 , a [2]−>1 , a [3]−>2 , a [4]−>2 ,b−>2}}
I s f t h r e s h o l d ?

True
Does f have t h e minimum s p e c i f i c a t i o n number ?

True
E x t r e m a l p o i n t s number :

5

E s s e n t i a l p o i n t s number :

5

Minimal ones :

{1 , 1 , 0 , 0}
{0 , 0 , 1 , 0}
{0 , 0 , 0 , 1}
Maximal z e r o s :

{0 , 1 , 0 , 0}
{1 , 0 , 0 , 0}
E s s e n t i a l p o i n t s :

{0 , 1 , 0 , 0}
{1 , 0 , 0 , 0}
{1 , 1 , 0 , 0}
{0 , 0 , 1 , 0}
{0 , 0 , 0 , 1}
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Appendix B

k-threshold functions and their
specifying sets

This appendix contains results of the author related to two-dimensional 2-threshold and

k-threshold functions from [48] and [49]. According to the notation in these papers we

denote by T(d, n, k) the class of k-threshold functions over Zdn and by T(d, n, ∗) the class

of k-threshold functions over Zdn for arbitrary k, i.e.

T(d, n, ∗) =
⋃
k≥1

T(d, n, k).

If k = 1 we will write T(d, n).

Let C be a class of {0, 1}-valued functions over some domain and let f ∈ C. The

teaching dimension of a class C is defined as

σ(C) = max
f∈C

σC(f),

where σC(f) is the specification number of f with respect to C. The teaching dimension of

a class of functions is an important learning property of the class. In machine learning, the

main goal of a learning algorithm with membership queries is to find any specifying set of

a target function f with respect to a concept class C. The algorithm succeeds if it queried

the values of the function in all points of some specifying set of the function. Therefore the

teaching dimension of the class C is a lower bound on the learning complexity of this class.

Denote by J(f, C) the number of minimal specifying sets of f with respect to the

class C. It is known, that the set of essential points of a threshold function is a specifying set

of this function. Together with the simple observation that any specifying set of a function

contains all its essential points, this imply that any threshold function have a unique minimal

specifying set, that is J(f,T(d, n)) = 1. The situation becomes different for k-threshold

functions when k ≥ 2. We illustrate this difference in the following example.
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(a) f is a 2-threshold function with M1(f) =
{(1, 2), (2, 2), (1, 3), (2, 3)}.
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(b) g is a 2-threshold function with M1(g) =
{(1, 2), (2, 2)}. g and f agree on S.

Figure B.1: The stars are the essential points of f . The black elements are the true points of
the corresponding function.

Example 100. Let f be a 2-threshold function over Z2
4 such that

M1(f) = {(1, 2), (1, 3), (2, 2), (2, 3)}.

The set of essential points of f is S = {(1, 1), (1, 2), (2, 1), (2, 2), (0, 3), (3, 3)}. This set

is not a specifying set because there exists a function g ∈ T(2, 4, 2) such that M1(g) =

{(1, 2), (2, 2)} and g agrees with f on S (see Fig. B.1). However, if we add any of the two

points (1, 3) and (2, 3) to S, then we obtain a minimal specifying set of f (see Fig. B.2)

with respect to T(2, 4, 2), and therefore J(f,T(2, 4, 2)) ≥ 2.

In this appendix we study combinatorial and structural properties of specifying sets

of k-threshold functions for k ≥ 2. In particular, we construct a sequence of functions from

T(2, n, 2) for which the number of minimal specifying sets grows as Ω(n2). On the other

hand, we show that any k-threshold function f has a unique minimal specifying set with

respect to T(d, n, ∗) coinciding with the set of essential points of f . In addition, we give

a general structural description of minimal specifying sets of such functions. For functions

in T(2, n, ∗) we refine the given structure and derive a bound on the size of the minimal

specifying sets. Finally, we show that any two-dimensional 2-threshold function that has a

unique pair of defining threshold functions has specification number at most 9.

The organization of the appendix is as follows. In Section B.1 we consider essential

points of the conjunction of arbitrary {0, 1}-valued functions f1, . . . , fk and their connec-

tion with essential points of these functions. In the beginning of Section B.2 we show that

in general a k-threshold function can have more than one minimal specifying set. The main

result of Section B.2 (Theorem 107) states that a minimal specifying set of a k-threshold
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(a) S ∪ {(1, 3)} is a minimal specifying set
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(b) S ∪ {(2, 3)} is a minimal specifying set

Figure B.2: The stars denote the points of the minimal specifying sets which consist of the
set of essential points S = {(1, 1), (2, 1), (1, 2), (2, 2), (0, 3), (3, 3)} and one more point.

function with respect to T(d, n, ∗) is unique and coincides with the set of its essential points.

The structure of this set is given as well. In Section B.3 we consider the class T(2, n, ∗)
and for a function f in the class we prove an upper bound on the size of the set of essential

points. Section B.4 is devoted to the two-dimensional 2-threshold functions with a unique

defining pair of threshold functions, where we show that for each of these functions any of

its minimal specifying sets is of size at most 9 and there can be Ω(n2) of different minimal

specifying sets.

B.1 The set of essential points of a {0, 1}-valued functions con-
junction

Since a k-threshold function is a conjunction of k threshold functions, it is interesting to

investigate the connection between essential points of threshold functions f1, . . . , fk and

essential points of their conjunction. In this section we prove several claims that establish

this relationship. For a natural k > 1 and a class C of {0, 1}-valued functions we denote by

Ck the class of functions which can be presented as the conjunction of k functions from C.

We denote the set of essential points of f with respect to the class C by S(f, C) or

by S(f) when C is clear. Let also Sν(f) = S(f) ∩Mν(f).

Claim 101 ([48]). Let C be a class of {0, 1}-valued functions over a domainX and f1, . . . , fk ∈
C. Then for the function f = f1 ∧ · · · ∧ fk and each i ∈ [k] we have

S1(fi, C) ∩M1(f) ⊆ S1(f, Ck).
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Claim 102 ([48]). Let C be a class of {0, 1}-valued functions over a domainX and f1, . . . , fk ∈
C. Then for the function f = f1 ∧ · · · ∧ fk and each i ∈ [k] we have

S0(fi, C) ∩
⋂
j 6=i

M1(fj) ⊆ S0(f, Ck).

Claim 103 ([48]). Let C be a class of {0, 1}-valued functions over a domainX and f ∈ Ck.

If there exists a unique set f1, . . . , fk ∈ C such that f = f1 ∧ · · · ∧ fk, then for each i ∈ [k]

we have

S(fi, C) ⊆
⋂
j 6=i

M1(fj).

Corollary 104 ([48]). Let C be a class of {0, 1}-valued functions over a domain X and

f ∈ Ck. If there exists a unique set f1, . . . , fk ∈ C such that f = f1 ∧ · · · ∧ fk then

k⋃
i=1

S0(fi, C) ⊆ S0(f, Ck)

and
k⋃
i=1

S1(fi, C) ⊆ S1(f, Ck).

B.2 Specifying sets for functions in T(d, n, ∗)

In this section we prove that for k, d ≥ 2 the teaching dimension of T(d, n, k) is nd and

present functions attaining this bound. Then we consider the class T(d, n, ∗) and show that

for a function f ∈ T(d, n, ∗) the set of its essential points with respect to T(d, n, ∗) is also

a specifying set, and therefore it is a unique minimal specifying set of f with respect to

T(d, n, ∗).

Lemma 105 ([48]). Let f : Zdn → {0, 1} be a function such that 1 ≤ |Vert(P (f))| ≤ 2

and P (f) ∩M0(f) = ∅. Then f is k-threshold for any k ≥ 2.

In [4] it was established that the teaching dimension of a class containing the empty

set and N singleton sets is at least N . This result and Lemma 105 give us the teaching

dimension for T(d, n, k) for k ≥ 2:

Corollary 106. σ(T(d, n, k)) = nd for every k ≥ 2.

For a polytope P denote by B(P ) the set of integer points on the border of P and

by Int(P ) the set of internal integer points of P . For f ∈ T(d, n, ∗) denote by D(f) the set

{x ∈M0(f) : Conv(P (f) ∪ {x}) ∩M0(f) = {x}}.
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Theorem 107 ([48]). Let f ∈ T(d, n, ∗) and d, n ≥ 2. Then

S(f,T(d, n, ∗)) =

Zdn, M1(f) = ∅;

Vert(P (f)) ∪D(f), M1(f) 6= ∅;

and S(f,T(d, n, ∗)) is a unique minimal specifying set of f .

Lemma 108 ([48]). Let f ∈ T(d, n, k) for some d, k ≥ 2 and let M1(f) = {x′}. Then

S(f,T(d, n, k)) = {x′} ∪ {x ∈ Zdn : GCD(|x1 − x′1|, . . . , |xd − x′d|) = 1},

S(f,T(d, n, k)) is a unique specifying set of f with respect to T(d, n, k), and

|S(f,T(d, n, k))| = Θ(nd).

B.3 Specifying sets for functions in T(2, n, ∗)

In the previous section we proved that for a function in T(d, n, ∗), where d ≥ 2, the set of

its essential points is also the unique minimal specifying set. In this section we consider the

class T(2, n, ∗) and describe the structure of the set of essential points for a function in this

class. We also give an upper bound on the size of this set.

Let us consider an arbitrary function f ∈ T(2, n, ∗). Note that P (f) can be the

empty set, a point, a segment or a polygon. Let P (f) be a segment or a polygon, that is

|M1(f)| > 1, and let a1x1+a2x2 = a0 be the edge equation for an edge e of P (f). Without

loss of generality we may assume that GCD(a1, a2) = 1. Denote by edge inequality for

edge e the inequality a1x1 + a2x2 ≤ a0 or/and a1x1 + a2x2 ≥ a0 if it holds for all points

of P (f). Note that if P (f) is a segment, then it has one edge but two edge inequalities

corresponding to the edge. If P (f) is a polygon, then it has exactly one edge inequality for

each edge. Hence, the number of edge inequalities for P (f) is equal to the number of its

vertices.

Let f be a function from T(2, n, ∗) with |M1(f)| > 1 and let

ai1x1 + ai2x2 ≤ ai0, i = 1, . . . , |Vert(P (f))|

be edge inequalities for P (f). The extended edge inequality for an edge e of P (f) is

a1x1 + a2x2 ≤ a0 + 1, where a1x1 + a2x2 ≤ a0 is the corresponding edge inequality for

e. By P ′(f) we denote the following extension of P (f)

{x = (x1, x2) : ai1x1 + ai2x2 ≤ ai0 + 1, i = 1, . . . , |Vert(P (f))|}.
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We also denote

∆P (f) = P ′(f) \ P (f).

It follows from the definition that P ′(f) contains P (f), and for every straight line `′ con-

taining an edge of P ′(f) there exists an edge in P (f) belonging to the closest parallel to

the `′ straight line which contains integer points.

If P is a polygon then denote by P(P ) the perimeter of P .

The following claim uses the Pick’s formula (see [47]) for the area of a convex

polygon P with integer vertices:

Area(P ) = Int(P ) +
B(P )

2
− 1.

Claim 109 ([48]). Let f ∈ T(2, n, ∗) and Area(P (f)) > 0. ThenD(f) = ∆P (f)∩M0(f).

Corollary 110 ([48]). Let f ∈ T(2, n, ∗) and Area(P (f)) > 0. Then

S(f,T(2, n, ∗)) = (∆P (f) ∩M0(f)) ∪ Vert(P (f)).

Corollary 111 ([48]). Let f ∈ T(2, n, ∗) and Area(P (f)) > 0. Then

S(f,T(2, n, ∗)) = O(n).

The following claim establishes the relationship between the perimeters of P (f) and

P ′(f) to help us to estimate the size of the set of essential points of a function in T(2, n, ∗).

Claim 112 ([49]). Let P and P ′ be a convex polygon with integer vertices and its extension

respectively. Then

P(P ′) < 5P(P ) +
4

sin min
v∈Vert(P )

q(v,P )
2

.

Corollary 113 ([49]). Let P be a convex polygon with integer vertices, E be a rectangle

with integer vertices such that P ⊆ E. If P ′ is the extension of P then

length(b(P ′) ∩ E)) < 5P(P ) +
4

sin qmin(P,E)
2

+ 8,

where qmin(P,E) = min
v∈Vert(P )\b(E)

q(v, P ).

In what follows we will use qmin(P,E) to estimate the teaching dimension of a

k-threshold function. In the case, when E = Z2
n we will write qmin(P ).

Theorem 114 ([49]). Let f ∈ T(2, n, ∗) and Area(P (f)) > 0. Then

|S(f,T(2, n, ∗))| = O

(
min

(
n,P(P (f)) +

1

qmin(P (f))

))
.
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Example 115 ([48]). Consider a function f ∈ T(2, 12, ∗) (see Fig. B.3). The grey set is

∆P (f). The black stars are the points of Vert(P (f)) and the white stars are the points of

∆P (f) ∩M0(f).

The estimation has been given for the functions with at most one true point and for

the functions f with non-null area of P (f). The functions f for which P (f) is a segment

are considered in the following lemma.

Lemma 116 ([49]). Let f ∈ T(2, n, ∗), |M1(f)| > 1. If there exist integer numbers a, b, c

such that GCD(a, b) = 1 and ax1 + bx2 + c = 0 for each (x1, x2) ∈M1(f), then

S(f) = {v1, v2} ∪ {v1 ± (b,−a), v2 ± (b,−a)} ∩M0(f)∪

∪{(x1, x2) ∈M0(f) : |ax1 + bx2 + c| = 1},

where Vert(P (f)) = {v1, v2} and

|S(f)| ≤ 2n

max(|a|, |b|)
+ 4.

From Lemma 108, Corollary 111, and Lemma 116 it follows

Theorem 117 ([49]). If f ∈ T(2, n, ∗), then

σT(2,n,∗)(f) =

Θ(n2), |M1(f)| ≤ 1,

O(n), |M1(f)| > 1.

Claim 118 ([48]). Let f ∈ T(2, n, ∗) and M1(f) > 1. Then f is a |Vert(P (f))|-threshold

function and the sets of essential points of f with respect to T(2, n, ∗) and T(2, n, |Vert(P (f))|+
1) coincide.

Example 119 ([48]). Consider a function f ∈ T(2, n, 4) withM1(f) = {(1, 1), (1, 2), (2, 1)}
(see Fig. B.4). We have Vert(P (f)) = {(1, 1), (1, 2), (2, 1)} and f is a 3-threshold function.

Further,

∆P (f)∩Z2
4 = {(0, 0), (1, 0), (2, 0), (3, 0), (0, 1), (3, 1), (0, 2), (2, 2), (3, 2), (0, 3), (1, 3)},

and hence S(f,T(2, n, ∗)) = Z2
4 \ {(3, 2), (2, 3), (3, 3)} = S(f,T(2, n, 4)).

B.4 Specification number of two-dimensional 2-threshold func-
tions

In this section we consider 2-threshold functions over Z2
n and their specification number.

We will split the class of 2-threshold functions into two main parts and estimate their spec-
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Figure B.3: The grey shape is ∆P (f), the stripped region is P (f).
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Figure B.4: The grey shape is ∆P (f), the stripped region is P (f).
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ification number separately.

Let f be a threshold function over Z2
n and let a0, a1, a2 be real numbers which are

not all zero. We call the line a1x1 + a2x2 = a0 an i-separator (or just separator) of f if

there exists i ∈ {0, 1} such that

x = (x1, x2) ∈Mi(f)⇐⇒ a1x1 + a2x2 ≤ a0.

For example, a separating line of f defines a 1-separator of f . Let us prove some properties

of separators of threshold functions.

It is known [3] that |S(g)| ∈ {3, 4} and |S1(g)|, |S0(g)| ∈ {1, 2} for any g ∈
T(2, n) and the 1-valued essential points of g are adjacent vertices of P (g).

Claim 120 ([48]). Let f be a threshold function over Z2
n. For any i ∈ {0, 1} there exists an

i-separator of f which contains all points of Si(f).

Claim 121 ([48]). Let f be a threshold function over Z2
n and let ` be an i-separator for f

for some i ∈ {0, 1}. Then Vert(Conv(` ∩ Z2
n)) ⊆ Si(f).

Theorem 122 ([48]). Let f ∈ T(2, n, 2), M1(f) ∩ B(Conv(Z2
n)) 6= ∅, and let f1, f2 be

threshold functions such that f = f1 ∧ f2,

S(f1) ∩M0(f2) = ∅

and

S(f2) ∩M0(f1) = ∅.

Then {f1, f2} is a unique pair of functions defining f and

σT(2,n,2)(f) ≤ 9.

Remark 123 ([48]). Theorem 122 also holds when the domain is a convex subset of Z2
n.

Corollary 124 ([48]). Let f ∈ T(2, n, 2) and there is a unique set of threshold functions

{f1, f2} defining f . If M1(f) ∩B(Conv(Z2
n)) 6= ∅, then

σT(2,n,2)(f) ≤ 9.

The following theorem proves that the number of minimal specifying sets of 2-

threshold functions can grow as Ω(n2).

Theorem 125 ([48]).
max

f∈T(2,n,2)
J(f,T(2, n, 2)) = Ω(n2).
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Figure B.5: An example of f (24), the black points are the points of M1(f), the grey region
is R(n), the stripped region is P (f).

Proof. The sketch of the proof is following. Let

m = m(n) =

⌊
n− 1

4

⌋
.

For n ≥ 21 let f (n) ∈ T(2, n, 2) be defined by the following system of inequalities:−3x1 − 4x2 ≤ −25,

3x1 + 4x2 ≤ 12m− 1.

It is easy to see that f (n) has 8 essential points and this set of points with any point

from the triangle R(n) ⊂ Conv(Z2
n) (see Fig. B.5) forms a minimal specifying set of f (n).

Further it is not hard to prove thatR(n) consists of Ω(n2) integer points. Hence, the number

of minimal specifying sets of f (n) grows as Ω(n2).
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B.5 Conclusion

In this appendix we investigated structural and combinatorial properties of essential points

and specifying sets of k-threshold functions.

We proved that for each k ≥ 2 the class T(d, n, k) contains functions with a min-

imal specifying set of size Θ(nd). We considered two-dimensional 2-threshold functions

and proved that the set of essential points of such a function is not necessary a minimal

specifying set. Moreover we showed that the number of minimal specifying sets can grow

as Ω(n2). Also for two-dimensional 2-threshold functions we showed that any function,

that has a unique pair of threshold functions defining it, has at most 9 elements in a minimal

specifying set. It would be interesting to estimate the proportion of the functions with this

property in the class of 2-threshold functions.
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