
warwick.ac.uk/lib-publications  
 

 

 

 

 

 

A Thesis Submitted for the Degree of PhD at the University of Warwick 

 

Permanent WRAP URL: 

 

http://wrap.warwick.ac.uk/161646 

 

 

 

 

 

Copyright and reuse:                     

This thesis is made available online and is protected by original copyright.  

Please scroll down to view the document itself.  

Please refer to the repository record for this item for information to help you to cite it. 

Our policy information is available from the repository home page.  

 

For more information, please contact the WRAP Team at: wrap@warwick.ac.uk  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  



 

Development of Methodology and Test 

Platform for Local Energy System 

Analysis and Optimal Operation  

by 

Songshan Guo  

Thesis 

Submitted to The University of Warwick 

For the degree of  

Doctor of Philosophy 

In the subject of 

Engineering 

 

University of Warwick 

Coventry, CV4 7AL 

 

June 2021



Table of Contents 

TABLE OF CONTENTS................................................................................................................... I 

ACKNOWLEDGEMENTS............................................................................................................ IV 

DECLARATION............................................................................................................................... V 

ABSTRACT ..................................................................................................................................... VI 

LIST OF ABBREVIATION ........................................................................................................ VIII 

LIST OF FIGURES .......................................................................................................................... X 

LIST OF TABLES ........................................................................................................................ XIV 

CHAPTER 1 INTRODUCTION ...................................................................................................... 1 

1.1 Background and Motivation ............................................................................................. 2 

1.2 Research Objectives .......................................................................................................... 5 

1.3 Thesis Structure ................................................................................................................ 6 

1.4 Publication and Presentations ........................................................................................... 9 

CHAPTER 2 LITERATURE REVIEW ........................................................................................ 10 

2.1 Introduction of Power System Evolution and Revolution............................................... 11 

2.1.1 The Driving Force of Power System Evolution and Revolution .......................................... 12 

2.1.2 Evolution of Electricity Market with the Evolution and Revolution of Power Systems ...... 15 

2.2 Internet of Things (IoT) Technology for Power System ................................................. 17 

2.3 Challenges and Solutions Presenting in Local Energy System ....................................... 21 

2.3.1 Modelling and Simulation Methods of Local Energy System ............................................. 21 

2.3.2 Automating Industrial Challenges and Solutions in Local Energy System .......................... 25 

2.3.3 Techno-Economic Assessment in Local Energy System ..................................................... 26 

2.4 Forecasting Methods in Local Energy System ................................................................ 29 

2.4.1 Load Forecasting ................................................................................................................. 29 

2.4.2 Generation Forecasting ........................................................................................................ 30 

2.5 Uncertainty Management ................................................................................................ 32 

2.5.1 Probabilistic methods .......................................................................................................... 32 

2.5.2 Scenarios generation ............................................................................................................ 35 

2.6 Scheduling Optimisation Algorithm ............................................................................... 37 

2.7 Relation with my work.................................................................................................... 40 

2.8 Summary ......................................................................................................................... 42 

CHAPTER 3 DEVELOPMENT OF IOT AND HIL CO-SIMULATION PLATFORM FOR 

LOCAL ENERGY SYSTEM STUDY AND ANALYSIS ............................................................. 44 

3.1 Introduction ..................................................................................................................... 45 

3.2 Current Challenges of HIL and IoT Techniques in LES Simulation .............................. 46 

3.2.1 HIL Techniques and Challenges in LES simulation ............................................................ 46 



ii 

 

3.2.2 IoT Techniques and Challenges in LES Simulation ............................................................ 49 

3.3 The Development of Co-Simulation System .................................................................. 50 

3.3.1 IoT System Integration ........................................................................................................ 51 

3.3.2 Implementation of Time Synchronization ........................................................................... 53 

3.3.3 IoT System Security ............................................................................................................ 55 

3.3.4 Data Compression ............................................................................................................... 56 

3.3.5 Simulator Development ....................................................................................................... 60 

3.4 Cases Study ..................................................................................................................... 64 

3.4.1 Case Study of Simulator ...................................................................................................... 64 

3.4.2 Case study of Co-Simulation System .................................................................................. 68 

3.5 Summary ......................................................................................................................... 73 

CHAPTER 4 OPTIMAL SCHEDULING OF CHP-BASED ENERGY SYSTEM ................... 75 

4.1 Introduction ..................................................................................................................... 76 

4.2 Uncertainties of Energy Supply and Demand ................................................................. 76 

4.2.1 Demand Uncertainties ......................................................................................................... 77 

4.2.2 Supply Uncertainties............................................................................................................ 78 

4.3 Modelling of CHP-based Energy System ....................................................................... 79 

4.3.1 Introduction of CHP-Based Energy System ........................................................................ 79 

4.3.2 Problem Formulation and System Modelling ...................................................................... 80 

4.4 Scenarios Generation for Scheduling Optimisation ........................................................ 85 

4.5 Case Study ...................................................................................................................... 87 

4.5.1 Test System ......................................................................................................................... 87 

4.5.2 Scenarios Generation ........................................................................................................... 91 

4.5.3 Optimal Operation Strategies for Different Scenarios ......................................................... 92 

4.5.4 Sensitivity Analysis of the Impact of Battery Capacity ..................................................... 101 

4.6 Summary ....................................................................................................................... 102 

CHAPTER 5 TECHNO-ECONOMIC STUDY OF SOLAR ENERGY INTEGRATION TO 

LOCAL ENERGY SYSTEM ........................................................................................................ 104 

5.1 Introduction ................................................................................................................... 105 

5.2 Modelling of Local Energy System .............................................................................. 105 

5.3 Introduction of UoW Power System ............................................................................. 112 

5.3.1 Power Distribution System ................................................................................................ 112 

5.3.2 Current Solar PV Installation in UoW ............................................................................... 113 

5.3.3 Current Balance Mechanism of Power Flow in UoW........................................................ 114 

5.4 Techno-Economic Study of Solar PV Integration ......................................................... 117 

5.4.1 Correlation Analysis .......................................................................................................... 118 

5.4.2 Analysis of Extended Solar PV Integration ....................................................................... 119 

5.5 Impact of Solar PV Integration on Current UoW Power System .................................. 128 

5.5.1 Modelling of UoW Power Distribution Network ............................................................... 128 

5.5.2 Results and Analysis .......................................................................................................... 130 

5.6 Summary ....................................................................................................................... 137 



iii 

 

CHAPTER 6 STUDY ON LOCAL ENERGY SYSTEM WITH A P2P TRADING 

MECHANISM ................................................................................................................................ 140 

6.1 Introduction ................................................................................................................... 141 

6.2 Hierarchical P2P Architecture ...................................................................................... 142 

6.2.1 Unstructured Hierarchical P2P Architecture...................................................................... 142 

6.2.2 Structured Hierarchical P2P Architecture .......................................................................... 143 

6.2.3 Hybrid Hierarchical P2P Architecture ............................................................................... 145 

6.3 P2P Electricity Trading Mechanism ............................................................................. 146 

6.4 Two-layer P2P Trading Architecture in Local Energy System ..................................... 148 

6.5 Case study ..................................................................................................................... 152 

6.5.1 Convergence Verification .................................................................................................. 153 

6.5.2 Study of Trading Mechanism in Local Energy System ..................................................... 154 

6.6 Summary ....................................................................................................................... 163 

CHAPTER 7 CONCLUSIONS AND FUTURE WORK ........................................................... 164 

REFERENCE ................................................................................................................................. 168 

 

  



iv 

 

Acknowledgements 

 

I would like to thank my Ph.D. supervisor, Professor Jihong Wang. I am heartily 

thankful for her continuous support throughout the process of this research. Professor 

Jihong Wang offered her help in the development of the quasi-steady model and 

various optimisation strategies for local energy system. She guided me to different 

approaches for resolutions of research difficulties and strength my confidence to be 

persistent in accomplishing goals. 

 

I would like to thank Dr Nan Jia for providing a support on my research work. I wish 

to thank Mark Jarvis and Joel Cardinal for opening the access to university meter 

data and providing the financial support to do the techno-economic analysis of solar 

integration. From the Power and Control Systems Research Lab, I would like to thank 

my colleagues including Dr Mark Dooner, Dr WeiHe, Dr Decai Li and Dr Dacheng 

Li for their support, suggestions and friendship throughout my time here. 

 

I would also like to thank my entire family for their emotional and financial support 

from China. I also owe deepest gratitude to my wife, Clare. Clare had made UK 

homelike for me. Finally, I offer my regards and blessings to all of those who have 

supported me in any respect during the completion of the research. 

 

 

 

         Songshan Guo 

         June 2021 

  



v 

 

Declaration 

 

I hereby declare that the material in this thesis has not been submitted for a higher 

degree at any other university. This thesis entirely contains research work carried out 

by Mr Songshan Guo under the supervision of Professor Jihong Wang, unless 

references are given. 

Some parts of this thesis were included in the following published papers:  

Songshan Guo, Jihong Wang,” The Modelling and Optimization of Distributed 

Network Based on Source-Limit Infrastructure,” Applied Energy Symposium: MIT 

A+B, May 22-24,2019. 

 

 

 

 

 

 

 

 

 

Signed........ ............. (Candidate) Date...... June 2021.......... 

  



vi 

 

Abstract 

In 2018, UK achieved 33% of its power generation from renewable energy (not 

including nuclear) and the wind power generation reached 38% on 9th Dec 2019. 

However, transportation and heating sectors almost remain unchanged compared 

with 20 years ago. Therefore, to achieve the UK government goal of “net zero 

emission by 2050”, the three coupled energy sectors of electrical power, 

transportation and heating must be examined in an integrated systemic way. The 

challenges of systemically evaluating the local energy system includes the modelling 

and simulation of coupled energy sectors, the plan and optimization of combined 

energy system and the innovative power trading mechanism. To address these 

challenges, this thesis focuses on analysis and optimisation of local energy system 

and its cooperation with heat supply and local power generation. The main 

contributions of the thesis are summarized as follows.  

The work starts from development of a co-simulation system for local energy systems 

by combining the Internet-of-Things (IoT) and Hardware-in-the-Loop (HIL) 

techniques. This provides a platform to test and verify various methods and analysis. 

The platform takes the advantages of the capability HIL to be able to conduct mixed 

mathematical and physical modelling study.  With the support of IoT system, the 

simulation/test platform can bring massive real-operation data to the model which 

extended the power of the test platform.  

Using the campus energy system data, scheduling optimisation of Combined Heat 

and Power (CHP) based local energy system is conducted which is to reduce the 

energy cost while the system is subject to energy demand and supply uncertainties. 

A combined scenario generation method is proposed to enable Probability Density 

Function (PDF) was handled and discretized conveniently. A scheduling multi-

objective linear programming problem is formulated with the consideration of 

practical constraints to minimize the energy cost by avoiding importing electricity 

from grid at the high tariff period and the optimisation of CHP plant operation can 

reduce natural gas consumption which is achieved with adding electrical energy 

storage to the system.  

Techno-economic analysis is conducted to explore whether it is economic and 

technical viable to have solar PV integration with the existing CHP power supply and 
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what the optimal capacity is for a system with the known CHP power generation 

capacity. The study also investigates how the solar integration impact on the existing 

power distribution network.  The work has its significance to LES planning, design 

and management. The study will use Warwick University campus energy system data 

acquired from data server of co-simulation system for analysis and strategy 

development.  

A P2P electricity trading mechanism with hierarchical P2P architecture is proposed 

with the aim to enhance revenue of prosumers by applying a game theory in pricing 

competition. This trading mechanism is to motivate prosumers to actively take part 

in the proposed architecture of trading. Finally, a few cases studies are used to verify 

the proposed electricity trading mechanism. 
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1.1 Background and Motivation 

Energy sector is now facing great challenges in meeting the continuous growth in 

energy demand and the green-gas emission reduction target. It is predicted that the 

global energy demand will increase from 13.8 billion tonnes oil equivalent (toe) in 

2016 to 19.3 billion toes in 2040 [1]. If “business as usual” continues in energy sector, 

CO2 emissions would increase from 32.1 billion tonnes to 42.7 billion tonnes per 

year, which conflicts with the COP 21 Paris agreement (2015) emission target [2]. 

According to the Department for Business, Energy and Industrial Strategy’s (BEIS) 

latest energy trends data , renewables’ share of electricity generation was 47% during 

the quarter, up from 35.9% in the first quarter of 2019 [3]. However, transportation 

and heating sectors almost remain unchanged compared with 20 years ago. 

Therefore, to achieve the UK government goal of “net zero emission by 2050”, the 

three coupled energy sectors of electrical power, transportation and heating must be 

examined in an integrated systemic way.  The transition moving towards to 

sustainable energy through the accelerated adoption of clean energy technologies and 

energy efficiency practice requires the engagement multifaceted factors from 

scientific, financial, industrial, and public-policy communities. As illustrated in 

Fig.1.1 [4], the transition is influenced by complex coupling factors, including 

government policies, investment, technology progress and innovation, and 

environmental restrictions and people.  
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Fig. 1.1 Illustration of factors affecting the progress towards sustainble energy [4] 

To address the decarbonisation challenges, it is essential to consider the whole energy 

process including production, conversion, delivery and consumption. The thesis 

focuses on analysis and optimisation of power systems at the distribution network 

level and its co-operation with heat supply and local power generation. Power system 

is currently experiencing great changes and transformation, that is, it is moving from 

one-way power flow to two directional power flow. Also, Smart Grid was proposed 

15 years ago [5] to introduce the new concept to enable electricity consumers having 

active roles in electrical system management. The main trend of changes is 

summarised as follows: 

1) Rapidly increased penetration of distributed electricity power generation 

With the increase of local power generation such as solar, bio-fuel and CHP, the 

electricity power flow at the distribution level becomes bi-directional and the 

consumers are no longer pure electricity users since they can generate power and 

feed power to network [6]. This transformation generates great impact onto power 

system operation and makes the power system from transmission to distribution 

more difficult to plan ahead in terms of optimal operation [7]. For example, it is 

hard to predict the load demand due to its coupling with local generation and 

various uncertain variables associated with it. The power system operation and 

management become more complex; meanwhile, this also brings new 
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opportunities to the power system management [8]. Local generation, electricity 

storage and flexible load can participate the power system operation to reduce the 

power flow congestion, delay investment of over headlines and provide urgent 

power need to enhance the power system resilience. So, the challenging task is 

how to encourage local generation from green energy sources and also de-risk 

uncertainties caused by distributed power generation.  

2) Urgent demand on intelligent data communication and management mechanisms 

With the need of more and more decentralised electricity power management, the 

coordination of the distributed system and power grid (transmission and 

distribution) requires reliable, efficient and secured data communication and 

management mechanism and platform ([9],[10]). It is found that this is one of the 

most active areas in technology innovation and entrepreneur emerging. Although 

the implementation of those communication infrastructures is growing rapidly in 

terms of data volume and processing power, it is immature and requires much 

research effort for innovation and development[11].   

3) Evolution of DNO to DSO 

With increases of small-scale local power generation from renewable power 

sources, more consumers become prosumers and actively participate in demand 

side management. To accommodate the power flow management changes, the 

electricity market is undergoing reform aiming to provide prosumers an 

innovative system/platform. Virtual Power Plant (VPP) emerged with the 

transformation which aggregates the distributed generation and flexible load into 

a recognizable quantity to have its significance in electricity market[12]. 

Aggregation of smaller generation and load brings more prosumers to electricity 

market and generate another dimension of flexibility. In addition to aggregation, 

some local energy trading concepts are also proposed, such as peer to peer (P2P), 

to allow the independence of prosumers to interact with their local peers, which 

encourages “generating locally and consuming locally”[13]. As mentioned earlier, 

it is urgent to reduce CO2 emission from heating and transportation. So, the 

integrated approach for local energy systems to coordinate electricity, heating and 

transportation becomes inevitable. The current Distribution Network Operators 

(DNO) has to extend the role to cope with the complexity caused by local 
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generators, local energy trading and coordination wider perspective of power 

systems. Therefore, DNO is evolving to Distributed System Operator (DSO). 

DSO will be in the front line to deal with flexible demand and operate networks 

with synthesising Dispatchable Resources (DR) to ensure local power system 

optimal operation and formulate VPP to support grid optimal operation [14].  

4) Pushing for electricity market reform 

In recent years, UK policy in the electricity market reform helps reduce the capital 

cost and attract investment to potentially risky new renewable power industries 

[15]. The current reformed electricity market policy is still not able to cope with 

the complexity of electricity and power sectors [16]. The electric power system 

had been implemented following a business model of vertically integrated 

monopoly management for a long time. The core of this reform was to decompose 

main functions of power generation, transmission and distribution into 

independent entities in commercial operations, to commercialise electricity 

power, electric quantity, transmission services as well as auxiliary services in 

order to realise calculate accurately via electricity price as far as possible, to 

measure all kinds of operations of power system by economic scale. 

 

On the other hand, the reform needs to examine the current subsidy policies. The 

current Contracts for Difference scheme is the government’s main mechanism for 

supporting low-carbon electricity generation, the Department for Business, Energy 

& Industrial Strategy said the fourth round of the contracts for difference scheme in 

late 2021 would aim to double the capacity to 12 gigawatts of renewable energy 

compared to the 5.8GW at the previous auction in 2019 [17]. With renewable energy 

volumes increase, the power generation is not constant in either time or space, so the 

need will be less for subsidy and more for pricing which is capital-efficient but better 

reflects system value. 

1.2 Research Objectives 

 

The thesis will address the challenges faced by the power system evolution and 

reform and aims to explore new optimal solutions for local energy system with multi-

energy sources. The work of this thesis is helpful to deliver a greener, zero carbon 
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electricity system at a lower cost to consumers. A key focus is enabling whole system 

flexibility through the distributed system which we operate, unlocking the 

opportunities of distributed power sources, storage. The aim will be achieved via the 

following specified objectives: 

1) To develop a co-simulation system for verification and validation of optimal 

scheduling and electrical trading mechanism in local energy system. The co-

simulation system aims to provide a generic, scalable, yet easily customized 

solution for power hardware-in-loop simulation. 

2) To investigate the optimal operation planning via techno-economic analysis of 

multi-energy source systems. Extensive studies will be conducted to develop 

optimal operation strategy for a combined heating and electrical energy system 

with further analysis on optimal capacity analysis of battery energy storage 

integration.  

3) To analyse the optimal integration of solar PV to the existing energy system and 

investigate its impact on current local energy system via techno-economic 

analysis. Also, the impact arising from solar PV integration on distribution 

power network voltage will be analysed.  

4) To investigate the design of an electricity trading mechanism at the local energy 

system level. Peer-to-Peer (P2P) electricity trading business model that emerged 

as a platform-based scheme aiming to encourage the integration of distributed 

power sources is proposed. With P2P electricity trading, prosumers can share the 

benefits with the communities that they belong to, further encouraging the 

consumption and deployment of distributed power sources. 

 

1.3 Thesis Structure  

The structure of this thesis is as follows: 

Chapter 2 reviews the evolution of power system, the driving factors of the revolution, 

challenges and techniques to address these challenges in power system. The 

evolution and revolution of power system is introduced and these factors, 

government policies, investment, technology progress and innovations, and people 

are driving these changes. In return, the revolution of electricity market is necessary 

with the revolution of power system. IoT techniques reviewed in this chapter are 
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playing an impotent role in this process. However, the evolution and revolution of 

power system also brings new and different challenges including modelling of power 

system, control and optimization and techno-economic analysis. To address the 

challenges, a few techniques which will be used in following chapters are introduced 

and reviewed. 

 

Chapter 3 is to build a power co-simulation system of Local power system by 

combining the IoT techniques and HIL techniques. Taken the advantages of both 

mathematical and physical models, Hardware-in-the-loop (HIL) simulation becomes 

a trend in industry. Even though some attempts of improving HIL simulation have 

been done for the validation and testing of LES, current HIL techniques still meet 

several challenges as described in chaper3. IoT has the potential to solve the 

challenges of HIL system, which will be studied in chapter3. to build a power co-

simulation system of LES by combining the IoT techniques and HIL techniques. The 

co-simulation platforms will help to address the uncertainties in UK future energy 

scenarios, such as the impact of distributed power sources on transmission and 

distribution system, the stability analysis of distributed power architecture and IoT 

interface and the verification and validation of smart grid concept. 

 

Chapter 4 focuses on how to optimise the scheduling of CHP-based system by 

considering the uncertainties of energy supply and demand to achieve a minimum 

operation cost. The challenges of operation and plan of power system need to be 

addressed in the process of power system evolution. Innovative power management 

systems and algorithms have to be developed due to the more and more distributed 

power system. However, the uncertainties of the electricity, heat load and some 

intermittent energy sources highly affect the optimal scheduling and planning of 

power system. a programming model was presented for optimising the annual 

operation cost in CHP-based energy system with hybrid energy resources under 

energy demand and supply uncertainties. The future power system includes different 

types of power sources and most of them are intermittent power sources, this 

optimization strategy will explore the economic dispatch with the uncertainties of 

power sources and demand. 
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The work presented in chapter 5 is to conduct techno-economic analysis to explore 

whether it is economic and technical viable to have solar PV integration with the 

existing CHP power supply and what the optimal capacity is for a system with the 

known CHP power generation capacity. The study is also to investigate how the solar 

integration impact on the existing power distribution network. The work has its 

significance to local/regional planning, design and management.  

 

In chapter 6, an introduction of hierarchical Peer-to-Peer (P2P) structure that is 

commonly used for the large-scale and complex LES is provided. Then, a P2P 

electricity trading mechanism with hierarchical P2P architecture is proposed with the 

aim to enhance revenue of prosumers by applying a game theory in pricing 

competition. In order to balance the pricing between customers and suppliers, the 

asymptotic Shapley value which is well-known solution and general method for 

ensuring an equitable division is treated as the core of the coalitional game. This 

trading mechanism is to motivate prosumers to actively take part in the proposed 

architecture of trading. Finally, a few cases studies are used to verify the proposed 

electricity trading mechanism. 

 

Chapter 7 concludes this thesis.  
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2.1 Introduction of Power System Evolution and Revolution 

The evolution and revolution of power system is fundamentally a process of power 

networks forming and extending in the context of technological innovation and 

development requirements with support from complementary systems of capital, 

institutions and information. The first power system was demonstrated by George 

Westinghouse and William Stanley on 20 March,1886, with wires strung on trees 

along the town’s walks to light a few buildings[18]. Then, around 300 central 

generation station was running to supply AC electricity by 1890. By the 1960s, the 

power system became very large and highly interconnected, with thousands of 

generation stations delivering electricity to major load centres via high power 

transmission lines. However, the supply of electricity, especially at peak times, could 

not meet the demand, resulting poor electricity quality, such as power cuts, blackouts 

and brownouts in some areas from 1970s to 1990s [19]. Towards the end of the 20th 

century, the necessary redundancy and peaking generators were used to relieve the 

supply pressure at peak times. These redundant technologies in the power system 

resulted in high costs to the electricity company, which were passed on to consumers 

in the form of increased tariffs. In general, for the 20th century power systems, fossil 

fuel power lends to centralised power systems, requiring long supply lines (rail or 

pipeline) to provide a constant supply of fuel and significant economies of scale in 

thermal energy production. These supply lines and huge power plants require 

enormous concentrations of capital, considering not only power generation but also 

control and operation of the grid. 

Since the early 21st century, the improvement on information communication 

technology helped resolve the limitation and reduce costs of the power system. The 

peak power prices are no longer to be averaged out and passed on to all the customers. 

The track of power consumption of each customer enables more feasible traceability 

during peak power usage. As a result, small business pays more than the average 

electricity bill since they consume more electricity during the peak time. In parallel, 

the concerns over environmental damage from fossil fuel-fired power stations are 

growing. Massive carbon dioxide which is the main contributor to climate change is 

released into the atmosphere when fossil fuels are burned. Climate change is a serious 

environmental threat that may contribute to coastal flooding, more frequent and 

extreme heat waves, more intense droughts, an increase in the number of severe 
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storms, and the increased spread of infectious diseases. Furthermore, in some rural 

areas, the geographical conditions and population density limit the development of 

central electricity generation. These leads to a desire to use large amounts of 

renewable energy, such as wind and solar power.  

Now, a significant increase in the penetration of small units of distributed generation 

has been witnessed on electricity networks, motivated by a higher demand of 

environmental protection and a gradual process of liberalisation on the energy 

market. The electricity landscape in which we operate is undergoing a period of 

significant and rapid change as the power system moves away from a historical 

reliance on large, centralised thermal power generation and price insensitive 

consumption towards a greater diversity of supply and flexibility of demand than 

ever before, as shown in Fig.2.1. In the past, electricity flowed from large 

transmission-connected generation, through passive distribution networks to the end 

consumer. The future power system will be a sophisticated and intelligent 

infrastructure, connecting a range of new technologies and more active consumers, 

while maintaining overall resilience and reliability. 

 

Fig. 2.1 The landscape of power systems (past vs. future) [20] 

2.1.1 The Driving Force of Power System Evolution and Revolution 

Many current trends are expected to be continuing, bringing more distributed energy, 

fast charging/discharging storage devices and hybrid generation systems to power 
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systems. These changes may be driven by the factors including government policies, 

investment, technology progress and innovations, and people. 

1) Government policies: - In June 2019, parliament passed legislation requiring the 

government to reduce the UK's net emissions of greenhouse gases by 100% 

relative to 1990 levels by 2050 [21]. The actions include improved energy 

efficiency to reduce electricity demand. Financial support for low carbon 

technology (Contract for Difference, Renewable Obligation certificate, 

Frequency response service, grants for new electric vehicles etc.) continues to 

support changes in these areas. Also, the Paris Agreement signatories have set 

multinational goals to combat climate change within their own capabilities ([22] 

[23]). The European Commission launched “A Framework Strategy for a 

Resilient Energy Union with a Forward-Looking Climate Change Policy” in 

February 2015 [24]. In October 2014, EU leaders finally agreed on three key 

targets for year 2030: (1) at least 40% cuts in greenhouse gas emissions (from 

1990 levels), (2) at least 27% share for RE, and (3) at least 27% improvement in 

energy efficiency [25]. In July 2018, the countries of France, Spain and Portugal 

agreed that there would be a strategic role of interconnections to add value in 

Europe, to honour commitments related to the Paris Agreement, and to promote 

convergence between Member States [26]. 

2) The cost reduction of distributed generations: - In most parts of the world, the 

renewable energy has become the lowest-cost resources for power generation. In 

2018, the global Levelised Cost Of Electricity (LCOE) for hydropower, onshore 

wind were all at the lower-end of the fossil-fuel cost range, so that those 

technologies competed head-to-head with fossil fuels, even in the absence of 

financial support (As shown in Fig.2.2). The costs of solar and wind continue to 

fall; with auction and Power Purchase Agreement (PPA), it predicts that by 2020 

or 2022, solar and wind will be highly competitive in electricity market. The 

global weighted-average LCOE of utility-scale solar PV has fallen by 77% 

between 2010 and 2018 and cost reductions continue to be driven by both declines 

in solar PV module prices and balance of system costs. Around 45 GW of new 

onshore wind was commissioned at a global weighted-average LCOE of USD 

0.056/kWh, which was 13% lower than the value for 2017 in 2018 [27]. In 
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comparison, the LCOE of offshore wind slightly decreased by 1%. For projects 

to be commissioned in 2020, 77% of the onshore wind project capacity and 83% 

of the utility-scale solar PV in the IRENA auction and PPA database have costs 

that are lower than the cheapest fossil fuel-fired power generation option for new 

generation. 

 

Fig. 2.2 The LCOE for projects and global weighted average values for CSP, solar 

PV, onshore and offshore wind, 2010–2022 [27] 

3) Changes of end users’ role: - The end users’ role is shifting from pure consumers 

to prosumer with the drive of smart tariff and the innovation of communication 

techniques. deregulation measures and the rise of digital technologies have 

empowered consumers to take an active role in managing electricity patterns 

([28],[29]). From the customer survey in [30], the majority of end users (80%) 

indicated that they care about the use of renewable energy. The number of people 

who is willing to buying the renewable energy is constantly increasing. In 

addition, more flexible capacity is available for end users with the increase in-

home technologies, such as electrical vehicles, battery storage and micro-CHP. 

This means that end users could provide their flexible capacity directly as 

flexibility potential, thus being active participants in the energy market [31].  

4) The advance in digital technology:- The development of digital technology, such 

as Internet of Things (IoTs) ([32],[33]), Blockchains ([34],[35]) and digital energy 

currency [36], make the flexible and secured two-way communication feasible in 
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electrical market. Digital technologies offer an array of opportunities to benefit 

individual companies, the system suppliers, energy consumers and the 

environment (Fig.2.3) [37]. It provides the potential to integrate variable energy 

resources into one control unit via digital sensors and digital information system. 

In addition, digital techniques are expected to reduce power system costs in 

different ways: reducing O&M costs; improving network efficiency; reducing 

unplanned outages and downtime; extending the operational lifetime of assets. 

 

Fig. 2.3 Impact of digitalisation on electricity sector assets [37] 

2.1.2 Evolution of Electricity Market with the Evolution and Revolution of Power 

Systems 

Many countries have established electricity markets to regulate the trade of electricity 

and boost economic efficiency. However, renewable energy resources 

characteristics, such as production variability and low-predictability, zero marginal-

cost of generation, and strong site-specificity, result in multiple technical and 

economic challenges for the current electricity market [38]. Although traditional 

passive consumers are becoming ‘prosumers’ — proactive consumers with 

distributed energy resources, actively managing their consumption, production and 

storage of energy with the evolution of electricity landscape, it is still an unsolved 

challenge on how to coordinate vast numbers of distributed energy resources, each 
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with different owners and characteristics [39]. The individual prosumer and small-

scale generators have little impact on the transmission level but on distribution 

network and the increased cost of complexity of data communication and 

infrastructure may outweigh the potential benefits. In addition, the risk of market 

price fluctuations commonly hedges in the large suppliers instead of individual level 

since individuals' ability to fight risks is weak and cannot be dispersed.  

From prosumers’ perspective, the benefit can be gained by shifting their flexibilities 

to become service suppliers. In that case, they can reduce their electricity bill by 

timely shifting their demand to be in line with the variations of load balance need. 

However, prosumers who have the potential to participate in the electricity market 

may let their systems go off-grid if they cannot get benefits or reasonable shared 

revenues from the distributed power system. In that case, the peak demand still needs 

to be compensated by the main power network even though most of time the main 

grid’s ability to compensate for peak demand is not used. This is kind of waste of 

resources for both prosumers and service suppliers. So, coordinating the flexible 

capacity of each prosumer to reduce the electricity demand and power losses have 

obvious potential for mitigating the waste of resources.  ([40],[41]).  

The current prosumers need to buy or sell their electricity via the middle layer 

(retailers). In that case, prosumers do not know the sources of electricity which may 

be cheaper than current tariff used or they cannot get the better quotes while they 

have extra electricity to feed in. Peer-to-Peer (P2P) trading is regarded as a way to 

bring the benefit to prosumers. P2P electricity trading allows prosumers to trade 

electricity with other prosumers directly. It is strongly proposed under a collaborative 

economy principle as the structure that facilitates the exchange of commons amongst 

all peers [43]. P2P denies a decentralised structure where all peers cooperate with 

what they have available for commons-based producing, trading or distributing a 

good or service [42]. P2P trading platforms allow small suppliers to compete with 

traditional providers of goods and services and get benefits from shared economies 

[44]. P2P structure may lead to a rethink of the top-down hierarchical structure used 

for previous grid operation. This new form of market can benefit all participants in 

the electric power system. The first opportunity is that the introduction of such new 

market mechanism also creates the possibility of having new business models. 

Currently, the retail market is lack of competition in many countries, for which the 
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P2P market mechanism can be a solution [45]. This will lead to retail companies to 

adapt their roles in the new market. Furthermore, the grid operators or service 

suppliers can benefit from such a market mechanism by deferring small-scale 

investment in new lines and equipment. One of the advantages is that grid can be 

strengthened by all market participants rather than reinforcing the grid via operator’s 

investment [46]. 

2.2 Internet of Things (IoT) Technology for Power System 

The Internet of Things (IoT) is a system of interrelated computing devices, 

mechanical and digital machines provided with Unique Identifiers (UIs) and the 

ability to transfer data over a network without requiring human-to-human or human-

to-computer interactions [47]. To simplify, the IoT transforms physical objects into 

smart devices to collect, communicate, monitor and interpret information from their 

surroundings in real time. In power sector, IoT techniques, underpinning a historic 

transformation, will lead to a cleaner, more distributed and intelligent power system. 

Improved availability of data across the whole chains of power system from supply 

to demand enables the evolution of power system, as shown in Fig.2.4. IoT offers the 

flexibility between supply and demand with high penetration of various renewable 

energy resources by using vast quantities of granular data. By using IoT to connect 

and control load demand, end users can participate in balancing services, which in 

return assists in maintaining grid stability and reliability. More importantly, IoT 

technology enables the power system becoming more flexible, increasing the 

potential of collaboration between the devices and systems, which will help improve 

energy efficiency, reduce costs, and improve stability. 
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Fig. 2.4 Areas that IoT can make difference 

2.2.1.1 IoT in power generation  

 

Reliability, efficiency, minimum environmental impacts, and timely maintenance are 

the main challenges face by power plants [48]. The aging of power system puts more 

pressure on those challenging tasks. Especially for large aged power generation 

stations, it is hard to replace the device in terms of the cost and compatibility. 

Equipping with IoT facilities will contribute to optimal and safe operation of power 

generation stations [49]. With data collected via the IoT system, power stations can 

predict the potential failure via stochastic analysis and then allow the operator to take 

strategic measures before the failure occurs [50]. IoT systems are able to help to 

automatically detect the abnormal operations, which helps to minimize the 

maintenance period and cost. From [51], an existed power plant can save 50 million 

USD if it is equipped with an IoT system. 

Unpredictable power resources, such as solar PV, wind or tide, pose new challenges 

of power generation intermittence to power systems. IoT enables realising artificial 

intelligence algorithms throughout the entire power system to manage the 

intermittence and enables the data transmission from remote stations in real time. The 

historical generation data together with real-time collected data can improve the 

forecasting accuracy, which contributes to the flexible management of the power 

system [52]. In addition, the IoT offers flexibility in choosing between different 

power resources, such as CHP and Battery [53], solar and battery [54]. Cloud-based 

IoT makes the online analysis and computing beyond the region limitation so the 

marginal virtual power plant further improves the flexibility [55]. 
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2.2.1.2 IoT in Power Transmission and Distribution (T&D) 

 

The traditional T&D network faces the challenges in delayed outage response, slow 

emergency reactions, power losses and impact of DER integration [56]. Integrating 

IoT technologies can alleviate these challenges. Visualization is vital to the 

management of T&D network. IoT will offer more intelligent monitoring along with 

T&D network and provide real-time data in different formats including text, audio, 

video and photo. In that case, T&D operators can proactively respond to power 

outage, address the abnormal events and better account for DER integration. T&D 

network is transmitting from one directional power flow to bi-directional power flow, 

which brings more challenges for power flow coordination. IoT contributes to 

alleviate the pressure of congestion due to bi-directional power flow. Furthermore, 

IoT enables the T&D network to achieve more efficient and reliable operation by 

coordination between each T&D node. IoT devices and technologies in power T&D 

networks include smart meters, smart controllers, and various sensors. 

2.2.1.3 IoT in power consumption 

 

IoT techniques are the key drivers to promote traditional power networks to be 

smarter. Firstly, these smart power networks could help the end users to reduce their 

cost and CO2 emission. Secondly, the role of consumers is evolving since their power 

flexibility can participate in power system services, such as demand side response 

and frequency response. During this process, IoT integrated with computing 

techniques enables energy efficient communications between microgrid and the main 

power system. Intelligent IoT sensors that provide customers with meaningful power 

generation and usage data can helps consumers utilize power more efficiently, reduce 

power wastage, and control costs [57]. Additionally, IoT enables the coordination of 

power resources and load demand flexibly to improve energy efficiency and reduce 

cost and emission. Small-scale storage systems can help the end users to reduce their 

peak power consumption and compensate the fluctuation generated by intermittent 

resources, such as wind and solar PV. The charging and discharging process of 

energy storage can be optimised to save energy under the assistance of IoT 

communication and computing capacity [58]. 

2.2.1.4 IoT in electricity market 
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The complexity of the power grid has increased the requirements on the electricity 

trading market, requiring more flexible transactions and higher real-time 

performance. As a result, this trading system where energy is traded in shorter 

increments is more difficult to manage and requires a high level of automation. IoT 

system can enable the monitoring of remote various generation information and 

weather information, automatically send instructions based on generation prediction, 

provide operational data and corrections to operators. Algorithmic trading, or algo-

trading, is an emerging method of electricity trading [59]. Algorithmic trading is a 

method of executing orders using automated pre-programmed trading instructions 

accounting for variables such as time, price, and volume [60]. It uses auto-computing 

to deal with large scale transactions, accounting for variables such as time, price and 

volume to send small slices of the order out to the market over time. Currently, more 

than 50% of the trades conducted on the German intraday market are algo-trades 

[61]. Enabled by data collection and a communication system with IoT, algorithms 

are able to fine-tune positions in response to variable dynamic changes in market 

prices and changing forecasts, at lower cost than employing teams of human traders. 

2.2.1.5 Other impacts of IoT in power system 

 

The McKinsey Global Institute predicts that the total potential economic gain  of IoT 

will be in the range of $3.9 trillion to $11.1 trillion per year in 2025 [62]. It is 

predicted that $1.3 trillion of value in the electricity value chain from 2016 to 2025 

globally by IoT [63]. GE claims its IoT technologies when applied to new coal and 

gas fired power plants can increase fuel efficiency by 3%, power output by 2%, and 

reduce unplanned downtime by 5%, operation and maintenance costs by 25%, and 

fuel consumption during starts by 20% [64]. The deployment of distributed IoTs 

enables more distributed and green power resources to be connected into power 

systems, which will help reduce CO2 emissions [65]. On the other hand, new tools, 

including blockchain, edge computing paired with smart devices, can facilitate 

decentralized, peer-to-peer trading in micro-grid. These consequently optimise 

power flow and reduce power losses, which has a positive impact on the environment. 

For example, a study of the European market concluded that IoT has the potential to 

reduce emissions by 113 Mt of CO2 per year [66]. 
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2.3 Challenges and Solutions Presenting in Local Energy System 

2.3.1 Modelling and Simulation Methods of Local Energy System 

The power flow of LES is becoming more and more complex due to the penetration 

of distributed generations. To support the feasible power flow, innovative energy 

management systems and algorithms have to be developed. Although extensive 

evaluation on real system is essential in evaluating the performance, it may not be 

practical to perform these experiments on the actual power grid due to the 

complexity, safety concerns and the cost implications. To carry out this evaluation, 

tools that thoroughly cover the need for simulated and validated multi-sources and 

multiple time scales power system are necessary to prove the control concept. 

In recent years, many simulation tools and frameworks have been proposed. 

EnergyPLAN allows for distributed system modelling and optimisation of a multi-

power system to evaluate different scenarios, which is introduced in ([75],[76]). 

Many researchers studied the interaction and coordination between multi-power 

sources and variable demand by using GridLAB-D ([77],[78],[79]). The Mosaik 

framework [80] is a compatible simulation platform in which other models and 

simulators can be linked together to perform co-simulation.  

Due to the complexity of future distributed power systems that includes 

communication technology, edge computing and bidirectional power flow, the 

requirement of co-simulation environment (it is unclear about co- parties for 

simulation) is expected to be the main trend. EPOCHS [80] is a combination of PSLF 

(commercial electric simulator) with ns-2 (open-source communication-network 

simulator). This distributed simulation environment was developed to understand the 

impact of communication system on the distributed power flow. The architecture of 

EPOCHS is shown in Fig.2.5. 
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Fig. 2.5 Relationship between EPOCHS' components [80] 

EMTDC is a real-time power system simulator with a very detailed electrical model. 

PSCAD is used to simplify the development of EMTDC schemes. PSLF's simulation 

engine is very suitable for the study of the time step in milliseconds and the total 

simulation time in minutes or less. NS2 is a high-quality emulator that can create a 

variety of communication scenarios. NS2 can simulate the behavior of these 

protocols under various pressures. For example, when multiple applications share the 

network and communicate through the same router and communication link, it may 

be caused by contention for network resources. AgentHQ provides a unified 

environment to the agent and acts as an agent when the agent interacts with other 

EPOCHS components. Through it, agents can obtain and set power system values, 

and can send and receive messages to and from each other. RTI acts as the "glue" 

between all other components. It is responsible for simulation synchronization and 

routing communication between EPOCHS components. The time step model is used 

in EPOCHS, which is one of the simplest component synchronization techniques. In 

the time stepping model, each component combination will be executed until the 

preset simulation time is reached. When all alliance members have reached the target 

synchronization point, these alliance members can interact with each other by 
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sending messages through RTI. After the joint interaction is over, the RTI selects the 

time of the next synchronization point, and all simulators continue to execute. 

The main contribution is that it is the first time to combine the network simulation 

with the power system simulation. However, this combination is still hard to be used 

for Simulation analysis of highly decentralized power systems since it does not 

consider the computing burden on each component. In addition, it is limited to 

accurately analyses the characteristics of some components due to simplification of 

simulation model. Furthermore, no details on routing and availability of the 

communication link have been considered and analysed in regarding to the 

power system. Some description of simulation is represented by reduced-order 

mathematical models, fitted in a purely mathematical fashion. some models may 

have little or no physical basis. In that case, the role of the simulation is usually to 

test a proposed system up to the normal design limits and it is hard to reflect the 

actions of a real system in a complex power system.  

The concept of Hardware-in-Loop simulation may provide a way forward [81]. 

Hardware-in-the-loop simulation techniques can provide a form of rapid prototyping 

in which we start with a virtual prototype and move in stages towards a real prototype 

system involving the hardware and software of the final design [82]. Hardware-in-

Loop has been used extensively in different power system projects and analysis. The 

interactions between residential loads and the smart distributed system is evaluated 

based on smart home Hardware-in-Loop [83]. In this study, a novel co-simulation 

architecture that integrates PHIL with a larger distribution feeder simulation is 

proposed. The co-simulation architecture consists of three main components: the 

hardware, power model, and communication link. Distribution system electrical 

dynamics and PV Dynamic response are achieved by the power hardware-in-loop 

system. Power flow, thermal models of the houses, and stochastic patterns of other 

loads are simulated by GridLAB-D model. Current measurements from the inverters 

are sent back to GridLAB-D to update the software distribution system model and 

calculate the power flow of distribution system. The modular architecture allows for 

the substitution of other power system simulation tools, if desired. Like traditional 

PHIL simulation, closed-loop bandwidth is a key limitation of simulation accuracy 

and the types of interactions that can be effectively simulated. Another advantage is 
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the flexibility of this architecture. The flexibility to support arbitrary distribution 

feeders is demonstrated. The flexibility is also shown in the ability to physically 

separate various pieces of the co-simulation. However, the communication between 

each house is not taken into consideration so it is still hard to simulate the actual data 

transaction, such as transmission latency and data re-synchronization. 

In [84], the co-simulation system is developed to study, implement and validate the 

new control algorithms. As shown in Fig.2.6, this low voltage distribution system 

consists of three sub-networks: residential, industrial, and commercial and 

switches in between can be used for the combination of these sub-networks. In 

this research, each network is simulated in any one of the available real-time 

simulators available.  

 

Fig. 2.6 Residential and industrial subnetworks of distribution system interfaced 

with DERs [84] 

This system considers the impact of inter-connection of various subsystems, such as 

power, control, protection, and communication. Moreover, two communication 
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methods are compared in terms of latency, jitter and round-trip time to find the proper 

communication simulation solution. Besides this, the network emulation features 

which can be utilized to simulate and study the communication related issues in the 

power is provided in this system. One disadvantage of this system is its complexity, 

the co-simulation system is built on various isolated components and the interface is 

not user-friendly. In addition, the co-simulation platform is not compatible with other 

tools such as electricity market simulator to test and validate new management 

algorithms. 

2.3.2 Automating Industrial Challenges and Solutions in Local Energy System 

Automating industrial processes and supervisory control were applied in power 

acquisition systems in 1990s. This control is a general term for control of many 

individual controllers or control loops. It refers to a high level of overall monitoring 

of individual process controllers and  gives the operator an overall plant process view, 

and allows integration of operation between controllers. In this stage, this type of 

system contributed to the power sector by alleviating the risk of loss of production 

or blackout. The challenges of these system have low flexibility, low efficiency and 

high maintenance cost. The old automation system is hard to achieve the transmission 

of complex and secured data. For example, the old automation system shifted from 

proprietary to open systems which utilised standard communication protocols. This 

made it possible to connect third-party peripherals such as printers and disk drives to 

the system. The addition of the Internet Protocol (IP) also greatly enhanced the 

communication process. In comparison, with the introduction of the concept of 

Internet-of-Things (IoT), the automation system is also headed towards much higher 

levels of complexity and speed, improved security and scalability, and lower costs 

than ever before. 

However, current power systems bearing with high penetration of renewable 

resources need large amount of real-time data transmission to mitigate the effects of 

generation uncertainties. In addition, the age of equipment in the power sector and 

poor maintenance problems can lead to high level of energy losses and unreliability. 

IoT can contribute to reducing some of these challenges in the management of power 

plants [86]. By applying IoT system with real-time data communication, edge 
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devices are able to detect any failure in the operation or abnormal actions, alarming 

the need for maintenance. This increases reliability and efficiency of the system, in 

addition to reducing the cost of maintenance. Power balancing between demand and 

generation is a big challenge due to variability of supply and demand resulting in 

mismatch in different time scales in intermittent characteristics of solar/wind 

generation. IoT systems offer the flexibility in balancing generation with demand, 

which in turn can reduce the challenges of deploying variable renewable energy, 

resulting in higher integration shares of clean energy and less CO2 emissions. With 

the installation of IoT system, a more efficient use of energy can be achieved by using 

machine-learning algorithms that help determine an optimal balance of different 

supply and demand technologies [86]. Moreover, IoT has the potential to help the 

energy sector to transform from a centralised to a distributed, smart, and integrated 

energy system. This is a key requirement in deploying local, distributed resources as 

well as turning many small-scale end users of energy into prosumers by empowering 

local electricity trading [87]. 

2.3.3 Techno-Economic Assessment in Local Energy System 

The technical and economic performance will be affected in distributed LES due to 

the integration of variable energy sources One of the challenges in a distributed 

system with high penetration of distributed energy sources will impact on existing 

power system connected to. Large-scale of distributed power system connected to 

grid is proved both a threat and a challenge for maintaining safe and stable operation 

of electric power systems [89]. Voltage assessment of distributed power systems has 

been performed using various mathematical formulations collectively known as the 

voltage stability indices [96]. Most academic literature on the impact of distributed 

resources has primarily studied a single source ([90],[91],[92],[93]). In these reported 

researches, location, sizing, number of distributed sources and excited infrastructure 

determines the voltage stability and power losses. For some weak distributed power 

systems, storage techniques are commonly used to compensate the negative effect 

([94],[95]). However, most studies have been limited to statistical analyses that are 

yet to be validated by simulations. Furthermore, many of the assumptions are based 

on the experience of system operators. The experience is not guaranteed to remain 

valid as the distribution system evolves. Overall, these studies indicate a lack of 



27 

 

holistic assessment methods that are necessary to successfully capture holistic 

assessment to distributed power system. 

Another challenge in the techno-economic assessment of distributed power systems 

with variable distributed energy sources, energy storage, and demand-side response 

is the quantitative determination and the coordination of operating reserves. 

Naturally, the DERs have their restrictions. So, it is essential to assume the flexible 

capacity that determines its ability to response the generation/load uncertainty or 

prediction error. One way is to increase the accuracy of load and generation 

forecasting which directly impacts the flexible capacity and different technologies 

are used to pursue more accurate results. 

Already, the optimal scheduling of energy sources in local energy system has been 

studied and analysed in different ways. In [97], A two-stage stochastic microgrid 

energy scheduling model is proposed to optimize the day-ahead energy flow in the 

first stage while managing the dynamic operations by considering the uncertainties 

of power sources in the second stage. one of the primary goals of this study is to 

minimize the operating costs with high reliability, by using a commercial 

optimization software. The Combined heat and power system is not considered. 

The operation strategy of energy system was focused on the interactions between 

energy system operator by a recursive two-level optimization technique [98]. The 

proposed model of energy hub uses a thermal model of building to apply demand 

response not only for electrical loads but also for thermal loads. The stochastic 

optimization method is used to solve the uncertainty problems. Energy storage 

systems were also considered to increase the flexibility of energy system. The 

uncertainty level of long-term supply and demand is much higher than that of short-

term supply and demand. In addition, it did not consider the gas system. 

In [99], A comprehensive renewable-based hybrid energy system including 

photovoltaic modules (PV), a wind turbine (WT), battery energy storage modules 

(BESS), electric vehicle chargers (EV), CHP, and a hydroelectric power plant is 

proposed, in an attempt to reduce the imbalance and ultimately minimize the cost of 

the portfolio considering risk factor. However, the environmental factors of the 

hybrid energy system and how to deal with uncertainty efficiently are not studied.  
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Generally, many studies [100],[101] have clearly indicated the importance of 

considering the effect of uncertainties in CHP-based system design. In fact, it is well-

known how inherent uncertainties, such as energy demands, energy supply, fuel price 

fluctuations, regulation, and so on, may affect the potential operation cost /benefits 

of energy system. In this regard, a robust optimization design method through a case 

study of a combined heat and power system is proposed [102]. In this study, the 

uncertainty of load demand of a single representative day is taken into account on a 

cogeneration system. In [103], it focuses on designing a community-level multi-

vector energy system by considering the situation of demand uncertainty regarding 

insufficient data. A combined energy system plan is proposed in [104], where the 

Monte Carlo simulation and MILP algorithm are used to deal with the risk 

management of the uncertainty of fuel cost and discount rate. Taking into account 

the fluctuation of hourly demand, the operation of CHP system of a building was 

optimised [105].  

In the above studies, long-term uncertainties in energy demand and supply are 

ignored and typical load and generation data are not considered for the long-term 

running of CHP systems. However, fluctuations in energy demand over the years 

may be significant and their effect on overall performance are worth to  be 

specifically evaluated. It would be ideal if the detail scheduling strategy is designed 

on long-term base. However, there are some challenges:1) the computation burden is 

high due to the complexity of system and the large number of data; 2) the 

optimisation strategy will be affected by the cases that rarely occur or are special; 3) 

the interconnection of variables among time steps will further increases the variation 

and complex of system. 

 

The proposed method of thesis divides the long-period data into different scenarios 

in units of days. Each scenario is divided into different timesteps according to the 

data interval. In each timestep, the probability of occurrence of a certain data can be 

calculated according to the distribution of historical data during this timestep or its 

probability distribution. many scenarios with different occurrence probabilities can 

be generated for each type of long-term data. For various types of data, these 

scenarios can be combined again to form new scenarios based on different probability 

distributions under various types of long-term data. The number of these scenarios 
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can reach several million and the sum of these scenarios’ occurring probabilities is 

100%. Some of these scenarios with high occurring probabilities are selected as the 

reference of scheduling optimisation. The predefined acceptance level will determine 

the number of selected scenarios and determine the level of characterise long-term 

data. In addition, the initial value of the state of all devices with storage (electricity 

storage or heat storage) function in each scenario is equal to value at the end.  

2.4 Forecasting Methods in Local Energy System 

2.4.1 Load Forecasting 

Short term to long term forecasting has become increasingly important because of 

the restructuring of power systems. However, load forecasting is challenged by data 

availability and reliability. The load series are complex and exhibits some random 

factors; the load demand is not only relevant to previous time step on the same day, 

but also interaction with the same hours on different days [106] below. Load 

forecasting techniques can be grouped into three main groups: traditional forecasting 

techniques, modified traditional techniques and soft computing techniques [107]. 

2.4.1.1 Regression model 

Regression is one of the most widely used statistical techniques. It is used to reveal 

the relationship of load demand and other factors such as weather data, load types. 

The mathematical model is as follows: 

1

( ) ( )+ ( ) ( )
n

i i

i

P t L t k r t e t
=

= +    (2.1) 

where, ( )L t is the standard load at time t ; ik is a set of varying coefficients,

1,2i n= ; ( )ir t is an independent influencing factors, ( )e t is a random variable.  

The prediction accuracy depends on the adequate representation of possible 

conditions from the historical data. The seasonal load change, annual load growth 

and daily load change should be considered to increase accuracy of load forecasting. 

A transformation technique, which consists of a transformation function with 
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translation methods, is proposed to deal with different factors that affect the load 

forecasting[108]. 

2.4.1.2 Auto Regressive Moving Average (ARMA) model 

In the implementation of such a model, the operation of difference is employed first 

such that the stationary time series can be formed. Then, by use of Auto Correlation 

Function (ACF) and Partial Auto-Correlation Function (PACF), the preliminary 

order identification of a model is confirmed. In [109], an adaptive ARMA model is 

developed for load forecasting, in which the available forecast errors are used to 

update the model. Using minimum mean square error to derive error learning 

coefficients, the adaptive scheme outperformed conventional ARMA models. The 

model can be written as: 

1

1

( ) ( 1) ( ) ( )

           - ( 1) ( )

p

q

P t P t P t p a t

a t a t q

 

 

= − + + − +

− − − −
  (2.2) 

where, the current value of ( )P t is determined by its values at previous periods and 

the previous values of white noise[ ( ), ( 1), ]a t a t − ; 1, ,p q   are coefficients. The 

numbers employed are p and q ,respectively. 

2.4.1.3 Neural network model  

Neural network is widely used in various areas because its ability to learn. Various 

formulation of neural networks is reported: multilayer perceptron network, self-

organizing network and recurrent neural network, etc. Varying number of layers can 

provide a different level of abstraction to improve the learning ability and task 

performance[110]. In[111], the long short-term memory recurrent neural network 

was introduced and the Mean Absolute Percentage Error (MAPE) was obviously 

improved. A long short-term memory recurrent neural network-based framework 

was proposed to implement the load forecasting of individual end users[112]. In their 

work, different machine learning approaches were compared. 

2.4.2 Generation Forecasting 
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Time series model and Numerical Weather Prediction (NWP) models were used for 

solar irradiance and power forecasting, such as persistence model, Coupled Auto 

Regressive and Dynamical System (CARDS) model and ANN model[113]. The 

selection of appropriate forecasting model depends on the forecasting horizon and 

the available data. Combining the Auto Regressive Integrated Moving Average 

(ARIMA) and Water-Table Fluctuation (WRF) method using sky images or applying 

a post processing method were proposed to improve forecasting accuracy[114]. 

Compared with traditional methods, hybrid approaches have more advantages such 

as their ability to incorporate stochastic and deterministic forecast. Now, machine 

learning and data processing techniques are widely used since they can learn and 

predict data without considering physical model. Closely related to computational 

statistical analysis, with an input of sample data, a self-adaptive model is built and 

can analyse, process and predict data using algorithms that are too complex for the 

human mind. In[115], a solar radiation forecast technique based on fuzzy and neural 

networks was developed to improve the forecasting accuracy in different sky 

conditions. Generally, the techniques of forecasting photo-voltaic power generation 

were classified as[116]: 

• Techniques based on satellite images, where the area of cloud and other 

meteorological changes can be acquired by using meteorological satellite 

images. 

• Using the image analysis techniques to forecast short-term solar irradiance. 

• Technologies based on machine learning schemes. ANN and Supporting Vector 

Machine (SVM) schemes are found to be efficient alternatives for forecasting 

the global and horizontal solar irradiance and power generation. 

The generation forecasting models can be described in Fig.2.7, which shows the 

classification of forecasting models based on spatial resolution of input data and 

temporal resolution of output data. In this forecast horizon, the ARIMA models seem 

to be the most reliable model. They can provide a forecast in a fraction of a second 

on a personal computer. At longer horizons, the data are dominated by the diurnal 

cycle. In this case ARIMA models work better. At higher frequency, the data is more 

dominated by short-term patterns which can be picked up by persistence or ANN. 



32 

 

 

Fig. 2.7 Classification of model based on spatial and temporal resolution 

2.5 Uncertainty Management 

Uncertainties in load demand and generations are extremely difficult to evaluate 

since they are highly affected by some stochastic variables. The traditional 

deterministic approaches in energy system are unavailing to deal with these 

uncertainties. Hence, different uncertainty modelling techniques have been 

developed, such as PDF, probabilistic approaches. On the other hand, the 

coordination of hybrid power sources is commonly studied to mitigate the 

uncertainties of each power source. 

2.5.1 Probabilistic methods 

In[117], probabilistic methods (as shown in Fig.2.8) are categorized into two groups: 

numerical and analytical techniques. Monto Carlo Solution (MCS) is the common 

and effective methods, which is used when the system is highly nonlinear, 

complicated and has many uncertain variables[118]. To further increase clarity of the 

features of uncertainties and reduce computing burden, different types of MCS 

techniques, such as sequential MCS, non-sequential MCS and pseudo-sequential 

MCS are utilised for probabilistic uncertainty analysis. Sequential MCS method is 

more flexible, easy to implement compared with MCS. Non-sequential MCS method 
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is developed since a system in a combination of components and sampling rate 

determines its state. It is widely used in risk assessment of power system. pseudo-

sequential MCS method is far quicker than MCS. 

The weaknesses of MCS method can be listed as follows: 

–The computation burden is usually high since it is iterative and needs several 

evaluations of function. 

–The number of simulations needed increases as the degrees of freedom of the 

solution space increases. Therefore, in order to obtain accurate results, thousands of 

simulations are usually required. 

 

Fig. 2.8 Classification of probabilistic methods 

2.5.1.1 Worst case scenario model 

Instead of using an explicitly dedicated PDF, the variations of the random variable 

are defined to a predefined uncertainty set with definite upper and lower boundaries 

in the worst-case scenario. The level of prediction uncertainty is evaluated by using 

prediction intervals which has a range with upper and lower limit. The formal 

definition of prediction interval is given by  

[ ( ) ( ) ( )] (1 )rP L x y x U x a  = −      (2.3) 
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where, ( )L x and ( )U x are the lower and upper limits of function ( )y x ;1 a−  is the 

confidence level that the value of ( )y x falls between ( )L x and ( )U x . 

How to generate the prediction intervals is the key to modelling the uncertainties. 

The commonly used methods to generate the prediction intervals are Delta, Bayesian 

and Bootstrap methods. In practice, the narrow prediction intervals with higher 

coverage probabilities is needed[119]. The limit estimation method is proposed by 

taking the widths of prediction intervals into consideration. The mathematical 

definition is defined by 

1

1
max min
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=

−
    (2.4) 

where, pn  is the number of samples;
maxt and

mint  are the maximum and minimum 

values. 

2.5.1.2 2m (Point Estimate Method) PEM model  

The 2m PEM method takes its importance into consideration. In practice, some of 

random variables have their real-time values much different than forecasted values. 

This method transfers these uncertainties into the output variables. the objective 

function can be stated as   

1 1( , , )mS f c z z z=     (2.5) 

where, 𝑐 is a set of certain variables; ( 1,2 )iz i m=  are uncertain input variables 

with probability function. 

This method is to find the statistical variation of random variables through the 

solution set of the deterministic objective function for only a few selected estimated 

values of random variables. The objective function is evaluated 2m times. Hence, the 

computation complexity is to be taken into consideration.  

2.5.1.3 Cumulant method 



35 

 

Moments and Cumulants method serve a feature extraction from a probability 

distribution and can avoid complicated convolution computation. The r th moment 

corresponding to a continuous random variable x is defined as follows: 

+

( )r

r x dF x


−
=      (2.6) 

where r is the order of the moment and ( )F x is the cumulative probability density 

function of x .  

If X is a discrete random variable and there is a probability for a corresponding 

component of X , then the r th moment of X  is defined as follows: 

1

r

r c cc
P X



=
=    (2.7) 

On the other hand, cumulants are important features for random variables. The cumulants kγ can 

be derived from the moments using recursion in closed forms as follows 

1 1k =      (2.8) 

2

2 2 1k  = −     (2.9) 

3

3 3 1 2 13 2k    = − +    (2.10) 

2.5.2 Scenarios generation 

In order to determine the proper Probability Density Function (PDF), the related PDF 

for each time period is generated through the expected values. Many scenarios can 

be generated by fitting random variables to the PDFs with equal probability. Fig.2.9 

shows the processing of generating different scenarios of the deviations.  

The most common type of scenario generation method is Monte Carlo sampling-

based scenario generation, where different Monte Carlo based sampling methods 

give different scenario generation methods. this is one of the most popular scenario 

generation methods due to its analytical and computational simplicity. The 

commonly used methods to generate the prediction intervals are Delta, Bayesian and 
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Bootstrap methods. In [120], The hourly solar irradiance data are used to generate a 

Beta PDF for each time period.  

 

Fig. 2.9 Processing of generating different scenarios 

Monte Carlo based scenario generation randomly acquire the sampling according to 

the probability distribution, so that each sample produces a scenario. In other words, 

all scenarios have equal probabilities at a given time step. The inverse transform 

sampling-based scenario generation is commonly used in practice [2-10]. To produce 

scenarios at given time step in the scenario tree, the inverse cumulative distribution 

function associated with produced scenarios is needed.  

In general, analytical methods reduced the computational complexities of MCS, but 

they need certain assumptions mathematically to be made, which influence the 

performance of the methods[121].  

[2-10] X. Ma, Y. Sun and H. Fang, "Scenario Generation of Wind Power Based on 

Statistical Uncertainty and Variability," in IEEE Transactions on Sustainable Energy, 

vol. 4, no. 4, pp. 894-904, Oct. 2013. 

2.5.3 Coordinating of power sources to mitigate system uncertainties 

There are different techniques for reducing uncertainties and improving technical and 

economic advantages in power systems. These techniques were classified into three 

categories: numerical methods and heuristic methods. 

In recent years, Combined Heat and Power (CHP) system is widely applied in 

distributed energy systems since it is regarded as transition to reduce emission.  The 

coordinative scheduling of distributed sources with CHP is one way to further 
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increase total energy efficiency [123] and reduce energy cost [122]. In [124], the day 

ahead CHP unit operation was investigated with the consideration of security of 

power systems. A integrated grid service that combines electrical-load shifting and 

flexible heating supply was proposed to improve the operational flexibility of the 

CHP micro-grid [125]. Normally, complicated coordination challenges are handled 

on hourly basis by using a specialised power simplex algorithm [126]. A multi-

objective model has been built, aiming to coordinate the rated power of the power 

generation unit (PGU), the capacity of storage unit, the electric chilling ratio and the 

on-off coefficient [127]. However, these researches focused on the daily or short-

term dispatch algorithms which is not consider the uncertainties in different time 

period. Furthermore, CHP operation constraints are rarely considered in previous 

research works.  

2.6 Scheduling Optimisation Algorithm 

The scheduling optimisation problem of energy system is always linear and involves 

both discrete and continues time variables. The problem can be defined as: 

 min Z= : , ,n pcx hy Ax Gy b x K y+ +     (2.11) 

where, A  and G are m n matrices; c and h are n -vectors; and b is m -vector.; 

,x y are variables, where x is the integer variables, nx K , and y  is the continuous 

variables, py .  

From above problem definition, it is a large-scale mixed integer linear problem with 

on/off status of operation of equipment and binary variables for selection and 

continuous variables for system allocation. The MILP method is commonly used to 

solve mixed integer linear problem because of its rigorousness, flexibility and 

extensive modelling capability[161]. In addition, the advance in modelling and 

solution to scheduling formulations leads to its application in large and complex 

system. 

There are many popular MILP algorithms, such as general benders 

decomposition[162], outer approximation[163], branch-and-bound [164]and branch-

and-out[165]. Compared with branch and bound method, branch-and-cut improves 

the efficiency by using a cutting plane algorithm with a relative time savings of 

31%[166]. The processing of general branch-and-cut algorithm can be defined in 
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Fig.2.10, where Z
lp is the objective function, Z

best is the best objective function value 

known as so far and Z
heur  is the objective function value of a feasible solution 

delivered by a heuristic. The data preparation is to remove the redundant constraints 

and establish the classification criteria which is followed by selecting the unevaluated 

candidates. Then, the function value Z
lp is generated by LP solver. If 

best
Z Zlp   the 

node is fathomed and goes back to selection step. Otherwise, a heuristic is used to 

generate feasible solution. The violated inequalities are trying to be generated and 

add these constraints to the formulation of selected candidates if the inequalities can 

be successfully generated. After generating cuts, we need to define the set of feasible 

solutions by 0-1 fixed variable. The way of determining the branching variable is to 

select the one with fractional value closest to 1/2. The generated candidates will be 

added to unevaluated nodes. 

 

Fig. 2.10 Flow chart of branch-and-cut algorithm 
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The method proposed in [167] further reduce the computational burden of branch-

and-cut method by adding appropriate inequalities into MILP. It is assumed that Q  

is the set of all feasible solution. From Eq.2.11, MILP may include multiple 

equivalent solutions, each of them consists of a symmetry groupG .  

The redundant calculation would be needed to solve unnecessary problems since the 

equivalent solution is uncertain. In this case, the decision to determine which branch 

of a bifurcation is taken should be made, which can be regards as symmetry breaking 

problem. symmetry breaking for solving this constraint satisfaction problems is 

studied in [168]. One of methods use the idea of adding constraints to a constraint 

problem in order to remove symmetries. That is, one representative solution is kept 

in each equivalence branch by breaking symmetry statically. For this static symmetry 

breaking, the practical application is to impose hierarchical decisions[167]. To make 

the symmetry breaking theory clear, the example illustrates it as follows: 
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A set Q  containing 9 feasible solutions for gtonoff  (represented as 

11 12 21 22[ , , , ]onoff onoff onoff onoff )is obtained. The following inequalities proposed in 

[169] are included into hierarchical constraints: 

1 2t tonoff onoff t       (2.12) 

where,
1 2,t tonoff onoff  are the decision variables. 

After the inequality’s constraints are applied, the set Q  can be reduced into four 

feasible solutions. The inequalities constraints impose the order on the variables to 

avoid the calculation of redundant solutions. 
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However, as systems become more interconnected, the performance of Eq.2.12 is not 

working well. Hierarchy that imposes an order on the binary variables does not work 

on efficiency varying systems. Therefore, the method in this section proposed a slight 

improvement on Eq.2.12with the consideration of the interaction of variables. The 

improved hierarchical constraints, which adjust the mixed order of symmetry 

diminishing, can increase the system adaptability. These methods ensure some of the 

symmetric solutions breaking, while at least one optimal solution keeping. 

, , , ,gt gt kt kt gtonoff onoff g k t          (2.13) 

where, gtonoff , 
ktonoff  are decision variables; gt , gt  are adjustable coefficients. 

The outline of this proposed algorithm can be written as  

1) Remove the redundant constraints and establish the classification criteria 

2) select the unevaluated candidates 

3) Form the subset  

4) Apply the diminishing algorithm proposed in Eq.2.13 

5) Active the lower efficiency variables if needed 

6) Solve the problems 

2.7 Relation with my work 

The different co-simulation methods are introduced to simulate the more and more 

complex distribution system. HIL system is proposed co-simulation architecture 

since some real electrical components cannot be well simulated the by the virtual 

simulator. Some researchers are limited to accurately analyses the characteristics of 

some components due to simplification of simulation model, Also, no details on 

routing and availability of the communication link have been considered and 

analysed in regarding to the power system. the communication between each house 

is not taken into consideration in some studies so it is still hard to simulate the actual 
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data transaction, such as transmission latency and data re-synchronization. A co-

simulation system is developed based on IoT techniques and HIL techniques. The 

hybrid simulator which is the core in this IoT-based HIL system can simulates both 

the communication and power networks and generate indication or control signals to 

each device. the integration of the co-simulation system will be designed by 

considering time synchronization, system security and data flow power co-simulation 

system provides a generic, scalable, yet easily customized solution for LES 

simulation that can support different hardware, high volumes of data exchange 

between simulator and hardware and several different simulation programs. 

In recent years, the smart energy is more flexible with the installation of distributed 

generator and switchable load. In other words, the overall uncertainty is greatly 

increased. In addition, the output of some power sources, such as PV system and 

wind generations, is intermittent, which bring more challenging for the operation. 

From the literature review, various uncertainties management techniques are 

introduced. Monte Carlo based sampling method methods are used in my study due 

to its analytical and computational simplicity. 

 

The optimal scheduling problems consist of various decision variables that should be 

taken into account to achieve optimal solution. Firstly, the load and generation data 

used for scheduling optimisation are key to the optimisation performance. One is to 

generate the scenarios based on the historical data and another is to generate the data 

by using forecasting techniques which is reviewed above. The proposed method of 

thesis divides the long-period historical data into different scenarios in units of days. 

Each scenario is divided into different timesteps according to the data interval. In 

each timestep, the probability of occurrence of a certain data can be calculated 

according to the distribution of historical data during this timestep or its probability 

distribution. many scenarios with different occurrence probabilities can be generated 

for each type of long-term data. For various types of data, these scenarios can be 

combined again to form new scenarios based on different probability distributions 

under various types of long-term data. 
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2.8 Summary 

From the demonstration of the first power system in 1886 to the beginning of the 21st 

century, the development of communication systems helped resolve the limit and 

reduce the cost of power systems, until more and more distributed generations were 

connected to the grid in modern times. A few factors, such as government policies, 

investment, technology progress and innovations, and people, have played an active 

role in the different stages of power system evolution. As one of the important driving 

forces, the IoT technology drives the power system becoming more flexible, 

increasing the potential of collaboration between the devices and systems, which will 

help improve energy efficiency, reduce costs, and improve stability. IoT has a 

positive impact on the evolution of the power system in terms of power generation, 

power transmission and distribution, power consumption, electricity market and 

social impact.  

Study of LES usually depends on sophisticated simulation tools due to its complexity 

and no single mathematical model can fully describes the complexity and dynamics 

of LES. Taken the advantages of both mathematical and physical models, Hardware-

in-the-loop (HIL) simulation becomes a trend in industry. Even though some 

attempts of improving HIL simulation have been done for the validation and testing 

of power system, current HIL techniques still meet several challenges as described 

in chaper3. Based on the overview of IoT technique, IoT has the potential to solve 

the challenges of HIL system. Chapter3 is to build a co-simulation system for 

distributed power system by combining the IoT techniques and HIL techniques. 

The challenges of operation and plan of power system need to be addressed in the 

process of power system revolution. Innovative power management systems and 

algorithms have to be developed due to the more and more distributed power system. 

However, the uncertainties of the electricity, heat load and some intermittent energy 

sources highly affect the optimal scheduling and planning of power system.Chapter4 

focuses on how to optimise the scheduling of CHP-based energy system by 

considering the uncertainties of energy supply and demand to achieve a minimum 

operation cost. Chapter5 will study the planning of distributed power system and its 

impact on existed power system in terms of techno-economic analysis. 
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Finally, the changes of power system drive the evolution of electricity market since 

the particularity of renewable energy, such as the variability and low predictability 

of production, zero marginal power generation cost, and strong on-site specificity, 

has brought a series of technical and economic challenges to the current electricity 

market. In chapter6, Peer-to-Peer (P2P) electricity trading business model that 

emerged as a platform-based scheme aiming to encourage the integration of 

distributed power sources is proposed. With P2P electricity trading, prosumers can 

share the benefits with the communities that they belong to, further encouraging the 

consumption and deployment of distributed power sources.
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Chapter 3  

Development of IoT and HIL Co-Simulation 

Platform for Local Energy System Study and 

Analysis 
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3.1  Introduction 

Study of Local Energy System (LES) usually depends on sophisticated simulation 

tools [128] due to its complexity and no single mathematical model can fully 

describes the complexity and dynamics of LES s. Simulating study of the LES is an 

essential procedure and process in system design and implementation. Simulation 

studies allow a variety of scenarios and system configurations to be examined. In 

simulation studies, the assumptions/hypothesis are made, and the system model 

needs to be simplified to allow the simulation implementation. It is always a trade-

off between the model accuracy, mathematical solvability and simulation realisation 

so the fidelity of the model is often sacrificed. With the power system’s development, 

power system has rapid increase in integration of renewable energy and becomes 

more interacting and inseparably coupling with other power systems, for example, 

heating and electrical vehicle. Therefore, the simulation and modelling approaches 

face great challenges and new approaches are demanded.  

In addition to mathematical modelling and simulation, another approach is physical 

modelling, that is, building a scale-down real system physical model in the laboratory 

or workshop to mimic the real-world scenarios. This method may represent the real 

system more accurately than mathematical model in a certain range of operation. But 

it is very costly, and space taken. Also, the scale-down version of the system may not 

be able to represent the full-scale system characteristics. The physical model has also 

imposed restrictions on fault and extreme operation case test.  

Taken the advantages of both mathematical and physical models, Hardware-in-the-

loop (HIL) simulation becomes a trend in industry. HIL links the physical model/part 

of real systems and mathematical simulation into one platform.  HIL can embed and 

engage the real system components or subsystems into the same simulation system 

to enable validation and evaluation of the design with different real-life dynamic 

constraints and boundary conditions. The HIL is now becoming a powerful tool for 

system study when all layers of a system need to be simulated but full hardware 

approach is not available.  

With development of the trial project of the integration of new generation 

technologies, these generations are commonly allocated in different areas and IoT 

technology enable their real-time communications. It brings the challenges for HIL 
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to simulate the system with widely distributed generations: 1) The hardware 

sampling frequency and the simulation computation burden need to be carefully 

considered for the purpose of time synchronization; 2) Another challenge is the 

selection, deployment, monitoring, and analysis of aggregated data in real-time.  

To address this challenge, a co- simulation system with the idea of combining HIL 

techniques with IoT technique is developed in this chapter for techno-economic 

analysis of LES in the following chapter. The co-simulation system aimed to provide 

a generic, scalable, yet easily customized solution for LES simulation that can 1) 

reduce the cost of HIL implementation; 2) support different hardware, including 

controllers, physical equipment, and physical systems in LES; 3) support high 

volumes of data exchange between hardware and simulations; and 4) accommodate 

the use of several different simulation programs. 

3.2 Current Challenges of HIL and IoT Techniques in LES Simulation 

3.2.1 HIL Techniques and Challenges in LES simulation 

The HIL techniques used in power system is generally classified into two types: 

controller based HIL and PHIL[129]. The first commonly used simulation system is 

controller HIL, as shown in Fig.3.1. It allows a physical controller hardware to be 

evaluated with the simulated inputs, such as the inverter controller, battery controller 

and turbine controller. For this system simulation, the system should run on a digital 

real-time simulator. The timescale of input is from milliseconds to microseconds. 

The simulation is updated based on data from the controller, which in turn updates 

the control signals. Some real actuators are also used to validate the ability of 

controller to deal with the disturbance from actuators. 
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Fig. 3.1 Controller HIL simulations 

PHIL simulation involves interfacing actual power hardware to a simulated system 

to validate the combinational results. An example of PHIL simulation is illustrated 

by Fig.3.2 [130], in which the Hardware under Test (HuT) is interfaced to a simulated 

power system through a power amplifier. IoT system with the function of time 

synchronization and data processing seamlessly couple the power hardware with the 

simulated environment. Besides, this combinational approach also has more 

flexibility for varying the surroundings of the HuT compared to the test in pure 

hardware. The advantage of this method is more practical than simulation since 

models that capture the full range of realistic behaviour may not exist, and it allows 

proprietary systems to be tested. Thus, this approach still facilitates a great deal of 

flexibility for exploring a range of surrounding systems and obtaining experimental 

data for model development and validation. 

 

Fig. 3.2 Example of PHIL 
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For the large LES, the conventional PHIL is hard to meet the computing requirement 

since the real-time simulators cannot deal with millions of data in microseconds. The 

timescale of this simulators is from seconds to hours, so the simulation runs on a 

high-performance computer. The hardware sampling frequency and the simulation 

computation need to be carefully considered for the purpose of time synchronization. 

This synchronization procedure should also consider the communication latency 

between the simulator and the remote hardware. Fig.3.3 shows the example of PHIL 

with multi-timescale, the data inputs can be from different sources, such as remote 

devices, online sources. In radial power system, the simulator receive data from 

different nodes with different time delay and then need to process and synchronize 

these data. The control command sends commands to each device and formulate the 

loop control. 

 

Fig. 3.3 Example of PHIL with multi-timescale 

Even though some attempts of improving HIL simulation have been done for the 

validation and testing of LES ([131]-[132]), current HIL system still have several 

challenges: 

- Challenges of HIL capacity on complex system. The non-linearity and diversity of 

power system is increasing with the installation of renewable power system. 

Representing the dynamic characteristics has to be compromised due to the fixed 

time step and centralised computing burden which will limit the simulation size and 

transient performance. 
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- Challenges on testing geographically distributed HuT. In recent years, more and 

more distributed system is integrated into power system, which brings more 

challenges to validate the distributed HuT for joint test, considering the stability, 

latency and synchronicity. 

- Challenges on communication of HIL system. The communication network, 

especially for long geographic distance among distributed HuT may has different 

delay and signal loss. Millions of data that are produced from each HuT will increase 

the risk of network congestion and signal loss.  

- Lack of a general framework to facilitate the flexibility of the simulation system. 

Current HIL system is limited to simulate a specific system or network and is not 

compatible with other simulation systems. 

3.2.2 IoT Techniques and Challenges in LES Simulation 

The IoT has two key words: “Internet” and “Thing.” The “Internet” can be defined 

as “The interconnection of HuT in various areas via specific communication 

protocols” and the “Thing” is “an object that can be widely defined, such as devices 

and system” Thus, “Internet of Things” semantically means a network of 

interconnected objects uniquely addressable, based on specific protocol. IoT in local 

energy system is a huge dynamic network infrastructure of Internet-enabled physical 

objectives. It contains embedded technologies and all types of information devices 

such as sensors, actuators, and the Internet to sense, identify, locate, monitor, manage, 

cooperate, and control of objects/things in physical, digital, and virtual world [133].  

IoT can be used to achieve the reliable data transmission via wire or wireless 

communication network for various parts of power system, including generation, 

distribution and consumption. For distributed generation, IoT enables the monitoring 

of generation volume and the potential control of power generation. It is used to 

acquire the electricity consumption, voltage stability and protection setting in the 

distribution line. In addition, IoT could properly manage the data flow between the 

master and slave HuT to mitigate the network congestion.  
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To achieve technical goals in applying IoT in LES simulation, there are some 

challenges which need to be addressed. Normally, IoT devices have limited resources 

and capabilities such as computing capacity, storage and bandwidth, so the 

compression and aggregation of data is crucial. Delay and packet loss are important 

parameters that determine the performance of simulation. It degrades system 

performance and simulation cannot satisfy predetermined requirements if the delay 

and loss cannot be fixed properly. Furthermore, the standard of IoT device is no clear 

standard, so developing a general co-simulation system which can be compatible 

with different IoT devices is a big challenge. 

In general, HIL and IoT techniques have their own advantages and disadvantages, 

but both can be complementary with each other in the following parts: 

- The limitation of HIL techniques on complex system can be alleviated by IoT 

techniques via distributed IoT devices. In other way, the combination of source 

limited IoT devices can contribute to complex computing work. 

- HIL can easily acquire, monitor and dispatch the information via IoT system from 

distributed HuTs without the geographical limitation. 

- The synchronicity of data flow of various devices can be managed and optimised 

by different level management of IoT techniques and HIL techniques. IoT is 

responsible for latency monitoring and transmission and HIL is used to synchronise 

the data flow based on the latency. 

In next section, A co-simulation system that combines the HIL and IoT techniques is 

developed to build a high flexible and stable simulation environment. Firstly, the 

integration of the co-simulation system will be designed by considering time 

synchronization, system security and data flow. Then the development and validation 

of simulator of HIL was introduced to achieve dynamic simulation. Finally, the co-

simulation system is verified via cases study. 

3.3 The Development of Co-Simulation System 

The architecture of co-simulation system is shown in Fig.3.4. The data 

communication between switchable loads/renewable devices and different types of 

server is achieved by IoT system. To reduce the burden of communication network, 
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the data compression techniques is normally used to reduce the data volume. The 

local server is used to deal with the data and data computing in LES. The online 

server collects the data from other online sources, such as trading information, energy 

policy and GPS information. The real-time data exchange between two servers is 

always running. The heartbeat frame is a way to be used for checking the running 

status of each server. A virtual simulator is integrated in the local server to simulate 

the power flow and components. In addition, the data of real components will help 

the virtual simulation system to improve the accuracy of components simulator by 

using self-learning techniques.  

This simulation system also has the potential to integrate with other devices in the 

lab, such as RT-lab, hardware simulator. TCP/IP protocols are used for the lab 

devices and IO card needs to be integrate with the server if sensor signals are to be 

collected. 

 

 

Fig. 3.4 Architecture of co-simulation system 

3.3.1 IoT System Integration 
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The IoT system could be considered as a multiple level system, as shown in Fig.3.5. 

IoT is a combination of sensors, devices, networks, and software that works together 

to unlock valuable, actionable data from internet of thing [134]. The IoT system can 

be defined as seven functional layers: physical device, connectivity, edge computing, 

data accumulation, data abstraction, application and collaboration.  

Fig.3.6 shows the hardware of designed IoT device. Primarily, this module 

communicates with external sensing devices and server by using WiFi or 4G 

techniques. The IoT device can receive the control signals from upper server and then 

implement the control commands. Each network-integrated device is capable of 

monitoring and reporting its own activity and data. The current research supports the 

notion that the most promising method of integrating renewable generation resources 

is realized in LES and recent research is promising increased general reliability and 

frequency stability through various “smarter” approaches[135].  

 

Fig. 3.5  IoT world forum reference model [135] 



53 

 

 

Fig. 3.6 IoT hardware devices 

3.3.2 Implementation of Time Synchronization 

The hardware sampling frequency, data transmission delay and simulation 

computation time need to be carefully considered for the purpose of time 

synchronization. Let 
1t  denote the time interval when the data sent from remote 

hardware to server need to be updated. Let 
2t  denote the time interval from server 

to simulator. Time synchronization requires the same intervals between simulator to 

remote hardware. A mechanism is needed to manage the time interval since the actual 

simulation time may be different from the 
1t +

2t . In terms of the stability of IoT 

system, the computation time can be ignored since the 
1t  is normally above 1minute. 

Fig.3.7 illustrates the time synchronization mechanism. 
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Fig. 3.7 Time synchronization mechanism 

The mechanism is implemented with the following sequences of steps: 

1) At time 0t  when the simulation system starts to work, the system is to initialize 

the system with predefined initial value and then wait for the inputs. 

2) The simulator will request the inputs from server storage module. The remote 

devices and other online inputs scrape the values of the sensed variables from the 

controller and then publishes the scraped variables to server storage module after 

waiting 1t until time 0 1t t+ . 

3) In time 0 1 2t t t+ + , the simulation system starts to run the simulation, the time 

delay of the stage is set to 3t . It is noted that 3t  should be longer than the 

simulation period. 

4) The simulation becomes idle after completion of its computation in Step 3 until 

0 1 2 3t t t t+ + + , when the simulation agent sends the control command to the 

hardware using the remote procedure call.  

5) Steps 2-4 are repeated for each subsequent hardware in time step t  to move the 

simulation forward in time until a specified end time  

For the alarm detection, the event-driven mechanism (trigger an action when the fault 

event occurs). The transmission of alarm signals will not follow the above sequences 

of steps. 



55 

 

3.3.3 IoT System Security 

Common concerns regarding risks focus on security and encryption of data while in 

transit to and from the server, or in transit from edge devices to and from the devices, 

along with patching of devices, device and user authentication, and access control. 

Securing IoT devices is essential, not only to maintain data integrity, but also to 

protect against attacks that can impact the reliability of devices. As devices can send 

large amounts of sensitive data through the internet and end users are empowered 

directly to control a device, the security of “things” must permeate every layer of the 

solution. 

 

Fig. 3.8 Security list in IoT system 

Fig.3.8 shows the security list in different layer. In order to fulfil the code of practice 

for consumer IoT security. Three leading practices need to be considered to achieve 

the greatest and most immediate security benefits: 

1) No default password: many users do not change the default password, which is 

the main reason of security issues. 

2) Implement a vulnerability disclosure policy. 

3) Keep software regularly update software updates need to be easy to implement 

and not disruptive to the functioning of the devices. 

The device gateway acts as an intermediary between connected devices and the cloud 

services, which allows those devices to exchange the data via MQTT protocol. The 

MQTT messages are transit over Transport Layer Security (TLS), the succession of 
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SSL (Secure Sockets Layer). A multi-layer security architecture is applied at each 

layer of IoT system, as shown in Fig.3.9. In order to connect a new device, this device 

needs to be authenticated. The most common technique used for authentication is 

X.509 certificate [136]. For the authorization and access control, the memory of IoT 

hardware is organized into compartmentalized blocks, resulting in good security 

levels. The memory protection unit is used to enforce the memory isolation. Forming 

isolated domains protect sensitive parts of the system, as each part is in different 

portion of memory. In other words, attacking any section does not violate others. 

 

Fig. 3.9  IoT security architecture 

All traffic to and from IoT devices is encrypted over SSL/TSL protocol. TLS is used 

to ensure the confidentiality of application protocols. Furthermore, forward secrecy, 

a property of secured communication protocols, is supported. It means that a 

malicious user who learns the private key of an IoT device should not be able to 

decrypt any communication protected under this key unless learning the temporary 

key of each session.  

A data credibility check mechanism is also used to enhance the data security. For the 

energy devices, such as solar system, battery system and CHP plant, each variable is 

corresponding with other variables, which can be described by numerical equations.  

3.3.4 Data Compression  

In LES, millions of data are produced from smart meter or device system every hour. 

The ongoing growth in micro-generation is resulting in more small generators 

scattered geographically throughout a region, as opposed to the traditional model of 

a centralized energy plant serving a large area. Furthermore, high frequency data 

processing is necessary in terms of real-time energy flow management. The large 
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volume of data will help utilities to do things they never could do before such as 

better understanding the customer behaviour, conservation, consumption and 

demand, keeping track of downtime and power failures etc [137]. So the data 

compression technique is used to increase network stability. 

The edge gateway mode of data compression infrastructure is applied in power co-

simulation system[138], as shown in Fig.3.10, the distributed sensors communicated 

with gateway and edge computing techniques are applied in the gateway to further 

reduce the computing burden in cloud layer. [139]proposed lossless compression 

algorithms for smart meters and compare them to off-the-shelf algorithms by using 

the Lempel–Ziv–Markov Chain Huffman Coding algorithm. In [140], a dynamic 

compression technique is proposed, which resulted in CRs that ranged from 6:1 to 

11:1. An embedded zero tree wavelet transform-based technique is proposed with 

regards to the power data compression [141]. However, higher (Compression Ratios) 

CRs may be required for multiple distributed data transmission and communication. 

Moreover, there is a lack of research works on the compression of steady-state data 

in comparison to the compression of waveform signals. 

Singular Value Decomposition (SVD) technique is one of commonly used method 

that is employed for image compression and other related applications [143]. The 

main motivation of using SVD is to use simple method to achieve good trade-off 

between data compression and loss of information since the number of singular 

values is the only parameter that needs to be set. The SVD technique can be used to 

decompose a matrix M into a product of three matrix as 

*M U V=                                                       (2.1) 

where, U  is an m m  unitary matrix over K ;   is a diagonal m n  matrix with 

non-negative real numbers on the diagonal; V is an n n  unitary matrix over K  and 

*V  is the conjugate transpose of V . 
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Fig. 3.10 Edge gateway mode 

The data from m  different sub devices, taken over t  time instants, needs to be 

transmitted to server system. Let the set of these data be put in the form of matrix M

which can be written as  

m t m m m t t tM U V   =         (2.2) 

The data compression of SVD technique is based on the weight of SVs. It means that 

only a few SVs are non-negligible in real practice. In that case, the approximation of 

matrix M  can be described by keeping the significant SVs of matrix  . Assuming 

p SVs are significant SVs in matrix   and let MP denotes the approximated matrix 

M . MP  can be written as 

'MP U V=         (2.3) 

Where each matrix can be written into submatrices as 
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Data compression ratio is defined as the ratio between the uncompressed size and 

compressed size. For example, compression ratio=2, means that the volume of the 

compressed data is 50% of original data. From above assumption, the compression 

ratio can be written as  

( 1)

m t
CR

m t p


=

+ + 
    (2.4) 

The core of lossy compression method is to find the good trade-off between the 

compression ratio and loss of information. The mean absolute error and the mean 

percentage error are used to evaluate the error between reconstructed data matrix and 

original matrix. The expression of MAE Mae and MPE are 

1 1

1
( , ) ( , )

m t

i j
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m t = =

= −
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( , )

m t
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m t X i j= =

−
= 


   (2.6) 

In our case, Input data acquired from IoT devices for our simulation have been pre-

processed using raw data from the estate in University of Warwick. The CR is 5:1 

since it is the best trade-off between the CR and loss of information according to the 

table 2-1. 

Table 3-1 SVD compression results 

CR p MAE MPE 

20 28 0.031 2.41 

10 55 0.018 1.45 
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6.67 84 0.009 1.01 

5 111 0.007 0.75 

4 138 0.0005 0.61 

The process of the transmission of compressed data based on a distributed power 

system is shown as follows: 

1) For each distributed controller, the data monitored from sensor/devices is filtered 

in the local filter module and then stored in the memory of distributed controller 

as a Metrix M  . 

2) Apply SVD to obtain the matrices U ,  and V  . 

3) Based on a value of p  chosen to achieve a given CR, form submatrices 

4) Then, compressed data is transported from distributed controller to a central 

server. 

5) Reconstructing the M of each distributed controller by computing MP and 

evaluate the loss of information. 

6) Preparing the reconstructing data for the simulation platform. 

3.3.5  Simulator Development 

The hybrid simulator is the core in this power co-simulation system since it can 

simulate both the communication and energy networks as well as supporting signals 

exchange. Fig.3.11 illustrates the structure of hybrid simulator and has the following 

functions: 

1) Simulation of distributed power flow. 

2) Simulation of electric components, such as generations, loads and transformers. 

3) A self-learning function module to improve the accuracy of components 

simulation. 

4) Integration of network simulation based on NS-3. 

5) An energy management system to manage distributed sources. 
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Fig. 3.11  Structure of hybrid simulator 

For the simulation of power system, GridLAB-D models define the network through 

elements such as transformers, meters, lines, loads and generators. However, not all 

elements need to be simulated in different projects since some real elements are to 

be taken for the HIL simulation. So, switchable function will be needed to select 

different modules and the data from real devices will be used in the self-learning 

module.  

NS-3 [144] is a discrete event network simulation platform mainly developed for 

educational purposes and experiments on Internet-based environments. The goal of 

the NS-3 is to develop a preferred, open simulation environment for networking 

research: it should be aligned with the simulation needs of modern networking 

research and should encourage community contribution, peer review, and validation 

of the software.NS-3 uses Mercurial as a source code management system and Waf 

for building the source code libraries.  

Then, a broker is needed between electrical power simulator and network simulator. 

FNCS [145] is proposed in our simulator since it able to support integration with one 

or other simulators in conjunction with a communication network simulator, such as 

MATLAB, MATPower and EnergyPlus.  

Time management and synchronization is especially challenging for the power 

system with multiple time scales. To solve this, a two-synchronization scheme is used 

to achieve on-time delivery as shown in Fig.3.12. Step1 synchronization is executed 

when all simulators are fully implemented at time t and then this synchronization 
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time t is calculated. During the period, all data generated at time t will be delivered 

to the network simulator. Step2 is delivered at time 't and it is noted that the time 

period of network simulation should lower than 't . During the phase any messages 

are to be delivered. 

 

Fig. 3.12 Two synchronization scheme 

The battery model is of rebuilt of GridLAB-D battery model by considering the self-

discharging and the inverter efficiency curve. From the real data, the efficiency of 

inverter is determined by the SOC and charging/discharging power as shown in 

Fig.3.13. The inverter efficiency is close to its upper value when the 

discharging/charging power gets close to 35% of rated power. 

 

a) Discharging efficiency   b) charging efficiency 

Fig. 3.13 Discharging/charging efficiency of inverter 

The SOC at the time t during the processes of charging, discharging and self-decay 

can be obtained by the following equation. 
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where, 
disP and 

chP  refer to the charging and discharging power, respectively; 
bC is 

the capacity of the battery; 
dek is the self-decay rate; and t is the time interval. It is 

assumed that the SOC delay of every minute is determined by the following equation. 

it is also one of the parameters that is to be updated. 

(0.001 ( 10) 0.0001) / 60de inik SOC= + −    (2.8) 

For the lithium-ion battery, the equation of impact of aging on battery capacity can 

be represented as  
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where, 
bolQ is battery maximum capacity in Ah, at the beginning of life; 

eolQ is 

battery maximum capacity in Ah at the end of life; 
hn bT= ,

hT is half-cycle duration 

in s . 
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where, DOD is battery depth-of-discharge (%) after a half-cycle duration. 

1 2
( ) 1 1

( ) ( ) exp( ( )) ( ( )) ( ( ))
100 ( )

dis ch

ave ave

ref a

DOD n
N n H I n I n

T T n

   − −−=  − −    (2.11) 

where, H is cycle number constant; ξ is exponent factor for the DOD; ψ is Arrhenius 

rate constant for the cycle number; 
dis

aveI  is average discharge current in A during a 

half cycle duration; 
ch

aveI is average charge current in A during a half cycle duration; 
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1
 is exponent factor for the discharge current;

2
 is exponent factor for the charge 

current. 

3.4 Cases Study 

3.4.1 Case Study of Simulator 

This case is used to verify the performance of developed simulator. As shown in 

Fig.3.14, this simulator is to simulate the electricity trading process and electricity 

management based on the electricity price. This simulator includes the information 

transmission via network simulator, the simulation of power system via GridLAB-D 

and the energy management system. The communication connection between each 

simulator/management system is built via a FNCS broker, so each independent 

simulator/management system can complete its own simulation/control based on the 

information from other simulators/management system. 

 

Fig. 3.14 Communication architecture of hybrid simulator  

The distribution system simulator is developed based on the IEEE European Low 

Voltage Test Feeder ELVTF, as shown in Fig.3.15. This is a low-voltage power 

system based on a distribution system with a fundamental frequency of 50 Hz. The 

feeder is connected to the Medium Voltage system through a transformer at a 

substation. The transformer steps the voltage down from 11 kV to 416 V. The 

medium voltage node is modelled as a voltage source and appropriate impedance. 

The transformer at the substation is rated 4MVA (import)/1MVA (export), rated 
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voltage 11/0.416kV with delta/grounded-wye connection. The 25 solar systems and 

10 battery systems are randomly installed in different nodes to simulate the 

distributed energy sources. 

 

Fig. 3.15 European low voltage test feeder [142] 

The data, such as metering information, transaction information, weather data, is 

transmitted to the network simulator or energy management system. The Carrier-

Sense Multiple Access (CSMA) protocol is used in the network simulator since 

CSMA tries to reduce the frequency of these collisions and provide a plan at the same 

time on how to proceed if a collision does occur.  time delay is set to 2ms for 

simulating transmission latency. The power controller will send the control command 

to the controllable components via broker after dealing with the input data from 

distribution simulator. A basic transaction process is also simulated to verify the 

information exchange between each node. 

The case study will demonstrate a real case of transactive control, exchanging market 

price, control command and bids through a simulated network, as shown in Fig.3.16. 

The distributed simulator consists of 100 houses. Some of these houses take part in 

a transactive market where they send bidding information to an auction agent. A price 

signal broadcasts back to the participating houses based on the bidding information. 

The power controller which is responsible for controlling the working status of 10 

battery systems installed in user’s houses will manage these batteries according to 
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the system demand and signal price. The information is communicated though the 

NS-3 by realistically considering messages delay. Each node is given an IP address 

and later map the IP addresses to names given to each house in the GridLAB-D model. 

The NS-3 model routes the message appropriately, realistically delaying its 

transmission, and then the FNCS application instance running on the destination node 

in the network reads the message once it arrives and sends it back to the FNCS broker 

so it can be sent back to the destination simulator. The simulator will run on Dell 

T640 server including 16 cores per processor,64G memory and 2T storage disk. 

 

Fig. 3.16 Local energy system for case study 

 

The main substation transformer is defined as a reference property that the value of 

which represents the total demand of the market and it is used to estimate the 

unresponsive buyers. In our case, we assumed that the allowable bid price and bid 

capacity are limited to £1.2 and 720 kW respectively. Fig.3.17 shows the distribution 

of total load in one day. The reference bid price should be bid at predefined margin, 

as is shown in Fig.3.18. In this case, the parameters, such as market ID, average price, 

standard price deviations and clearing price are subscribed to hybrid simulator via 

FNCS broker. The power controller schedules the battery working based on the 

current clearing price. 



67 

 

 

Fig. 3.17 Distribution of  load demand  

 

Fig. 3.18 Reference bid price 

Fig.3.19 represents the clearing price and clearing capacity in hybrid simulator. The 

clearing price is close to reference price when the bid capacity is below the capacity 

limit. The clearing price is up to maximum price limit when bid capacity gets up to 

720 kW. After the energy management system received the clearing price from FNCS 
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broker, the scheduling signals are generated and sent back to distribution simulator 

via FNCS broker. Fig.3.20 shows the working scheduling of one battery system. To 

verify the process of data transmission, the simple control strategy is that system is 

charging when the price is low, and the system is discharging when the price is high. 

 

Fig. 3.19 Clearing price and capacity 

 

Fig. 3.20 Scheduling of battery management 

3.4.2 Case study of Co-Simulation System 

This case study introduces a novel co-simulation architecture that integrates IoT 

techniques & HIL techniques. As shown in Fig.3.21, the battery system is located in 

remote area with the integration of inverter and the server locates in the lab. The 

purpose of this case is to compare the performance of the inverter simulator with that 
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of actual inverter then control the battery scheduling according to the management  

power balance in the LES simulator. 

 

Fig. 3.21 Architecture of co-simulation for case study 

As shown in Fig.3.22, there are three main parts in this co-simulation structure: 

hardware, simulator and distribution simulator. The distribution simulator that 

simulates the European low-level test feeder generates a point of connection, which 

is connected to a physical battery system. The battery system works in a constant 

current mode, in which the system is controlled by using voltage magnitude and 

frequency as references. The local simulator control signal is updated at 1-kHz 

sample frequency of real-time model, which is much faster than the 1-Hz updates 

from data transmission and distribution simulator. 

 

Fig. 3.22 Diagram of power co-simulation  
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Simulating the DC interaction of battery inverter is implemented by using hybrid 

simulator to enable testing battery inverter under controlled State of Charge (SoC) 

and power of battery. The simulator controller is used to control the inverter. At the 

same time, the signals, such as inverter DC voltage, SoC and system current, are 

transmitted to simulator via IoT system. By constantly modifying the 

charging/discharging power based on simulated varying conditions and real response 

of inverter, this configuration help the distribution simulator to improve the accuracy 

of simulation of battery inverter system.  

 

Fig. 3.23 Battery storage system in the UoW 

This co-simulation system is validated in different ways. The battery inverter model 

itself is validated through the real battery system installed around sports centre of 

UoW (as shown in Fig.3.23). It is a 50kW battery system with 35 kWh Li-ion battery 

installation. Fig.3.24 shows the results of the power step-up test in the real system 

and the simulation platform. In the real battery system, the control strategy of battery 

inverter is based on the PID controller. The overshoot during the step test is hard to 

avoid even though these parameters are optimized during the product 

commissioning. In comparison, the quasi-steady model used in the virtual simulation 

model is difficult to accurately simulate the real reactions of battery inverter. 

However, the simulator can simulate the operation of battery system very well in 

most of conditions. 
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Fig. 3.24 Control outputs (hardware vs. simulator) 

To validate the power co-simulation platform and evaluate system-level impacts by 

using the existing distribution feeder model, one of nodes of the European low-level 

test feeder is connected to battery simulator as shown in Fig.3.25. The inputs of 

battery simulator are from the real battery system via IoT system. In this case, the 

battery simulator will generate the charging/discharging command based on the load 

profile in the distribution simulator. The simulator will send charging command to 

hardware when the load of connection node is below the setting value. The hardware 

will receive the discharging power from simulator when the load of connection node 

is above setting value. The aim of this algorithm is to keep the load in a stable status. 

The output signals from hardware are regard as inputs of simulator to analyse the 

impact to the distribution system. 

Fig.3.26 shows the load profiles and battery information in connection node before 

and after the battery system is connected. The data for the platform validation is 

randomly intercepted certain pieces (680s) of data in a day. As for the battery 

scheduling, negative value represents a charging mode of battery while a positive 

value represents a discharging mode. As shown in Fig.3.27, the peak  load of 

connection node reduces from 10 kW to 3.8 kW. After the battery is introduced, load 

fluctuations reduce from 10 kW to 1.8kW and voltage stability is improved around 

this connection node. Although the load fluctuation of this node is reduced, in fact, 
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after the battery is used, the node voltage slightly increases by 0.4V. That is because 

the voltage of this node is mainly affected by the voltage and load of other nodes. 

The reduction of fluctuation of this node does not affect the overall load fluctuation, 

so the voltage at this node rarely changes. The time round-trip delay between 

simulator and hardware is around 0.2s and the reaction of simulator has around 1s 

time delay compared with the real reaction of hardware. The dynamics of this power 

co-simulation architecture are mainly limited by the combination of communication 

latency and frequency of signals sampling. 

 

Fig. 3.25 Connection node of battery system 

 

Fig. 3.26 Node load profile and battery scheduling 
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Fig. 3.27 Node voltage 

3.5 Summary 

The different co-simulation methods are introduced to simulate the more and more 

complex distribution system. HIL system is proposed co-simulation architecture 

since some real electrical components cannot be well simulated the by the virtual 

simulator. PHIL allows a physical controller hardware to be evaluated with the 

simulated inputs, such as the inverter controller, battery controller and turbine 

controller. The main parts of PHIL architecture that need to be concerned, such as 

time synchronization, IoT communication and security are introduced in this chapter. 

The hardware sampling frequency, data transmission delay and simulation 

computation time have been carefully considered for the purpose of time 

synchronization. The device gateway acts as an intermediary between connected 

devices and the cloud services, which allows those devices to exchange the data via 

MQTT protocol. The MQTT messages are transit over Transport Layer Security 

(TLS), the succession of SSL (Secure Sockets Layer). A multi-layer security 

architecture is applied at each layer of IoT system. A co-simulation system is 

developed based on IoT techniques and HIL techniques. The hybrid simulator which 

is the core in this IoT-based HIL system can simulates both the communication and 

power networks and generate indication or control signals to each device. the 

integration of the co-simulation system will be designed by considering time 

synchronization, system security and data flow power co-simulation system.  

This platform aims to provides a generic, scalable, yet easily customized solution for 

LES simulation that can support different hardware, high volumes of data exchange 

between simulator and hardware and several different simulation programs. 
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The co-simulation system studied in this chapter will work as the foundation for other 

researches which contents will be mentioned in subsequent chapters. The system 

supports the research in subsequent chapters in various aspects stated below: 

1）Data service: the co-simulation system contains a comprehensive data acquisition 

function, information collected will work as a supportive data for scheduling 

optimization of energy system, techno-economic analysis of solar integration and 

design of P2P trading mechanism discussed in following chapters; 

2) Simulation of LES: the modeling and scheduling of LES discussed in chapter 4 

are based on this co-simulation system, while the LES model developed in Chapter 

5 further extended on the foundation of co-simulation system. 

3) Operating platform: the purpose of the simulation-system is to provide a flexible 

and compatible environment for different LES research.  
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Chapter 4  

Optimal Scheduling of CHP-based Energy 

System 
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4.1 Introduction 

In recent years, more attention was paid to the requirements of improving energy 

utilization efficiency and addressing environmental problems. In addition, some new 

techniques, such as solar PV, CHP and energy storage, are becoming more economic 

viable for the perspective of investment. In many cases, various generation 

technologies are used or combined in one particular energy system with integration 

of thermal and electrical energy storage units. The different units of the combined 

system operation cost are traditionally optimised separately with no coordination. In 

that case, the system does not work optimally from system perspective, which in turn 

increases the system operation cost. Operation scheduling is crucial for system 

reliability and efficiency while considering the coupling relationship among these 

units and their interactions of different states. The challenges are presented  

- The smart energy is more flexible with the installation of distributed generator and 

switchable load. In other words, the overall uncertainty is greatly increased. In 

addition, the output of some power sources, such as PV system and wind generations, 

is intermittent, which bring more challenges for the operation. 

- The optimal scheduling problems consist of various decision variables that should 

be taken into account to achieve optimal solution. However, optimising these 

variables brings more computational difficulty and is time-consuming. 

In this chapter, the optimal scheduling strategy of CHP-based combined energy 

system is investigated. Firstly, the mathematical model is built to simulate the energy 

balance of this combined system. Then, the load and supply scenarios are introduced 

under the consideration of uncertainties to analyse annual operation cost. The 

following would find the optimal strategy of system scheduling to reduce annual 

operation cost. Finally, the test results are analysed. 

4.2 Uncertainties of Energy Supply and Demand 

The operation scheduling of combined energy system is influenced by the actual 

values of energy supply and demand which are determined by various factors such 

as weather and user behaviour. Uncertainties always remains for future energy supply 
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and demand as the true values of future energy supply and demand remain unknown. 

Such uncertainties make it difficult for a design of the long-term optimal scheduling 

strategy. Firstly, the uncertainties bring the difficulty in historical data selection, the 

data processing based on a single year data is different with that of multi-year data; 

Secondly, the uncertainties of supply and demand will dramatically affect the results 

of prediction and optimisation.  So, the uncertainty management is necessary for 

developing a representative scheduling strategy. Different methods can be used for 

the uncertainties management: analytical equations ([146]-[147]), 

statistical/machine-learning techniques [150] and hybrid models ([151]-[154]).  

4.2.1 Demand Uncertainties 

To achieve a sensible solution, several sources of demand side uncertainties should 

be taken into consideration. When taking the uncertainties in electrical demand, 

thermal demand and cooling demand into account, it is assumed that each of them 

follows normal distribution [155]. To be simplify, these distributions are independent 

between each other. Thus, the Probability Density Function (PDF) of electrical 

demand, thermal demand and cooling demand can be respectively represented by 
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where, ( ), ( ), ( )f ED f TD f CD are the probability density function of electrical 

demand, thermal demand and cooling demand，  respectively; , ,ED TD CD   are 

sample mean of electrical demand, thermal demand and cooling demand;

, ,ED TD CD    are the sample variance of electrical demand, thermal demand and 

cooling demand; , ,ED TD CD  are the sample values for electrical demand, thermal 

demand and cooling demand. 
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Markov chain modelling is an autoregressive process which are normally used to 

generate synthetic sequences for modelling stochastic data [148]. Markov chain 

modelling is based on the construction of a transitional probability matrix where the 

transition from one discrete state to another discrete state is represented in terms of 

its probability [149]. Firstly, the first order Markov chain model process the current 

state and calculate the probability of going to nest state. The second order Markov 

chain model calculate the nest state by comparing two previous states with the current 

one. Markov chain model is suited to modelling systems where the current state of a 

sequence is highly correlated to the state immediately preceding it and where a large 

sample size of data exists. For the demand side uncertainties, the uncertainties are 

determined by the user’s behaviour and activities requirement, the correspondence 

between each state are ignored in our case. 

4.2.2 Supply Uncertainties 

A statistical approach is applied to forecast solar radiation. Beta PDF (as shown in 

Eq.4.4) is used to model the probability distribution of solar generation since Beta 

distribution is proved to be the better model to describe the probability distribution 

of solar radiation ([156]-[157]).  

( 1) ( 1)( )
(1 )   0 x 1

( ) ( )( )

0                                          otherwise

x x
f x

  

 

− − +
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 = 



  (4.4) 

Where, ( )f x  is the probability density function of solar generation, x  is the sample 

value of solar generation, and  ,  are the parameters calculated from historical 

sample data of solar generation, as shown in Eq.4.5 
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     (4.5) 

where,  is the sample mean and  is the sample variance of solar generation. 
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4.3 Modelling of CHP-based Energy System 

4.3.1 Introduction of CHP-Based Energy System 

A schematic diagram of a typical CHP-based energy system is shown in Fig.4.1. The 

energy system consists of two subsystems: heat subsystem and electricity subsystem. 

The heat subsystem contains gas boiler, gas-fired engine, absorption chiller and 

thermal storage. While the power subsystem includes gas-fired engine, solar PV 

system and electricity storage. In addition, the power subsystem can import or export 

the electricity via the external Distribution Network Operator (DNO) distribution 

system, which means the CHP-based energy system is directly connected with the 

main grid. The DNO will charge the electricity usage according to the primary meter 

installed on the DNO main switch room. The thermal storage and electricity storage 

are integrated to balance the energy flow. 

 

Fig. 4.1 Diagram of CHP-based energy system 

 

As an important component of energy system, CHP generates electricity and provides 

recoverable heat simultaneously. The energy efficiency of CHP has big impact on 

system energy efficiency, so a curve fitting model is used to simulate the CHP 
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electricity efficiency in various power outputs. In [158], the CHP efficiency (as 

shown in Eq.4.6) curve can be represented by a third-degree polynomial fitting 

function for electricity curve.  

3 2=
1 2 3 4

ele

iCHP i i ia r a r a r a + + +    (4.6) 

Where, 
ele

iCHP is the electricity efficiency of CHP unit i ; r is the ratio between actual 

power and rated power; 
1 2 3 4, , ,a a a a are coefficients that need to be identified. 

Normally, more than one CHP unit is integrated into energy system to meet the 

electricity and heat demand. So, the efficiency of CHP system is determined by the 

efficiency of each CHP unit. The CHP efficiency can be written as  

1

N
ele

iCHP
ele i
CHP

N



 ==


         (4.7) 

where, 
ele

CHP is the CHP efficiency;
ele

iCHP is the electricity efficiency of CHP unit i ; N

is the number of CHP units. 

The gas-fired boiler is used to convert gas to heat and then conducted to the 

surrounding water. Concerning the thermal storage, there are some heat storage 

system fitted around CHP house to store heat in buffering the thermal demand 

variations.  

For the electricity storage system, the amount of energy stored at the battery system 

can relieve the peak demand of electricity import from main grid. In addition, the 

battery system can help reduce the electricity bill by considering the Time of Use 

(ToU) price.  

4.3.2 Problem Formulation and System Modelling  

4.3.2.1 Problem formulation 

 

The objective of optimal operation of energy system is to minimize the operational 

cost. The operation cost consists of gas bill and electricity bill. The decision variables 

include the amount of natural gas consumed; electrical energy imported from main 

grid. The objective function is formulated as follows: 
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min( (( ( ) ( ) ( ) ( )))sce gas gas elec grid

t

OC p t G t p t E t=  +      (4.8) 

where, 
sceOC is the object function of operation cost of each scenario; ( )elecp t and

( )gasp t are the unit purchase price of electricity and natural gas price; ( )gridE t is the 

energy imported from main grid at timestep t , it equals to sup( , , )grid demE M M t , where

demM and 
supM are the indication of energy demand and supply.; ( )gasG t is the 

consumed natural gas at timestep t  .  

 

The gas consumption consumed by boiler and gas-based engine can be formulated 

as 

th sup
CHP
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 (4.9) 

where, ( )gasG t  is gas consumption consumed by boiler and gas-based engine;
boil is 

heat efficiency of gas-fired boiler; 
ngasLHV is lower heat value of natural gas. 

In this case, the long-term operation scheduling optimisation is characterised by the 

combination of various independent scenarios. After we get the optimal result for 

each scenario, the long-term optimisation objectives are the sum of each scenario 

function. 

   sceOC OC=                (4.10) 

4.3.2.2 modelling of energy balance  

To satisfy the given load demand, electricity, domestic hot water, and space heating 

and cooling energy balances are formulated in the following. For electricity, the sum 

of the load demand must be satisfied by the sum of the electricity provided by CHP, 

PV, power grid, and electrical storage 

sup sup

sup sup sup

, ( , ) ( , ) ( , )

( , ) ( , , ),      , ,

Ch Eng

dem dem ES dem CHP PV

Dis

ES grid dem dem

E M t E M t E M t E M t

E M t E M M t M M t

+ = + +

+ 

（ ）
               (4.11) 
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where, ,dem demE M t（ ）is the load demand; ( , )Ch

ES demE M t and sup( , )Dis

ESE M t are the 

battery charging and discharging energy during timestep t ; sup( , )Eng

CHPE M t  represents 

the electricity generated by CHP during timestep t ; sup( , )PVE M t  is the energy 

provided by solar PV system during timestep t ; sup( , , )grid demE M M t is the energy 

imported/exported from/to grid;
demM and 

supM are the indication of energy demand 

and supply. 

The thermal demand must be satisfied by the thermal energy provided by CHP, gas-

fired boiler, and thermal storage: 

,

sup sup

sup sup

, ( , ) , ) ( , )

( , ),   , ,

Ch HD Boil HD

dem dem TES dem CHP CHP

Dis

TES dem

H M t H M t H M t H M t

H M t M M t

= +

+ 

（ ）+ （
              (4.12) 

where ,dem demH M t（ ） is the heat demand during timestep t ; ( , )Ch

TES demH M t  and 

sup( , )Dis

TESH M t are thermal charging and discharging energy during timestep t  ;

sup , )HD

CHPH M t（  represents the heat generated by CHP during timestep t ; 

,

sup( , )Boil HD

CHPH M t  is the heat energy generated from gas-fired boiler during timestep 

t . 

For the cooling balancing, the demand must be satisfied by the thermal energy 

provided by CHP and gas-fired boiler: 

,

sup sup sup( , ) [ , ) ( , )] , , ,CD Boil CD

dem dem CHP CHP CoP demC M t H M t H M t M M t= +  （   (4.13) 

where, 
CoP is the Coefficient of Performance (CoP) of absorption chiller ;

( , )dem demC M t is the cooling demand during timestep t ; sup , )CD

CHPH M t（ and 

,

sup( , )Boil CD

CHPH M t are energy provided by CHP and boiler for absorption chiller during 

timestep t . 

4.3.2.3 Gas-fired boiler  

The total thermal supply of boiler is subdivided to meet the demand of heat demand, 

and the demand of cooling through the absorption chillers[158]: 

, ,

sup sup sup( , ) ( , ) ( , ), , ,boil Boil HD Boil CD

CHP dem CHP CHP demH M t H M t H M t M M t= +    (4.14) 

where, ( , )boil

CHP demH M t  is the total demand of gas-fired boiler during timestep t . 
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4.2.3.4 Energy balance of CHP 

The total heating rate recovered is subdivided to meet the demand of domestic hot 

demand, and the demand of space cooling through the absorption chillers[158]: 

sup sup sup sup( , ) , ) , ) ( , ), , ,CD HD Ch

CHP CHP CHP TES dem demH M t H M t H M t H M t M M t= + + （ （   (4.15) 

where, sup( , )CHPH M t is the heat energy provided by CHP. 

The heating rate recovered from the CHP system is formulated as: 

sup sup( , ) ( , ) / , , ,Eng th ele

CHP dem CHP CHP CHP demH M t E M t M M t =         (4.16) 

where, th

CHP is the thermal efficiency of CHP system; ele

CHP is the electricity efficiency 

of CHP system during timestep t ; sup( , )Eng

CHPE M t is the electricity generated by gas 

engine during timestep t .  

4.3.2.5 Energy storage 

For the thermal storage system, it is assumed that the source of heat is only from the 

CHP generation. The amount of storage energy at the beginning of timestep t  equals 

to the non-dispatched energy stored during timestep 1t − , plus the energy flow. The 

thermal storage can be expressed as 

sup sup( ) ( 1) ( ( , ) ( , )), , ,Ch Dis

TES TES TES dem TES demH t H t H M t H M t M M t= − + −    (4.17) 

where, ( )TESH t  is  the stored heat during timestep t ; ( 1)TESH t −  is the stored heat 

during timestep 1t − . 

Similarly, the electricity storage is formulated as 

sup sup( ) ( 1) ( ( , ) ( , )) , , ,Ch Dis

ES ES ES dem ES t demE t E t E M t E M t D M M t= − + −    (4.18) 

where, ( )ESE t  is  the stored electricity during timestep t ; ( 1)ESE t − is the stored 

electricity during timestep 1t − . 

4.3.2.6 Inequality constraints 

For most of the energy devices of the energy system, the common constraint is the 

capacity constraint. The energy rate provided by each energy device is limited by its 

minimum and maximum values. 
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where,  
, ,

sup sup( , ), ( , )Eng LL Eng HL

CHP CHPE M t E M t are the lower and upper limit of CHP 

generation;
, ,( , )  ( , )Ch LL Ch HL

ES dem ES demE M t and E M t  are the lower and upper charging 

limit of electricity storage ; 
, ,

sup sup( , )  ( , )Dis LL Dis HL

ES ESE M t and E M t  are the lower and 

upper discharging limit of electricity storage ;
, ,( , ), ( , )Ch LL Ch HL

TES dem TES demH M t H M t  are the 

lower and upper charging limit of thermal energy storage; 

, ,

sup sup( , ), ( , )Dis LL Dis HL

TES TESH M t H M t  are the lower and upper discharging limit of thermal 

energy storage 
, ,( , ), ( , )boil LL boil HL

CHP dem CHP demH M t H M t  are the lower and upper limit of gas-

boiler generation. 

The ramping limit of each CHP unit should be satisfied. 

, ,( , ) ( , 1)
sup sup

Eng RLL Eng Eng Eng RHL

CHP CHP CHP CHPE E M t E M t E − −    (4.20) 

where, 
, ,,Eng RLL Eng RHL

CHP CHPE E  are the lower and upper step limit for CHP generation. 

Different initial status and final stage of CHP-based energy system will affect the 

optimisation results. In practice, system operator normally makes the final status is 

same as initial status to reduce the control uncertainty. In our case, it is assumed 

that initial stored energy of thermal storage and electricity storage is equal to final 

stored energy for both system, which is shown as 

   
( 0) ( )

( 0) ( )

ES ES

TES ES

E t E t T

H t H t T

= = =

= = =
    (4.21) 

where, ( 0)ESE t =  is the stored electricity at initial timestep; ( )ESE t T= is the stored 

electricity at the end timestepT ; ( 0)TESH t =  is the stored heat at initial timestep; 

( )ESH t T=  is the stored heat at the end timestep T . 
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4.4 Scenarios Generation for Scheduling Optimisation  

The short-term scheduling strategy make it difficult to achieve the reduction of 

operation cost which is normally evaluated on annual base. It would be ideal if the 

detail scheduling strategy is designed on long-term base. However, there are some 

challenges:1) the computation burden is high due to the complexity of system and 

the large number of data; 2) the optimisation strategy will be affected by the cases 

that rarely occur or are special; 3) the interconnection of variables among time steps 

will further increases the variation and complex of system; The weather of different 

years will affect the pattern of energy supply and demand, which brings the 

challenges for data selection. 

 

The proposed method divides the long-period data into different scenarios in units of 

days. Each scenario is divided into different timesteps according to the data interval. 

In each timestep, the probability of occurrence of a certain data can be calculated 

according to the distribution of historical data during this timestep or its probability 

distribution. Taking the solar generation data as an example, we have one-year solar 

generation data, 365 historical data is acquired at timestep 1(00:00-00:30). It is 

assumed the distribution follows standard probability distribution so the parameters 

of standard distribution equations can be calculated. As a result, the occurrence 

probability is calculated. Many scenarios with different occurrence probabilities can 

be generated for each type of long-term data. For various types of data, these 

scenarios can be combined again to form new scenarios based on different probability 

distributions under various types of long-term data. The number of these scenarios 

can reach several million and the sum of these scenarios’ occurring probabilities is 

100%. Some of these scenarios with high occurring probabilities are selected as the 

reference of scheduling optimisation. The predefined acceptance level will determine 

the number of selected scenarios and determine the level of characterise long-term 

data. In addition, the initial value of the state of all devices with storage (electricity 

storage or heat storage) function in each scenario is equal to value at the end.  

 

As the dimension of PDF increases, the proposed scenario method [159] cannot 

handle these scenarios efficiently. A revised scenario generation method is 

introduced, where various PDF can be handled and discretized conveniently. In 
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addition, this method further improves the computing efficiency by using Roulette 

wheel Mechanism (RWM). Fig.4.2 shows the flowchart of this proposed method. 

The main process is summarized as follows:  

• The parameters of PDFs for solar radiation, and demand are obtained using 

based on half-hourly historical data. These continuous PDFs are sliced into 

several segments for each timestep; 

• According to the PDFs of supply side and demand side, discretize the PDF 

into different intervals. Monte Carlo Simulation (MCS) which is a sampling 

technique is utilised to generate the scenarios. For the scenario generation, 

the first step consists in randomly generating a set of scenarios, taking into 

account the intrinsic autocorrelation of the half-hourly historical data. Then 

in the second step, a subset of the scenarios previously generated is chosen 

according to the forecasting error. Finally, the scenarios are selected to the 

set of scenarios obtained in the second step; 

• The total number of these scenarios generated by using MCS maybe over 

thousand. Excellent computing performance and longer period time will be 

needed for optimising large number of scenarios. In addition, the probability 

of some scenarios' occurrence is almost zero which means such scenarios 

could never happen. In general, scenario reduction is a probabilistic way of 

retaining the representative scenarios. We aim to preserve most of the 

characteristics from the original set in the reduced set. One class of methods 

include forward selection and backward reduction-based greedy algorithms 

[152]. With the introduction of an optimization platform called GAMS, 

Nicole adapted their method in a routine called SCENRED which made use 

of state-of-art optimization solvers for even more improved computational 

performance [153]. The SCENRED [160], which uses Fast Backward + 

Forward methods to reduce the scenario, is proposed. The algorithms exploit 

a certain probability distance of the original and the reduced probability 

measure. A trade-off needs to be achieved by considering scenario 

probabilities and distances of scenario values.  
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Fig. 4.2 Flowchart of hybrid scenario generation method 

• After each set of reduced scenarios is generated, all these scenarios should be 

arranged and combined to obtain all possible scenarios and calculated their 

probabilities. If variable A is independent with variable B, the simultaneous 

occurring probability of A and B can be expressed as 

( ) ( ) ( )P AB P A P B=       (4.22) 

where, ( )P AB is the occurring probability of A and B; ( )P A  is the occurring 

probability of A; ( )P B  is the occurring probability of B. 

4.5 Case Study 

4.5.1 Test System 

In this section, a simulated system based on UoW energy system is employed to 

verify the proposed model and method. As shown in Fig.4.4, the model consists of 

two CHP systems at node 70121, two 10MW solar panel systems at node 70244 and 

70338 separately, one thermal storage is connected at node 70104 to store the heat 

generated by CHP system with 20MWh storage capacity and one 4MW/8MWh 
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battery electrical system. The CHP plant at the University of Warwick (UoW) 

consists of 3 CHP units, each generating 1.4 MW of electrical power and 1.8 MW of 

thermal power with a total electrical power generation of 4.2 MW and thermal power 

production of 5.4 MW. The CHP units adopt the reciprocating gas engine system 

1370 GQMA provided by Cummins, which is composed of reciprocating methane 

gas engine, alternator, generator and control system. Concerning the thermal storage, 

there are four 10.5 m tall water reservoirs to store 400 tons of hot water in the case 

of low thermal demand. The detail is shown in Table 4-1. 

 

Fig. 4.3 Single line diagram of test distribution system 

Table 4-1 System components data 

Components Number Size (MW) Capacity (MWh) 

Boiler 3 6.8  

CHP units 3 1.4  

CHP units 2 2  

Battery system 1 4 8 

Solar system 2 10  

Thermal storage 1  20 

Absorption chiller 1 2  
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The parameter of third-degree polynomial fitting function for the electricity 

efficiency curve is shown in Table 4-2 according to Eq.4.6. Its performance curve of 

each CHP unit is shown in Fig.4.4 [170]. According to the torque curve of gas-fired 

engine, the system efficiency is lower at the partial load and it increases to high value 

when the load is above 50% of rated load. The efficiency curve (calculated in Eq.4.7) 

of all CHP units is shown in Fig.4.5. The efficiency curve is fluctuating since it is 

determined by the load distribution. When the one unit can meet the system 

requirement so the efficiency follows efficiency of one unit; when system needs two 

or more units to work, the efficiency curve will be the calculated by considering two 

efficiency curves. The calculated efficiency curve is non-linear since the efficiency 

curve of each unit is non-linear. 

 

Fig. 4.4 Electricity efficiency of each CHP unit 
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Fig. 4.5 Part load efficiency of grouped CHP  

Table 4-2 Parameters of fitting curve 

a1 a2 a3 a4 

0.0000414 -0.01056 0.88786 18.6361 

The operation cost is determined by the gas and electricity prices. The electricity 

tariff is given time-of-use tariff, which is acquired from the DNO. For the gas 

price[171] , the fixed price is used (4p/kWh). A two-period time-of-use tariff is 

adopted in this section according to the bill of university electricity bill clarification, 

which means that customer is charged at off-peak tariff (12p/kWh) for any electricity 

consumed during hours 21–16, and a peak tariff (17/kWh) during hours 16–21. 

Table 4-3 shows the parameters used for scheduling optimisation of the CHP-based 

Energy System. The conversion coefficients are from the manufacture specification. 

Table 4-3 Parameters of modelling for scheduling optimisation 

Parameter Value Unit 

CoP  1.35  

th

CHP  0.437  

boil  0.9  

ngasLHV  47.141 MJ/kg 
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,

sup( , )Eng HL

CHPE M t  1000 kWh 

, ( , )Ch LL

ES demE M t  0 kWh 

, ( , )Ch HL

ES demE M t  2000 kWh 

,

sup( , )Dis LL

ESE M t  0 kWh 

,

sup( , )Dis HL

ESE M t  2000 kWh 

, ( , )Ch LL

TES demH M t  0 kWh 

, ( , )Ch HL

TES demH M t  2500 kWh 

,

sup( , )Dis LL

TESH M t  0 kWh 

,

sup( , )Dis HL

TESH M t  2500 kWh 

, ( , )boil LL

CHP demH M t  0 kWh 

, ( , )boil HL

CHP demH M t  1000 kWh 

,Eng RLL

CHPE  0 kWh 

,Eng RHL

CHPE  700 kWh 

4.5.2 Scenarios Generation 

After the MCS is used to generate, the supply side consists of 100 scenarios related 

to solar generation based on the half-hourly data from January of 2018 to January of 

2019 from the co-simulation system developed in chapter3. Each scenario contains 

48 timesteps (half-hourly). The demand side contains 100 scenarios related to energy 

demand (electricity demand, heat demand, cooling demand) based on the half-hourly 

data (shown as Fig.4.6).  

 

Fig. 4.6 half-hourly historical data from Jan 2018 to Jan 2019 



92 

 

After the SCENRED is used to reduce the number of scenarios, twenty best scenarios 

are separately generated for energy demand and supply, as shown in Fig.4.7. To 

evaluate the optimisation algorithm in various scenarios with reasonable computation 

time, the scenarios of energy demand is combined with the scenarios of energy 

supply one by one, and finally the scenarios for scheduling optimisation are 

generated. In this case, this optimisation problem involves 400 scenarios with total 

112500 constraints.  

 

Fig. 4.7 Scenarios by using scenred technology (half-hourly) 

4.5.3 Optimal Operation Strategies for Different Scenarios 

Normally, CHP plants can only be run in a finite number of configurations, thus 

making the delivered power a quantized variable. Here, it is assumed each CHP unit 

is limited to five different configurations (defined as fix-step CHP output):0% rated 

capacity, 25% rated capacity, 50% rated capacity, 75% rated capacity and 100% rated 

capacity. The variable-step CHP output where there is no limit of five configurations 

is also to be considered for the scheduling optimisation. Then, the results of operation 

cost of CHP-based energy system are compared and analysed with two different 

configurations (fix-step CHP output and variable-step CHP output). 
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4.6.3.1 Operation strategies with fix-step CHP output 

The scheduling strategy of energy system with fix-step CHP output were analysed. 

The probability of each scenario was shown in Fig.4.8, in which 20 demand scenarios 

and 20 generation scenarios were selected to analyse the energy scheduling strategies 

under the optimal operation cost. 400 scenarios were generated since both demand 

scenarios and generation scenarios were independent with each other. The highest 

occurrence probability scenario was at scenario 381 where the probability was around 

0.04260.  

 

Fig. 4.8 Probability distribution of each scenario 

The operation cost of each scenario based on Eq.4.8 was shown in Fig.4.9. The 

operation cost of different scenarios ranges from £ 9,450 to £ 23,900. The annual 

operation cost was calculated by considering the scenario occurring probability and 

each scenario operation cost, which was formulated in Eq.4.25. The annual cost was 

£ 5,615,764, and the daily average operation cost was £ 15,385. Such costs include 

purchasing electricity and gas.   

1

365
( ( ) ( ))

400

N

year sce

i

OC OC i i
=

=       (4.23) 



94 

 

where 
yearOC is annual operation cost, ( )sceOC i is the operation cost at scenario i ; 

( )i  is the occurring probability of scenario i . 

 

Fig. 4.9 Operation cost distribution of each scenario 

Fig.4.10 showed the half-hourly optimisation results of four scenarios that selected 

from 400 scenarios: the electricity power provided by CHP and battery system, the 

electricity power from grid, the electricity power generated by solar PV system, and 

the electricity load demand. From Fig.4.10a, CHP system mainly contributed the 

electricity energy since the PV generation was at low level and thermal demand was 

higher. In this case, CHP system was most economic energy source by working at 

high power. In Fig.4.10b, the electricity demand was larger than the capacity of 

generators, so CHP-based energy system needed to buy electricity energy from main 

grid. it was obvious that the operation of this energy system was sensitive to the grid 

price variation, since the electricity price from grid was higher than the gas price and 

battery cycling price in both peak and off-peak price. In addition, the price from grid 

was still higher than that of other electricity sources. In Fig.4.10c, the surplus energy 

generated from solar PV system was stored in battery or exported to grid for free 

since it is assumed that there is no (Power Purchase Agreement) contract with DNO 

for the electricity export. The battery storage was used to absorb the surplus energy 
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or do the electricity peak-shifting to reduce the total operation cost. However, 

electricity was delivered to grid for free in some timesteps due to the limitation of 

capacity of battery storage. The operation cost is higher if the electricity generated 

by the CHP export to grid. In Fig.4.10d, the electricity from grid mainly contributes 

to the electricity demand since the thermal demand is lower during this period. It was 

noted that the initial energy stored in battery system should be equal to the end energy 

stored in battery system. In this case, there were some forced charging processes in 

some timesteps. 

 

a 
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b 

 

c 
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d 

Fig. 4.10 Results of optimal electricity scheduling  

Fig.4.11 showed the thermal demand (heat demand and cooling demand) for four 

scenarios selected from 400 scenarios: thermal rate from thermal storage, thermal 

rate provided by boiler. Load demand and thermal demand jointly affected CHP 

operation and 6.8 MW gas-fired boilers provided heat energy which was used to 

provide heat and drive the absorption chiller to generate the cooling energy. In 

Fig.4.11a, CHP units and boiler units both provided the energy in the heavy thermal 

demand. There was surplus energy from CHP units in the processing of operation 

optimisation, the reasons are:1) To economically meet the electricity demand, CHP 

would generate extra heat; 2) CHP worked in discrete working point which leaded to 

extra heat generation; 3) Extra heat was needed to be stored in thermal storage to 

compensate the heat gap in the following timesteps. In the case of light thermal load, 

the heat from CHP units fully met the thermal and the thermal storage acted as a peak 

shifting function as shown in Fig.4.11b. In Fig.4.11c, only one CHP unit worked at 

rated capacity under large amount of PV electricity export. As a result, the thermal 

demand could not be met even though all boiler units were at maximum export, so 

thermal storage system was discharging heat to the energy system to compensate the 
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energy gap from timestep 16 to timestep 32. Similar to battery storage system, the 

initial energy stored in thermal storage system should be equal to the energy stored 

in thermal storage at the end. In this case, the forced charging processes was needed 

from timestep 33 to timestep 48. In Fig.4.11d, the boiler units were needed to provide 

the heat to the CHP-based energy system in some timesteps compared with the 

scheduling results in Fig.4.11b. 

 

a 
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    b 

 

c 
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Fig. 4.11 Results of optimal heat scheduling 

4.6.3.2 Operation strategies with variable-step CHP output 

The scheduling strategies of the CHP-based energy system with variable-step CHP 

output were analysed and compared to that of fix-step CHP output. Firstly, the 

operation cost was compared under the same scenarios for different CHP outputs. 

Fig.4.12 showed the distribution of difference in operation cost (operation cost of 

variable-step minus the operation cost of fix-step). The difference in operation costs 

ranged from -£ 0.17 to -£ 2.075 so the operation cost of variable-step case is slight 

lower than that of fix-step case. The annual operation cost is £ 5,615,200 in variable-

step case while this figure is £ 5,615,764.  

The reasons for the small differences in the results optimized by different methods 

can be summarized as: The fixed-step optimisation algorithm means the output of 

each CHP unit is discrete points, such as 5% rated power,25% rated power, 50% 

rated power. From the efficiency calculation equation, the efficiency is determined 

by the CHP output. If the CHP output is higher than 50% of rated power, the 

efficiency of CHP unit reaches to peak point. For the variable-step algorithm, the 

output of CHP unit can be changed from 0 to rated power.1) If the demand is higher, 
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which means each CHP should generate more power (50%), so even though the 

optimal parameters are slightly different, the optimisation result is similar;2) If the 

demand is lower, some CHP units may work at high power output and others work 

at lower or even no output. In this case, the variable-step algorithm has a certain 

advantage compared to fix-step algorithm since variable-step algorithm can set any 

value of CHP output. But the object of this optimisation is to reduce the operation 

cost, it is a way to ensure the CHP units work at higher efficiency area;3) In this 

system, 5 CHP units are installed to supply the electricity and heat. In other words, 

the CHP system has a certain flexibility to coordination within these 5 CHP units. As 

a result, the advantage of variable-step algorithm is not obvious. 

 

Fig. 4.12 Difference in operation cost (fix-step vs.variable-step) 

4.5.4 Sensitivity Analysis of the Impact of Battery Capacity  

A sensitivity analysis was carried to investigate the impact of battery capacity on the 

scheduling algorithms of this energy system and economic performance. Table 4-4 

showed the analysis cases for this sensitivity analysis, where one extreme case was 

considered (no battery installation). 
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Table 4-4 Battery capacity levels for sensitivity analysis 

Cases 1 2 3 4 5 

Battery power (MW) 0 2 3 4 5 

Capacity (MWh) 0 4 6 8 10 

The annual operation cost of the whole system with different levels of battery 

capacity was shown in Fig.4.13. As compared with current case (4 MW/8 MWh 

battery), the annual operation cost increased as the installed battery capacity 

decreased. The minimum annual operation cost, equal to £ 5,615,237, is reached 

when the maximum battery was installed. Conversely, the maximum annual energy 

cost, equal to £ 5,677,716, was reached when no battery was installed. the expected 

annual operation cost increased about 1.2 % compared with base case (4MW/8MWh) 

in the absence of battery. 

 

Fig. 4.13 Annual operation cost of the energy system in different cases 

4.6 Summary 

In this chapter, a programming model was presented for optimising the annual 

operation cost in CHP-based energy system with hybrid energy resources under 

energy demand and supply uncertainties. To solve these uncertainties, A combined 

scenario generation method was introduced, where various PDF was handled and 
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discretized conveniently. Then, SCENRED, which used Fast backward forward 

methods to reduce the scenarios, is proposed. A scheduling multi-objective linear 

programming problem was formulated with the consideration of practical constraints 

to minimize the energy operational cost, which included the electricity import cost 

from the main grid, cost of consumed natural gas, as well as the battery running cost, 

while satisfying time-varying demand. 

In the case study, the simulated model in co-simulation system was implemented, 

with half-hourly load demand and derived supply from historical data. The annual 

operation cost was evaluated by considering the probability density and operation 

cost of each scenario. The annual cost was £ 5,615,764, and the daily average 

operation cost was £ 15,385 in fix-step CHP output case. Then, the operation cost 

was compared for different CHP configurations (fix-step/variable-step CHP output). 

The difference in annual operation cost is small since the difference ratio of operation 

cost is only 0.01 %. In addition, a sensitivity analysis was carried out to investigate 

the impact of battery penetration on the economic performances of the CHP-based 

energy system, showing that, in the absence of battery, the expected annual operation 

cost increased about 1.2 % compared with base case (4MW/8MWh). 
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Chapter 5  

Techno-Economic Study of Solar Energy 

Integration to Local Energy System 
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5.1 Introduction 

With more strict emission regulations, more regional energy systems emerge which 

aims to achieve self-sufficient energy supply. One typical combination is Combined 

Heat and Power (CHP) with, solar PV power generation assembly in the UK. In many 

cases, CHP plants have already installed in the region and the system has been used 

to supply heating demand and generate power meanwhile. CHPs are normally 

operating in thermally led mode[172], so power generation is fluctuating with 

thermal energy demand changes. In many situations, the region needs to import 

electrical power from the grid in warm days. This provides the potential to equip 

solar PV on site in a cost-effective manner.  

The work presented in this chapter is to conduct techno-economic analysis to explore 

whether it is economic and technical viable to have solar PV integration with the 

existing CHP power supply and what the optimal capacity is for a system with the 

known CHP power generation capacity. The study is also to investigate how the solar 

integration impact on the existing power distribution network.  The work has its 

significance to LES planning, design and management. The study will use Warwick 

University campus energy system data acquired from data server of co-simulation 

system for analysis and strategy development.  

5.2 Modelling of Local Energy System 

To gain a better understanding to the impact of renewable energy integration, the 

simulation study of LES is performed while the full capacity of solar PV power 

generation is considered. This model of LES is developed on power co-simulation 

system in chapter 3 and the power simulator is to be improved so that it can be used 

for the analysis of power losses and voltage stability in LES. The model is integrated 

into GridLAB-D simulation and analysis tool that has good compatibility with other 

coding language.  

The solver of power flow is Newton Raphson Power Flow (NRPF)solver [173] which 

are commonly used when all the buses are PQ buses. This method will guess all 

unknown variables, such as voltage magnitude and angel at load bus and load bus at 

the initial stage. Then, a Taylor Series [174] is written for each of the power balance 

equations included in the system of equations. The result is a linear system of 
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equations. However, when PV buses exist, the performance of the method will be 

affected. In addition, many branches in a power distribution system have very low 

impedance. In order to use admittance matrix-based approaches, basic NRPF 

arbitrarily assigns small non-zero impedances, which makes the analysis ill-

conditioned and not easy to converge. An approach is proposed to handle the zero-

impedance branches and avoid convergence problems resulting from those small 

impedance branches[175].Only non-zero impedance buses are considered while 

constructing the bus admittance matrix. The zero impedance branches are 

represented though associated buses. Fig.5.1 shows an example construction of an 

equivalent distribution system with or without zero impedances. 
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Fig. 5.1 Equivalent distribution system with or without zero impedances 

 

The branch admittance matrix between bus s  and bus k  is given by  

    
 

    

ss sk

ks kk

Y Y

Y Y

 
 
 

    (5.1) 
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where, 
ssY and 

kkY  are the self-admittances; 
skY and 

ksY  are the mutual admittances; 

bus m  provides an injected complex current 
mI , an injected complex power 

mP  and 

a compensator with admittance sh

mY . The bus s provides an injected complex current 

sI ,an injected complex power 
sP  and a compensator with admittance sh

sY . 

In the equivalent model, the zero-impedance branch and bus s  are removed. The 

branches connected to bus s  are reconnected to bus m . The admittance matrix 

between bus m and bus k  can be given by  

* *   

        

ms ms ss ms sk

ms ks kk

a a Y a Y

a Y Y

 
 
 

    (5.2) 

where, *

msa is the conjugate of zero-impedance branch ratio; The self-admittance at 

bus m  is determined by the product of self-admittance at bus s in the model and the 

square of the zero-impedance branch ratio; The mutual admittance for bus m to k  is 

the product of the conjugate of the zero-impedance branch ratio and mutual 

admittance for bus s to k  in the original system; The mutual admittance for bus k

to bus m is the product of the zero-impedance branch ratio and mutual admittance for 

bus k  to bus s  in the original model. 

The current at the bus s  is multiplied by the conjugate of the zero-impedance branch 

ratio to add to the master bus m and the equivalent current at bus m  is 

*

m ms s

s M

I a I


+      (5.3) 

Similarly, the power and shunt compensation admittance can be given by 

m s

s M

P P


+      (5.4) 

*sh sh

m ms ms s

s M

Y a a Y


+     (5.5) 

For the power-flow solver, both current and power mismatch method are proposed. 

The PQ buses equation is developed based on current mismatches whereas PV buses 

equations are based on power mismatches. The complex current and power mismatch 

at a given bus k  are given by [177] 
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1
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P jQ
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E =

−
 = −     (5.6) 

1

( cos sin )
n
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k k k i ki ki ki ki

i

P P V V G B 
=

 = − +   (5.7) 

where, 
kE is the complex conjugated voltage phase at bus k ;

iE is the voltage phasor 

at bus i ; sp

kP and sp

kQ are specified active and reactive power at bus k ; 

ki ki kiY G jB= + : bus admittance matrix element; 
kiB  is the susceptance of the 

thn  

bus  admittance, 
kiG is the conductance of the 

thn  bus admittance. 
iV  and

kV are the 

voltage at bus i and bus k respectively. 

The sp

kP and sp

kQ  can be calculated by using the difference between power from 

generator and power from load. 

( ) ( )

sp

k G k L kP P P= −      (5.8) 

( ) ( )

sp

k G k L kQ Q Q= −      (5.9) 

where, 
( )G kP and

( )G kQ are active and reactive powers of generator for bus k ;
( )L kP

and
( )L kQ are active and reactive powers of loads for bus k ; 

( )L kP and
( )L kQ can be 

modelled in polynomial form[178]: 
2

( ) 0 ( )L k k p p k p kP P a b V c V= + +     (5.10) 

2

( ) 0 ( )L k k q q k q kQ Q a b V c V= + +     (5.11) 

where: 

1p p pa b c+ + =      (5.12) 

1q q qa b c+ + =      (5.13) 

In Eq.5.8-Eq.5.13, the Jacobian matrix is used to represent the power and current 

mismatches flow method through NRPF method[179]. 
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where,
rnI  is real part of current mismatch at the bus n ;

mnI  is imaginary part of 

current mismatch at the bus n ;
kP is active power mismatch at bus k ; 

rnV  

represents the real part of the voltage at bus n ; 
mnV  represents the imaginary part 

of the voltage at bus n ; 
k  represents the phase angle at bus k . 

At the bus k of PQ bus, the derivation of diagonal elements can be written as  
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where 
ka , 

kb ,
kc kd can be shown as 
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where:  

'

( ) 0k G k k pP P P a= −           (5.23) 

'
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The off-diagonal elements are formulated as  
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For the PV buses, the derivation of diagonal elements at bus k can be written as 
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The off-diagonal elements are formulated as  
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Fig.5.2 shows the flow chart of hybrid NRPF algorithm. 
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Fig. 5.2 Flow chart of hybrid Newton Raphson method 

Fig.5.3 represents the one-line diagram of buses 1m  and 2m . The amount of power 

that can be transmitted through the lines is limited by several factors, including the 

material itself and the temperature. This limitation is observed as a decrease in power 

transmission from the source to the destination, called power loss.  

 

Fig. 5.3 One-line diagram of distribution system 

The power loss of the LES is an important criterion in evaluating a network, which 

can be formulated by: 

2 2 2 2

2 2 2 2

2 2
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where
lossP  is the total network loss, 

2mP and 
2mQ are the active and reactive loads 

at bus 2m . 
2mV  is the voltage phasor of the buses 2m . 

iR  and 
iX  are the resistance 

and reactance of the branch i .  

In order to analyse the impact of photovoltaic systems on the existed power system, 

the data of simulated load demand is formulated in Eq.5.35. To simplify the 

simulation system, the impact of CHP on the power network has not been taken into 

consideration.    

 
ld tld chpS D D= −       (5.35) 

where 
ldS  is the simulated load demand, 

tldD is the historical data of the electricity 

demand, 
chpD is the historical data of CHP electricity generation. 

5.3 Introduction of UoW Power System 

5.3.1 Power Distribution System 

The UoW power system studied in this chapter has an 11kV bus ring that delivers 

the electrical power to all the electricity end users/buildings. In addition to delivering 

power generated from the CHP, the electricity distribution network is connected to a 

main substation sitting on UoW campus which is owned by the Distribution Network 

Operator (DNO). Fig.5.4 shows the architecture of distribution system in UoW. Each 

substation transforms the supply voltage from 11 kV to 400 V for end users.  
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Fig. 5.4 Diagram of the University campus  power distribution system 

5.3.2 Current Solar PV Installation in UoW 

The solar PV panels are installed on various campus rooftops, producing electricity 

and feeding to the system via the local substations.  By 2018, the rated power of solar 

PV on campus is 248 kW, which is rather small in terms of the campus electrical load 

demand. A schematic diagram of the university’s photovoltaic system installations is 

depicted in Fig.5.5. 
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Fig. 5.5 Diagram presenting the installed solar panels network 

With the trend of increase in electricity demand, the potential for installation of more 

rooftop solar PV panels is investigated by Stavropoulos in 2018 [180]. The study has 

derived the total university existing building roof areas and identified the effective 

areas for PV installation.  The potential capacity of solar installation of each building 

tops is estimated and illustrated in Fig.5.6. From the analysis, it is found that the rated 

peak power from total solar PV installation could reach 3.87 MW, which may need 

approximately 13,042 PV panels.  

 

Fig. 5.6 Capacity of potential solar installation in each sector 

5.3.3 Current Balance Mechanism of Power Flow in UoW 
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The UoW's power metering data is recorded and archived to the power co-simulation 

system every 30 minutes. The data includes all the metered substations and feeders 

around the campus as well as the virtual meters for both thermal and electrical load. 

This study considers the electricity demand, CHP generation, electricity import and 

solar generation. Historical data analysis is conducted, which covers the data sets of 

the total electric demand and total CHP generation stored for the last year 

(01.01.2018 to 01.01.2019). 

The total electrical consumption and CHP power generation (illustrated in Fig.5.7) 

in 2018 are 61,272,655 kWh and 37,457,691 kWh, respectively. For solar generation, 

the total generation is 177,681 kWh as shown in Fig.5.8. 61.4 % of the UoW's annual 

electrical energy consumption is from onsite power sources for 2018, such as CHP 

plant and Solar PV panels. Compared with the period of 2015, the figure is lower as 

over 80 % electricity consumption were from on-campus generation in 2015 [181]. 

Currently, the solar generation compared with the total load demand is still very small 

and the power generation from CHP is relatively low in summer between May and 

October since the CHP plant is running on thermal led mode and the heat demand is 

low in those months. The gap between the load demand and electricity power 

generation is becoming larger for the month from May to October. So, UoW needs 

to buy more electricity from the grid to fill the gap. 
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Fig. 5.7 Load demand vs. CHP electrical power generation 

 

Fig. 5.8 Solar generation for Year 2018 

The gap between the demand and electricity generation of onsite sources is varying 

with time and Fig.5.9 shows the gap variation over one week. In most cases, the load 

demand is higher than the onsite power generation so purchasing electricity from grid 
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is needed. The negative value indicates the electricity export to the grid when CHP 

generates the surplus electricity. If the gap can be filled by on-campus clean energy 

power generation source, the reduction in electricity purchase may save the UoW 

energy bill and reduce CO2 emission. The next section will perform the analysis of 

the potential for more solar PV installation and integration on campus.   

 

Fig. 5.9 Electricity bought from the grid (November) 

5.4 Techno-Economic Study of Solar PV Integration 

Increasing solar power generation is one of the potential options to accommodate 

the campus energy demand growth in a greener way. It is clear that the UoW has 

suitable space for solar PV installation. However, there are many factors which are 

unknown: 

- What is the potential capacity the university can accommodate? 

- What is the optimal installation capacity to have the maximum gains financially 

and environmentally?  

- What impact does the massive solar PV generation integration impose onto the 

existing campus energy system? 

In this section, the following studies are reported: i) identification of the correlations 

between solar generation and load demand; ii) techno-economic study for PV 
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integration potential on campus; iii) the impact analysis with different hypotheses for 

solar PV installation.  

5.4.1 Correlation Analysis 

One goal of integrating solar PV system is to compensate the power gap between 

generation and demand. If the generation curve is consistent with demand curve, this 

generation source is easy to be integrated into original system. Correlation analysis is 

a method of statistical evaluation used to study the strength of a relationship between 

two, numerically measured, continuous variables. To examine the correlation 

between solar power generation and load demand, Pearson's Correlations Coefficient 

(PCC) [182] is used. PCC provides a measure of the strength of a linear association 

between two variables, with the results varying from the range of -1, representing a 

perfect negative linear correlation, to 1, which represents a perfect positive linear 

correlation. Zero value of a PCC indicates that there is no linear relationship. A 

further breakdown of the value representation is given in Table 5-1.  

Table 5-1 Pearson's Correlation Coefficient and representative strengths 

PCC Correlation Strength 

|ρ| = 0 indicates that both variables are not linearly related 

0:00<|ρ|<0:09 no correlation 

0:10<|ρ|<0:25 a small linear correlation 

0:26<|ρ|<0:40 a medium linear correlation 

0:41<|ρ|<1:00 a strong linear correlation 

|ρ|= 1 a perfect positive/negative linear correlation 

 

The study uses the data from the historical record, including solar generation, 

distributed load demand and electricity generation from the CHP based on the co-

simulation system. It is expected to exhibit linear relationships between the chosen 

solar outputs and electrical demand. No documented outages are recorded during the 

period of the study and the standard deviations of all variables are within the expected 

limits.  

The results are shown in Table 5-2, where ρ_LD&Solar represents the PCC between 

the solar power generation and the load demand and ρ_(LD-CHP) &Solar represents 

the PCC between the solar power generation and the electricity purchase/import from 

the grid. It can be seen that the correlation factors between the solar generation and 
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the load demand are strong in most of months. For example, as shown in Fig.5.10, 

the solar generation gets to its peak when the load demand is high. 

 

Fig. 5.10 Solar generation vs. Load demand 

Table 5-2 Correlations between different parameters 

Month 1  2  3  4  5  6  7  8  9  10  11  12  

ρ_LD&Solar 0.45  0.45  0.50  0.56  0.59  0.72  0.73  0.66  0.61  0.48  0.39  0.35  

ρ_(LD-CHP) &Solar 0.27  0.41  0.42  0.52  0.48  0.57  0.64  0.46  0.45  0.38  0.28  0.28  

 

From the above analysis, it can be seen that all the data exhibit the positive PCC level 

and the high PCC numbers are shown for May, June, July and August. In general, 

the thermal energy demand is low, and the weather has longer duration of daytime 

with more sunshine for those four months in the UK. It leads to a positive sign in 

extending the solar PV capacity which could be one way to reduce dependence on 

the import energy from the grid and lower the cost.     

5.4.2 Analysis of Extended Solar PV Integration 

5.4.2.1 Potential capacity of campus rooftop solar PV installation 
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Stavropoulos [180] through his project has analysed the potential future installation 

of solar PV panels while all the available building rooftops of the university are 

considered. Stavropoulos’ study obtained the total effective area and orientation of 

the University’s campus roof-tops; then the potential installation capacity is 

calculated in association with the suitable areas. Based on the evaluation, the 

potential capacity of rooftop solar installation is 4.2 MW. The solar PV generation is 

calculated by using the historical data of current 248 kW solar PV generation as 

shown in Eq.5.36. The Load demand data and CHP electricity generation data used 

in this analysis is from the historical data for the period of 01/01/2018- 01/01/2019 

,

, ,

,

t his

t as po rated

re rated

E
E P

P
=     (5.36) 

where, 
,t asE  is the estimated solar generation at time step t with the assumed rated 

solar generation capacity
,po ratedP ; 

,t hisE  is the historical solar generation data with 

the installed solar generation capacity, 
,re ratedP . 

From the above analysis, the total solar generation can be increased from 177,681 

kWh to 3,020,667 kWh for the time period considered if all the suitable spaces used 

for solar installation. In this case, the proportion of self-generated electricity 

increased by 5 % to 66 % based on the electricity demand in 2018-19. Due to the 

nature of solar generation, the peak generation of solar system is from May to 

October, during which the gap between the load demand and the power generation 

from CHP is relatively higher than the rest of the year. Therefore, the electricity from 

solar system may fill the gap well. Fig.5.11 shows the difference of electricity 

purchased from grid after and before the 4.2 MW solar system is installed. From the 

comparison, it is clear that the mean electricity purchased from the grid is reduced 

12,000 kWh per day from April to October. The half-hourly data of the purchased 

electricity from the grid is shown in Fig.5.12 after the 4.2 MW rooftop solar system 

is installed. Compared with the daily data, there are a few points where the electricity 

is fed back to the grid. The total number of these points is 273 and these points are 

distributed in 50 days. The total electricity exported to grid is 50.09 MWh. The total 

number is 160 and the total export electricity is 36.63 MWh before the 4.2 MW solar 

system is installed. 2 % of solar electricity is fed back to the grid with 4.2 MW solar 

generation in this year. 
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Fig. 5.11 Purchased energy from grid (248 kW solar vs. 4.2 MW solar) 

 

Fig. 5.12 Energy distribution (exporting to grid)  

 

5.4.2.2 Optimisation of the sizing of solar system 

In this subsection, the optimal sizing of solar system is studied aiming to reduce the 

imported electrical energy from the grid. From the above subsection, the lower limit 

used is 4.2 MW. The upper limit is chosen as 20 MW since the peak power demand 

is assumed to be 14.6 MW in 2030 and the total solar system conversion efficiency 

is 73 %. According to the 2020 carbon emission management plan of UoW, It is 

assumed that the ratio of the UoW's annual energy consumption from onsite power 

sources should be above 70 % and the power sources should be renewable energy. 

So, the lower limit should be above 10.3MW (the ratio is 70.3 % after the calculation 
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based on load demand in 2018). Six random sized solar system between 10 MW to 

20 MW are chosen for comparison, as shown in Table 5-3.  

Table 5-3 Scenarios of solar installation 

Scenarios 1 2 3 4 5 6 

Solar power rating (MW) 11.2 12.4 13.6 14.9 17.4 19.8 

 

In Fig.5.13, the electricity imported from the grid does not reduce from November to 

February although the solar power rating increased from 11.2 MW to 19.8 MW. From 

March to 15th of June, different scenarios highly affected the imported electricity. 

The energy fed back to the grid increased with the increment of capacity of solar 

installation in this period. For example, the maximum export electricity is 60,000 

kWh on 17th of May in scenario 6. In comparison, the export electricity was around 

10,000 kWh on the same day for the scenario 1. Generally, scenario 6 is the better 

scenario if the period between 1st of May and 15th of June is not considered.  

  

(a) the first quarter   (b) the second quarter  

  
(c) the third quarter   (d) the fourth quarter 

Fig. 5.13 Import electricity from grid based on different scenarios (daily)   
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Table 5-4 Export electricity in different scenarios 

Scenario 1 2 3 4 5 6 

Export electricity (kWh) 
942,346.

7 

1,310,17

2 

1,736,72

1 

2,210,55

9 

3,289,51

5 

4,512,23

7 

Days of export 

electricity 
6 9 13 18 27 46 

 

 

Fig. 5.14 Distribution of export electricity based on different scenarios 

 

The daily export electricity is listed in Table 5-4 and the power distribution of one 

year is shown in Fig.5.14. From the distribution of export electricity, there are 46 

days when the campus generates more electricity and feeds back to the grid. The 

number of days of electricity export for scenario 1-scenario 5 are 6, 9, 13, 18 and 27, 

respectively. The scenario 1-scenario 3 could be considered as the proper solutions 

if the days of electricity export are limited to 15 days. 

5.4.2.3 Economic analysis of solar PV integration 

The cost breakdown of the solar PV is illustrated in Fig.5.15 [184]. The Solar Trade 

Association (STA) provides a clear estimate of how utility-scale solar cost in 

comparison with a residential and commercial roof-top solar PV cost, as shown in 

Fig.5.16. For the large scale of ground-mounted solar PV plants over 5 MW, the cost 

of installation is significantly lower than the residential rooftop systems. The 

different cost scenarios that are from £1,000,000/MW to £1,200,000/MW are used to 

calculate the payback year of the investment. The calculation is under the assumption 

that all the solar generation is consumed by demand and the prices for the solar 

generation is from 0.07 £/kWh to 0.10 £/kWh in 2015 [176]. 
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Fig. 5.15 Cost breakdown for the solar system [166] 

 

Fig. 5.16 Cost assumption for the solar system [166] 

 

Table 5-5 shows the payback year with different assumptions of installation cost and 

solar energy price. The best case of payback time is 13.9 years and the worst case is 

23.8 years. Normally, the lifetime of solar system is estimated to be 25 years, so the 

payback time is normally less than the solar lifetime period.  

 

For the calculation of CO2 emission, Eq.5.37 is adopted, where 𝑒𝑐𝑜2
 is the weight of 

reduction of CO2 emission, Esolar represents the total energy generation in 25 years, 

  is the coefficient of CO2 generation and has the value of 365 g/kWh for CCGT 

power plant [183]. In the worst case, the CO2 emission reduction can be 2,860 tons 

within the solar PV panel lifetime of 25 years. 
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2
e E
co solar

=      (5.37) 

Table 5-5 Payback years of investment 

Price 

(£/kWh） 

Cost（£/MW） 

0.07 0.08 0.09 0.10 

1000000 19.86  17.38  15.45  13.90  

1050000 20.86  18.25  16.22  14.60  

1100000 21.85  19.12  16.99  15.29  

1150000 22.84  19.99  17.77  15.99  

1200000 23.84  20.86  18.54  16.69  

 

Fig.5.16 shows that the large-scale solar system is more economic, and the campus 

has enough space to install the large-scale utility type of solar PV panels but need to 

identify the feasible space and location.  

The following subsection will calculate the payback year based on the large-scale 

solar system. The ratio of solar energy usage is calculated based on the load profile 

and solar power generation in 2018. To calculate the cost and benefit of installation 

of solar PV panels, the following assumptions are made: 

- The benefit of export energy is negative since the University does not have 

the export license, but the transmission fee and capacity fee need to be paid 

by UoW. 

- The price of the solar PV generation is 0.08 £/kWh 

- The solar PV panels are installed on the farmland assuming that the cost of 

solar PV investment is 700000 £/MW [185] 

 

The payback year is calculated as: the investment of solar panel investment is divided 

by the benefit of solar generation. Table 5-6 shows the payback years for different 

scenarios. The best case is 13.9 years and the worst case is around 18 years. The 

difference of payback years is mainly affected by the ratio of onsite usage of solar 

energy. 
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Table 5-6 Payback years of the investment 

Solar power rating 

(kW) 
11200 12400 13600 14900 17400 19800 

Solar export (kWh) 942346.7 1310172 1736721 2210559 3289515 4512237 

Solar used (kWh) 7053310 7573891 8035748 8450316 9148173 9702263 

Installation cost (£) 7840000 8680000 9520000 10430000 12180000 13860000 

Payback years 13.89  14.33  14.81  15.43  16.64  17.86  

 

The half hourly data of export energy is shown in Fig.5.17 for different scenarios. To 

absorb the export electricity on UoW, the energy storage system may be considered. 

The power rating of storage system is estimated around 2 MW and the capacity would 

be around 5 MWh for Scenario 1 and Scenario 2. The power rating of energy storage 

system is predicted to be around 4 MW and the capacity would be around 8 MWh 

for Scenario 3 and Scenario 4. The power rating of the energy storage system is 

estimated around 8 MW and the capacity could be around 16 MWh for Scenario 5 

and Scenario 6.  

 

Fig. 5.17 Import electricity in different scenarios (half hourly) 

 

Then the battery storage system is considered to optimise the power flow. The 

installation cost of Lithium Nickel Manganese Cobalt Oxide (NCM) battery is 400 

£/kWh [186]. It is assumed that 95 % of the electricity from the PV's external output 
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to the grid is stored in the battery. Then, at the peak of the power consumption, taking 

the conversion loss, 80 % of this energy is fed back into the onsite network. The 

Table 5-7 shows the payback year of hybrid system. Generally, the payback year is 

prolonged by 2 years after storage system is integrated. It is noted that the battery 

lifetime is not considered. 

Table 5-7 Payback years of the investment of hybrid systems 

Battery capacity (kWh) 5000 5000 8000 8000 16000 16000 

Battery cost (£) 2000000 2000000 3200000 3200000 6400000 6400000 

Solar power rating (kW) 11200 12400 13600 14900 17400 19800 

Solar export (kWh) 47117.3  262034.4  86836.1  442111.8  164475.8  902447.4  

Solar used (kWh) 7948538.9 8622028.1 9685632.7 10218763.2 12273212 13312053 

Installation cost (£) 7840000 8680000 9520000 10430000 12180000 13860000 

Payback years 15.47  15.48  16.42  16.67  18.92  19.02  

 

 

Table 5-8 shows the payback year of the hybrid system if the lifetime of battery 

system is considered. The lifetime of battery is 10 years since the State of Health 

(SoH) cannot meet the storage requirement after ten years. The cost of the battery 

system increased by extra 50 % and the payback years are prolonged by 3 years after 

the storage system is installed.    
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Table 5-8 Payback years of the investment of the hybrid system 

Battery capacity (kWh) 5000 5000 8000 8000 16000 16000 

Battery cost (£) 3000000 3000000 4800000 4800000 9600000 9600000 

Solar power rating (kW) 11200 12400 13600 14900 17400 19800 

Solar export (kWh) 4117.3  26034.4  8836.1  44111.8  16475.8  90447.4  

Solar used (kWh) 7948538.9 8622028.1 9685632.7 10218763.2 12273212 13312053 

Installation cost (£) 7840000 8680000 9520000 10430000 12180000 13860000 

Payback years 17.05  16.93  18.48  18.63  22.18  22.03  

 

From the above analysis, the 11.2MW solar system is recommended based on the 

campus current power flow and its operation. It is not economically viable to consider 

installing battery storage if it is used purely for supporting solar power generation 

and utilization. Certainly, the benefits of battery energy storage installation should 

be analysed in a broad content of LES beyond supporting solar power only.  

5.5 Impact of Solar PV Integration on Current UoW Power System  

5.5.1 Modelling of UoW Power Distribution Network 

When large-scale solar PV generation is connected to a power system, the power 

system structure will migrate from single power radial network into weak-link 

network of Multi-distributed power generation.  Large capacity of Distributed 

Generation (DG) integration in a power system will impact on feeder’s voltage, short 

circuit current, active and reactive power flow and other system characteristics.  DG 

integration will decrease transmission power on the feeder and the feeder will need 

to support DG output reactive power, so load node voltage along the feeder will be 

raised. The level of voltage raising is linked closely with DG location and the size of 

the total capacity. 
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Fig.5.18 shows the architecture of UoW radial distribution system used in the 

simulation study. The main substation between node_799 and node_701 provides the 

electricity energy to distributed loads.  The voltage of primary substation is 132kV. 

Node_701 is a metering point that can monitor the total import/export energy. There 

are 3 feeders in node_702 where three branches are connected.  

Fig. 5.18 Simulation architecture of Warwick distribution network 

 

Based on the power co-simulation system developed in chapter3, the simulated UoW 

power distribution system is integrated into simulation platform of co-simulation 

system. The substation takes the three-phase unbalanced power solution seen at the 

substation node, calculates the average power on the phases, and writes this average 

to the load property in the parent node. For other nodes in this distribution system, 

the ZIP load is connected to each node and the value of load is simulated based on 

the acquired load metering data of UoW in co-simulation system. Fig.5.19 shows the 

load profile of some nodes at random 48 hours. The maximum electricity demand is 

30 kW and the lowest demand of one user is close to 1 during some period. 
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Fig. 5.19 Example of load profile for various nodes 

5.5.2 Results and Analysis 

Following the analysis presented in[180], 4.2 MW solar PV capacity can be 

accommodated by the current campus rooftop. In this study, it is assumed that the 

total solar PV power generation is connected to the substation of the node_70360 as 

shown in Fig.5.20. The worst-case scenario is used to analyse the impact on 

distribution network. Fig.5.21 shows the half-hourly total power input to distribution 

load demand before (base) and after the 4.2 MW solar PV is installed. The minimum 

and peak power of the main substation are 6.6 MW and 16.3 MW, respectively. 

During the period from 7:00 to 17:00, the import power is dramatically reduced since 

the solar PV generates electrical power to this distribution system. Fig.5.22 shows 

the solar power generation of that day. The radiation data is obtained from the campus 

weather station on 2nd July 2017. 
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Fig. 5.20 The placement of solar generation system 

 

 

Fig. 5.21 Power import with and without solar power generation 



132 

 

 

Fig. 5.22 Total solar output of the node_70360 

 

In Fig.5.23, the one-day energy losses are around 500 kWh which is calculated by 

the difference of power import in different conditions. The total energy losses are 

reduced by 10 % to 450kWh after the solar system is installed. Fig.5.24 and Fig.5.25 

compare the 11kV voltage profiles of various nodes in different time segments. The 

voltage on Branch 1 and Branch 2 is kept the same before and after the solar system 

is installed since the solar system is installed on Branch 3 only. In the radial 

distribution system, the voltage gradually decreases as the node moves away from 

the initial feeder. The voltage of node_70360 increases by around 100V at 12pm, 

when the solar system generates more power compared with other time segments. It 

is obvious that the node voltage of Branch 3 is higher than the voltage of other 

branches. As a result, the 4.2 MW solar system highly affects the node voltage in the 

connected branch. It is clear that the voltage is still within the allowed voltage 

variation limit (6 % of rated voltage). 
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Fig. 5.23 Power losses of distribution system 

 

 

Fig. 5.24 11kV voltage profiles on different nodes-base 

 

 

Fig. 5.25 11 kV voltage profiles on different nodes-with solar installation 

10340.00 

10340.00 
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The profiles of low voltage are shown in Fig.5.26and Fig.5.27 to compare the voltage 

before and after the solar system installation. The voltage of meter_1101 is much 

lower than other meters since the load demand is higher and the transformer is 

slightly overload during some time segments. After the solar system is installed, the 

voltage of meter_90360 and meter_100360 gradually increases with the increment of 

solar generation. Both meter_90360 and meter_100360 are connected to the second 

segment of 11kV/400V transformer. The voltage of other meters in the same 

branches also increases by around 4V. The voltage drops of meter_90362 is improved 

because of the installation of solar system. 

 

Fig. 5.26 400V voltage profiles on different meters-base 

 

 

Fig. 5.27  400V voltage profiles on different meters-with solar installation 

100360 
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From the study conducted in Section 5.3, the 11.2MW pure solar installation capacity 

is recommended in terms of cost and benefit balance. The following subsection will 

analyse the impact of 11.2MW solar integration on the distribution network. The first 

5.6 MW solar system is still installed at node_70360 of Branch 3, and the second 5.6 

MW solar system is connected to node_70244 of Branch 2 as shown in Fig.5.28.  

 

Fig. 5.28 The placement of solar generation systems 

 

In Fig. 5.29, the daily total electricity import is further reduced from 249 MWh to 

203 MWh compared with the base model after two 4.2 MW solar system is installed. 

The peak load demand reduces from 16.2 MW to 13.7 MW. In comparison, the total 

energy loss reduces by 25 % to 367kWh, as shown in Fig.5.30. 
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Fig. 5.29 Power input of the main substation 

 

 

Fig. 5.30 Power losses of distribution system 

 

The distribution of medium and low voltage profiles is shown in Fig.5.31 and 

Fig.5.32, respectively. In Fig.5.31, the dashed line is the voltage profiles in different 

time segment, the solid line is the voltage profiles after the 11.2 MW solar system is 

engaged online. The voltage profiles are nearly same during the period from 21:00 

to 6:00, during which, there is no electrical power generated from the solar PV 

system. The voltage increment of Branch 2 and Branch 3 is different although the 

capacity of solar system is same since the load demand and architecture of each 

branch is different. From the above analysis, the installation of solar PV improves 

the stability of current power distribution system. 
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Fig. 5.31 11 kV voltage profiles on different nodes-with solar installation 

 

In Fig.5.32, it can be seen that the obvious increase of voltage in the meter_70244 

and meter_70360. It indicates that the solar system will also cause the voltage 

increase at the low voltage system. The voltage of the nearby meters is also affected 

but the difference is not obvious. 

 

 

Fig. 5.32  400V voltage profiles on different meters-with solar PV installation 

5.6 Summary 

 The analysis clearly shows the correlation between the load demand, CHP power 

output, solar PV generation and electricity purchase profiles. The correlations can be 

summarized into:  



138 

 

i) the gap between the CHP power generation and the load demand is associated 

with weather tightly as its operation is the thermal-lead algorithm; in winter, 

the gap is smaller, and the gap is much greater in summer;  

ii) the solar power generation profiles are highly correlated to the electrical 

power import from the grid; in the rich radiation days, more electrical power 

is purchased at the moment, in line with solar PV generation. The quantified 

correlation analysis results are shown in Table 5-2. Therefore, the data 

correlation analysis convinces that the solar integration has potential reduce 

the power import to reduce the University electricity bill and cut the 

University carbon footprint. 

The installation capacity and economic analysis are then performed. The study 

showed that the current campus rooftop areas can accommodate 4.2 MW solar PV 

panel installation with the potential of capacity increase when more new buildings 

are commissioned in use. The payback years for 4.2 MW to 20 MW range of rooftop 

solar system investment is then analysed based on the current market condition and 

values and the results indicate that the payback time is between 14 to 24 years 

depending on the solar energy price and installation cost.  

Further investigations are made into the installation of larger utility scale ground 

solar PV systems. Different appropriate sizes of solar units are chosen for 

comparison. The installation cost for utility solar PV is relatively small compared to 

rooftop solar system, so the large solar plant should be considered if the installation 

space is available. The payback year can be reduced by 5 years compared with the 

rooftop installation. 

 In the case that the surplus energy of solar system is produced and fed to the grid for 

free, the energy storage system may be an option. The payback years are studied and 

compared, which shows that the payback years of hybrid system is much longer than 

the solar PV installation alone without batteries.  

From the study case, the 11.2 MW pure solar installation capacity is recommended 

in terms of cost and benefit. With the evolution of the campus and energy usage 

variations, the optimal installation capacity can be changed.  
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After the solar PV power generation integration, the decrease of transmission power 

on the feeder and support of solar output reactive power makes load node voltage 

along the feeder will be raised. This voltage and power loss are studied and analysed. 

The results are presented in Section 5.5, which can provide the supporting 

information in planning and design.  

In general, the effect on the distribution system as a result of solar PV integration is 

positive. The proposed capacity of solar system improves the voltage stability and 

reduces the total power losses on the campus power distribution system. The power 

losses reduce by 10 % with the introduction of 4.2 MW solar system and reduce by 

24 % with the installation of 11.2 MW solar system. The location of solar system 

will highly affect the curve of branch voltage.  
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Chapter 6  

Study on Local Energy System with a P2P 

Trading Mechanism 
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6.1 Introduction 

As described early, the power system has seen more and more distributed or local 

generation connected at the distribution level. Management and operation such a 

blended central and local generation power systems lead to the changes in electricity 

market and the supply chain. Consumers are becoming prosumers as they produce 

electrical energy and also consume electrical energy at the local level. This will 

reduce the dependence on the main grid and can optimize their energy usage at the 

local level which may lead to cost reduction. With this change, one new element 

appears in electricity market – prosumers. This pushes electricity market reform and 

new mechanisms and electricity trading methods are under exploration.  

In the traditional electricity trading model, if the producers of electricity are 

producing excess electricity, they often sell the electricity directly to the power 

company. However, the problem is that power companies often buy electricity at low 

prices and then sell them to users at high prices, which creates inequality in energy 

transactions. The sell price includes transmission fee, distribution fee, operators’ 

revenues, purchase price and power losses fees so it is high than purchase fee. In 

recent years, Peer-to-Peer (P2P) electricity trading business model that emerged as a 

platform-based scheme aiming to encourage the integration of distributed power 

sources is proposed. With P2P electricity trading, prosumers can share the benefits 

with the communities that they belong to, further encouraging the consumption and 

deployment of distributed power sources. Furthermore, P2P electricity trade has the 

potential to reduce the cost and reliance on the main grid. 

In this chapter, an introduction of hierarchical P2P structure that is commonly used 

for the large-scale and complex LES is provided. Then, a P2P electricity trading 

mechanism with hierarchical P2P architecture is proposed with the aim to enhance 

revenue of prosumers by applying a game theory in pricing competition. In order to 

balance the pricing between customers and suppliers, the asymptotic Shapley value 

which is well-known solution and general method for ensuring an equitable division 

[187] is treated as the core of the coalitional game. This trading mechanism is to 

motivate prosumers to actively take part in the proposed architecture of trading. 

Finally, a few cases studies are used to verify the proposed electricity trading 

mechanism. 
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6.2 Hierarchical P2P Architecture 

P2P networks can be classified as structured and unstructured P2P networks.  

Hierarchical P2P systems utilizes more than one level hierarchy to distribute the 

overlay nodes, multiple options can be taken by each level, either structured or 

unstructured. The hierarchical P2P [188] can be classified into three categories: 

unstructured, structured and hybrid, as shown in Fig.6.1. 

Unstructured hierarchical P2P systems utilizes unstructured topology at each layer. 

Structured hierarchical P2P systems utilize only structured topology at each layer. 

Hybrid hierarchical P2P systems combine unstructured and structured overlay 

topology in its hierarchy. In our case, hybrid hierarchical P2P systems utilize 

structured overlay topology at its upper level while utilizing unstructured overlay 

topology at its lower level. 

 

Fig. 6.1 Architecture of hierarchical P2P 

6.2.1 Unstructured Hierarchical P2P Architecture 

An unstructured P2P network is formed when the overlay links were established 

arbitrarily. It means peers establish connections randomly with each other instead of 

restricted by any fixed restrictions. In an unstructured P2P network with various peers 

inside, if a peer wants to find another peer in this P2P network, the query must be 

flooded through the network in order to find peers who have the information of 

desired peer. Prosumer’s communication regarding energy demand, availability, 

distance, price and tariff take place in a P2P fashion[189]. One of the advantages of 
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this unstructured model is the results of good performance and reduction of latency 

since the prosumers communicate with each other directly. However, there is no 

guarantee that flooding will find a peer that carried the desired information since 

there is no correlation between a peer and the its carried information. Moreover, 

flooding may also cause network congestion. Most of the popular P2P networks, such 

as Gia [191]and Gnutella[190] , are unstructured. They are decentralized and 

unstructured. The aggregate system capacity for Gia is three to five orders of 

magnitude better than that of Gnutella. 

Gnutella v0.6 [190] employs a two-layer hierarchy, as shown in Fig.6.2. Peers are 

categorized into leaf and ultrapeer. A leaf peer only maintains connection with its 

own ultrapeer, while an ultrapeer maintains connections to its own leaf peers, as well 

as to the other ultrapeers from the overlay, and acts as proxy for its connected leaf 

peers. In the procedure of resource lookup, leaf peers are only responsible for 

initiating lookup requests and receiving correlated lookup response. At the ultrapeer 

layer, the flooding-based mechanism is utilized to forward the lookup request. 

 

Fig. 6.2 Architectire of Gnutella v0.6 

6.2.2 Structured Hierarchical P2P Architecture 
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The structured P2P network organizes peers into a specific structure by using a 

technique[192]. Under such a structure, whenever a peer wishes to search for some 

data, it can determine the peer who is responsible for the data and then directs the 

search towards the responsible peers. Due to the use of Distributed Hash Table 

(DHT), structured networks have efficient message routing, but suffer from high 

maintenance overhead.  

A framework for the vertical hierarchical P2P [193] is shown in Fig.6.3. Peers are 

clustered into different groups and the messages are routed to the destination cluster 

using inter-cluster overlay, and then routed into designation peer through intra-

cluster overlay. There is at least one super (powerful) peer which is selected in terms 

of reliability, computing ability and connectivity. The normal peer chooses to join 

one cluster based on the proximity. 

 

Fig. 6.3 Architecture of vertical hierarchical P2P 

A framework for the horizontal hierarchical P2P[194] is shown in Fig.6.4. A cluster 

of host computers participate in an overlay as a single peer. The query is routed from 

cluster to cluster as a flat DHT algorithm does until it gets to the destination cluster. 

In the intra-cluster, the multicast service mechanism which transmits the data from 

one single source to multiple destinations is used to reach the destination peer 
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Fig. 6.4 Architecture of horizontal hierarchical P2P 

6.2.3 Hybrid Hierarchical P2P Architecture 

Hybrid hierarchical P2P system combines unstructured and structured overlay 

topologies in their hierarchies in order to utilise the benefits from both ends farthest. 

A hybrid P2P system is proposed to make use of the advantages of both structured 

and unstructured P2P networks[195]. One of the hybrid infrastructures is combining 

flooding technique and DHT structured search technique. It shows that Gnutella is 

effective for locating highly replicated items. As shown in Fig.6.5, the root layer 

consists of clusters which are constructed using local network and each cluster 

contains a dedicated gateway peer. All the gateway peer consists of gateway layer. 

Furthermore, additional random connections are achieved by utilising a random walk 

algorithm. 

In this part, a hierarchical P2P structure that integrates the scalability of structured 

overlay network with the connection flexibility of unstructured overlay networks is 

proposed. A core structured network is used in gateway layer, which forms the 

backbone of the hybrid system, while MG layer is an unstructured P2P network. The 

MG layer consists of many MG peers and a gateway peer (A0, B0, and C0). Each 

gateway peer is identified by a Gateway ID (GID), which is the gateway’s ID in the 

core network, and a MG Peer ID (MGPID), which is the peer’s ID in the MG. 
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Fig. 6.5 Architecture of hybrid hierarchical P2P 

6.3 P2P Electricity Trading Mechanism 

Electricity trading approaches are becoming increasingly important in the 

development of the energy sharing in LES due to the need to meet energy demand 

considering the intermittent supply of LES. Human factors need to be taken into 

considerations such as rationality, motivation, and environmental friendliness in 

decision makings. game theory-based approach is proposed since it provides an 

analytical and conceptual framework with a set of mathematical tools to analyse 

optimization problems with several objective function[196]. Game theory is a 

mathematical and signal processing method [197] that analyses strategies in 

competitive circumstances where a choice made by one prosumer depends on the 

actions of others. Fig.6.6 shows the game theory approach and some optimization 

solution techniques. There are two basic types of games in game theory: non-

cooperative game and cooperative game. 

A non-cooperative game is a game where decisions made by prosumers did not rely 

on nor interfered by the coordination and communication occurred between 

prosumers, however, it does not mean that prosumers did not coordinate or 

communicate at all.  The Nash equilibrium is the most popular solution concept of 

the non-cooperative game  ( ) ,( ) ,i i N i i NS f N 
.

iS is set of player i ’s strategies,
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1,2,3...i N= ,
if  is player i 's payoff as a function of the strategies. The Nash 

equilibrium is a vector of actions
*x , such that * *( ) ( , ),i i i nf x f x x i N−   , where 

1( , , )i Nx x x= . When the inequality above holds strictly (with > instead of ≥) for 

all prosumers and all feasible alternative strategies, then the equilibrium is classified 

as a strict Nash equilibrium. Otherwise there is exact equality between *

ix  for some 

of the players the equilibrium is classified as a weak Nash equilibrium. In addition, 

it is key to select an efficient and desirable Nash equilibrium from multiple Nash 

equilibrium as the solution. 

 

Fig. 6.6 Game theory approaches and optimisation solutions 

  

In a cooperative game, players with similar objective functions can communicate 

amongst themselves to form a coalition. The benefit of such cooperation is shared 

among themselves. Cooperative game is typically described by a characteristic 

function . It focuses on the prediction of coalitions formed, joint actions taken by 

the group and the resulted collective payoffs. The approach of characteristic function 

is considered more general and robust in comparison to the non-cooperative model. 

Given a coalition of prosumers {1, , }, ( )S N S is the sum of payoffs. Under 

circumstances of fierce competition, the Shapley value had been often used by the 

cooperative game theory as a predictive concept.  
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It is shown that with the cooperation among LES and ESS owners, the problem of 

intermittent supply can be alleviated [199]. This will further reduce the need for large 

energy storage systems and provide cost savings for the prosumers participating in 

the cooperation. In that case, many researchers use the cooperation theory to solve 

the electricity trading problem. 

6.4 Two-layer P2P Trading Architecture in Local Energy System 

The trading system supported and investigated by this chapter is depicted in Fig.6.7. 

This system consists m  numbers of connected Micro-Grids (MGs), named as 
iN , 

where i ranged from 1 to n . The MGs are integrated energy systems consisting LES 

and multiple electrical loads. The loads can be divided into uncontrollable and 

controllable loads within clearly defined electrical boundaries. The P2P network is 

used for the communication of trading data and controlling data. The system aims to 

benefit all participants in MG where they would be able to purchase or sell electricity 

freely, as well as participating the electricity trading activities in gateway layer. The 

EMS of the MG is to collect the potential trading contract, as well as managing the 

MG system and verifying the contract. The contracts will be released once it is found 

valid by the EMS.  Surplus or deficit energy supplied in comparison to actual demand 

will then be calculated by the EMS and continue its outstanding electricity trading in 

the gateway layer.    

 

Fig.6.7 Two-layer P2P trading system 
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To simplify the complexity of an electricity trading system, only Real-Time Market 

(RTM) is considered in this chapter. The MG peers shall submit potential electricity 

capacity before the timing of +1( t  is the continuous time in a half hour). The 

predictive algorithm by using ARIMA prediction model) is used to predict the energy 

demanded and generated for the period from time t  to time 1t + .  For example, we 

normally use ARIMA [198] model to predict the potential capacity of solar 

generation by using the historical generation data and weather data. Each peer can 

submit a pair ( , )s p , where s  is the energy units and p  are the price margin (the 

minimum price the peer is willing to get or the maximum price that peer is willing to 

pay). In this case, this approach is beneficial for both sellers and buyers since they 

enhance the flexibility of electricity trading.  

Each buyer or seller of MG can be regard as a local peer, the gateway peer is one of 

local peers, but it has the capacity to take high computing tasks. In contrast, other 

local peers have the limited capacity and cannot take complex tasks. After the 

completion of electricity trading in MG, the total capacity of electricity demand or 

supply will be calculated by its gateway peer. The gateway peer will then take part 

in gateway-layer P2P trading with its calculated surplus or deficit energy demand. 

The gateway peer will submit the number of trading units according to the number 

of peers rather than the minimum bidding unit in the purpose of increasing efficiency. 

The hierarchical routing between two MGs is shown in Fig.6.5. Peer An seeks deals 

with other peers in other MGs since it does not deal with any peers in the MG where 

it belongs. On An’s behalf, gateway peer A0 participates into the P2P trading in 

gateway-layer and reach a deal with B0 who is acting on B1’s behalf. All contract 

information will be recorded in gateway peer due to its strong computing and storing 

capabilities. In the circumstances of unbalancing supply and demand of electricity, 

the surplus or deficit has to be compensated by taking part in the RTM. Generally, 

the trading process can be divided to three-stage steps which should be cleared before 

the RTM is cleared. A diagram of three-stage steps is shown in Fig.6.8.  
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Fig. 6.8 Diagram of three-stage steps 

The cooperative game proposed in this chapter as it increases overall revenue of all 

prosumers in comparison to the competitive approach. we define N as the set of 

prosumers and R (·) is the monetary profit of two-layer LES (shown as Fig.6.7). Let 

,

ils sN N and
,

ilb bN N be arbitrary subsets of sellers and buyers of MG i, 

respectively; 
,b sN N  are the set of sellers and sellers. let 

( 0)igws ils igwb ilb igws igwbN N and N N N N  =
， ， ， ， ， ，

be the unscheduled arbitrary 

subsets of sellers and buyers of i gateway peer layer, respectively. 
bDAMP is the 

purchase price from grid in Day Ahead Market (DAM) and 
sDAMP is the selling price 

to grid in DAM. 
jS and 
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All prosumers shall be considered while allocating revenue through calculation from 

the Shapley value (Eq.6.1) in the proposed system. Shapley value is a means to 

capture the average marginal contribution of a player. Obviously, the way to do 

it would be to consider all possible coalitions of N players. Therefore, the 

computational complexity will be considered rather significant. The Asymptotic 

Shapley value is proposed in [200] to reduce the computational complexity. It had 

been advised that the use of Asymptotic Shapley value is considered justify in cases 

that the number of prosumers is large [200]. 
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We assume that a prosumer i in local P2P network j  who want to trade an amount 

of φ during the period of t .  can be either negative or positive, corresponding to 

seller and buyer. Let random variable 
jS  and 

jB  be the amount of electricity 

supplied/demanded during the period t for network j . The means of 
jS and 

jB are 

denoted by 
jS and 

jB respectively. Their variances are denoted by 
2

jS  and 
2

jS  

respectively.  Finally, the Shapley value can be calculated as  
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where 𝑃𝑗𝑢𝑝and 𝑃𝑗𝑙𝑝are maximum and minimum price limit of MG j, respectively. 

Let ( )jS jS jB jB jN N N  − → as , ,jS jB jN N N →  , 
jS jS jB jBN N  → and

2 2( ) ( + )jB jS jS jB jB jS      = +  

The stability of the asymptotic Shapley value had been discussed in[201]. The price 

of electricity, Pp2p, could be used to allocate the revenue for each prosumer. To make 

the two-layer P2P network more stable, the total revenue should be fairly allocated 

to the prosumers by adjusting the Pp2p. Otherwise the prosumer’s revenue from P2P 

network may be less than the revenue generated from DAM. As a result, these 

prosumers will not take part in the P2P network. We use the core concept to allocate 

the revenue among prosumers fairly, which cannot be further improved by dividing 

the grand coalition into subsets. Prosumers can share the revenue by adjusting the 

price of electricity in local P2P network j, shown as 
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The number of prosumers, i.e.,
jBN  and

jSN ,is finite and the   is not known in 

asymptotic regime. In this case, we use the boundary of 
2 ( )P PP j to calculate 

2 ( )P PP j when 1  For example, when 1,   ( )jS jS jB jB jN N N − → and 

2 ( )P PP j  is close to 
jlpP   

The core mentioned above is based on open market, which means that the 

government will not provide any subsidies with purposes to promote any specific 

kind of energy generation, such as renewable energy [202]. In such case, 

sDAM bDAMP P may allow the core to divide revenue in a feasible way. 

After MG market is cleared, the gateway peer starts the bidding in gateway layer. Let 

random variable S  and B  be the total amount of unbalanced electricity 

supply/demand of distribution network j during the period t. Moreover, the means of 

S and B are denoted by
S  and

B respectively. Their variances are denoted by 2

S  

and 2

B  respectively. So, ( )S S B BN N N  = − and

2 2( ) ( + )B S S B B S      = + . The trading price in gateway-layer network can be 

calculated as  

2

21

2

0

2

- 1
=( )                  

2 2

sDAM bDAM sDAM bDAM
P P

P P P P
e d











−

−

+
 + •      (6.4) 

6.5 Case study  

In this section, the convergence of the revenue equations and the trading results of 

proposed distributed network are investigated. Firstly, we will verify the convergence 

of Eq.6.3 by adjusting the ratio of the total amount of electricity supplied by the seller 

to the total amount of   electricity consumed by the buyer. Then, we investigated the 

trading procedures in the proposed two-layer P2P (as shown in Fig.6.7) power 

network structure and the difference of pricing scenario in various MGs. At the end, 

we will look at the changes of overall revenue between every single peer whose trade 

remained outstanding in MG to trade in gateway layer by themselves and packing 

them as a single peer to process the trade in the gateway layer 
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6.5.1 Convergence Verification 

In practice, the ratio of the average amount of electricity supplied by the seller to the 

average amount of electricity consumed by the buyer is not equal in most of the times. 

Therefore, this section will verify the convergence of 𝑃𝑃2𝑃. Let 23.3, 12S S = = ,

2.7B = , 2 10B = . The cost of demand and price of production in West Midlands 

of UK [203] were adopted in our assumption: 4.5 /jlpP p kWh= , 14,2 /jupP p kWh= . 

As shown in Fig.6.9, the 𝑃𝑃2𝑃 converges to its asymptotic value. When the average 

electricity supply is smaller than electricity demand: τ<0, the revenue bias towards 

the sellers and it converges to
jupP as  decrease   When 0  , the revenue

2 9.35 /P PP p kWh= . Then, we keep 3S B = =  and change the variances from 12 

to 36. From Fig.6.10, we observed that the speed of convergence decreased with the 

increase of 2

S and 2

B . In other words, the variation of   will decrease when the 

variances of electricity supply and demand increase.  

 

 

Fig. 6.9 PDT vs. τ for fixed assumption 
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Fig. 6.10 PDT vs. τ for different variances 

6.5.2 Study of Trading Mechanism in Local Energy System 

6.5.2.1 Data inputs 

In this section, a two-layer P2P trading network is simulated: the gateway layer and 

local layer. The gateway layer is physically connected with three MGs: A, B, and C, 

as shown in Fig.6.7. There are 54 consumers in each MG used in each MG. The load 

curves of 54 consumers are shown in Fig.6.11. Some consumers’ load demand shows 

a relatively flat pattern while others fluctuate significantly. The variance, 2 ( )B t , of 

the load curves is depicted in Fig.6.12. It was observed from the mean value of load 

profiles that the peak load happened during the period from 8am to 11pm. and 18 pm 

to 22pm. The difference of variances became obvious due to the significant peak 

value of some loads. 
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Fig. 6.11  Load curves of consumers    

 

Fig. 6.12 Variance for load curves 

Then, different types and number of distributed power sources are considered in 

different MGs to evaluate the variation of overall revenues.  In MG A, the distributed 

solar systems, as the only energy resource, are installed. The data curves were derived 

from historical data of solar generation acquired from co-simulation system 

developed in chapter3. The half-hourly generation curves of 13 solar systems were 
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shown in Fig.6.13. The mean, 
AS , and the variance, 2

AS , were also shown in this 

figure. In MG B, two wind systems are assumed to be additionally installed with the 

same solar systems in MG A. The wind data curves are derived from [204] and we 

scale the generation curves of wind turbine by assuming the rated capacity of wind 

turbines is 20kW. Fig.6.14 shows that compared with photovoltaic power generation, 

the wind power generation is more stable and time domain is not obvious. MG C 

contains scheduled load and generation such as the AC vehicle charger (5×7kW) and 

battery storage system (4×5kW). The working schedules for charger and battery 

which based on statistical data of daily EV/PHEV arrival/departure probabilities 

[205] are shown in Fig.6.15. Due to the bidirectional nature of the battery, the battery 

systems were treated as prosumers who either supply or consume energy depend on 

the controlling strategy. 

 

Fig. 6.13  Curves of solar generation 
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Fig. 6.14 Curves of wind generation 

 

Fig. 6.15 Working schedule of EV chargers and Battery systems  

 

 In Fig.6.16, the mean value and variance of distributed power sources of each MG 

is listed. The mean value of MG C is much lower than the mean value of MG A and 

MG B since the battery systems do not work in most of time during the day. Apart 

from the peers of three MGs, there are two 100kW wind systems and three 
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commercial buildings existed in the gateway layer. The curves of wind generation 

are from the historical data in 2018 [203]and the curves of commercial buildings 

were acquired from local meter in Eston market of UK in 2018[203]. 

a 

Fig. 6.16 Mean and variance in different networks 

6.5.2.2 Results 

As shown in Fig.6.17, it is observed that the trading price of each MG changed every 

half hour since the supply and demand changed every half hour. The price of MG A 

is close to upper limit when the time period is 0am-6am and 9pm-12pm due to the 

reasons that there were almost no solar generation during these periods and the 

customers need to consume electricity at the price of 14.2p/kwh which is the purchase 

price in DAM. In contrast, the price in all MGs is close to 4.7 p/kWh which is the 

selling price in DAM from 9am to 15pm, which was because power generated by 

solar or wind far exceeds the demand of demand raised from customers (|τ|>100), 

which further verified the results in Fig.6.10.  
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Fig. 6.17  P_P2P in different MG markets 

 

After MG market is cleared, the gateway peers of each MG whose needs of trading 

remain outstanding will be packed and delivered to the gateway layer and continue 

its trading with other peers. As shown in Fig.6.18, the bidding price of gateway 

network fluctuates with  and  . The variation of  and   are determined by 

numbers of participants and the ratio of the total amount of electricity supplied by 

the sellers to the total amount of electricity consumed by the buyers. It is assumed 

that the participants will try to bid in gateway layer if the trading price is lower than 

110 % of the selling price (4.5p/kwh) in DAM or  the trading price is higher than 

90 % of the purchase price (14.2p/kwh) in DAM. Table 6-1 shows the number of 

participants in different time period. In Eq.6.4, we could see the transition of 
2P PP  

between 
sDAMP and 

bDAMP  by varying   is rapid when  𝑖𝑠 𝑠𝑚𝑎𝑙𝑙. In practice, the 

𝑃𝑃2𝑃  is expected to be stable even   changes since  is likely to be large. From 

Fig.6.18, we observed that the prices fluctuated between 5p/kWh to 13p/kWh. 

Therefore, prosumers that did not make deal in MG are still able to get the chance to 

bid in gateway layer  

Table 6-1 Number of paticipants from each MG in gateway layer 

Time 

（half-hourly） 

number of Sellers Number of Buyers 

MG_A MG_B MG_C MG_A MG_B MG_C 

1 54 0 0 0 2 2 
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2 54 0 0 0 1 2 

3 54 0 1 0 1 0 

4 54 0 19 0 1 0 

5 54 0 11 0 1 0 

6 54 0 16 0 1 0 

7 54 0 21 0 1 0 

8 54 34 28 0 0 0 

9 54 23 4 0 0 0 

10 54 0 0 0 1 1 

11 38 0 0 4 5 5 

12 24 0 0 4 5 6 

13 0 0 0 4 5 6 

14 0 0 0 8 10 10 

15 0 0 0 8 10 10 

16 0 0 0 8 10 10 

17 0 0 0 8 10 10 

18 0 0 0 8 10 11 

19 0 0 0 8 10 11 

20 0 0 0 8 10 10 

21 0 0 0 8 10 12 

22 0 0 0 8 10 12 

23 0 0 0 8 10 13 

24 0 0 0 8 10 12 

25 0 0 0 8 10 12 

26 0 0 0 8 10 12 

27 0 0 0 8 10 13 

28 0 0 0 8 10 13 

29 0 0 0 8 10 13 

30 0 0 0 8 10 14 

31 0 0 0 5 7 11 

32 0 0 0 9 11 12 

33 0 0 0 9 11 11 

34 9 0 4 0 3 0 

35 20 0 10 0 1 0 

36 24 0 12 0 1 0 

37 40 19 42 0 0 0 

38 46 25 55 0 0 0 

39 48 22 43 0 0 0 

40 54 25 40 0 0 0 

41 54 29 33 0 0 0 

42 54 23 22 0 0 0 

43 54 13 11 0 0 0 

44 54 18 18 0 0 0 

45 54 23 26 0 0 0 

46 54 20 18 0 0 0 

47 54 12 7 0 0 0 

48 54 19 10 0 0 0 
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Fig. 6.18 P_P2Pvs τ & η in gateway layer 

Given the price of electricity sold to the grid is lower than the price sold to peers, 

with the implementation of gateway layer, suppliers are offered an alternative option 

of selling its energy to other peers in the gateway layer where higher price could be 

obtained, instead of selling the exceeding supply of energy to the grid at lower price. 

For example, the sellers will sell the energy to grid at 4.5p/kwh from 13pm to 14pm 

if there is only one P2P layer in MG A. However, this energy could be sold at around 

5.4p/kWh during the same period in gateway layer.  Thus, we concluded that 

suppliers would be able to generate higher revenue with the implementation of 

gateway layer trading. For further verification, as shown at Fig 6.19 a, daily revenue 

generated by all sellers of MG A without any gateway-layer P2P network is ￡10.58 

and the electricity cost for buyers is reduced from ￡41.79 to￡ 34.68. While daily 

revenue generated by all sellers of network A with gateway-layer P2P network is 

￡18.52, which shows a difference of up to 75 % of revenue. The revenue of MGs in 

every half hour generated from two kinds of P2P structure were shown in Fig.6.19, 

where we assumed that the loss of energy in transmission between each peer were 

ignored. 
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(a) Total revenues of MG_A 

     

 (b) Total revenues of MG_B 
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(c) Total revenues of MG_C 

Fig. 6.19 Total revenues of different MGs: 1-layer P2P system vs 2-layer P2P 

system 

6.6 Summary 

In this chapter, we studied the process of energy trading in the wholesale market of 

UK and proposed a two-layer P2P structure to reduce the cost for end users and 

increase the revenue for suppliers. The two-layer P2P trading market is formulated 

based on the structured coalitional game theory and the Shapley value can be 

achieved by using the proposed pricing scenario. The theoretical analysis had proved 

the stability of P2P market when there are enough participants, the case study had 

further proved zero incentive of participants on rejecting the P2P trading, as case 

study had fully demonstrated that the two-layer networks had shown its advantageous 

by offering better system stability and profitability compare to the single-layer P2P 

networks. In the future we are to focus on the flexible trading in terms of the point-

to-point energy prediction, where participants can decide whether to trade within the 

local MGs or participate in a higher-level platform by their own free will. 
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Chapter 7  

Conclusions and Future work 

This thesis focuses on analysis and optimisation of electrical power systems at the 

distribution network level and its cooperation with heat supply and local power 

generation. The main contributions include  the development of power co-simulation 

platform for local multi vector energy system study , the optimal scheduling of CHP-

based energy system, the techno-economic analysis of solar PV integration with 

existed electrical power system and the study of electrical power system with a P2P 

electricity trading mechanism.  

Overview of power system evolution presented in Chapter 2 provides a clear picture 

to how the energy system changes with technology development, growth of 

renewable energy and impact from electrification of heating and transportation. The 

evolution has been driven by many factors; the current changes are driven by 

digitation – backed by IoT technology development. IoT technology enables the 

power network and energy systems  becoming more flexible, active collaboration 

between the devices and systems, which will help improve energy efficiency, reduce 

costs, and improve stability. IoT has a positive impact on the evolution of the 

electrical power system in terms of power generation, power transmission and 

distribution, power consumption, electricity market and social impact. The overview 

clarified the challenges faced by power and energy sectors which motivate the studies 

in the thesis to address the challenges from modelling tool, optimization and 

operation scheduling methodology, local generation integration capacity, more 

efficient and flexible potential future energy trading at the distribution level. 

These objectives have been achieved in the studies reported in Chapter 3,4, 5, and 6 

of this thesis. The main contributions and conclusion from the work presented in the 

thesis are: 

1) Establishment of a new co-simulation platform for local energy systems 
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This work described in chapter 3 is to extend the capability of HIL and IoT 

technologies to bring physical model, real system physical variables and 

operation data onto the same simulation system. This exploration is proven 

successful; a test system based on campus CHP dominant multi vector energy 

system is set up which demonstrate and experimented various methods and 

technology for communication, data storage, modelling operation, 

synchronization, algorithm implementation, computation speeding up and multi 

vector energy system optimisation. In chapter 3 and chapter 4, we further 

extended the function of co-simulation platform by adding the stability analysis 

in the power flow. In chapter 3, the operational optimisation of a CHP-based 

power system has been performed using a MILP formulation. Despite 

discrepancies in different metrics values between the optimisation results and 

measurement data, the overall shares of energy flows are similar between them. 

The results of an operational optimisation of this energy system can also be 

viewed as the reference boundaries of the real operation. In chapter 4, the 

simulation platform was used to evaluate the stability of campus energy system 

after different potential solar or battery system are considered. The platform also 

provided a fast evaluation tool to analyse the static economical analysis. 

2)  Exploration of optimisation method for local multi-energy system 

scheduling based on campus CHP dominant system 

The two different optimization algorithms are studied and verified in chapter 4 and 

chapter 5. In chapter 4, In this chapter, a programming model was presented for 

optimising the annual operation cost in CHP-based energy system with hybrid energy 

resources under energy demand and supply uncertainties. To solve these 

uncertainties, A combined scenario generation method was introduced, where 

various PDF was handled and discretized conveniently. Then, SCENRED, which 

used Fast backward forward methods to reduce the scenarios, is proposed. A 

scheduling multi-objective linear programming problem was formulated with the 

consideration of practical constraints to minimize the energy operational cost, which 

included the electricity import cost from the main grid, cost of consumed natural gas, 

as well as the battery running cost, while satisfying time-varying demand.In chapter 

4, Further optimisation is made into the installation of larger utility scale ground solar 

PV systems with the integration of battery systems. The installation cost for utility 
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solar PV is relatively small compared to rooftop solar system, so the large solar plant 

should be considered if the installation space is available. In the case that the surplus 

energy of solar system is produced and fed to the grid for free, the energy storage 

system may be an option. The payback years are studied and compared, which shows 

that the payback years of hybrid system is much longer than the solar PV installation 

alone without batteries.  

3) Feasibility study of a P2P electricity trading mechanism in the current 

electricity market frame introduces game theory to the trading strategy 

The P2P electricity trading mechanism with hierarchical P2P architecture is 

successful to enhance revenues of prosumers in proposed pricing competition 

algorithm. This trading mechanism is proven to be feasible to motivate prosumers to 

actively take part in the electricity market. In chapter 6, we studied the process of 

energy trading in the wholesale market of UK and proposed a two-layer P2P structure 

to reduce the cost for end users and increase the revenue for suppliers. The two-layer 

P2P trading market is formulated based on the structured coalitional game theory and 

the Shapley value can be achieved by using the proposed pricing scenario. The 

theoretical analysis had proved the stability of P2P market when there are enough 

participants, the case study had further proved zero incentive of participants on 

rejecting the P2P trading, as case study had fully demonstrated that the two-layer 

networks had shown its advantageous by offering better system stability and 

profitability compare to the single-layer P2P networks. In the future we are to focus 

on the flexible trading in terms of the point-to-point energy prediction, where 

participants can decide whether to trade within the local MGs or participate in a 

higher-level platform by their own free will. 

This thesis proposed a co-simulation platform and various methods for the local 

energy system analysis and optimal operation. To this application, these ideas and 

platform can be applied to other power systems analysis and operation, such as wind-

based power system, power system optimisation and microgrid applications. It is 

suggested the future work are focused on the following: 

1) Extend the co-simulation system and enhance the flexibility of interface of 

platform to make it easy to integrate with other systems, such planning 

software, real-time simulator. Furthermore, the current co-simulation system 
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did not take the complex electricity market simulation into consideration so 

the integration of electricity market can be one part of platform to enhance 

the feasibility in real application. Finally, the coordination between real-time 

simulator and HIL system need to be further improved to reduce the data flow 

latency. 

2) The planning of multi-power system is playing a crucial role in increasing 

system efficiency and emission reduction. Various constraints will highly 

affect the optimal results so the impact of various constraints on system 

operation cost and emission can be further analysed. 

3) Extend the idea of scenario generation and reduction to long-term system 

planning, e.g., scenarios can be generated for unit commitment decisions, and 

with a receding time horizon approach, the scenarios can be improved as we 

approach the operating time. This approach has potential to deliver better 

results as the forecast tends to improve as the lead time decreases. 

4) A novel P2P trading mechanism was proposed in this thesis with the 

consideration of increasing the willingness to participate into the electricity 

trading market. However, the clearance price including transmission loss and 

benefit margin of each parties need to be further discussed in the future. 
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