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Fraudulent review detection model focusing on emotional expressions and 

explicit aspects: investigating the potential of feature engineering 

 

 

Abstract 

Reading customer reviews before purchasing items online has become a common practice; however, 

some companies use machine learning (ML) algorithms to generate false reviews in order to create 

positive brand images of their own products and negative images of competitors’ offerings. Existing 

techniques use review content to identify fraudulent reviewers; however, spammers become more 

intelligent, started to learn from their mistakes, and changed their tactics in order to avoid detection 

techniques. Thus, investigating fraudulent accounts’ behaviour of generating fake negative or 

positive reviews for competitors or themselves and the necessity of ML classifiers to identify 

fraudulent reviews, is more important than ever. In this research, we present a novel feature 

engineering approach in which we (1) extract several “review-centric” and “reviewer-centric” 

features from a dataset; (2) combine the cumulative effects of  features distributions into a unified 

model that represents overall behavior of the fraudulent reviewers; (3) investigate the role of 

effective data pre-processing to improve detection accuracy; and (4) develop a probabilistic approach 

to detect fraudulent reviewers by learning a novel M-SMOTE model over a derived balanced dataset 

and feature distributions, which outperforms other ML models.  

 

Keywords: online reviews, digital platforms, review manipulation, machine learning, opinion 

spamming, feature engineering 

 

“Coming up with features is difficult, time-consuming, requires expert knowledge. ‘Applied machine 

learning’ is basically feature engineering.” – Prof. Andrew Ng 
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Introduction  

Product reviews can make or break a business in the world of e-commerce. According to a study by 

BrightLocal [46], 91% of consumers report that positive reviews make them more likely to use a 

business, 82% will reject a business based on negative reviews, and 76% trust online reviews as 

much as personal recommendations. Consumers depend on online reviews to decide which movies 

they should watch, where to go for dinner, what to read, where to go on vacation, and which 

company’s products they should purchase. Products with higher percentages of good reviews top the 

search results on websites like Amazon and Yelp, which essentially earns them an abundance of free 

exposure, as they are “highlighted” or “recommended” and even promoted in emails. Many 

companies feel unable to respond to negative reviews, which can destroy their reputations and 

diminish their profits.  

In 2016, Alibaba highlighted the increasing proliferation of false reviews when it sued a third-party 

service provider for linking its merchants with people who were willing to falsify purchases and post 

positive comments to boost their rankings [9]. In what is commonly called a “brushing operation”, 

real customers paid for their transactions on Alibaba, submitted their positive reviews and ratings, 

and then recouped their money through electronic credits or other e-currency forms. Similarly, 

Amazon filed a lawsuit in 2015 against over a thousand Fiverr users for offering to post fraudulent 

reviews [10]. In 2019, the US Federal Trade Commission successfully brought the first-ever case of 

using fraudulent Amazon reviews to advertise an online product, whereby a company paid a third-

party website to write five-star Amazon reviews for a weight-loss supplement that was widely 

advertised as enhancing weight loss, but actually causes acute liver failure [15].  

The impact of such operations is twofold: they swell transaction figures on the vendor platform and 

artificially lift sellers’ rankings. In the former case, the platform’s reputation can be damaged, as 

news of such activities makes customers question its legitimacy. Whereas existing technologies can 

often detect individual incentivized reviewers, on a larger scale, opinion spammers tamper with 

existing systems to produce negative reviews, and the amount of fraudulent reviews produced by 

machines is substantially increasing.  

 In order to combat online review manipulation, many companies are seeking more effective 

strategies for identifying fraudulent reviews and reviewers [28]. Information systems (IS) domain is 

an emerging area of research in this area. Opinion mining and sentiment analysis have increased, and 
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a wide range of algorithms is used to detect spammer’s activity. However, spammers have become 

increasingly diligent in adapting their tactics to avoid detection techniques [20].  

One of the most important elements of fraudulent review detection models is feature engineering, 

which entails a procedure of transforming raw data into novel features and selecting the best 

variables that improve the ML classifier’s accuracy. A number of existing studies of fraudulent 

review detection have applied supervised ML algorithms as their baseline either with or without 

performing feature-engineering techniques [3, 41, 49, 52], and there have also been some 

contributions on unsupervised ML algorithms [2, 14, 29, 51, 58]. A few studies have examined non-

ML techniques with derived features [30, 48]. However, comprehensive studies of feature 

engineering, particularly the distributional characteristics of reviewers’ features with data pre-

processing challenges and class imbalanced problems, remain limited in the literature. 

Fraudulent reviews tend to deform a feature’s underlying natural distribution [30], and a few studies 

have analyzed underlying distributions in online product reviews such as power law and J-shaped 

distributions [11, 23]. Feng et al. [16] elucidated the characteristics of natural opinion distribution 

with respect to TripAdvisor hotel reviews and Amazon product reviews, and Dalvi et al. [11] devised 

an average rating distribution in domains such as restaurants and movies. These studies concluded 

that rating distributions are heavily skewed by highly imbalanced datasets; however, they did not 

specifically devote attention to understanding how underlying distributions are related to the 

detection of fraudulent reviewers.  

Overall, we found that no comprehensive distributions that consider specific aspects of feature 

engineering and imbalanced classification have been conducted to identify fraudulent reviews and 

opinion spammers. To address this gap, we aimed to devise an approach for detecting potentially 

fraudulent reviews using an innovative feature engineering approach. A M-SMOTE (modified- 

synthetic minority over-sampling technique) model inclusive of a combination of several univariate 

user-reviewing distribution-based transformation of features is developed to detect fraudulent 

reviews based on patterns in online review data produced by the skewing of features. Our primary 

objective is to investigate the potential for using the review- and reviewer-centric features of users to 

develop fraudulent review detection models, and our second objective was to investigate the impact 

of data pre-processing and feature engineering tasks on ML classifiers to identify fraudulent reviews 

with high accuracy and develop an M-SMOTE model to solve the class imbalance problem. We 

empirically tested the model’s ability to glean underlying distributional aspects of reviewer behavior 

and then applied it on a Yelp dataset and several other benchmarking datasets to analyze the impact 

of data pre-processing challenges in classification performance. 
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Related literature  

A number of existing studies have examined ML techniques to detect fraudulent reviews and 

reviewers. Supervised ML methods include support vector machines (SVM) [20, 32, 35, 41], logistic 

regression (6, 20, 26, 41] ordinal multilevel regression [43], k-nearest neighbor [49, 50], random 

forest [22, 60], decision trees and J48 [5, 26] naïve Bayes [50, 61], boosting & bagging algorithms 

[18, 19], and artificial neural networks (ANN) [36, 52]. The considerable body of literature on 

unsupervised ML algorithms includes the FRAUDEAGLE clustering method [3], SPEAGLE 

clustering [51], the unified unsupervised review deviation model [40], dynamic k-value aggregation 

[21], the lexicon-based unsupervised model [24], a statistics-based unsupervised clustering algorithm 

[13], the unsupervised topic-sentiment joint probabilistic model [14], mixture models [29], and the 

unsupervised matrix iteration algorithm [58]. 

The majority of previous research has applied traditional supervised and unsupervised ML 

techniques to solve the problem of fraudulent reviewer detection using linguistic features (word 

unigrams and bigrams, LIWC features and POS features), user-behavior features (average review 

length, standard deviation in ratings etc.) and others reviewer-centric features. Jindal and Liu [23] 

experimented with supervised ML techniques to identify opinion spam by manually labelling an 

Amazon dataset based on a linguistic and behavioral analysis of fraudulent reviewers. Ott et al. [47] 

used basic features such as unigrams, bigrams, trigrams and part-of-speech (POS) to develop a 

SVM-based classifier to detect fraudulent reviews on a TripAdvisor dataset, and Li et al. [34] 

developed a supervised ML-based framework with a co-training method to identify fraudulent 

reviewers and reviews based on pre-identified features. Lin et al. [39] proposed six features (personal 

content similarity, product review similarity, similarity with reviews on other products, reviewer’s 

review frequency, product review frequency, and repeatability) and experimented with traditional 

supervised ML algorithms to detect fraudulent reviews. Abbasi et al. [2] extracted several unique 

features and used statistical learning theory to develop a fraudulent website detector system. Zhang 

et al. [60] used supervised ML techniques (SVM, decision tree and random forest) with verbal (n-

grams and POS) and non-verbal features to detect fraudulent reviews on a balanced (equal number of 

fraudulent and real reviews) Yelp dataset. Kumar et al. [28] similarly used a Yelp dataset to apply 

several traditional ML techniques (logistic regression, k-NN, boosting algorithms, SVM etc.) with 

univariate features (including review gap, review count, rating entropy, rating deviation, time of 

review, and user tenure) to detect fraudulent reviews.  Siering et al. [53] used several linguistic 
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features (complexity, expressivity and diversity) in textual information with ML methods to examine 

the manipulation in crowdfunding projects, and Ren and Ji [52] developed a LIWC framework based 

on POS, n-grams, and psychological features. Finally, Li et al. [36] used unigram, POS, and LIWC 

to create a deep learning model to detect fraudulent reviews on hotel and restaurant datasets. 

We have observed several limitations in the information systems (IS) literature for detecting 

fraudulent reviews using feature engineering with review-centric features, reviewer-centric features, 

and behavioral characteristics. Although a few studies have demonstrated the use of advanced ML 

and deep learning techniques to detect fraudulent reviews [7, 36, 56, 59, 62], research with novel 

feature sets and feature engineering remains uncommon. In addition, to the best of our knowledge, 

although a few studies in the IS domain have used traditional ML techniques with pre-existing 

feature sets to detect fraudulent reviews or reviewers, accounting for data imbalance problem and 

other data pre-processing challenges remains insufficiently explored.  

Our study diverges from previous research in that rather than using pre-determined features, we 

incorporate several review- and reviewer-centric features as well as fraudulent reviewer behavioral 

characteristics into a ML model. The main advantages of our proposed model over other ML 

algorithms are its capacity to learn high-level features from balanced datasets and execute part of the 

feature engineering on its own. The proposed model scans the data to search for important features 

that have some correlations and combine them to improve the accuracy of the ML classifiers without 

being specifically instructed to do so. Similar studies by Kumar et al. [28, 29] cannot be considered 

conclusive because they did not focus on solving any data pre-processing challenges and they only 

highlighted the skewed distribution of some features to improve the accuracy of machine learning 

classifiers.  

Our proposed research also differs from the existing literature by focusing on fraudulent review 

detection in a hierarchical manner using a novel feature engineering method that is very helpful for 

improving the accuracy of classifiers. Zhang et al.’s [60] research can be considered a first step 

towards a more profound understanding of review-centric and reviewer-centric features; however, a 

number of questions regarding data pre-processing and improving the accuracy of ML classifiers a 

remain to be addressed. Similarly, Kumar et al.’s [28, 29] contribution to the engineering literature 

mainly focused on only one dimension (positive and negative skewed distribution of features), and 

although they used some transformed reviewer-centric features to understand the univariate and joint 

behavior of features, they devoted less attention toward improving the accuracy of ML classifiers 

with other feature engineering tasks. To the best of our knowledge, no previous research has 

investigated the importance of feature engineering and class imbalance for detecting fraudulent 
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reviewer’s behavior. Thus, the use of data pre-processing methods to exploit features in fraudulent 

review prediction is a promising area of research.  

Conceptual background and research hypotheses 

Features drawn from skewed distributions with imbalanced classifications that are directly used in 

ML algorithms tend to decrease prediction accuracy, which is illustrated in our baseline model with 

an undisturbed natural distribution of features. Initially, we built ML models with natural 

transformations and imbalanced datasets, and then we added new, transformed features and a 

balanced dataset to perform machine learning.  

Figure 1 illustrates the proposed research framework, showing both scenarios, i.e., a) class 

imbalanced and b) transformation using distributional characteristics of relevant univariate features. 

The results will show that our proposed model with specific review and reviewer-centric features 

outperforms the traditional ML models that do not use normalized, transformed features and 

balanced datasets.  

Data pre-processing and feature engineering are the most crucial parts of any data science project, 

and the data on which it operates is the heart and soul of any machine-learning problem. The data 

used to construct the ML model plays the most critical part in determining its predictive power. The 

better the features we generate, the more accurate the results we obtain. However, some questions 

continue to be debated [1, 31]: To what extent can data be operated on; How far can we generate the 

features; and How many features are sufficient? Data pre-processing is highly impacted by the 

hypothesis generation, which is a desire to utilize existing data to learn a trend that would best map 

the inputs to outputs. The more we invest in hypothesis-development, the better features we generate, 

and the greater accuracy we achieve for our predictive model. 

Accordingly, we propose several research hypotheses and contributions. First, we developed a 

comprehensive set of features, including some novel review-centric features as well as reviewer-

centric features that previous studies have used to identify the characteristics of fraudulent reviewer 

accounts. Second, we tried to address the question of whether reviewer-centric features are more 

useful than review-centric features for detecting fraudulent reviews, as stated in the following 

hypotheses: 

Hypothesis 1: Compared with review-centric features, reviewer-centric features of users are more 

important for detecting fraudulent reviewers’ behavior. 
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Hypothesis 2: Combining reviewer-centric with review-centric features will improve the accuracy of 

ML detection models in comparison with using review-centric features alone.  

Third, we developed a rule-based ML framework that highlights the role of data pre-processing tasks 

for enabling marketing managers to easily detect fraudulent reviews, as stated in the following 

hypotheses: 

Hypothesis 3: Compared with symmetric distribution, features from skewed distributions that are 

directly used in machine learning will reduce the accuracy of predictive models. 

 

Hypothesis 4: Compared with imbalanced and raw (not pre-processed) data, balanced and 

processed data (after solving all pre-processing challenges) will lead to better prediction and 

improved accuracy.  

To summarize, our main contributions are as follows:  

1. We developed a novel probabilistic approach to detect fraudulent reviewers by learning a 

proposed M-SMOTE ML algorithm over a derived balanced dataset and feature distributions. 

We tested four hypotheses and extracted some unique review- and reviewer-centric features 

and behavioral characteristics of opinion spammers that are very helpful for detecting the 

fraudulent reviewers in the proposed framework. 

2. We performed a comprehensive experimental evaluation of our approach on real-world 

restaurant reviews taken from Yelp.com and combined the cumulative effects of several 

feature distributions into a unified model that represents the overall behavior of the fraudulent 

reviewer. Specifically, we extracted 12 unique features and developed several ML models on 

a balanced dataset. Furthermore, we compare our approach with those of six previous studies 

that have evaluated Yelp and Amazon reviews, namely Feng et al [16], Akoglu et al. [3], 

Rayana and Akoglu [51], Zhang et al [60], Kumar et al. [28, 29], demonstrating that our 

model outperforms all of them in terms of accuracy and other statistical metrics. 

Our findings provide several managerial and practical implications to help practitioners and 

marketing managers more effectively combat fraudulent reviews on e-commerce websites. 

Overall, our proposed model will improve revenue-generating opportunities and customer 

experience for both digital platforms and businesses.  
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Figure 1: Proposed fraudulent review detection model based on M-SMOTE algorithm
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Data Description and model development 

One of the important challenges of building ML models for identifying fraudulent reviews is 

obtaining reviews that have been clearly identified as being fraudulent. Several existing 

models have used pseudo-fraudulent reviews that were either manually annotated or 

generated by Amazon Mechanical Truckers rather than officially filtered fraudulent reviews 

[44, 45]. However, using a manually annotated dataset in our research would have been 

fundamentally problematic. Previous studies [44, 60] suggested that when Amazon Truckers 

write fraudulent reviews in comparison to actual fraudulent writers, the accuracy of 

predictive models is generally much higher than the accuracy of models developed on real-

world fraudulent review because Amazon MT have different psychological states of mind 

when they write the fake reviews in comparison to actual fraudulent review writers..  

We decided to use the real-world dataset that Rayana and Akoglu [51] collected from 

Yelp.com, which provides several behavioral characteristics of fraudulent accounts.  Our data 

encompasses 5044 restaurants in four U.S. states, namely Connecticut, New Jersey, 

Pennsylvania, and Virginia, and entries from 260,277 reviewers who posted from 2010-2014. 

The original dataset had only six variables: user ID, product ID, rating, label, date, and text 

review; however, we extracted 12 new features (six review-centric and six reviewer-centric 

features) for our fraudulent review detector models. We observed that 35,600 reviews (~6 %) 

have single star ratings, 42,985 s (~7 %) have two-star ratings, 83,139 (~14%) have three-star 

ratings, 217,465 (~35 %) have four-star ratings, and 229,409 reviews (~38%) have five-star 

ratings.  

Figure 1 illustrates the four stages of model development: (i) text data pre-processing; (ii) 

feature extraction or new variable creation; (iii) feature engineering for improving the ML 

accuracy; and (iv) fraudulent review detection model development. This framework receives 

restaurant reviews and the relevant information of each reviewer as input. For the first task, 

we created six reviewer-centric features (rating entropy, review gap, review count, rating 

deviation, time of review, and user tenure) and six review-centric features (word density, 

review length (number of words), parts-of-speech ratio, ratio of positive and negative words, 

sentiment score, and SpamHitScore).  

Several steps are needed to extract the review-centric features from raw text, namely 

tokenization, stop-word removal, stemming and lemmatization. Tokenization is the process 

of splitting a sentence, paragraph, or an entire text document into individual words or terms, 
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which are called tokens. Stop-word removal is the process of removing “noise” words (e.g., 

is, are, am, this, that, a, an, the), and stemming is the process of removing the word suffixes 

to retain base words. Lemmatization is similar to stemming in that it groups together the 

different forms of a word; however, it brings context to the words and links words that have 

similar meaning [4].  

In the next stage of the proposed framework, we present a dashboard of several data pre-

processing solutions that will help remove noise, inconsistency, outliers, missing values, 

skewed distribution, class imbalance, correlated variables, and multicollinearity and then 

create several hypotheses based on data pre-processing and machine learning classifier 

performance.  

In the final stage, we develop a number of machine learning models for identifying fraudulent 

reviewers from the dataset and use the case of majority voting to assess the performance of 

the best three machine learning classifiers. We apply a simple rule of hard voting for 

predicting the class label Y via majority voting of three best classifiers [Y = 

mode{M1(X),M2(X),M3(X)}]. For example, if our three best ML classifiers give the 

prediction results  if Classifier_1 = Fraudulent (1), Classifier_2 = True (0) and Classifier_3 = 

True (1), then we would use the majority vote concept and the final prediction result would 

be Y= mode {1, 0, 1} =1. This would be the fourth prediction result, and we would consider 

it the final output of our ensemble vote classifier. Along with developing the fraudulent 

review predictive model, we will test all four hypotheses in the final stage of the proposed 

framework.  

Review- and reviewer-centric feature generation  

We initially extract various univariate and multivariate features to predict suspicious activity 

based on different characteristics of reviewing behavior. We include six features, namely 

rating entropy, user tenure, review gap, time of review, review count and rating deviation, to 

which we added word density, parts-of-speech ratio, extremity of rating, ratio of positive and 

negative words, sentiment score and SpamHitScore. We empirically identify the best fitting 

distribution family for statistics related to both older and new features. Our study not only 

focuses on developing a ML detector model that introduces several new review-centric 

features, but also contributes to the distribution-based transformation of existing features. In 

this section, we explain the univariate and bivariate review- and reviewer-centric features 

used in our analysis. 
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Reviewer-centric features 

(i)        Rating entropy: Luca and Zervas [42] empirically proved that honest reviewers are 

highly likely to balance their activity between critical or noncritical reviews, whereas 

fraudulent reviewers generally post uniformly extreme reviews aiming to either 

artificially enhance or damage a company’s ratings. The entropy rate for fraudulent 

reviews tends to be small due to the lack of balance, and Figure 2(a) illustrates their 

typically highly skewed distribution. In order to assess the reviews’ randomness and 

genuineness, the entropy of rating scores is calculated as shown in Equation 1 [44]: 

                                         

n

a a,b a,b

b 1

E P log(P )


                (1) 

where a,bP = probability of user a if user has assigned the b review score.  

                               

(ii) Review gap: Mukherjee et al. [45] showed that fraudulent reviewers are usually not 

registered on an e-commerce website for a long period of time; thus, suspicious behavior 

is indicated in cases when a reviewer has posted all of their reviews within a short time 

span.  Real reviewers generally only use their accounts from time to time to post reviews, 

so if reviews are posted over a relatively long timeframe, we can consider that normal 

activity. The highly skewed distribution of this feature can be seen in Figure 2(b) and we 

formalize review gap as shown in Equation (2): 

                                      
aN

a a,b a,b 1)

b 2a

1
G (T T ),

N 1




 

     (2) 

where 
aN = the number of reviews written by a particular reviewer and a,bT corresponds 

to the timestamp of each review for a particular reviewer. 

 

(iii) Review count: Mukherjee et al. [44, 45] demonstrated that paid and fraudulent users 

generally write more reviews than real reviewers. Thus, number of reviews associated 

with a particular account could be an important factor to distinguish fraudulent and real 

reviews. Figure 2(c) shows the highly skewed empirical distribution of this feature. 

 

(iv) Rating deviation: Let us take an example of a reviewer whose general trend is to give a 

low rating to every restaurant he/she reviews without accounting for the ratings given by 

others. These reviewers should be detected because their ratings deviate from the 
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restaurant’s average ratings. If there is a case with a greater number of real than 

fraudulent reviewers, chances are high that we will detect instances in which a rating 

significantly deviates from all the other ratings. We count this metric as an absolute 

difference between the review score given by a user to a restaurant and an overall 

average score credited to the restaurant. Figure 2 (d) shows the skewed distribution of 

this feature, and we formalize it according to Lim et al. [38] as shown in Equation (3): 

                                           
aN

a a,b b

b 1a

1
D | R H |

N 

      (3) 

where 
aN = the number of reviews written by a particular reviewer and a,bR = the rating 

given by a particular reviewer. 

 

(v)       Time of review:  Figure 2(e) shows the highly skewed empirical distribution of the time of 

review feature, which models the position of a user in the timeline of restaurant reviews. 

Lim et al. [38] and Mukherjee et al. [44] demonstrated that spammers tend to write 

reviews early after a product or service is introduced to maximize their impact on a 

consumer’s perception of a product. Thus, we should be alert if we notice a user who 

always posts restaurant reviews before any other user. We capture this in our model with 

the use of difference between the time a reviewer reviews a restaurant and the very first 

review posted for that restaurant in the form of days, as illustrated in Equation (4): 

                                           

N

a a,b H(b)

b 1a

1
Z (T D ),

N 

      (4) 

where aN = the number of reviews written by the particular reviewer, a,bT = the 

timestamp for the particular review written by an user, and H(b)D = the timestamp for the 

first review for a particular restaurant H(b). 

 

(vi) User tenure: This feature denotes the amount of time a user is active on an online forum 

[17, 25]. Fraudulent reviewers generally use short-lived accounts with a comparatively 

high volume of reviews and handles on a particular e-commerce website to avoid 

detection via ML algorithms. Hence, to identify fraudulent reviewers, we take the time 

period in the form of number of days the user is active as a feature. Figure 2(f) shows the 

highly skewed empirical distribution of this feature, which is represented as shown in 

Equation (5):                                           
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aa a,N a,0Y T T ,       (5) 

where 
aa ,NT = the timestamp for the last review by a particular reviewer and a,0T  = the 

timestamp for the first review by a particular reviewer. 

 

 

                     (a)                                                    (b)                                               (c) 

 
                       (d)                                                      (e)                                                  (f) 

Figure 2. Empirical distributions of reviewer-centric univariate features 

 

Review-centric features 

(i)  Review length (number of words): One observation that we considered is the amount of 

words put in the reviews. According to Jindal and Liu [23], fraudulent reviewers are likely to 

write less detailed reviews, whereas a genuine reviewer will write a more detailed review. 

Unigrams and bigrams are specifically considered in the review text data for counting the 

total number of unique words. The distribution of users across the average and standard 

deviations over word-counts is shown in Figure 3(a).  

 

(ii) Word density: This important text feature denotes the average length of the words used in 

each review [23]. Word density is calculated by number of characters divided by number of 

words in each review. We set the calculation formula for “word density” as (char 

count)/(word count +1) to avoid division by zero, as some reviews might not have 

punctuations, and the result is illustrated in Figure 3(b).  
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(iii) Part-of-speech ratio: The main objective of part-of-speech ratio is to extract the 

linguistic characteristics of fraudulent reviews and identify the grammatical groups of given 

words. According to Zhang et al. [60], we can count the number of all of these characteristics 

individually and divide the sum by the word count to assign a corresponding score to the 

instances.  

(iv) Ratio of positive and negative words: We use the sentiment dictionary to calculate the 

“ratio of positive words” and “ratio of negative words” and then divide them by the number 

of words in each review [55]. The highly skewed distribution of this feature can be seen in 

Figures 3(c) and 3(d). 

 

(v) SpamHitScore: Jindal and Liu [23] showed that some companies hire professionals to 

regularly write fraudulent reviews. In such cases of repeated practice, fraudulent reviewers 

tend to use particular word or phrase patterns. Figure 3(e) shows the skewed distribution of 

this feature. To model this suspicious behavior, we use bigram sets with corresponding words 

& expressions. We use a dictionary to break each review into corresponding N-gram and 

calculate the score after checking for the presence or absence of a particular word or 

expression in the fraudulent or real review. The resulting score indicates how much a 

particular review is different or similar to the spam or fraudulent review.  

  

(vi) Sentiment probability:  Zhang et al. [60] showed the importance of this variable to 

predict the fraudulent reviewer’ behavior in their research. To calculate the probability of a 

review (A) being positive or negative based on B (the length of the review), we can use the 

conditional probability P(A|B) = P(A and B)/P(B). We use the sentiment dictionary to teach 

the model how a positive/negative review looks based on the words it contains. When we run 

the classifier on each review, it returns the sentiment (positive/negative) along with a 

probability of how confident the classifier is while making this decision, the latter of which 

comprises the sentiment score. Figure 3(f) shows the skewed distribution of this feature.  
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                        (a)                                                (b)                                                     (c) 

   

                       (d)                                                  (e)                                                    (f) 

    Figure 3. Empirical distribution of review-centric univariate features 

 

Tables 1 and 2 present the detailed summary statistics of reviewer- and review-centric pre-

processed features, respectively  

 

Table 1. Summary statistics of reviewer-centric features 

Features                                    Max                Min                      Mean                         SD                      

 

Review Count 

 

2 

 

4.64 

 

6.43 

 

165 

User Tenure 0 328.37 1613 1613 

Rating Deviation 0 0.82 0.44 3.3 

Review Gap 0 140.07 211.08 1594 

Time of Review 0 745.7 372.14 1611 

Rating Entropy 0.45 1.17 0.69 5.08 

 

 

Table 2. Summary statistics of review-centric features 

Features                                  Max                 Min                        Mean                        SD                       

 

Review Length 

 

1 

 

117 

 

108 

 

5333 

Word Density 0.50 5.40 2.91 810 

Part-of-speech Ratio 0 0.08 0.04 0.50 

Ratio of Positive words 

Ratio of Negative words                          

0 

0 

0.02 

0.01 

0.04 

0.03 

0.36 

0.30 

Spam Hit Score 0 72.99 66.85 3224 

Sentiment Score 

Ratio of Nouns 

Ratio of Verbs 

Ratio of Adverb 

Ratio of Adjectives 

0.50 

0 

0 

0 

0 

0.83 

0.25 

0.17 

0.08 

0.11 

0.14 

0.07 

0.05 

0.04 

0.05 

1 

0.92 

0.75 

0.67 

0.99 
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Feature engineering, M-SMOTE algorithm development, hypotheses 

testing, experimentation, and results 

Machine learning often entails working with imbalanced, non-normal, and skewed datasets; 

however, sending raw or real-world data to the model without processing might result in 

errors and false results. Feature engineering transforms real-world data into a machine 

understandable format. Because our dataset is highly imbalanced and we have highly skewed 

features, we need to solve all data pre-processing challenges before developing the ML 

models. This work is presented step-by-step in the below subsections. 

Step 1:   Creation of new variables (extracting new features) 

One of the main contributions of this study is to build novel and univariate review- and 

reviewer-centric features and distributional aspects to detect fraudulent reviewers and their 

behavior. To illustrate the efficiency and robustness of our proposed approach, reviewers’ 

features and their distributional characteristics are used to address the following questions: 

(1) Do features from skewed distributions that are directly used in machine learning reduce 

the accuracy of predictive models?  (2) When characterizing overall spammer behavior, what 

is the specific contribution of each feature? We develop a framework in which univariate 

features are transformed according to their underlying probability distribution by generalizing 

the features in accordance with distribution transformations and the whole process is 

discussed in next sections. 

Step 2: Treatment of missing values and outliers  

Rather than immediately scaling the data, we first dealt with the outliers. Outliers significantly 

contribute to skewness; however, some outliers might actually contribute to the model’s 

learning. Considering both the scenarios, we first visualized the outliers for each 

feature/column with the help of boxplots to glean distortions in the data and then applied log 

transformation on the complete dataset to help retain novel outliers and enhance the Gaussian 

distribution. Next, we obtained the interquartile ranges for outlier removal and then used the 

“RemoveWithValue” filter to removed 36,382 outliers and 10,353 extreme values from the 

dataset.  

Step 3: Feature ranking and dimensionality reduction  
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In order to gain insights into the relative importance of individual features, we used the 

model-agnostic feature importance score to determine the univariate importance of each 

feature with respect to the target variable. As seen in Table 3, our ranking system resulted in 

reducing the initial 19 features to the top 12 (six review-centric and six reviewer-centric) 

features that produce the best performance results on predictive models. Next, we used the 

heat map illustrated in Figure 4 to analyze correlations and multicollinearity among features, 

whereby darker shades of blue (towards +1) indicate stronger correlations and darker shades 

of red denote weaker correlations (towards -1). Highly correlated features would require 

removal, as they might serve similar purposes in training the model. Apart from the main 

diagonal, we can observe that there are no strong positive or negative correlations among the 

features.  

 

Figure 4. Heat map-showing correlations between features 

Table 3. Ranking of most important review-centric and reviewer-centric features 

Rank                              Features                                                        Important Scores 

1 Review Count 85.23 

2 Review Gap 57.66 

3 Review Count 46.55 

4 SpamHitScore 42.45 

5 Rating Deviation 37.12 

6 Review Length 28.56 

7 Rating Entropy 24.46 

8 User Tenure 22.12 

9 Time of Review 14.66 
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10 Word Density 14.23 

11 Sentiment Score 13.49 

12 Ratio of Positive words 13.01 

 

Step 4: Operating features individually  

The goal of standardization or normalization is to bring variables to similar scale when 

comparing measurements across units. There is high chance of bias when variables are with 

different scales and hence do not contribute equally and fairly to model performance. When 

features have different ranges, the algorithm’s learning rate is determined by the feature with 

the largest range; thus, scaling the data speeds up the algorithm’s training time and improves 

the overall accuracy of the model. After performing previous steps, the data are normally 

distributed for half of the features; however, other techniques are needed to achieve bell curves 

for the remaining features. To achieve normalization, we used min-max scaling and later 

applied a “yeo-johnson” power transformation for negatively skewed data and a “box-cox” 

power for positively skewed data. In cases of rigidly skewed data, we applied a multi-step 

power transformation to bring it within normal distributed range (i.e., -0.5–0.5). Figures 5 and 

6 illustrate the transformed reviewer- and review-centric features, respectively. We can see 

that all features now have a normal distribution, and they can now be used to develop our 

fraudulent review prediction models.  

  

                      (a)                                                 (b)                                                 (c) 

   

                     (d)                                                       (e)                                              (f) 

Figure 5. Transformed reviewer-centric features  
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                         (a)                                                (b)                                               (c) 

   

                         (d)                                                 (e)                                                (f) 

Figure 6. Transformed review-centric features 

 

Step 5: Solving the class imbalance problem 

Class imbalance occurs in supervised machine learning when samples or observations in one 

class are much higher than the other class. ML algorithms are biased towards majority class 

samples, which they accurately predict, and tend to ignore minority class samples, resulting 

in significant misclassifications. Three well-known methods to handle class imbalances are 

SMOTE, undersampling, and oversampling [27]. SMOTE creates “synthetic” samples in 

minority class rather than by over-sampling with replacement [8]. Undersampling balances 

class distribution by randomly removing majority class examples, whereas oversampling 

entails randomly adding minority class samples. With a ratio of 91:9 between majority and 

minority instances, our Yelp dataset was highly imbalanced. We developed a modified form 

of SMOTE called M-SMOTE, which gives better results compared with the above-described 

methods. After applying the M-SMOTE algorithm in the steps elucidated below, the 

imbalance ratio is reduced to 71:29 instances.  

Figure 7 depicts a flowchart of the M-SMOTE algorithm. First, the initial imbalanced dataset 

is classified by the GaussianProcessClassifier algorithm, and the minority misclassified 

samples are grouped into a single sample set. The K nearest neighbor samples are generated 

for each of the misclassified samples. Second, following noise removal, we use the k-means 
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algorithm to find the center (c) of the misclassified samples. We then calculate the cosine 

similarity distance d (distance from data point “u” to center “c”) from the center sample to 

each of the minority samples, and calculate the average d_mean of all distances. Next, we 

calculate the ratio between average d_mean (Average of all “d”) and Euclidean distance. 

Fourth new instances are generated in the following process: (a) We count the values of the 

neighbor samples of the minority sample (u_s) and save it by number “n” of minority class in 

the neighbor sample. We can get an idea of the number of minority samples after calculating 

the value of “n.” If the value of “n” is large, then we provide the smaller weight to generate 

the minority instances; if the value of “n” is small, then the function should generate more 

samples. (b) The most similar neighbors are again used in generating new instances in the 

formula shown in Equation (6) 

  t = u + random (0,M[i]*0.2)*(u_s - u)     

  x_new = u + random (0,M[i]*0.8)*(t - c)                        (6) 

Where, u = the minority data point, u_s =  the most similar neighbor of u, c = the minority 

cluster center, M[i] = the d/d_mean for a specific data point at index “i,” d = the distance 

from data point “u” to center “c,” d_mean = the average of all “d,” and x_new = the newly 

generated instance. 

Next, steps 3 and 4 are repeated until we reach the difference of instances between minority 

and majority instances. We have to remove the newly generated boundary instances until the 

minority and majority class instances are balanced. Finally, we integrate the newly generated 

data with the previous dataset to create a final dataset. 

LR-SMOTE uses very similar principles to generate a new minority class instance; however, 

it solves noise generation by first removing the noise from the original dataset and then 

performing weighted multiplication to oversample the minority class [37]; however, this 

method does not take care of the noise that it has generated itself while performing weighted 

multiplication. Our M-SMOTE works in a similar pattern as LR-SMOTE; however, it takes 

care to minimize the noise generated due to newly generated minority instances, thereby 

avoiding the production of redundant data. To improve the denoising technique used in LR-

SMOTE, we changed the classification algorithm from SVM to GaussianProcessClassifier. 

SVM’s less competent classification could bottleneck the de-noising algorithm and data 

generation, and GaussianProcessClassifier performs better even in complex and rich features 
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datasets. In addition, we use the Cosine similarity rather than Euclidean distance to find the 

most similar neighbors to use for generating new instances.  

Unlike LR-SMOTE and SMOTE, in which the newly generated data points will always be on 

the same line connecting the data points used (u_i) and the center, in our case, the data points 

will not be on a same line; the most similar neighbor will contribute in the direction, which 

empowers the data distribution and guarantees a better overall data density that enables easy 

classification. The LR-SMOTE formula adds a small scaler value to the original point to 

generate a new point; however, this will only generate points in same direction of a line 

connecting the center and the original point. To overcome that problem, we consider both a 

vector value (which gives direction towards a similar looking point) and a scaler value. 

For further verification that our M-SMOTE algorithm can be universally applicable on 

several imbalanced datasets, we tested six datasets from the UCI machine learning repository 

[54]. As shown in Table 4, our proposed M-SMOTE algorithm performs better than SMOTE 

according to the precision, recall, F-1, and AUC values. Whether we use the XGBoost or 

random forest predictive model, the AUC score obtained is higher in the modified dataset.  

 

 

Figure 7. Flow chart of the main steps of M-SMOTE algorithm 
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Table 4. Value of each evaluation index on UCI, Amazon and Yelp datasets 

Dataset Methods 
XGBoost Random Forest 

Pa Ra F-1 AUC P R F-1 AUC 

Haberman 

None 0.624 0.638 0.695 0.928 0.792 0.807 0.763 0.796 

SMOTE 0.667 0.967 0.944 0.941 0.822 0.826 0.793 0.802 

M-

SMOTE 
0.811 0.992 0.965 0.961 

0.878 0.877 0.881 0.831 

Breast 

cancer 

None 0.701 0.803 0.752 0.785 0.613 0.643 0.705 0.818 

SMOTE 0.867 0.804 0.791 0.822 0.674 0.688 0.725 0.868 

M-

SMOTE 

0.899 0.889 0.876 0.872 
0.723 0.739 0.792 0.932 

Telecom 

Churn 

None 0.554 0.588 0.605 0.689 0.501 0.511 0.603 0.637 

SMOTE 0.662 0.677 0.694 0.722 0.563 0.578 0.624 0.642 

M-

SMOTE 
0.794 0.810 0.812 0.822 0.713 0.722 0.733 0.748 

Abalone 

None 0.954 0.338 0.315 0.958 0.902 0.432 0.395 0.931 

SMOTE 0.917 0.927 0.864 0.911 0.922 0.928 0.873 0.901 

M-

SMOTE 
0.991 0.982 0.995 0.992 0.962 0.971 0.963 0.944 

Amazon 

None 0.604 0.648 0.615 0.668 0.534 0.565 0.645 0.602 

SMOTE 0.657 0.687 0.664 0.701 0.598 0.613 0.684 0.665 

M-

SMOTE 
0.803 0.842 0.885 0.891 0.671 0.744 0.754 0.769 

Yelp 

None 0.732 0.707 0.721 0.796 0.611 0.572 0.599 0.644 

SMOTE 0.742 0.716 0.733 0.802 0.623 0.593 0.622 0.664 

M-

SMOTE 

0.772 0.747 0.781 0.838 0.655 0.670 0.690 0.712 

a. P = precision; R = recall 

Step 6: Model Development 

To evaluate the performance of several ML classifiers with and without data pre-processing 

and feature engineering solutions, we apply the 5-fold (k=5) cross validation procedure, 

whereby the algorithm randomly chooses four partitions for training purposes whereas the 
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fifth is used for testing. The algorithm repeats this procedure five times in order to use each 

partition. We then take the average performance of the particular ML model on each partition 

and use it to measure the average F-1 score and AUC with the best threshold or hyper 

parameter for all runs. Below, we analyze the empirical results of applying several data pre-

processing techniques and feature engineering tasks in three experimental scenarios.  

First scenario- no pre-processing  

Table 5 shows the results of performing classification with and without using any feature 

engineering on the dataset. Compared with the first baseline algorithm (P: 73.2%, R: 70.7%, 

F-1: 72.1%, and AUC: 79.6%), which used XGBoost with all 12 features extracted from the 

review text and without any data pre-processing and feature engineering, the performance of 

the same XGBoost model is significantly better across all four measures after solving all data 

pre-processing challenges and feature engineering tasks. This result supports our first two 

hypotheses that feature engineering improves the accuracy of ML classifiers and that features 

from skewed distributions that are directly used in ML reduce the accuracy of predictive 

models. The results also support our third hypothesis that data pre-processing and feature-

engineering steps improve the accuracy of all ML classifiers.  

Table 5. Performance comparison of ML classifiers with and without data pre-processing 

challenges 

  

Without pre-processing 

After solving all pre-

processing challenges 

including data imbalance 

by M-SMOTE algorithm 

Algorithms P R F-1 AUC P R F-1 AUC 

XGBoost 0.732 0.707 0.721 0.796 0.772 0.747 0.781 0.838 

Long short-term memory 

(LSTM) 

0.710 0.698 0.702 0.765 0.740 0.748 0.743 0.809 

Light Gradient Boosting 

Method (GBM) 

0.698 0.687 0.666 0.743 0.723 0.710 0.766 0.797 

Artificial Neural Network 

(ANN) 

0.677 0.645 0.688 0.736 0.695 0.703 0.754 0.788 

Recurrent Neural Network 

(RNN) 

0.644 0.637 0.654 0.731 0.667 0.707 0.733 0.780 

SVM (Radial basis function) 0.601 0.572 0.590 0.633 0.678 0.699 0.727 0.793 

Logistic Regression 0.554 0.713 0.642 0.727 0.722 0.701 0.723 0.775 

k-NN (k=20) 0.546 0.704 0.624 0.704 0.642 0.714 0.721 0.754 

Naïve Bayes 0.633 0.587 0.609 0.664 0.682 0.607 0.719 0.732 

Random Forest 0.611 0.572 0.599 0.644 0.655 0.670 0.690 0.712 
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Second Scenario: outliers & extreme value treatment + standardization/scaling+ 

normalization+ class imbalance treatment  model development using M-SMOTE algorithm 

The first part of Table 6 shows that the performance of the same XGBoost model (is 

significantly increased across all four measures after solving the class imbalance problem 

using the M-SMOTE technique. The results support the fourth hypothesis that if we solve the 

class imbalance problem, we can improve the classifier accuracy and model interpretability 

and decrease the misclassification rate of all ML models.  

Table 6. Performance comparison of top three ML classifiers with and without solving class 

imbalance problem 

 Without solving class 

imbalance problem 

After solving all pre-

processing challenges 

including data imbalance 

by M-SMOTE algorithm 

Algorithms P R F-1 AUC P R F-1 AUC 

XGBoost 0.741 0.725 0.741 0.810 0.772 0.747 0.781 0.838 

LSTM 0.723 0.698 0.702 0.765 0.740 0.748 0.743 0.809 

Light GBM 0.708 0.707 0.683 0.761 0.723 0.710 0.766 0.797 

 

We next present the result of classifying fraudulent reviewers using our proposed model that 

applies feature engineering and majority voting (Table 7). In this stage, we develop a number 

of machine learning models for identifying the fraudulent reviewers from the dataset after 

solving all data pre-processing challenges & feature engineering tasks and then use the case 

of majority voting on the best three machine learning classifiers’ performance. Table 5 shows 

that score of XGBoost, LSTM and Light GBM models provide the best results on the Yelp 

dataset, so we select these, apply the majority voting rule on them, and calculate the accuracy 

of the final predictive model. We apply a simple rule of hard voting for predicting the class 

label Y via majority voting of three best classifiers [Y = mode{M1(X),M2(X),M3(X)}]. For 

example, if our three best machine learning classifiers give the prediction results as follows:  

if Classifier1 = Fraudulent (1), Classifier2 = True (0) and Classifier3 = True (1) then we 

would use the majority vote concept and the final prediction result would be Y= mode {1, 0, 

1} =1. This would be the fourth prediction result, and we would consider it final output of our 

ensemble vote classifier in our proposed framework for detecting the fraudulent reviews. 

Figures 8(a)-(c) show the three models’ receiver operating characteristics (ROC) curves. The 

ROC curve tells us to choose a threshold value that balances sensitivity, or the true positive 

rate (TPR), and specificity, or the true negative tare (TNR), in a way that makes sense for our 
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particular case. The area under curve (AUC) measures the predictive models’ capacity to 

separate fraudulent and real reviewer classes. A perfect model has an AUC of one. The left 

side of Table 7 shows that the XGBoost has the best chance of being able to distinguish 

between fraudulent review and real review class on the Yelp dataset, followed by the LSTM 

and Light GBM models, respectively. The right side of Table 7 shows the results of the last 

majority vote step of our proposed fraudulent review detection model. The overall results 

show an improvement of 2-6 % with our proposed model compared to the baseline 

approaches.  

 

Table 7. Final model results 

 After solving all pre-processing 

challenges (including data imbalance) 

After applying majority vote 

rule Y= mode {0, 1, 1} =1 

 

Algorithms P R F-1 AUC P R F-1 AUC 

XGBoost 0.772 0.747 0.781 0.838 

0.794       0.835       0.853      0.874 LSTM 0.720 0.738 0.733 0.809 

Light GBM 0.723 0.710 0.786 0.797 

 

        

                           (a)                                                     (b)                                                       (c) 

Figure 8. ROC curve of best 3 models (XGboost, LSTM and light GBM) 

 

To further validate our hypotheses (H1 and H2) concerning the relative importance of 

reviewer-centric features vs review-centric features and the benefits of combining the 

features, we test the combined effect of all features for improving the accuracy of all machine 

learning classifiers, we repeated the same set of data pre-processing and feature engineering 

tasks on both datasets. Table 8 shows that the results of reviewer-centric features are 
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significantly better than those of the review-centric features across all four measures after 

separately applying the same machine learning algorithms on both datasets. Thus, H1 is 

supported across all statistical measures.  

 

Table 8. Performance of ML models with review-centric vs. reviewer-centric features 

 Reviewer-centric Features Review-centric Features 

Algorithms Precision  Recall  F-1 AUC Precision  Recall  F-1 AUC 

XGBoost 0.704 0.721 0.741 0.806 0.675 0.647 0.702 0.733 

LSTM 0.730 0.702 0.762 0.782 0.623 0.658 0.673 0.708 

Light GBM 0.705 0.694 0.766 0.765 0.626 0.660 0.657 0.681 

Random Forest 0.682 0.667 0.698 0.743 0.593 0.623 0.650 0.664 

Logistic Regression 0.652 0.643 0.692 0.720 0.564 0.677 0.637 0.643 

 

To further validate our next hypothesis (H2), Table 8 results show the performance of top 

five ML models developed using all features (review- and reviewer-centric) and review-

centric features, and Table 10 shows the t-test results comparing the accuracy of the top five 

ML classifiers when combining review- and reviewer-centric features over reviewer-centric 

features alone. Both tables demonstrate that incorporating both review- and reviewer’s 

behavior features improved all ML classifiers performance in terms of precision, recall, AUC 

score and F-1 scores compared with using review-centric features alone in the same logistic 

regression model. We can clearly see that the performance of the same logistic regression 

model is significantly increased across all four measures after incorporating review-centric 

features with reviewer-centric features in developing the fraudulent review detection models. 

Therefore, H2 is supported across all statistical measures. 

 

 Table 9. Performance of ML models with all features vs. reviewer-centric features 

 Reviewer-centric + Review-

centric Features (%) 

Reviewer-centric Features (%) 
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Algorithms Precision  Recall  F-1  AUC  Precision  Recall  F-1 AUC 

XGBoost 0.772 0.747 0.781 0.836 0.704 0.721 0.741 0.806 

LSTM 0.730 0.738 0.733 0.804 0.726 0.702 0.762 0.782 

Light GBM 0.723 0.710 0.786 0.794 0.705 0.694 0.766 0.765 

Random Forest 0.655 0.670 0.690 0.712 0.682 0.667 0.698 0.743 

Logistic Regression 0.722 0.701 0.723 0.775 0.652 0.643 0.692 0.720 

 

Table 10. Performance improvement after incorporating reviewer-centric features (mean 

difference) 

Algorithms Precision 

(%) 

Recall (%) F-1 (%) AUC (%) 

XGBoost +6.8*** +2,6*** +4%*** +3.0*** 

LSTM +0.4 +3.6 -2.9 +2.2 

Light GBM 1.8 +1.6 +2.0 +2.9 

Logistic Regression +7.0 +5.8 +3.1 +5.5 

*** denote the significance at .001 level. 

 

In summary, the analysis leads to the following conclusions: 

We can verify that positive reviews (5-star ratings) tend to be lengthier and more detailed, 

and exhibit a high rate of misspelled words and incorrectly used apostrophes. Negative 

reviews (1-star ratings) are typically shorter and often do not include any punctuation. 

Furthermore, fraudulent reviewers use more content and more verbs, adjectives, and filler 

words than real reviewers do, whereas real reviews contain more nouns and pronouns (Figure 

9). We have also identified positive reviews generally contain longer and more error-filled 

prose than negative reviews (Figure 10) 

 

Figure 9. Part-of-Speech Ratios 

 

 

Figure  

 

 

 

 

F 
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Figure 10. Star rating vs character length 

 

Figure 11 shows that “food” and “service” are among the top words across both positive and 

negative reviews, which indicates that these are the two most important dimensions that 

reviewers consider when they visit and evaluate a restaurant. 

    

                                     (a)                                                                           (b) 

      Figure 11. Predominant categories in positive and negative reviews  

 

We can also see that reviewers tend to most frequently express positive views, as the average 

of positive words triple that of negative words across all reviews. Initially, we assumed that 

one- and five-star ratings would have the longest reviews because when a reviewer is very 

disappointed or very satisfied with a particular restaurant, they might write a relatively long 

review to express their strong emotions. However, 5-star reviews are in fact lengthier than 1-

star reviews, although the latter do tend to be longer that 2- and 3-star reviews.  Otherwise, as 

the star rating decreases, so do the average number of words in the review. 

Our assumption that directly using skewed features in ML models would reduce their 

predictive accuracy was verified by our analysis, as was our hypotheses that reviewer-centric 

features of users are more important that review-centric features for detecting fraudulent 

reviewer’s behavior and that combining reviewer-centric with review-centric features 
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improves the accuracy of all ML detection models in comparison with using review-centric 

features alone. Finally, our analysis verifies that if we want to introduce new features that are 

not correlated with each other, then the adjusted R-squared will increase only if the 

introduced feature improves the model. 

Methodology validation and performance comparison with prior studies 

We can now validate our methodology on other three datasets from Yelp and Amazon 

website. We performed and repeated the same set of feature engineering and data pre-

processing steps on two different Amazon datasets [12, 23] as well as the Yelp Open Dataset 

[57]. Table 11 shows the performance of the top four ML models with and without feature 

engineering on the Amazon dataset, all of which are largely consistent with those based on 

our original Yelp review dataset. After solving all data pre-processing and feature 

engineering tasks and applying our proposed M-SMOTE model, all of the classifiers perform 

better than the raw data on all four datasets. We can clearly see that the performance of the 

same random forest model is significantly better and increased across all four measures after 

solving all data pre-processing challenges and feature engineering tasks before feeding it into 

our proposed model. Therefore, these predictive results confirm the findings from the original 

Yelp restaurant review results. 

 

Table 10. Comparison of ML classifiers’ performance on the validation dataset 

 After solving all pre-processing challenges 

(including data imbalance) 

After applying majority vote rule 

Y= mode {0, 1, 1} =1 

 

Model Precision  Recall  F-1 AUC Precision  Recall  F-1 AUC 

XGBoost 0.803(+3.3

%) 

0.842(+4.

6%) 

0.885(+

5.2%) 

0.891(+7

.8%) 

0.812       0.869       0.902       0.937 
LSTM 0.692(+9.3

%) 

0.775(+6.

8%) 

0.794(+

6.2%) 

0.821(+1

1.3%) 

ANN 0.683+(+4.

7%) 

0.751(+5.

3%) 

0.782(+

6.2%) 

0.776(+6

.6%) 

Random 

Forest 

0.671+(+1

1.3%) 

0.744(+9.

1%) 

0.754(+

7.2%) 

0.769(+1

1.8%) 

 

 

We also compare the results of our proposed model with several other notable preevious 

studies conducted on the Amazon and Yelp datasets. Jindal and Liu [23] used the Amazon 
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dataset to train their predictive models and showed an AUC score of 78%. They did not used 

any feature engineering process on the dataset and used the raw data directly to develop the 

machine learning models. Feng et al [16] derived probabilistic context- free grammars from 

Yelp and TripAdvisor datasets to develop the fraudulent review detection models; however, 

both datasets were quite small (around 800-900 reviews). ML classifier’s performance are 

strongly affected by data-set size and the noise contained in the training set, which is likely 

why they achieved only 64.3 % accuracy on Yelp dataset. Zhang et al [60] used verbal and 

non-verbal features on an Amazon dataset but did not improve ML classifier accuracy in any 

way or perform any data pre-processing and feature engineering tasks on the dataset before 

feeding it into machine learning. The only feature-engineering task that Kumar et al. [28] 

worked on was the “skewed distribution” of features before developing the supervised ML 

models on the Yelp dataset, and they obtained an 81.7% AUC score in the logistic regression 

model. Rayana and Akoglu [51] and Kumar et al. [29] used the Yelp dataset and combined 

metadata and text features to develop the unsupervised ML models. As previously described, 

Rayana and Akoglu [51] performed traditional text pre-processing solutions before 

developing their unsupervised ML models and obtained a 68.28% AUC score. Kumar et al 

[29] incorporated two feature engineering tasks, namely “skewed distributions of features” 

and “outlier detection and removal” and used a mixture model for detecting the fraudulent 

reviews, ultimately obtaining a 70% AUC score.  

In comparison with the above, our proposed model achieves a greater than 80% AUC score 

on all four datasets, and on the main Yelp dataset we achieve particularly high scores across 

all four measures (P: 79.4%, R: 83.5%, F-1: 85.3%, and AUC: 87.4%). Clearly, our proposed 

fraudulent review prediction model outperforms the above-mentioned methods. 

Discussions, conclusion, limitations and future work 

In this paper, we have proposed an M-SMOTE-based ML framework to develop a fraudulent 

review detection model that can assist marketing managers and consumers to detect the 

opinion spammers and their suspicious behavior in the decision-making process. Although 

several other models to detect fraudulent reviewers have been developed, none of these fully 

exploits feature engineering, data pre-processing, or the underlying distributional 

characteristics of reviewers’ behavior. Our model combines various heterogeneous 

distributions, pre-processing tasks, and feature engineering on a balanced dataset in order to 

holistically explain different characteristics of fraudulent reviewers’ behavior.  
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Our analysis of the correlation between ratings and the results of fraudulent reviewers’ 

sentiments revealed that the most positive reviews tend to be longer and more detailed and 

have a higher rate of misspelled words and incorrectly used apostrophes, whereas the most 

negative reviews are typically shorter in length and often do not include any punctuation. We 

have also identified that positive reviews contain longer and more error-filled prose than 

negative reviews. Moreover, whereas fraudulent reviews contain more content, verbs, 

adjectives, and filler words than real reviews, the latter contain more nouns and adjectives. 

During several experiments, we have: (1) derived univariate distributions of features that are 

commonly used to characterize reviewer’s behavior; (2) performed feature engineering to 

transform the features and delete unnecessary entries from the dataset; (3) developed an M-

SMOTE algorithm to solve the class imbalance problem; and (4) incorporated univariate 

distributions into a machine-learning model to detect fraudulent reviewers and their behavior.  

We have used both synthetic and real-world Yelp restaurant review data to compare our 

methodology with the traditional ML algorithms and other state-of-the-art supervised 

methods for detecting fraudulent reviewers and demonstrated that our method outperforms 

other approaches. 

The present findings confirm that combining reviewer-centric features with review-centric 

features can significantly improve the performance of fraudulent review detection models. 

Importantly, our results provide evidence that reviewer-centric features can be more effective 

than review-centric features for detecting the opinion spammers, as reviewer-centric features 

are complementary to reviewers’ behaviors, which deserve more attention when developing 

predictive models. We believe that the strong effect of reviewer-centric features is due to the 

likelihood that it is more difficult and costly to manipulate reviewers’ behavior, which makes 

it a more robust and reliable cue to detect opinion spamming.  

Our research model has several additional implications for online e-commerce. As social 

media platforms have become major conduits of fraudulent information, automated social 

media accounts are increasingly likely to increase the spread of fraudulent news and reviews 

[33]. Our proposed solution handles biases that make social media websites vulnerable to 

misinformation by offering an M-SMOTE fraudulent detector tool. Our proposed novel 

supervised ML method can be extended to categorize the fraudulent accounts of social bots, 

and ecommerce companies can use it to redesign their existing predictive model and combat 

the automated spread of fraudulent news content. Our findings suggest that online e-

commerce platforms should encourage social interactions between customers and reviewers 
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in order to supply rich evidence of reviewers’ behavior to enhance the detection of opinion 

spamming.  

This research has some limitations that might restrict the generalization of the findings and 

provide potential opportunities for further research. First, the proposed model has only been 

tested on three different datasets from two platforms. Although Yelp and Amazon are very 

popular online review platforms and contain rich collections of the social activities of 

individual reviewers, different results might have been obtained if the model had been tested 

on other platforms such as Walmart, Alibaba, eBay, or TripAdvisor. The findings might not 

be directly applicable on other datasets because some novel features included in our 

predictive models may not be available. To overcome these limitations, further research 

should certainly examine the role of additional features of fraudulent reviewers’ behavior, 

and the framework should be tested on multiple datasets collected from additional online 

platforms. ML models can produce false signals when fraudulent reviewers dynamically 

change their behavior; thus, if we apply the same features on new datasets, there is a high risk 

of the model losing credibility. However, we suggest that the features developed in this study 

could be generalized to other online e-commerce platforms, which is worthy of further 

investigation and future research. Moreover, we plan to more deeply analyze review-centric 

information in order to extract additional novel features that could contribute to improve the 

accuracy and interpretability of machine learning models.  
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