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Summary 

This thesis describes a possible new approach for the future of the NDT of aerospace materials 

by using both ultrasonic guided wave and capacitive imaging (CI) techniques. The two 

techniques complement each other and are selected depending upon the area inspected and the 

resolution required. Guided waves are used for long range defect detection, while capacitive 

imaging is used for localised characterisation.  

The guided waves are generated by means of electromagnetic acoustic transducers (EMATs). 

These devices employ a coil, for inducing eddy currents, and a magnet (or an array of them), 

for generating a static magnetic field. The interaction of these two quantities produces 

ultrasonic guided waves based on the Lorentz force mechanism, but needs an electrically 

conductive surface to operate. In this thesis the conductive surface is provided by using thin, 

self- adhesive, removable metallic patches for both insulating and conducting samples. 

Conversely, the CI technique employs a pair of electrodes to establish a quasi-static electric 

field within the sample, and requires the sample to have a low (basically zero) electrical 

conductivity for allowing the field to probe it. Both techniques are non-contact and non-

invasive nature. 

Guided waves have been studied using periodic permanent magnet (PPM) EMATs, which here 

have been designed to generate shear horizontal waves, and predominantly the SH0 mode is 

used in the thesis. In the aerospace field, the materials used are composites, whose electrical 

conductivity is often too low for efficient EMAT use, even when they contain carbon fibres. 

There is a notable exception, where a copper mesh for lightning strike protection is integrated 

into composite, as direct use of an EMAT on these samples is possible. For the cases where 

removable metallic patches are used, analytical models were designed to predict the forces and 

the generated wave within the sample. The predictions show good agreement with experimental 

measurements for the propagation of SH guided waves within different samples such a carbon 

fibre and glass fibre composites. Consequently, the methodology has been used for the 

detection of several types of defect, such as impact damage, delamination and lightning strikes. 

Furthermore, the production of images via a SAFT algorithm allows preliminary evaluations 

of the severity of the defects detected.  

The CI technique has been investigated for various designs of CI probes using 2D and 3D finite 

element (FE) models in COMSOL. It is shown how conductivity affects performance, and the 

results from simulations of different probe designs has been compared to experiments in 

insulating materials, with good agreement. These results indicate that CI is a suitable NDT 

technique for samples such as glass fibre composites. Conventionally, the images from CI 

measurements are based on the amplitude of the received signal rather than phase, due to the 

higher signal-to-noise ratios that can be obtained with the amplitude measurement. In this work, 

an improved image processing method has been introduced. The method combines amplitude 

and phase information to form clearer images, and thus improving the evaluation of both sizing 

and location of defects. 

The use of both techniques has been illustrated for the case of damage within pultruded glass 

fibre composites. It is shown that guided waves using EMATs and a removable copper patch 

can be used to detect defects at extended ranges, and that these can be characterised further at 

higher resolution using a localised inspection, the CI technique.
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Abbreviations 
AC : Alternating current. 

ACU : Air-coupled ultrasonic. 

BVID : Barely visible impact damage. 

CFRP : Carbon fibre reinforced polymer. 
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Symbols 
Latin: 

𝐵⃗  : Magnetic flux density. 

𝑐 : Elastic constant. 

𝐶𝑔 : Group velocity. 

𝐶𝑝 : Phase velocity. 

𝑐𝑖𝑗𝑘𝑙 : Elastic tensor. 

𝐷⃗⃗  : Electric displacement. 

𝐸⃗  : Electric field. 

𝑒 : Charge of an electron (section 2.2.3); Euler’s number (elsewhere). 

𝐸 : Young’s modulus. 

𝐹  : Lorentz force. 

𝑓 : Frequency. 

𝐺 : Shear modulus. 

𝑔  : Gravitational acceleration. 

𝐻⃗⃗  : Magnetic field strength. 

ℎ : Height. 

𝐼  : Current. 

𝑖, 𝑗, 𝑘, 𝑙 : Integer indices when used in index notation. 

𝑗  : Current density. 

𝑘 : Wave number. 

𝐿 : Distance. 

𝑀⃗⃗  : Magnetisation. 

𝑀𝑛 : Normal component of the magnetisation. 

𝑚 : Mass of an electron (Chapter 2); Mass (section 7.2.1). 

𝑛⃗  : Unit vector normal to the surface S. 

𝑛𝑒 : Electron density. 

𝑃⃗  : Polarisation field. 

𝑝(𝑡, 𝑥, 𝑍) : Wavefield. 

𝑞 : Electric charge. 

𝑅  Amplitude. 

𝑆  : Displacement at the surface S. 

𝑡 : Time. 

𝑈 : Gravitational potential energy. 

𝑣  : Velocity of the charged particle. 

𝑣𝑒⃗⃗  ⃗ : Mean electron velocity. 

𝑣𝑖⃗⃗⃗   : Mena ion velocity. 

𝑉𝑥, 𝑉𝑦, 𝑉𝑧 : Direction cosines. 

𝑥, 𝑦, 𝑧 : Cartesian coordinates. 

𝑍𝑖 : Charge of an ion. 

Greek: 
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𝛤𝑖𝑗 : Christoffel matrix. 

δ : Skin depth. 

Δ : Data fusion output (eq. 6.1). 

𝜀 : Strain (section 4.2); permittivity (elsewhere). 

𝜀0 : Permittivity of free space. 

𝜀𝑟 : Relative permittivity. 

𝛆 : Permittivity matrix. 

𝛆𝑒𝑓𝑓 : Effective permittivity matrix. 

𝜆 : Lamè parameter (section 4.2); wavelength (elsewhere). 

𝜇0 : Permeability of free space. 

𝜇𝑟 : Relative permeability. 

𝜇 : Lamè parameter (section 4.2). 

𝜉  : Displacement vector. 

Ξ : Data fusion output (eq. 6.2). 

𝜌 : Density (Chapter 4); charge density (elsewhere). 

𝜎 : Stress (section 4.2); electrical conductivity (elsewhere). 

𝜏 : Mean time between electron-ion collisions. 

φ : Electric potential distribution. 

𝛷 : Phase. 

χ𝑒 : Electric susceptibility. 

𝜔 : Angular frequency. 

Miscellaneous: 

∇ : Gradient operator. 

∇ ∙ : Divergence operator. 

∇ × : Curl operator. 
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Chapter 1  

Introduction 

Non-destructive testing (NDT) covers a wide range of testing methods used to evaluate the 

properties of a material without causing damage [1]. The characterization of the material under test 

aims to localize and evaluate potential flaws that might cause catastrophic failure. These include 

fractures in aerospace components, rupture of pipelines and other less visible, but equally troubling, 

events [2]. A wide range of techniques are used in NDT [3,4]. The research described in this 

thesis is associated with an EU Interdisciplinary Training Network (ITN), involving the 

aerospace industry [5], where NDT plays a critical role. In this industry, development activities 

are defined by the research for the highest possible working safety (structural integrity) and 

economic efficiency.  

The principal techniques used for inspecting aircraft are visual inspection (which is used for 

over 80 % of the inspections done), eddy current testing, ultrasonic testing and X-ray inspection 

[6-9]. Each method has its own pros and cons, and needs to be applied wisely, depending on 

several factors such as mechanical properties, component dimensions and geometry, type and 

position of defect, and point of access [10]. The inspections are based on the damage tolerance 

concept, which assumes that any component is faulty and defects are accepted if they do not 

exceed certain given dimensions [11]. 

1.1 Composites 

In recent years, the use of composites has increased within the aerospace industry, as illustrated in 

figure 1.1.  

 

Figure 1.1 Increase in the use of composites during the last four decades (from [12]). 
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Composites are materials made by combining two or more components, usually fibres and a matrix, 

in order to take advantage of the features of each component. However, there are many other types 

of composites, including those containing honeycomb layers, which are used in aircraft. The 

enhancement that results is due to the following attributes that satisfy most of the following 

requirements for aerospace materials [13-18]: 

 Light weight: the use of composite materials produces >30% weight reduction of aircraft 

structures, leading to considerable fuel savings. Moreover, lower fuel consumption will aid 

in reducing the emission of greenhouse gases 

 High static strength: some components need to withstand extreme forces (e.g. wind shear) 

 Good fatigue performance: the extended lifespan of aerospace structures relies on good 

fatigue performance 

 High fracture toughness and damage tolerance: cracks and flaws within the structures 

should not grow quickly, preventing sudden failures 

 High-impact energy: bird strikes, foreign objects, hail etc. 

 Multi-functionality: examples include temperature change stability (ranging from freezing 

to high temperatures), resistance to lighting strikes, corrosion resistance 

 Availability of affordable and easy designing and manufacturing techniques. 

On the other hand, the use of composites also has some intrinsic weaknesses [19]: 

 Poor resistance to out-of-plane tensile loads, which may lead to delamination of different 

plies 

 Susceptibility to impact damage and high risk to internal damage, which may be barely or 

not visible 

 Moisture absorption and consequentially reduction of temperature change stability 

 Possible manufacturing defects. 

Despite the weaknesses listed above, the benefits are extensive, and almost all aerospace 

manufacturers utilize large amount of composites. However, due to the immaturity of composite 

technology, a few difficulties still exist. Composites have a complex structure, with significant 

anisotropy and inhomogeneity, which leads to difficulties in detecting certain types of damage 

(especially impact damage); furthermore, such complexity requires complicated analysis tools to 

predict their behaviour under loading conditions when it is possible, and several expensive and 

time-consuming tests when it is not [19,20]. 



 

3 
 

This research will concentrate on the inspection of Carbon Fibre Reinforced Polymer (CFRP) and 

Glass Fibre Reinforced Polymer (GFRP) composite materials used in aerospace in order to detect 

mainly two types of defects: impact damage and heat damage to the surface. 

Impact damage can be categorized depending on the velocity of the impact: low velocity impact 

(LVI), intermediate velocity impact and ballistic impact. This PhD project deals specifically with 

LVI, which typically occurs at impact velocities below 10 m/s. When a composite specimen 

undergoes an impact, the material is subjected to large amounts of strain, depending on the 

magnitude of the impact, temperature and strain rates. In many cases, damage is not visible on the 

surface, though internal damage can negatively affect the residual strength and buckling load 

capacity [21]. The heterogeneity and anisotropy of composites lead to different modes of failure. 

In the majority of cases, these comprise: a dent on the impact side; delamination and/or debonding 

between plies; matrix cracking; fibre breakage and buckling due to bending; and, under severe 

conditions, penetration. Figure 1.2 depicts a schematic representation of these defects. 

 

Figure 1.2 Schematic representation of impact damage of composite laminate (from [22]). 

Aside from mechanical impact damage, another type of defect from heating of the surface can 

occur, due to lightning strikes. This event is a natural electric discharge and occurs, on average, 

about once each year to a typical operational commercial aircraft [23] and exhibits three features: 

a bright flash, a loud noise and, in some cases, minor damage [24]. Due to the lower electrical 

conductivity of composites (fibres may be conductive, though the matrix is a good dielectric), it is 

necessary to adopt countermeasures to allow the lightning current flow throughout the aircraft skin 

without causing damages to the structure, which could cause catastrophic failure [24]. The solution 

commonly used is a metallic mesh (copper or aluminium), bonded few plies below the outer 

surface, which permits the lightning currents to dissipate along the airframe, protecting the inside 

of the aircraft [25]. Usually, the most severe damage appears as burn marks or burn holes, which 
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occur at the entry and exit points of a lightning strike, where the energy density is highest, as figure 

1.3 depicts: 

 

Figure 1.3 Schematic diagram of a lightning strike (after [26]). 

1.2 The techniques used in this thesis 

The experimental testing methods used in this thesis have been performed using two main 

techniques, depending on resolution and scan area required. These are ultrasonic guided-wave 

inspection for large areas [27], and capacitive imaging for small areas [28].  

Ultrasonic guided waves have been of increased interest over the past decade, as the range of 

applications for which they are used has increased. In contrast to conventional ultrasonic 

testing, which uses bulk waves (longitudinal and shear waves), guided waves can accomplish 

inspection over a greater distance, due to the use of the structure itself as a waveguide. Hence, 

unlike bulk waves, the structure can be inspected from a single probe position [29], providing 

time and cost savings during the inspection [30]. 

Depending on the shape and dimensions of the component under test, several types of guided 

wave mode can exist. For the purpose of this research, which will investigate samples in the 

form of large areas of wing structure, Shear Horizontal (SH) guided waves are the most 

relevant. The term “horizontal” is due to the fact that particle vibrations within an SH mode 

are polarised in a plane that is parallel to the specimen surface, as illustrated in figure 1.4. 
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Figure 1.4 SH wave mode propagation. The blue and red arrows represent the direction of the particle motion (along the y 

axis). The yellow arrow indicates the direction of propagation of the wave (along the x axis). 

Having vibration polarisation parallel to a boundary, means that the reflecting wave does not 

show mode conversion for a uniformly thick sample (independent of the incident angle), and 

the amplitude is also not affected (although there is a π phase shift) [31,32]. In principle, a 

sample can support multiple modes: symmetric and anti-symmetric. These modes are labelled 

in increasing orders (SH0, SH1, SH2…), and apart from the zero-order mode (SH0), each has a 

cut-off frequency below which they do not propagate. Moreover, for isotropic and homogenous 

plates the SH0 does not exhibit velocity dispersion, unlike the other higher order modes which 

are dispersive, as shown in figure 1.5. Thus, the frequency-thickness product does not affect 

the propagation velocity of the SH0 mode. 

 

Figure 1.5 SH mode phase and group velocity dispersion curves for an aluminium layer (from [31]). 

In previous research, SH guided waves had not received much attention, due to experimental 

wave generation difficulties if piezoelectric transducers are used [33]. This is the reason that 

the transducers used for generating such waves have primarily been EMATs (Electromagnetic 

SH0 

SH0 
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acoustic transducers), but piezoelectric transducers have also been used [34]. An EMAT 

consists of two principle parts, these being the coil and the magnet, and the generation of elastic 

waves occurs via an electromagnetic mechanism. More details will be given in Chapter 2. 

The second method, used in this research to inspect small areas at a higher resolution than the 

EMATs, employs a pair of co-planar electrodes (driving and sensing electrodes), which can be 

thought of as an unfolded parallel capacitor, as shown in figure 1.6 [35,36]. The CI technique 

has been used to inspect small areas at higher resolution than the EMATs. The enhanced 

resolution is provided by the size of electrodes comparable to defects, and the distribution of 

the electric field lines (due to the geometry of the electrodes). Further details will be given in 

Chapter 5. 

 

Figure 1.6 Schematic diagram of the electric field distribution as electrodes change from being in a conventional parallel-

plate capacitor geometry (a) to become coplanar in (c). 

Considering the co-planar probe of figure 1.6(c), an electric field distribution will be generated 

within the sample when an AC potential exists between the driving and the sensing electrodes 

is established. The sample itself and the presence of any defects will affect the resultant field, 

as shown in figure 1.7. The field on the sensing electrode will then result in a change in the 

charge induced, and this can be detected and used to plot changes in the sample condition. 

Figure 1.7 is only representative of the working principles not taking in account the electronics 

of the system. In Chapter 5 the electronics will be fully described. 
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Figure 1.7 Schematic diagram of the capacitive imaging (after [37]). 

Depending on the material (insulator or conductor), the behaviour of the probing electric field 

will vary. If the specimen is a dielectric material or has very low electrical conductivity, the 

electric field will have a certain volume of influence (VOI), the region of the sample under the 

probe which plays a significant role in the measurement. The presence of defects will alter the 

electric field, and change the quantity of induced charges on the sensing electrode, as stated 

above and illustrated in figure 1.7. 

1.3 Objectives of the research and outline of the thesis 

The objective of the work in this thesis is to design a possible new approach for future NDT of 

aerospace materials, by introducing reliable methods for guaranteeing the high safety levels 

required in this field. This will be achieved by applying ultrasonic guided wave and capacitive 

imaging techniques in different ways: guided waves for long range defect detection and 

capacitive imaging for more detailed localized characterization. This is reflected in the 

following thesis structure: 

Chapter 2 gives a general review of EMATs, which will be used for the generation of guided 

waves. This begins with a basic physical description of how such devices can generate and 

detect ultrasonic guided waves. This is followed by an explanation of the operation of several 

typical EMAT designs for mode selection, including the periodic EMAT used in this work. 

The solution adopted to overcome the lower conductivity of the material inspected is also 

described, involving the use of removable, thin metal patches. 

Chapter 3 provides an extensive description of the methodology used to model the propagation 

of SH guided waves within composite components for the purpose of predicting and comparing 

Driving Electrode Sensing Electrode 
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actual measurements. Firstly, Finite Element (FE) models are designed in COMSOL in order 

to calculate the eddy currents and the magnetic fields of a periodic EMAT within a thin metallic 

patch. Subsequently, the calculation of the Lorentz forces in MATLAB is described. Finally, 

the use of the resultant forces for generating guided waves within specimens actually tested. 

In Chapter 4, a series experiments in different materials are described which illustrate the use 

of EMATs for testing non-conductive samples by means of removable metallic patches. Firstly, 

the relationship between ultrasound and mechanical properties is considered. A preliminary 

measurement is conducted on an aluminium sample for verifying the laboratory 

instrumentation. Subsequently, the potential of the approach is illustrated by testing a series of 

non-conductive and low conductivity samples. 

Chapter 5 describes the fundamentals of the CI technique, design principles for CI probes and 

a preliminary measurement. A brief review of the physical principles, the quasi-static 

approximation, electrical properties of samples and a classification of the modes of operation 

is given. The design principles are thus introduced and two type of CI probes, symmetric and 

concentric, are described. Subsequently, 2D and 3D FE models are presented for assessing the 

performance of the probes. Finally, a preliminary measurement is compared to the results of 

the analytical model. 

In Chapter 6, the CI technique is used for inspecting several GFRP plates having an impact 

damage. The standard results obtained by using either amplitude or phase are compared to a 

novel approach which combines these two features.  

In Chapter 7, the methodology described in Chapter 4 is used for testing various composite 

samples affected by several types of defect. Furthermore, an imaging technique is briefly 

described and used for imaging defects detected by PPM EMATs for preliminary evaluations. 

Finally, a comparison between the guided wave and Capacitive Imaging techniques is 

provided, illustrating the advantages of using both for characterising defects.  

Finally, Chapter 8 draws conclusions from this research, and suggests further work and 

application which have arisen from the finding of this thesis.  
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Chapter 2 

Electromagnetic Acoustic Transducers (EMATs) 

2.1 Introduction 

The following chapter describes the basic operation principles of EMATs, showing their 

advantages and limitations and introducing some EMAT designs. In general, EMATs are 

devices which are basically made of a coil to induce dynamic electromagnetic fields at the 

surface of a conductive material, and a magnet or a series of them to provide a DC biasing 

magnetic field, as shown in figure 2.1. This is compared to a typical piezoelectric device which, 

as shown in the figure, requires some form of couplant to couple it to the surface of the sample. 

 
Figure 2.1 Scheme of an EMAT compared to a piezoelectric UT.  

The interaction between induced eddy currents and the static magnetic field generates elastic 

waves within the sample (which needs to be conductive). It is possible to generate different 

wave modes, depending on the geometry of the coil and the configuration of the magnets. 

Figure 2.2 shows the most common coil designs. 

 
Figure 2.2 Coil designs: (a) spiral, (b) racetrack and (c) meander coil. 
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Many authors have advanced theoretical and numerical models to describe the transduction 

mechanisms. It is difficult to establish who the “inventor” of EMATs was [1]. The physical 

principles governing their operation were known since the studies of Maxwell on fundamental 

electromagnetism including what was later identified as the Lorentz force in 1861 [2] (a more 

detailed explanation of Maxwell’s equations and EMAT governing equations will be given in 

the next paragraph). Over a century later, due to the development of technology, the first 

EMATs were designed for NDE purposes. Seemingly, according to [1], the studies of Grimes 

and Buchsbaum [3] on helicons (low-frequency electromagnetic waves) reported in the early 

sixties gave the kick-off. Afterwards, in the late sixties, Gaerttnear et al. examined ultrasound 

generation due to magnetic body forces [4]. At the beginning of the following decade, Dobbs 

[5] began to investigate electromagnetic mechanisms for generating ultrasonic waves. In 

conclusion he stated that the forces were due to the Lorentz effect and proposed the use of such 

a phenomenon for NDE. 

In the same period, Thompson [6] illustrated the generation of Rayleigh and Lamb waves in 

metal plates by mean of a meander coil EMAT. He also introduced an analytical model 

incorporating the Lorentz force mechanism and studied the effect of the lift-off on the 

generated signal. Later, Thompson focused on the study of magnetostriction: he dealt with the 

efficiency of this mechanism on different ferromagnetic materials in 1977 [7]. 

One year later, Thompson [8] provided some insight of the equations governing EMAT 

operation, including a further generation effect, the magnetization force, which was 

demonstrated to be less effective compared to the other mechanisms. He and Vasile proposed 

a new kind of EMAT: the periodic permanent magnet EMAT [9]. Such a transducer is capable 

of generating shear horizontal (SH) waves in plates, a task that traditional piezoelectric 

transducers struggle to achieve.  

In 1976, Kawashima [10] introduced a major improvement in the modelling of spiral coil 

EMATs, applied to non-ferromagnetic metals. He designed the coil as the superposition of 

several circular loops, lying on parallel planes to the sample surface, at a certain distance. This 

assumption allowed him to use the model proposed by Dodd and Deeds [11] in order to model 

eddy current probes. This solves the electrodynamics equations in steady-state conditions, by 

mean of a magnetic vector potential formulation, taking an axisymmetric geometry. The 

analytical solution is in the form of an integral of Bessel functions, which can be easily 

calculated numerically. This relationship and the measurements of the magnetic flux density 
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were used by Kawashima to predict the Lorentz forces. The further hypothesis used was that 

the forces could be treated as surface forces rather than body ones, as they are confined within 

the electromagnetic skin depth, which is much smaller than the wavelength of the elastic waves. 

Kawashima’s model, unlike the previous ones, was the first one to give useful equations for 

the actual design of the device: practical parameters, such as the dimensions of the coil and the 

number of turns, which are directly tied to the generation and reception efficiencies of the 

transducer. A crucial role was played by the widespread development of numerical methods, 

such as the finite element method and the finite difference method, in the formulation of 

realistic EMAT models. Kawashima also demonstrated that EMATs are velocity sensors, 

proving it for a pancake coil [12] and later generalised to any type of coil. This will be explained 

in more detail in Section 2.2.5.  In the nineties, Ludwig and colleagues introduced a 2-

dimensional FE code, including all the generation mechanisms, with an arbitrary transient 

excitation [13-18]. In the model, an inhomogeneous magnetic field was included. This 

permitted the investigation of more complex systems, for instance a variable lift-off coil, fed 

by a tone-burst excitation current. Hsu et al. later proposed a solution for the inspection of non-

conducting composite materials [19]. The study describes the application of EMATs on non-

conducting materials by adhering a removable aluminium foil tape on the surface. 

In recent years, Dixon and collaborators [20], introduced enhancements in the design of 

EMATs. Their studies were more mainly focused on the Lorentz force mechanism, 

concentrating on the dynamic magnetic field produced by the driving current in the coil. In a 

study on Rayleigh wave generation, FE models of the Lorentz force mechanism were used to 

depict the orientation of the bias field which can be selected such that the Lorentz forces due 

to the static and dynamic magnetic fields constructively interfere, enhancing signal amplitude 

[20,21]. Furthermore, they took after previous studies which showed the possibility of 

generating acoustic waves without the presence of a permanent magnet, or electromagnet, by 

using the self-generated magnetic field interacting with induced eddy current [5,7] , proving 

the enhancements of adding a ferrite back-plate [22]. Dixon and co-workers exploited a plate 

of magnetite iron oxide above the coil to enhance the induced magnetic flux density [22,23]. 

In other analytical research [24], the presence of two conductive layers was evaluated: the 

sample and an electrically conductive screen between the coil and the magnet, to reduce 

ultrasonic generation in the magnet. The impedance of the coil is affected by the extra 

conductive layer because eddy currents are induced in both the conductive media. This means 
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that the original Dodd and Deeds model had to be adjusted in order to compute the correct 

impedance of the coil. 

The analysis of previous research shows that even if the use of EMAT is widespread on 

conductive materials, little research has been carried out for implementing such devices on 

non-conducting materials. This is one of the main contributions of this thesis and is described 

in detail in this and subsequent chapters. 

The following sections describe the basic principles of operation of EMATs, including 

mechanisms that contribute to the coupling, advantages and disadvantages of their application, 

types of EMATs, and their use on non-conducting samples. 

2.2 Governing equations 

2.2.1 Maxwell’s equations and constitutive relations 

EMATs generate and detect ultrasound usually in metals via an electromagnetic coupling 

which does not need direct contact between the sample and the transducer. The acoustic energy 

is produced into the sample by coupling the electrical energy through three mechanisms: the 

Lorentz [4,6,25,26], magnetization and magnetostriction mechanisms. The latter two can be 

included in one macro-group named magneto-elastic mechanisms [1,8]. In order to give an 

overview of the electromagnetic interaction between the device and an electrically conductive 

specimen, an introduction of the Maxwell’s equations is required, as listed in the following 

expressions. 

 ∇ ∙ 𝐷⃗⃗ =  𝜌,      (2.1) 

 ∇ ∙ 𝐵⃗ =  0, (2.2) 

 ∇ × 𝐸⃗ =  −
𝜕𝐵⃗ 

𝜕𝑡
, (2.3) 

 ∇ × 𝐻⃗⃗ =  𝑗 +
𝜕𝐷⃗⃗ 

𝜕𝑡
. (2.4) 

Here 𝐷⃗⃗  is the electric displacement, 𝜌 is the charge density, 𝐵⃗  is the magnetic flux density, 𝐸⃗  

is the electric field, 𝐻⃗⃗  is the magnetic field strength and 𝑗  is the current density. The following 

constitutive relations [27] also accompany Maxwell’s equations:  

 Between the magnetic flux density (𝐵⃗ ) and the magnetic field (𝐻⃗⃗ ) 
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𝐵⃗ = 𝜇0(𝐻⃗⃗ + 𝑀⃗⃗ ) (2.5) 

where 𝑀⃗⃗  is the magnetisation, which represents how a material reacts to an applied 

magnetic field, and 𝜇0 is the permeability of free space. If the relation between 𝑀⃗⃗  and 

𝐻⃗⃗  is known for the material in which the field is present, the equation can often be 

simplified. If the assumption of an isotropic and homogeneous material is made, the 

equation can be further simplified to: 

 

 
𝐵⃗ = 𝜇0𝜇𝑟𝐻⃗⃗  (2.6) 

where 𝜇𝑟 is the relative permeability. 

 Between the electric displacement (𝐷⃗⃗ ) and the electric field (𝐸⃗ ) 

 

 
𝐷⃗⃗ = 𝜀0𝐸⃗ + 𝑃⃗  (2.7) 

where 𝜀0 is the permittivity of the free space, and 𝑃⃗  is the polarisation field. The 

equation describes how a material reacts at the presence of an electric field. Once again, 

this can be reduced if the relation between 𝑃⃗  and 𝐸⃗  is known and if the material is 

isotropic and homogeneous the equation can be approximated to: 

 𝐷⃗⃗ = 𝜀0𝜀𝑟𝐸⃗  (2.8) 

where 𝜀𝑟 is the relative permittivity. 

 The current density within a sample (𝐽 ) and the electric field: 

 

 
𝐽 = 𝜎𝐸⃗  (2.9) 

where 𝜎 is the material electrical conductivity. This equation plays a crucial role in 

generating elastic waves within a specimen. In section 2.5 the importance of this 

equation will be described. 

 

2.2.2 Skin depth 
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In order to couple an EMAT electromagnetically to a conducting sample the first step is to feed 

an alternating current (𝐼𝑐⃗⃗ ) into its coil. The dynamic magnetic field (𝐵𝑑⃗⃗ ⃗⃗  ) due to the driving 

current probes the sample surface and is linked to the induced electric field (𝐸⃗ ) at the perimeter 

of the sample, as stated in Faraday’s law (equation 2.3). The electric field induces an eddy 

current (also called image current) within the sample surface. In turn, this current will produce 

a magnetic field and oppose the penetration of the electromagnetic wave deeper into the 

specimen. In order to better explain this phenomenon, an expression representing an 

electromagnetic wave propagating in a conducting sample needs to be derived by following 

this procedure [27]: 

      ∇ × 𝐸⃗ =  −
𝜕𝐵⃗ 

𝜕𝑡
, (2.10) 

 
∇ × (∇ × 𝐸⃗ ) =  −

𝜕(∇×𝐵⃗ )

𝜕𝑡
. 

 

(2.11) 

The function ∇ × (∇ × 𝐸⃗ ) can be substituted using a vector identity: 

 

 

∇ × (∇ × 𝐸⃗ ) = −∇2𝐸⃗ + ∇(∇ ∙ 𝐸⃗ ) (2.12) 

furthermore, if the net charge density in the sample is assumed to be zero (∇ ∙ 𝐸⃗ = 0), hence 

the vector identity further reduces (∇ × (∇ × 𝐸⃗ ) = −∇2𝐸⃗ ),  simplifying equation 2.11 to: 

 ∇2𝐸⃗ =
𝜕(∇×𝐵⃗ )

𝜕𝑡
. (2.13) 

The right hand side of this expression can be conveyed in terms of the electric field as: 

 ∇2𝐸⃗ = 𝜇0𝜇𝑟𝜎
𝜕𝐸⃗ 

𝜕𝑡
+ 𝜇0𝜇𝑟𝜀0𝜀𝑟

𝜕2𝐸⃗ 

𝜕𝑡2
. (2.14) 

Since EMATs are normally used at frequencies lower than 100 MHz [1], the second term in 

the right hand side of the previous equation can be neglected. Thus, equation 2.14 takes the 

form: 

 ∇2𝐸⃗ = 𝜇0𝜇𝑟𝜎
𝜕𝐸⃗ 

𝜕𝑡
. (2.15) 

A solution to this is: 
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 𝐸⃗ = 𝐸0⃗⃗⃗⃗ 𝑒
𝑗(𝜔𝑡−𝑧 δ⁄ )𝑒−

𝑧
δ⁄  (2.16) 

where 𝜔 is the angular frequency of the electromagnetic field in the wire or sample, z is the 

depth into the material from the surface, and δ is the skin depth (or depth of penetration) 

[27,28], which can be expressed as: 

 δ = √
2

𝜇0𝜇𝑟𝜎𝜔
. (2.17) 

This quantity measures how quickly the electric field is attenuated in the specimen. From this 

expression it can be seen that when 𝑧 = δ the magnitude of the electric field has diminished by 

1
𝑒⁄  of its surface value (𝐸0⃗⃗⃗⃗ ). 

It is worth noting that if the thickness of the sample is much greater than the skin depth, 

increasing the frequency of the driving alternating currents, this volume phenomenon can be 

approximated as a surface phenomenon, even though, in reality, coils produce current profiles 

not only along the thickness direction. This assumption will be carried on over the whole body 

work as the thin metallic foil, where the eddy currents are induced, is attached at the surface of 

a thick insulator, as depicted in figure 2.3. The ratio between the sample thickness (within the 

range of mm, at least 1 mm) and the metallic foil thickness (0.065 mm), where the eddy currents 

are induced, is over 10 times. The foil thickness has been selected to minimise the length of 

travel for maximising the transfer of the elastic waves into the sample. 

 

Figure 2.3 Schematic diagram showing the metallic foil attached at the surface of sample.  

 

2.2.3 Generation – Lorentz force mechanism 

A charged particle in a medium under the presence of an electric and magnetic field experiences 

a force 𝐹 , called the Lorentz force [29]: 
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 𝐹 = 𝑞(𝐸⃗ + 𝑣 × 𝐵⃗ ) (2.18) 

where q is the electric charge, 𝐸⃗  is the electric field, 𝑣  is the velocity of the charged particle 

and 𝐵⃗  is the magnetic flux density. Macroscopically, when a sensor is place close to the surface, 

an eddy current density 𝑗  is induced in it. Lorentz forces then arise in the presence of 𝐵⃗ . If the 

medium is electrically neutral, the Lorentz force is reduced to: 

 

 
𝐹 = 𝑞𝑣 × 𝐵⃗ = 𝑗 × 𝐵⃗ . (2.19) 

In this equation the magnetic field is the superposition of all sources of magnetic field: the 

static magnetic field 𝐵𝑠⃗⃗⃗⃗  supplied by the EMAT itself (precisely the magnet) and the dynamic 

magnetic field 𝐵𝑑⃗⃗ ⃗⃗   produced by current flowing in the coil. As shown in figure 2.4, the two 

magnetic fields act differently on the sample. 

 
Figure 2.4 Diagram showing the Lorentz force arising from the interaction between a static magnetic field (1) and dynamic 

magnetic field (2) with eddy currents induced in the near-surface of the sample. 

Generally the Lorentz force is predominant due to the static magnetic field, especially if the 

driving current is below 100 A in the EMAT coil. For higher currents the force generated by 

the dynamic field is still relatively small [22,23], but not negligible [30]. 

1 

2 
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As it will explained in detail later in this section, the electrons transfer the Lorentz force 

experienced to the ions which oscillating cause a vibration. The oscillation is at right angles to 

both the eddy currents and the external magnetic field, as equation 2.19 shows. Integrating the 

current density along the depth of the sample (𝑧) is possible to retrieve the total induced current 

for a unit surface area. Exploiting equation 2.9 and the expression for the electric field (equation 

2.16) this gives: 

 

 

𝐼 = ∫ 𝐽𝑑𝑧
∞

0

= 
𝐽0

√𝜔𝜇𝜎
𝑒𝑗(𝜔𝑡−

𝜋
4⁄ ) (2.20) 

 

where 𝐽0 = 𝜎𝐸0. Hence the Lorentz force in the sample is proportional to the driving current 

oscillating at the same frequency as the current flowing in the EMAT coil, but with a phase 

delay of  𝜋 4⁄ , when only the external magnetic field is considered. On the other hand, when 

only the self-field is taken in account, the dynamic magnetic field (𝐵𝑑⃗⃗ ⃗⃗  ) oscillates proportionally 

to the driving AC as well as 𝐽𝑒. Therefore the force on the ions is proportional to 𝐼2, instead of 

𝐼. This causes a doubling in frequency of the ion oscillations and so the ultrasound generated 

by the self-field. 

Microscopically, the electric field 𝐸⃗  induced by the driving current applies a Coulomb force 

– 𝑒𝐸⃗  on the electrons of the specimen and accelerates them to an average velocity – 𝑒𝐸𝜏/𝑚; 

due to the presence of a static magnetic flux density 𝐵⃗  the electrons are also subjected to the 

Lorentz force 𝑒𝑣𝑒⃗⃗  ⃗ × 𝐵⃗ . In the previous equation, 𝑒 represents the charge of the electron and 𝑣𝑒⃗⃗  ⃗ 

its mean velocity [1].  Due to the different time scale between the interaction electron-ion and 

the oscillation of the applied AC current (𝑇 ≫ 𝜏, where T is the period of the AC pulse), the 

inertial forces of the electrons can be ignored for harmonic oscillation much slower than the 

mean frequency of electron-ion collision 1/𝜏, the equation describing the motion reduces to: 

 

 

𝑛𝑒(𝑚𝑣𝑒⃗⃗⃗⃗ )

𝜏
= −𝑛𝑒𝑒(𝐸⃗ + 𝑣𝑒⃗⃗  ⃗ × 𝐵⃗ )        (2.21) 

where 𝑛𝑒 represents the number density of electrons and 𝑚 the electron mass. The momentum 

of the electrons is exchanged with the ions of the metal through collisions, and force acting on 

the positive charges can be written as: 



 

21 
 

 

 

𝐹 = 𝑁𝑍𝑖(𝐸⃗ + 𝑣𝑖⃗⃗⃗  × 𝐵⃗ ) +
𝑛𝑒(𝑚𝑣𝑒⃗⃗⃗⃗ )

𝜏
        (2.22) 

where 𝑁 is the number density, 𝑍𝑖 is the charge of ions and 𝑣𝑖⃗⃗⃗   is their velocity. By 

substituting equation 2.21 in 2.22 it can be seen that [1]: 

 

 
    𝐹 = −𝑛𝑒𝑒𝑣𝑒⃗⃗  ⃗ × 𝐵⃗   (2.23) 

considering that, 𝑁𝑍𝑒 = 𝑛𝑒𝑒 and the velocity of the ions is much lower than that of the 

electrons, therefore it will be neglected. Hence comparing the general equation for the Lorentz 

force (equation 2.19) with equation 2.23, we can deduce that – 𝑛𝑒𝑒𝑣𝑒⃗⃗  ⃗ is the eddy current 

density, j . 

In conclusion, when the presence of an eddy current in the metallic sample has been defined, 

and under the effect of a magnetic field 𝐵⃗ , the Lorentz force in equation 2.23 can cause an 

ultrasonic wave to travel in the medium, moreover, as already mentioned, this force can be 

treated as a surface force for ultrasonic wavelength much greater than the skin depth. 

2.2.4 Generation – Magneto-elastic mechanisms 

The Lorentz mechanism explained in the previous section will always act when an EMAT is 

applied on a conducting sample. The mentioned mechanism is present also within 

ferromagnetic materials, though two more mechanisms have to be considered: magnetization 

force and magnetostriction [31]. 

When ferromagnetic materials are subjected to an external magnetic field (𝐻⃗⃗ ) the 

magnetisation force (𝑀⃗⃗ ) occurs. According to Hirao and Ogi [1], after the correction given by 

Ribichini et co. [32], the force acting in the sample and on its surface can be expressed as: 

 

 
𝐹 = ∫ ∇∗(𝑀⃗⃗ ∙ 𝐻⃗⃗ )𝑑𝑣 +

1

2𝑉

𝜇0∫ 𝑛⃗ 𝑀𝑛
2𝑑𝑆

𝑆

 (2.24) 

Where ∇∗ is nabla operating only on the magnetic field, 𝑛⃗  is a unit vector normal to the surface 

of the sample, and 𝑀𝑛 is the normal component of the magnetisation at the surface. On the 

right hand side of the expression the first term is known as the magnetisation force, while the 



 

22 
 

second one occurs due to a sudden change of the electromagnetic fields at the surface and 

dissipates inside the sample. 

Magnetostriction, on the other hand, occurs because ferromagnetic domains tend to align along 

the direction of an external magnetic field, provoking a net mechanical strain [33]. In case the 

magnetic field has a component varying in time this strain can be utilized to generate ultrasonic 

waves [7,8]. The ultrasound transduction efficiency from the latter mechanism strongly relies 

on the physical material properties such as elastic constants and electromagnetic properties; it 

is also dependent on the bias magnetic field and on the change of all these factors by cause of 

temperature variations. As shown in figure 2.5, the contribution of magnetostriction to the 

transduction efficiency is predominant at lower bias fields, though at high fields the Lorentz 

contribution dominates over magnetostriction [6]. 

 
Figure 2.5 Schematic dependence of transduction efficiency due to Lorentz force and magnetostriction mechanisms in iron 

(from [34]). 

The two magneto-elastic mechanisms mentioned above will not be considered further within 

the rest of the thesis as the ultrasonic generation is due predominantly to the Lorentz 

contribution in non-magnetic materials.  

2.2.5 Detection – Velocity sensor 

As the ultrasonic wave travels through a conducting sample, atoms move in the lattice normal 

to the direction of propagation, both ions and electrons will move in unison. In presence of a 

static magnetic field parallel to the wave propagation when this motion occurs, both atoms 

experience a Lorentz force. The ion acceleration due to this force is irrelevant when compared 
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to the of the electrons, thus only electrons generate an eddy current; which, in turn, will induce 

an image current on the EMAT coil as depicted in section 2.2.3 for the generation process. 

A key remark in the detection process is that EMATs are particle velocity sensors [10], which 

can be shown by following the procedure exploited by Dixon et al. [35]. The displacement 

occurring due to an ultrasonic wave travelling up to the material surface can be expressed as: 

 

 
𝑆 (𝑡, 𝑧) = 𝑆0⃗⃗  ⃗𝑒

𝑖(𝜔𝑡−𝑘𝑧) (2.25) 

where 𝜔 is the angular frequency of the ultrasonic wave, 𝑘 is the wave number, 𝑡 is the time 

and 𝑧 is the direction of propagation. At the surface, the displacement is obtained by the 

superposition of the wave travelling up to the surface and the reflection travelling away, see 

figure 2.6, as described below: 

 

 
𝜉 = 𝑆0⃗⃗  ⃗𝑒

𝑖𝜔𝑡𝑒𝑖𝑘𝑧𝑒−𝑖𝑘𝑧 = 𝑆0⃗⃗  ⃗𝑒
𝑖𝜔𝑡(2 cos(𝑘𝑧)) (2.26) 

 
Figure 2.6 EMAT detection mechanism. The interaction between the particle displacement and the magnetic field induces 

eddy current in the near-surface of the sample which are detected by the EMAT coil. 

Since the induction of the electric field due to the acoustic wave is proportional to the product 

of the rate of displacement variation (
𝜕𝜉⃗ 

𝜕𝑡
) and the static magnetic field (𝐵⃗ ), the current density 

at the surface (𝑗 (𝑧)) can be expressed as: 

 

 
𝑗 (𝑧) = 𝜎

𝜕𝜉 

𝜕𝑡
𝐵⃗ = 𝑖𝜔𝜎𝑆0⃗⃗  ⃗𝑒

𝑖𝜔𝑡(2 cos(𝑘𝑧)) (2.27) 

Since the image current is restricted within the skin depth (𝛿) for a certain frequency, this 

means that 𝑧 ≤ 𝛿. Furthermore, the skin depth is typically much smaller than the ultrasonic 
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wavelength (𝑘𝛿 ≪ 1 ⟹ cos(𝑘𝛿) ≈ 1), as a result the current density at the surface can be 

approximated to: 

 𝑗 (𝑧) ≈ 𝑖𝜔𝜎2𝑆0⃗⃗  ⃗(𝑡, 0)𝑒
𝑖𝜔𝑡 ≈ 2𝜎

𝜕(𝑆0⃗⃗  ⃗(𝑡, 0))

𝜕𝑡
 (2.28) 

which shows that 𝑗 (𝑧) being proportional to the first time derivative of displacement (i.e. 

velocity), hence EMATs are actually velocity sensors. 

2.3 Typical EMAT designs 

2.3.1 Bulk-wave EMAT 

Figure 2.7 depicts the configuration of a bulk-wave EMAT, which is able to generate and detect 

longitudinal waves and shear waves with a polarisation parallel to the specimen surface [1]. 

 

Figure 2.7 Generation mechanism by Lorentz force of a bulk-wave EMAT (from [7]). 

The static magnetic field (typically 1.35 T) provided by the permanent magnet is oriented 

normally to the surface under the unidirectional coil elements and tangentially at the centre and 

edges of the coil elements. The resultant force (𝐹 ) is parallel to the surface. In these cases, such 

an EMAT will be referred to as shear wave EMAT. 

On the other hand, figure 2.8 depicts another bulk-wave EMAT.  
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Figure 2.8 Lorentz force mechanism of dual-mode EMAT (after [8]). 

This consists of a single cylindrical permanent magnet and a flat pancake coil. The magnet 

provides a static magnetic field having radial and normal components, which interact with the 

eddy currents generating Lorentz forces along the normal and radial directions, respectively. 

For ferromagnetic material, magnetostriction forces will be present. Such forces generate 

simultaneously a longitudinal wave and radially-polarised shear wave propagating in the 

thickness direction, for this feature this is called dual-mode EMAT [36]. If the metal presents 

orthorhombic anisotropy, the shear waves decompose into two polarisations along the two 

principal directions producing the split resonance peaks. This kind of EMAT is typically used 

for in-plane measurements in rolled steel sheets [38] and the birefringent acoustoelastic stress 

measurement [39]. 

2.3.2 Meander line EMAT 

This type of EMAT is used for generating Rayleigh and Lamb waves, and angled shear and 

longitudinal waves (travelling obliquely into the specimen) [1], its configuration is depicted in 

figure 2.9.  
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Figure 2.9 Ultrasonic waves generated by a permanent magnet and meander coil (after [9]). 

The disadvantage of this EMAT is the difficulty of the mode identification in the received 

echoes. A normal biasing field and the coil (see figure 2.8) gives rise to Lorentz and 

magnetostriction forces parallel to the surface, whose directions alternate accordingly to the 

meander-line coil. The generation frequency is given by the meander-line period, which can be 

designed by manufacturing the coil by a printed circuit technique. Thus, it is possible to adjust 

the generation frequency by modifying the periodicity of the coil. Depending on the thickness 

of the sample, the device can generate Rayleigh waves (on thick samples) and Lamb waves (on 

thinner samples). In order to have the maximum transfer efficiency of Lamb waves, the 

wavelength needs to be tuned to the thickness of the sample [7], otherwise the generation would 

be corrupted by destructive interferences arising due to an excitation frequency which does not 

match the periodicity of the meander coil, its nominal wavelength. For generating SH waves 

the coil interacts with the tangential biasing magnetic field [41]. One drawback is the necessity 

of a very large biasing magnetic field when the static magnetic field is adopted along the 

straight lines of the meander-line coil. 

2.3.3 Periodic Permanent Magnet (PPM) EMAT 

PPM-EMATs are devices that generate shear waves that are polarised parallel to the surface of 

the specimen [9,41,42]. The shear waves propagate not only along the surface but also into the 

material [43]. The EMAT has been often adopted for measurements with the surface (Rayleigh) 

waves or Shear Horizontal (SH) waves in a plate. Such waves are attractive for NDT purposes 
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and are generally not easily excited with traditional piezoelectric transducers. A classical 

configuration of this type of EMAT is illustrated in figure 2.10.  

 
Figure 2.10 A PPM EMAT for emission and reception of SH waves (after [10]). 

PPM EMATs’ coils usually have a racetrack shaped coil in front of the PPM array, arranged in 

such a way that north and south (N/S) poles alternate periodically, as shown in figure 2.8 . Due 

the alternating polarity of the permanent magnets the tangential Lorentz and magnetostriction 

forces varies according to magnet array [1,9,45,46]. The maximum transfer efficiency occurs 

when the device is fed by a driving current chosen accordingly to the spacing of magnets (its 

nominal wavelength). The periodically alternating polarity sets the primary wavelength of the 

ultrasound generated. Therefore, in order to excite higher frequency SH waves, the width of 

the magnets needs to be decreased so the wavelength. Nonetheless, the efficiency drastically 

drops with reduced magnet thickness; thus, a limitation of this EMAT is its operation 

frequency, usually only up to ~1 MHz.  

2.4 Advantages and limitations of EMATs 

As explained in the previous sections, generation and reception occurs through an 

electromagnetic mechanism which does not require the devices to be in contact with the sample 

and, therefore, the use of any couplant (gel or water) is not necessary. The efficiency of the 

transduction decreases exponentially with the distance (lift-off) between the sensor and the 

specimen, confining the practical gap to a few millimetres. Nonetheless, this small separation 

is enough to have a relevant advantage over piezoelectric transducers in some applications, and 

indeed EMATs can be used in hot and hazardous environments such as sheet steel production 

[47,48]. Since contact is not necessary, easing the operation and reducing the need for surface 

treatment; furthermore, there is no need to take account of the variability given by the couplant, 
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so that highly reproducible measurements can be attained. A further advantage of using 

EMATs over piezoelectric is the wide selection of ultrasonic modes that can be excited. The 

design of the geometry of the coil and the magnet, and their relative position plays a 

fundamental role in order to generate and detect a particular wave [1,49-51], as stated in the 

previous section.  

On the other hand, the contactless nature of EMATs has some disadvantages: first of all, 

traditional piezoelectric transducers are still more efficient compared to electromagnetic 

transducers. Careful design and special electronics are necessary in order to enhance an 

otherwise rather poor signal-to-noise ratio [45]. Another issue with EMATs is that their 

performance is strictly dependent on the electromagnetic properties of the sample: a sensor 

working perfectly on one metal can give low-quality signals when adopted on another material. 

In addition, the operation principles of EMATs (fully explained in the previous sections) rely 

on the good electrical properties of specimens in order to generate and detect ultrasonic waves. 

Table 2.1 summarises the advantages and limitations of such devices. 

Table 2. 1 Outline of the advantages and limitations of EMATs. 

Advantages Limitations 

 No contact 

 Couplant-free 

 Multiple mode generation 

 High temperature inspection 

 High speed inspection 

 Reproducibility 

 Low signal-to-noise ratio 

 Special equipment required 

 Material-dependent 

 Applicable “only” on good 

conductors or highly 

magnetostrictive metals 

 

2.5 The use of a metallic foil 

It is common belief to state that EMATs cannot be used on non-conducting or low electrical 

conductivity materials. However previous researches have already hinted [52] and 

demonstrated [19] the possibility of inspecting such materials by means of an easily applied 

and readily removable metallic foils for allowing the Lorentz force transduction. The latest 

research [19] has proved that SH waves can be excited and received in a variety of composites. 

However, no specific SH mode was carefully selected. The research in this thesis demonstrates 

the possibility of inspecting non-conducting engineering materials, specifically composites, 
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with SH0 wave mode generated by PPM EMATs. As already mentioned, the generation and 

reception mechanisms rely on the electrical conductivity (𝜎) of the sample under test. Typically 

𝜎 in metals is in the order of  107 (Ω𝑚)−1, whereas carbon fibre composites have at least up 

to 3 order of magnitude less conductivity, see table 2.2.  

Table 2.2 Comparison electrical conductivity. 

Material Electrical Conductivity 

Copper 3.77 × 107 (Ω𝑚)−1 

Aluminium 5.95 × 107 (Ω𝑚)−1 

Carbon Fibre Composite 6.25 × 104 (Ω𝑚)−1 

 

Beyond the lower electrical conductivity composites are particular material in which fibres, 

which can be conductive (i.e. carbon fibres), are embedded in a matrix, which is dielectric (i.e. 

epoxy resin). For this feature, inducing eddy current is really difficult. 

The removable metallic foil, a patch, is simply attached on the surface of the sample through a 

non-damaging and easily removable adhesive layer. The adhesive layer acts as a couplant 

between the metallic surface, whereby Lorentz forces arise within the patch due to a static 

magnetic field interacting with eddy currents induced by the coil; the resulting strains are then 

transmitted to the sample by mechanical coupling via the adhesive layer. The use of the metallic 

foil to electromagnetically generate ultrasound in non-conductive materials can be compared 

to the use of CHOTs (Cheap optical transducers) which are activated optically by laser-

generated ultrasound [53]. These 2D structures can be printed or attached onto the surface. 

Unlike the metallic foils used in this thesis, the geometry of the driving (g-CHOT) and 

receiving (d-CHOT) CHOTs are different in order to enhance their operation of, respectively, 

the generation and detection of the wave mode [54]. 

Throughout my work the patches were provided by cutting a metallic tape commercially 

available. Normally the size of the patch used was enough for covering the entire active surface 

of the transducer, i.e. 5x5 cm. The chosen metallic tapes are made of copper and aluminium, 

and their features are listed in table 2.3. 

Table 2.3 Metallic tapes. 
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Item name Material Width and length Thickness 

Advance Tapes AT525 Non-

conductive Copper Tape 
Copper 50 mm x 33 m 0.065 mm 

3M 1436 Conductive 

Aluminium Tape 
Aluminium 50 mm x 50 m 0.075 mm 

 

During the experiments the use of aluminium tape was revealed to be unpractical because its 

adhesive layer was thicker than the metallic one making difficult the removal of the tape. For 

this reason, all experiments which will be presented are made by means of copper tape. The 

effect of the patch size has been studied and it will be reported later. 

The patches are to be placed onto the surface of non-conducting materials in order to allow the 

electromagnetic mechanism to generate and detect waves with EMATs. Once the measurement 

is complete, the patches can be easily removed without damaging the sample, a necessary 

property for the technique to be considered as non-destructive. Rarely the metallic tape can 

leave a little residual glue on the sample, whenever that happens it can be easily removed by 

cleansing the surface with simple water. Figure 2.11 depicts the set-up adopted for inspecting 

non-conducting materials.  

 
Figure 2.11 Diagram of the set-up adopted for inspection. 

2.6 Conclusions 

This chapter gave a brief introduction of the past research into EMAT operation, highlighting 

the extensive work applied to conducting or magnetic materials. A review of the operation 

principles of EMATs was presented by analysing the physical principles that allow such 

devices to generate and detect ultrasonic waves. Special attention was given to the Lorentz 
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force mechanism which has been the only mechanism considered as the sample tested were not 

magnetic. The concept of a metallic foil patch for use on non-conducting samples was then 

introduced. The detailed mechanisms that operate within such patches have not been studied 

extensively in the literature, in terms of how the eddy current is generated within the patch, and 

how the Lorentz force created then results in the creation of a guided wave. This concept will 

be studied further in the following chapters. 
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Chapter 3 

FE Modelling of EMATs using metallic patches 

3.1 Introduction 

It was seen in Chapter 2 that the use of a thin metallic patch has not been fully investigated for use with 

EMATs. This chapter introduces the method adopted to study this problem for an EMAT source. The 

method used can be divided into three steps [1-3]:  

1. Calculation of the magnetic flux density and current density within the metallic patch 

(COMSOL) 

2. Calculation of the Lorentz forces in the patch (Matlab) 

3. Prediction of wave propagation within the sample (PZFlex) 

The output of the last step can then be compared to actual measurements for validating the results 

acquired. 

The finite element method (FEM) is employed widely in all engineering fields in order to provide 

accurate predictions in cases where the geometry is complicated [4,5]. It can be adopted for modelling 

a large variety of applications including structural mechanics, fluid dynamics, ultrasound propagation 

and electromagnetic induction – as in this case. The FEM can be summarised as follow: a real system 

is converted into a series of small regions, named elements, with simple geometries. The elements are 

then reconnected at discrete points, named nodes. The governing equations are applied to each element 

and the unknown values at the nodes can be achieved. The behaviour over the whole domain can be 

determined by connecting the elements together through the nodes. 

3.2 COMSOL 

COMSOL Multiphysics is the commercial FEM software chosen for solving the 

electromagnetic equations that govern the generation via EMAT of guided waves. 

As explained in Chapters 1 and 2, the Lorentz force mechanism is based on the interaction 

between magnetic flux density and eddy currents. The former are derived from a static 

magnetic model which computes the 𝐵⃗  field generated by a series of permanent magnets, 

arranged with alternating polarity placed above the sample (in this case a metallic patch). The 

latter, on the other hand, needs a dynamic electromagnetic model, which evaluates the eddy 

current density 𝐽  induced in the sample by a current flowing in a racetrack coil. In this section 

the procedure utilised for computing these quantities will be explained. The probe considered 
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and modelled here is a ppm EMAT, having a 10 mm nominal wavelength as depicted in figure 

3.1. 

 

Figure 3.1 Design of fundamental components of a ppm EMAT on a metallic patch in COMSOL: (a) Whole domain; (b) 

magnet arrangement and racetrack coil on top of the copper patch; (c) Side view of magnets, racetrack coil and copper 

patch. 

Due to the complexity and the computational demand for calculating simultaneously the static 

magnetic field and the eddy currents on the patch, the two distinct phenomena are treated 

separately. In the next sections, each one will be explained. 

3.2.1 Calculation of magnetic flux density 

As permanent magnets are used, the calculation of the magnetic flux density is performed by 

adopting a stationary model: the intensity of the magnetic field does not vary in time. This 

model follows Gauss’ law for magnetic field (equation 2.2).  A cubic domain filled with air is 

designed for simulating the surrounding environment. The dimensions of the cube are 100 x 

100 x 100 mm, centred at the origin (0,0,0) of the (X,Y,Z) system. All dimensions presented 

in this body work are in mm. Inside the main domain, the metallic patch is modelled according 

to the real dimensions. The metallic patch is a thin foil of dimensions 50 x 50 mm and 0.065 

mm thickness, centred at (0,0,-0.0325) in order to have its surface at z = 0, just for simplicity, 

as depicted in figure 3.2. 
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Figure 3.2 Side view of the metallic patch. 

Then one magnet is introduced, its dimensions are 13 x 4 x 5 mm, as shown in figure 3.3. The 

lift-off of the magnets is established, taking into account the presence of the coil, even though 

it is not present at this stage. The coordinates of the magnet are (7.5,-12.7,-3.115). 

 

Figure 3.3 Design of a magnet in COMSOL. 

The magnet arrangement is designed by using two COMSOL features: “array” and “mirror”. 

The “array” function allows the creation of one row. The separation between magnets is set to 

be 5 mm, so that the nominal wavelength is 10 mm [6], which is the value used in most of the 

measurements using ppm EMATs in this thesis. The “mirror” function creates the second 

geometrically symmetric row, as depicted in figure 3.4. The material of the patch is selected to 

be copper, as is used in the actual measurements, while the material of the magnets is 

neodymium iron boron (NdFeB). 
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Figure 3.4 Design of magnet arrangement of a ppm EMAT on a metallic patch in COMSOL: (a) Whole domain; (b) magnet 

arrangement on top of the copper patch. 

In COMSOL, the physics interface describes specific mechanisms for solving the relevant 

equations. The physics interface adopted for simulating this phenomenon is “Magnetic Fields, 

No Currents (mfnc)” [7]. Inside this physics interface, it is possible to provide the 

characteristics of the magnetic flux density: strength and direction. The strength is the same for 

all magnets, namely 1.35 T. However, as the direction of the magnets is alternating, it is 

necessary to use two physics interfaces, one for the magnetic field going upward and the other 

downward, as depicted in figure 3.5.  

 

Figure 3.5 Magnetic flux density setting tabs. 
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The mesh adopted is controlled by the physics interface itself, and the element size is set to be 

“Extra fine” in order to achieve the higher level of accuracy with respect to the computational 

demand. The whole domain meshed is shown in figure 3.6.  

 

Figure 3.6 3D model: (a) FE meshing of the whole domain; (b) FE meshing of the magnet arrangement on top of the copper 

mesh. 

As explained earlier, the study used for solving, and hence calculating, the magnetic flux 

density acting on the patch is set to be stationary as the strength of 𝐵⃗  does not vary in time. The 

outcome of the simulation is presented in figure 3.7. 

 

Figure 3.7 Plot of  x(a), y(b), z(c) components of the magnetic flux density acting on the metallic patch. 

The data are then extracted and imported into Matlab, where the Lorentz force is calculated. 

The extraction occurs by creating a point grid only at the surface of the patch, although it has 

a thickness of 0.315 mm. The reason will be explained in the following section, where the skin 
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depth plays an important role. As the surface is 50 x 50 mm (i.e. the patch size) and the step 

between each point is 0.5 mm, the grid consists of 101x101 points, as depicted in figure 3.8. 

 

Figure 3.8 Point grid on the surface of the metallic patch. 

Once the point grid has been created, a point evaluation of the magnetic flux density 

components (𝐵𝑥, 𝐵𝑦 and 𝐵𝑧) in each point of the grid is then calculated. In other words, we 

launch three evaluations – one per each component – on the grid. The result is then stored in 

an array and exported as a text file. The use of this data will be explained in section 3.3. 

3.2.2 Calculation of current density 

The calculation of the current density, unlike the previous section, is performed by using a 

time-dependent model, as the driving current flowing in the coil generates a dynamic (time 

varying) magnetic field, which, in turn, induces eddy currents within the skin depth of the 

sample. The geometry of the model is as follows: a block filled with air acts as the surrounding 

environment, its dimensions are 100 x 100 x 50 mm and it is centred at the origin of the (X, Y, 

Z) system. Inside the air domain, the metallic patch is designed as already described in the 

previous section. The racetrack coil, is modelled in a plane at 0.3 mm from the surface of the 

patch, as it is in reality. The racetrack coil can be thought as the union of two ellipses linked 

by a rectangle, as depicted in figure 3.9. The resultant shape is extruded with a 0.315 mm, 

which is the diameter of the coil adopted for the transmitter. 
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Figure 3.9 Steps for designing a racetrack coil in COMSOL: (a) the geometric shapes combining the coil; (b) final outcome. 

In figure 3.10, the resultant geometry of the model is presented. However, it is possible to use 

the symmetry of the system to reduce the size by one-half, so as to reduce the computational 

time. The resultant geometry of the model is presented in figure 3.11.  

 

Figure 3.10 Design of racetrack coil on a metallic patch in COMSOL: (a) Whole domain; (b) racetrack on top of the copper 

patch, they both share the same colour because are made of copper. 
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Figure 3.11 Resultant geometry of the 3D model. 

The physics interface chosen for this simulation is “Magnetic Fields (mf)”, which can be 

employed to compute magnetic fields and induced current distributions in and around coils [7]. 

The half racetrack coil is modelled by using the node “Coil”, where the coil is modelled as 

“Homogenised multi-turn”. This setting models a wire tightly wound in a racetrack-shaped (the 

shape of the domain) and separated by an electrical conductor, so that the current flows only in 

the direction of the wires and is negligible in the other directions, as in the actual coil. The 

driving current used within the coil is a sine wave with a certain number of cycles, windowed 

with a Gaussian function and padded by the addition of zeros after the signal, as shown in 

figure 3.12. The signal is zero-padded because in an actual measurement, the driving current is 

modulated with a pulse 100 ms, whose width coincides to the length of windowed sine wave. 



 

44 
 

 

Figure 3.12 Example of piecewise function as driving current made in COMSOL. 

The node “Coil” requires both an input and an output boundary to be set. The user selects the 

direction of the current flowing within the coil, as depicted in figure 3.13. 

 

Figure 3.13 Direction of current flowing in the coil. 

In order to exploit the symmetry described above, a magnetic insulation boundary condition is 

applied at the plane of symmetry. This condition means that the magnetic field is zero in the 
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normal direction to the plane. As a consequence, the current can only flow in the normal 

direction through the boundary, as depicted in figure 3.14. 

 

Figure 3.14 Magnetic insulation boundary condition (after [11]). 

Unlike the simulation previously presented (section 3.2.1), where the mesh is controlled by the 

physics interface, in this case a user-controlled mesh has been selected, so that the computation 

time can be reduced. The mesh of the metal patch is denser than that of the surrounding 

environment, as the data we want to obtain is the current density induced on the metal patch. 

Figure 3.15 shows the entire meshed domain. 

 

Figure 3.15 3D model: (a) FE meshing of the whole domain; (b) FE meshing of the racetrack coil on top of the copper mesh. 

Once the simulation has finished, we anti-symmetrically mirror the domain in which we are 

interested (the metal patch), as shown in figure 3.16. 
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Figure 3.16 Metallic patch anti-symmetrically mirrored. 

As mentioned above, the property of interest from this analytical model is the current density 

𝐽 . Figure 3.17 shows one frame (a single time step) of the absolute magnitude of the current 

density. Similar to the magnetic flux density, the components of the current density (𝐽𝑥, 𝐽𝑦, 𝐽𝑧) 

will be extracted by the procedure described already. As an approximation, although the 

induced current is present within the skin depth (see section 2.2.2) [8], data are extracted only 

at the surface of the sample. 

 

Figure 3.17 Frame of the output: absolute magnitude and direction (depicted by the black arrows) of the current density. 

3.3 MATLAB for Lorentz force calculation 

Within the Matlab program, the Lorentz force is calculated using the following equation: 

 

 
𝐹 = 𝑗 (𝑡) × 𝐵⃗ . (2.19)  
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The calculation is performed in Matlab because the variables (𝐽  and 𝐵⃗ ) are solved in two 

different models. The terms of the cross product can be expressed using their components: 

 

 
𝑗 (𝑡) =  (

𝐽𝑥(𝑡)
𝐽𝑦(𝑡)

𝐽𝑧(𝑡)

) (3.1) 

 

 
𝐵⃗ =  (

𝐵𝑥
𝐵𝑦
𝐵𝑧

) (3.2) 

and consequently equation 2.19 can take the following form: 

 

 

𝐹 = (

𝐽𝑥(𝑡)
𝐽𝑦(𝑡)

𝐽𝑧(𝑡)

) × (

𝐵𝑥
𝐵𝑦
𝐵𝑧

). (3.3) 

Equation 3.4 can be solved by applying Sarrus's law [9] to give:  

 

 

𝐹 = (

𝐽𝑥(𝑡)
𝐽𝑦(𝑡)

𝐽𝑧(𝑡)

) × (

𝐵𝑥
𝐵𝑦
𝐵𝑧

) = |
𝑖 𝑗 𝑘⃗ 

𝐽𝑥(𝑡) 𝐽𝑦(𝑡) 𝐽𝑧(𝑡)

𝐵𝑥 𝐵𝑦 𝐵𝑧

|, (3.4) 

where 𝑖 , 𝑗 , 𝑘⃗  are the standard unit vectors. One calculates the Lorentz force by solving the 

determinant of the 3 x 3 matrix, as shown by the following expression: 

 

 

𝐹 (𝑡) = |

𝑖 𝑗 𝑘⃗ 

𝐽𝑥(𝑡) 𝐽𝑦(𝑡) 𝐽𝑧(𝑡)
𝐵𝑥 𝐵𝑦 𝐵𝑧

|

= |
𝐽𝑦(𝑡) 𝐽𝑧(𝑡)

𝐵𝑦 𝐵𝑧
| 𝑖 − |

𝐽𝑥(𝑡) 𝐽𝑧(𝑡)
𝐵𝑥 𝐵𝑧

| 𝑗 + |
𝐽𝑥(𝑡) 𝐽𝑦(𝑡)

𝐵𝑥 𝐵𝑦
| 𝑘⃗  

(3.5) 

where the x, y and z components of 𝐹  are: 

 

 

𝐹𝑥(𝑡) = |
𝐽𝑦(𝑡) 𝐽𝑧(𝑡)

𝐵𝑦 𝐵𝑧
| 𝑖 ; (3.6) 

 

 

𝐹𝑦(𝑡) = − |
𝐽𝑥(𝑡) 𝐽𝑧(𝑡)
𝐵𝑥 𝐵𝑧

| 𝑗 ; (3.7) 

 

 

𝐹𝑧(𝑡) = |
𝐽𝑥(𝑡) 𝐽𝑦(𝑡)

𝐵𝑥 𝐵𝑦
| 𝑘⃗ . (3.8) 
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The next step is to calculate the magnitude and the direction cosines [10] of the force for each 

time step. The magnitude can be easily calculated by the expression: 

 

 

‖𝐹(𝑡)‖ = √𝐹𝑥(𝑡)
2 + 𝐹𝑦(𝑡)

2 + 𝐹𝑧(𝑡)
2, (3.9) 

whereas the direction cosines are obtained using 

 

 

𝑉𝑥(𝑡) =
𝐹𝑥(𝑡)

√𝐹𝑥(𝑡)
2 + 𝐹𝑦(𝑡)

2 + 𝐹𝑧(𝑡)
2⁄
. 

(3.10) 

 

 

𝑉𝑦(𝑡) =
𝐹𝑦(𝑡)

√𝐹𝑥(𝑡)
2 + 𝐹𝑦(𝑡)

2 + 𝐹𝑧(𝑡)
2⁄
. 

(3.11) 

 

 

𝑉𝑧(𝑡) =
𝐹𝑧(𝑡)

√𝐹𝑥(𝑡)
2 + 𝐹𝑦(𝑡)

2 + 𝐹𝑧(𝑡)
2⁄
. 

(3.12) 

Once the direction cosines have been obtained, it is possible to derive the actual waveform of 

the Lorentz force for each point, as shown in figure 3.18(a). The values previously obtained 

from the expression 3.9 are in absolute values. 

 

Figure 3.18 (a) Actual waveform of the Lorentz, (b) its absolute value. 

The waveform obtained at each point will be then used as load input for the next, and last, step 

of the three-step method, which will be explained in the next section. 
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3.4 PZFlex for ultrasonic waveform calculation 

The commercial software package PZFlex is used to analyse and validate the propagation of 

the ultrasonic waves generated by the PPM-EMAT on composite samples. The choice of this 

software is due to its explicit time-domain approach, which provides a rapid analysis of 

broadband wave propagation problems. Hence, time-domain finite element models were 

implemented considering the geometry of the sample, its material properties, and specific 

boundary conditions, such as absorbing boundaries to prevent unwanted echo signals. 

The first step to build the model is to define the geometry and material properties of the sample. 

The former can be easily defined by measuring the dimensions (length, width and thickness) 

of the sample, plus the relative position of the source with respect to the edges. The latter 

requires the information provided by the manufacturing company (for example, the material 

properties of a ply and stacking sequence for a carbon fibre composite material), which is then 

used in combination with an additional MATLAB-based software “Dispersion calculator” [11]. 

This software has been developed at the Centre for Lightweight Production Technology (ZLP) 

of the German Aerospace Centre (DLR) in Augsburg, Germany. It is an interactive software 

for computing dispersion curves of guided waves in both isotropic and anisotropic materials. 

A broader explanation of material properties and guided waves relation will be given in Chapter 

4. 

Once the geometry of the model and the relevant material properties have been defined, the 

further step is to import and apply the load previously calculated at the chosen position. PZFlex 

works similarly to COMSOL where the model is broken into elements. Considering the 

nominal wavelength of the transducer adopted is 10 mm, one can set the size of the element 

(0.5 mm, calculated using 20 elements per wavelength [12,13] that ensures the model 

converges to an accurate solution. The pressure load is applied at the surface (upper side) 

resulting in the generation of ultrasonic waves. The upper and bottom sides of the 3D model 

are set to be free boundaries, that is the nodes are not subjected to external forces so they can 

move freely. The other sides are usually set to be absorbing boundary, in order to eliminate any 

unwanted reflections. Figure 3.19 depicts the boundary conditions usually adopted in this body 

work. 
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Figure 3. 19 Schematic of the boundary conditions. The load is applied at the top surface. 

The software is a time-domain solver which generates its results as a set of time histories, which 

will be compared to actual measurements. The quantity extracted is the velocity along the 

direction of particle motion, in this body work this direction is along the y axis. The velocity is 

used because, as mentioned in the previous chapter (section 2.2.5), EMATs are effectively 

velocity sensors. 

In the next section, an example will be presented and compared with the results of an actual 

measurement in order to validate and show the reliability of the 3-step model here presented. 

3.5 Example model of a CFRP plate  

The measurement which will be modelled, is as follows: the sample is a quasi-isotropic CFRP 

plate whose dimensions are 480 x 350 x 2.8 mm. COTESA [14] (the manufacturing company) 

provided the material plies and stacking sequence. The materials adopted are: 

1. CFRP prepreg (W3T-282-42’’-F593-44-1067) 

2. GFRP prepreg (M21-56%-1080-1100), at the outer layer (upper surface). 

The nomenclature used for naming the materials means: 

1. W3T282 (carbon fabric type), 42” (width in mm), F593 (resin type), 44 (% resin 

content), 1067 (width in mm) 

2. M21 (resin type), 56 % (resin content), 1080 (reinforcement reference) and 1100 (width 

in mm). 

These materials are stacked as presented in figure 3.20.  
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Figure 3.20 Schematic diagram of the sample viewed from a side 

The density of the resultant material is 1.46 g/cm3. The next step is to calculate the stiffness 

matrix of the sample, which for this material is shown in table 3.1, and import it into the PZFlex 

model. It can be seen that the lower half of the stiffness matrix is black because the matrix is 

symmetrical. A more detailed explanation will be given in the next chapter. 

Table 3.1 Stiffness matrix of the quasi-isotropic CFRP sample. 

48.10 (GPa) 15.07 15.07 0 0 0 

15.07 47.27 14.87 0 0 0 

15.07 15.07 47.27 0 0 0 

0 0 0 16.2 0 0 

0 0 0 0 10.86 0 

0 0 0 0 0 10.86 

 

The measurement consists of generating SH0 waves and detecting them at 16, 18 and 20 cm 

distances from the generation point. As figure 3.21 shows, the source was centred at (16, 17.5, 

2.8) cm in a (X,Y,Z) system whose origin is at the top right corner. 
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Figure 3.21 Schematic diagram of the measurement/simulation. 

In order to excite the desired SH0 mode, the driving current is an 8-cycle sine wave, whose 

frequency is 250 kHz, windowed with a Gaussian function, as depicted in figure 3.22. 

 

 

Figure 3.22 Driving current for exciting SH0 within the quasi-isotropic CFRP sample and its frequency spectrum. 

A series of images showing the velocity magnitude and all its components in the composite 

plate are shown in figure 3.23. The figures 3.23(a-d) show the waves propagating within the 

sample from above, while 3.23 (e) is from the side. 
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Figure 3.23 Wave propagation within the sample modelled (quasi-isotropic CFRP plate): (a) velocity magnitude; (b) x 

velocity component; (c) y velocity component; (d) z velocity component; (e) y velocity component. (a-d) from above; (e) from 

a side. 

In addition, waveforms are produced from the simulation. The outputs of the model are shown 

in figure 3.24. These results will be then compared in the next Chapter to show the excellent 

correlation with the experimental results.  
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Figure 3.24 Waveforms representing the outcome of the simulation recorded at different positions: 16, 18 and 20 cm.  

3.6 Conclusions 

This chapter has presented a three-step method, by which a better understanding and prediction 

of the propagation of guided waves generated by a PPM EMAT can be achieved.  

The method followed these steps: 

1- Calculation of the magnetic field flux and current density. 

These two quantities can be calculated within two models, produced in COMSOL. The need 

to use two models is due to two reasons. The first is the need to reduce the computational time, 

while the second is due to the use of two different physics interfaces: one without current 

(“Magnetic Fields, No Currents”) and another with (“Magnetic Fields”). For both models, a 

grid of points is formed, and at each point the components of the calculated quantities (𝐵⃗  or 𝐽 , 

depending on the model) are saved. These are then imported into MATLAB. 

2- Calculation of the Lorentz force 

The cross-product between 𝐵⃗  and 𝐽  takes a matrix form, as the direction of the resulting force 

must also be known. By calculating the determinant of a 3x3 matrix (Sarrus' rule), we obtain 

the x, y and z components of the force. The components, in turn, are used to calculate the 

magnitude and direction cosines of the resulting force. These forces are then imported into 
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PZFlex, and are used to generate the desired guided wave, depending on the driving frequency 

used in the previous step. 

3- Guided wave propagation within the sample under investigation 

After determining the geometry of the problem, material of the sample and its mechanical 

properties, boundary conditions and where to apply the previously calculated forces, a 

simulation can be generated. Since EMATs are actually velocity sensors, the quantity recorded 

is the y (in-plane) component of the velocity, which represent the SH guided waves.  

This method shows the possibility of validating and predicting measurements with SH guided 

waves generated by PPM EMAT on composite materials. 
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Chapter 4 

Experimental validation in different materials 

4.1 Introduction 

In the previous chapters, the fundamental concepts needed to understand the operation of 

EMATs, and the analytical model adopted to compare the experimental results, have been 

discussed. This chapter describes how one can use guided waves generated and detected by 

EMATs on composite samples (both insulating and partially conductive) through the use of a 

removable metallic tape attached to a sample surface, placed under both transmitting and 

receiving probes. Firstly, the relationship between ultrasonic wave propagation and the 

mechanical properties of the sample will be addressed in order to introduce concepts such as a 

stiffness matrix, which is used to describe the elastic properties of composites. Subsequently, 

the instrumentation used for the experiments will be introduced. Results are first shown for an 

aluminium, conductive isotropic material, sample, where EMATs can be used without the 

metallic tape, in order to test the laboratory set-up and the analysis process. A glass plate, 

representing an electrically-insulating isotropic medium, is then tested with EMATs using the 

metallic tape. The removable patch method is then used on composite materials with a low 

conductivity, illustrating the potential of the approach in CFRP and pultruded GFRP plates.  

This Chapter starts with brief details of acoustic wave propagation in solids, before experiments 

are described in metal, glass and composite plates. These experiments demonstrate the 

operation of the patches in each case. It is also shown that the model described in Chapter 3 

gives a good prediction of the type of signals that can be generated in the different materials 

studied. 

4.2 Acoustic wave propagation in solids 

Ultrasonic signals are acoustic waves propagating at frequencies above 20 kHz and can exist 

in solid, liquid and gaseous media [1-4]. In order to mathematically express these vibrations it 

is necessary to understand the material deformation and the internal restoring forces that lead 

to oscillatory motions. In the case of elastic solids [5-7], this expression is obtained by the 

relationship between stress (𝜎) and strain (𝜀) in the specimen, and using rectangular Cartesian 

coordinates (x, y, z axes), these conditions can be depicted in the form of tensors as: 
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𝜎𝑖𝑗 = (

𝜎𝑥𝑥 𝜎𝑥𝑦 𝜎𝑥𝑧
𝜎𝑦𝑥 𝜎𝑦𝑦 𝜎𝑦𝑧
𝜎𝑧𝑥 𝜎𝑧𝑦 𝜎𝑧𝑧

) (4.13) 

 

 

 
𝜀𝑖𝑗 = (

𝜀𝑥𝑥 𝜀𝑥𝑦 𝜀𝑥𝑧
𝜀𝑦𝑥 𝜀𝑦𝑦 𝜀𝑦𝑧
𝜀𝑧𝑥 𝜀𝑧𝑦 𝜀𝑧𝑧

) (4.14) 

 

As the tensors are symmetric, each component can be defined by one subscript rather than two, 

and it is possible to write them as a six-element column matrix rather than a nine-element 

matrix [8], which can be expressed as: 
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 (4.15) 
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 (4.16) 

 

In the case of small deformations (or within the linear elastic limit), it is observed that the strain 

in a deformed body is linearly proportional to the applied stress (Hook’s law) [9], which can 

be expressed as: 

 

 
𝜎𝑖𝑗 = 𝑐𝑖𝑗𝑘𝑙𝜀𝑘𝑙 (4.17) 

where 𝑐𝑖𝑗𝑘𝑙 is a 4th rank elasticity tensor with 81 components. This can be reduced to 36 (2nd 

rank tensor) components in the case where the stress symmetry condition is satisfied, as it is 

depicted in equation (4.6): 



 

59 
 

 

 

(

 
 

𝜎1
𝜎2
𝜎3
𝜎4
𝜎5
𝜎6)

 
 
=

(

  
 

𝑐11
𝑐21
𝑐31
𝑐41
𝑐51
𝑐61

𝑐12
𝑐22
𝑐32
𝑐42
𝑐52
𝑐62

𝑐13
𝑐23
𝑐33
𝑐43
𝑐53
𝑐63

𝑐14
𝑐24
𝑐34
𝑐44
𝑐54
𝑐64

𝑐15
𝑐25
𝑐35
𝑐45
𝑐55
𝑐65

𝑐16
𝑐26
𝑐36
𝑐46
𝑐56
𝑐66)

  
 
∙

(

 
 

𝜀1
𝜀2
𝜀3
𝜀4
𝜀5
𝜀6)

 
 

 (4.18) 

The number of independent elastic stiffness constants necessary to describe a body varies with 

respect to its structure, so for particular cases certain constants in the matrix can be zero, or 

equal in magnitude. The simplest material can be isotropic, and provided that the general elastic 

isotropy condition is matched (𝑐12 = 𝑐11 − 2𝑐44), then it is possible to show that the stiffness 

matrix for this case can be reduced to [8]: 
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 (4.19) 

Therefore, it can be stated that an isotropic medium has only two independent elastic constants 

(𝑐11 and 𝑐44); which are often taken to be the Lamè parameters (𝜆 and 𝜇), and are defined by: 

 

 
𝜆 = 𝑐12 (4.20) 

 

 
𝜇 = 𝑐44 (4.21) 

 Composites are generally made by stacking single plies (or laminae) of continuous fibres in 

different orientation to achieve the desired strength and stiffness properties [10]. Unidirectional 

(UD) fabric is the simplest arrangement, where the fibres are oriented along one direction only, 

as shown in figure 4.1. This kind of anisotropic medium, which has a preferred direction and 

is isotropic in the plane orthogonal to this direction, is defined as transversely isotropic. 
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Figure 4.1 Example of transversely isotropic material. Given E, the modulus of the medium in the plane xy, 𝐸 𝜆⁄  is the 

elasticity modulus in the z direction; 𝐺𝑉 is the shear modulus for shear in the z direction; 𝐺𝐻 is the shear modulus in the 

plane xy (after [11]). 

A transversely isotropic medium can be totally defined by five independent elastic constants, 

and thus its stiffness matrix is: 

 

 

(

 
 
 

𝑐11
𝑐12
𝑐13
0
0
0

𝑐12
𝑐11
𝑐13
0
0
0

𝑐13
𝑐13
𝑐33
0
0
0

0
0
0
𝑐44
0
0

0
0
0
0
𝑐44
0

0
0
0
0
0

1

2
(𝑐11−𝑐12))

 
 
 

 (4.22) 

 

In aerospace and many other composites, laminae tend to be stacked in order to make quasi-

isotropic laminates. These laminates have properties which are reasonably uniform (although 

not totally so) in the plane of the sample, even though they are not an optimal composite design 

in strength-to-weight or stiffness-to-weight ratios [12]. A more detailed explanation of such 

materials will be given later in this chapter. 

Now considering acoustic propagation in such media, an approach for describing the 

propagation of uniform plane wave in a freely vibrating medium is by using the Christoffel 

equation [13]: 

 

 
𝑘2𝛤𝑖𝑗𝑣𝑗 − 𝜌𝜔

2𝑣𝑖 = 0, (4.23) 
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where 𝛤𝑖𝑗 is the Christoffel matrix, 𝑘 is the wave number, 𝜌 is the density, 𝜔 is the angular 

frequency, and 𝑣 is the phase velocity. Such an equation in full tensor form becomes: 

 

 
𝑘2 [

𝛤11 𝛤21 𝛤31
𝛤12 𝛤22 𝛤32
𝛤13 𝛤23 𝛤33

] [

𝑣𝑥
𝑣𝑦
𝑣𝑧
] − 𝜌𝜔2 [

𝑣𝑥
𝑣𝑦
𝑣𝑧
] = 0 (4.24) 

For simplicity, the case of an isotropic medium will be considered. Given its stiffness matrix 

(equation (4.7)), the Christoffel matrix becomes a purely diagonal matrix, turning the above 

equation into: 

 

 
𝑘2 [

𝑐44 0 0
0 𝑐44 0
0 0 𝑐11

] [

𝑣𝑥
𝑣𝑦
𝑣𝑧
] − 𝜌𝜔2 [

𝑣𝑥
𝑣𝑦
𝑣𝑧
] = 0. (4.25) 

This describes a wave solution dependent on wave propagation and polarisation direction.  

From equation (4.13) it is possible to determine the phase velocity for shear and longitudinal 

waves, resulting in three independent equations: 

 

 
𝑘2𝑐44𝑣𝑥 = 𝜌𝜔

2𝑣𝑥 (4.26) 

 

 
𝑘2𝑐44𝑣𝑦 = 𝜌𝜔

2𝑣𝑦 (4.27) 

 

 
𝑘2𝑐11𝑣𝑧 = 𝜌𝜔

2𝑣𝑧 (4.28) 

Longitudinal waves occur when the particle motion is along the direction of propagation of the 

wave, whilst shear waves occur when the particle motion is perpendicular to the direction of 

propagation, as depicted in figure 4.2. 

 

Figure 4.2 Schematic diagram of longitudinal and shear waves in an isotropic medium. For shear waves the direction of 

polarisation (brown arrow) is perpendicular to the direction of propagation (black arrow). While, for longitudinal waves the 

two directions are parallel.  
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In accordance to equations (4.14-16) the x-polarised (z-propagating) and y-polarised (z-

propagating) shear wave solutions, must both satisfy:  

 

 
𝑘2𝑐44 = 𝜌𝜔

2 (4.29) 

and the longitudinal wave solution must satisfy: 

 

 
𝑘2𝑐11 = 𝜌𝜔

2 (4.30) 

hence, the phase velocity (𝑣 = 𝜔 𝑘⁄ ) which is independent of direction for this sort of medium 

(isotropic), has two values. For the two shear waves this is: 

 

 
𝑣𝑠 = √

𝑐44
𝜌

 (4.31) 

and for the longitudinal wave: 

 

 

 
𝑣𝑙 = √

𝑐11
𝜌

 (4.32) 

4.3 Laboratory set-up 

The measurement set-up used for performing measurements with EMATs on both conductive 

and insulating samples is displayed in figure 4.3. 
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Figure 4.3 Diagram of the laboratory set-up for inspecting both conductive (a) and insulating (b) sample. 

A driving waveform, previously created in MATLAB, is loaded into the arbitrary function 

generator AFG3102C. Then, the voltage waveform is input into the RITEC RPR-4000, which 
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drives a current waveform with the same temporal profile to the transmitting PPM EMAT, 

whose nominal wavelength is 10 mm. In the case of conductive samples, such as aluminium, 

the generation of elastic waves occurs directly within the specimen. For the insulating or low 

electrical conductivity samples, the elastic waves are produced within the metallic layer of a 

copper tape patch, attached under both source and receiver, and are transferred by the adhesive 

layer into the sample. These waves then propagate along the sample and are detected by the 

receiver PPM EMAT that has the same nominal wavelength as the generating EMAT. The 

acquired signal goes back to the receiver section of the RITEC where it is then amplified. From 

the RITEC, the amplified, detected signal is input to the oscilloscope, where can be displayed.  

In theory, the arbitrary function generator is not essential, since the RITEC can already generate 

tonebursts for driving current to the generation EMAT [14]. The driving current generated by 

the RITEC is a rectangular windowed sinusoid, and so in order to reduce the spectral leakage 

[15], the arbitrary function generator was used. Figure 4.4 shows two examples of such 

waveforms with different windowing functions, one generated by the RITEC (4.4(a)) and the 

temporal profile of waveform (4.4(b)) actually used for experiments, each shown with the 

resultant frequency spectra. 

 

Figure 4.4 Comparison between two sinusoids windowed with a rectangular window (a) and a Gaussian window (b).  
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4.4 Aluminium test sample  

An aluminium sample has been used as benchmark for validating the equipment used for all 

following measurements. The aim was to demonstrate the equipment operation for generating 

a specific SH guided wave mode, the SH0 mode, in a conducting sample without the need for 

a removable conductive patch [16-19]. As stated in Chapter 2, EMATs are usually used for 

inspecting conducting materials, and not conventionally used for composites with low 

conductivity [20]. Hence, in this case, as the sample is conductive, the use of copper patches is 

unnecessary. Therefore, the measurements have not been conducted using the laboratory set-

up shown in figure 4.3(a). The benchmark specimen was a 3 mm thick aluminium plate, whose 

dimensions are 420 x 300 mm. Several measurements have been taken varying the distance 

between source and receiver. The probes were placed at 20, 21, 22 and 23 cm far apart, as 

figure 4.5 shows.  

 

Figure 4.5 (a) sketch of the probe set-up; (b) photo of the probes in place. 

It is worth remembering that ppm EMATs restrict the wavelength to a certain value given by 

the distance between the two same magnetic poles [21], see section 2.2.6.3. Therefore, the 

mode selection occurs by carefully choosing the driving frequency. In order to establish which 

mode is efficiently excited at a particular frequency, examination of the dispersion curve is 

necessary. The dispersion curve related to the benchmark specimen are calculated in 

“Dispersion calculator”, as explained in the previous chapter, and displayed in figure 4.6.  
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Figure 4.6 Dispersion curve for SH waves of aluminium plate 3mm thick. 

Once the dispersion curve has been calculated, it is necessary to include the wavelength 

information of the source. It is commonly assumed that PPM EMATs will generate waves with 

a wavelength equal to the magnets periodicity. In reality, though, the transducer has a spatial 

bandwidth within certain modes can be generated. From the 3D model, explained in Chapter 

3, the spatial bandwidth of the probe is retrieved, as figure 4.7 shows. It can be noted that the 

spectrum curve is centred at 10 mm, which corresponds to the nominal wavelength of both 

PPM EMATs (source and receiver). The spatial bandwidth, measured at half of the peak height, 

is confined within 8 and 12 mm. 

 

Figure 4.7 Approximate spatial distribution of Lorentz force from a 10 mm periodicity PPM and its spectrum. 
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As the relationship between velocity, wavelength and frequency is known via 𝑣 = 𝜆 × 𝑓, it is 

possible to draw three lines that intersect the dispersion curve, the gradient of which is the 

nominal wavelength 𝜆, and the upper and lower boundaries of the bandwidth, as figure 4.8 

depicts. Thus, in this example, SH1 mode can be excited by feeding the generator with driving 

waveforms at frequencies between 576 and 648 kHz.  

 

Figure 4.8 Dispersion curve for SH waves in aluminium plate 3mm thick, one solid line of which gradient is the nominal 

wavelength, two dashed lines of which gradient is the lower (8 mm) and upper (12 mm) limit of the spatial bandwidth and 

the frequency magnitude spectrum of an 8-cycle toneburst. 

Hence, driving an 8-cycle toneburst at a frequency of 600 kHz, within the operating frequency 

range, ensures that SH1 mode is generated. In many cases, the assumption of the single 

wavelength is sufficient to provide reasonably accurate measurements. So the following figures 

will only show the intersection of the “wavelength” line with the desired wave mode. 

The mode selected for the purpose of the measurement was the SH0 mode, which is represented 

by the blue horizontal line. The working frequency sought can be retrieved from the 

intersection of the wavelength line with the SH0 curve mode, as depicted in figure 4.9. Hence, 

the generation of the SH0 can occur by exciting the source at a frequency of approximately 300 

kHz.  
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Figure 4.9 Intersection between wavelength gradient and SH wave relative mode. 

Once the working frequency is known, it is possible to design the driving waveform in 

MATLAB. So, the driving current was a 5-cycle sine wave at 300 kHz, windowed with a 

Gaussian function, as shown in figure 4.10. 

 

Figure 4.10 Driving current for exciting SH0 within a 3 mm thick aluminium plate and its frequency spectrum. 

Each acquired signal was bandpass-filtered in order to remove signals at any unwanted 

frequency. The bandpass filter was a Butterworth filter whose lower and upper frequency were 

selected from the bandwidth of the driving current measured at -6 dB: 245 kHz and 354 kHz, 

respectively. The bandpass filter was applied by using the MATLAB function filtfilt which 
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performs a zero-phase digital filtering in order to remove the phase shift [22]. The signals 

recorded at four different propagation distances are depicted in figure 4.11. 

 

Figure 4.11 Recorded signals at 20, 21, 22 and 23 cm in a 3 mm thick aluminium plate. 

From the above figure, it can be noted the presence of four separate arrivals (numbered 1-4). 

The first (number 1) is electrical pick-up. Number 2 is the direct signal (source to receiver) 

whose delay increases with distance. Numbers 3 and 4 are reflections from sample edges, and 

indeed as the receiver is moved away from the generator the two reflections overlap.  

In order to check the properties of the excited mode (a 300 kHz SH0 mode), each direct signal 

has been analysed in the frequency domain via a magnitude FFT performed in MATLAB. The 

signals and their relative spectra are depicted in figure 4.12. 
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Figure 4.12 Waveform and its FFT spectrum of the signal at (a) 20, (b)21, (c)22, (d)23 cm.(e) Comparison of all signals and 

their frequency spectra. 

The next step in the analysis, in order to demonstrate the reliability of the method, is to measure 

the phase and group velocity of the travelling wave. The method adopted uses the phase 

information carried by the wave for retrieving the propagation velocities [23]. The phase 

velocity is determined by using the equation: 

 

 
𝑐𝑝 =

2𝜋𝑓𝐿

(𝛷1 − 𝛷2) + 2𝜋𝑓𝜏𝑠
 (4.33) 

where 𝑓 is the carrier frequency (i.e. the driving frequency of 300 kHz), 𝐿 is the distance 

between the two signals selected, (𝛷1 − 𝛷2) is the phase difference between the two signals 

and 𝜏𝑠 is the arrival time difference between them. The phase difference is calculated by taking 
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the central frequency of the received signals, which is the peak frequency in the frequency 

domain, and evaluating their relative phase values at that frequency. 𝜏𝑠 is calculated by cross-

correlating the two signals determining the time difference between them. The group velocity, 

on the other hand, is evaluated by applying the following equation: 

 

 
𝑐𝑔 =

2𝜋𝑓𝐿

𝑑𝛷
𝑑𝑓⁄ − 𝜏𝑠

 
(4.34) 

where 𝑑𝛷 𝑑𝑓⁄  is the frequency derivative of the phase. 

The method, whenever applied, will be done by using the closest and the furthest signals 

recorded. In this the case, the reference distance (𝐿) is 3 cm. The two signals taken in account, 

at 20 and 23 cm, are depicted in figure 4.13. 

 

Figure 4.13 Detail of the signals acquired at 20 and 23 cm in a 3 mm thick aluminium plate. 

Then, these two signals are converted into the frequency domain. It is worth briefly 

explaining the way in which MATLAB calculates magnitude and phase [22]: 

- The magnitude is calculated by using the function abs(x) which provides the real part 

of the frequency content of the signal 

- The phase is calculated by using two function concatenated unwrap(angle(x)). The 

inner function, angle, returns the phase angle in the within – 𝜋 and +𝜋. While the 

outer function, unwrap, unwraps the radian phase angle in a linear array adding a 

multiple of ±2𝜋 whenever the difference between two adjacent angles is greater than 

or equal to pi radians. 
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Even though unwrap works well in several circumstances, erroneous phase jumps may occur 

regardless of the presence of noise [24,25]. Therefore, in order to reduce possible error due to 

the algorithm, the phase is unwrapped and measured within the bandwidth of the frequency 

spectrum. The magnitude and phase of the signals is shown in figure 4.14. 

 

Figure 4.14 Magnitude and phase of the signals received at 20 and 23 cm. 

The phase values, 𝛷1 and 𝛷2, are calculated by measuring the peak frequency and extracting 

the phase information at that frequency, i.e. 𝛷(𝑓) where 𝑓 is the peak frequency. The phase 

and group velocity can then be plotted with respect to the frequency using equations (4.21) and 

(4.22), as shown in figure 4.15. 

 

Figure 4.15 Phase and group velocities of SH0 waves propagating in a 3mm thick aluminium plate. 
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It can be seen that the two graphs are different, even though the mode studied is an SH0 mode, 

where the phase and group velocity curves should correspond to the driving frequency of 300 

kHz. In fact, it can be seen that the phase velocity is 2,500 ± 30 m/s while the group velocity 

is 3,060 ± 30 m/s, as shown in figure 4.16.  

 

Figure 4.16 Detail of phase and group velocities of SH0 waves propagating in a 3mm thick aluminium plate. 

This discrepancy is due to the abovementioned reason: the unwrap algorithm. The calculation 

of the phase velocity is done using the phase difference, so any erroneous jumps can affect the 

terms of the difference making the final result not as reliable as the group velocity calculation, 

as in this case. The group velocity, in fact, is calculated using the derivative of the phase, 

making the calculation more robust as the phase gradient is not affected by the variation of 

single values. For the purposes of analysis, the phase velocity graphs will still be shown as the 

group velocity calculation passes through the phase calculation. 

The next analyses will be carried out by following a similar procedure in order to show the 

possibility of exciting and analysing SH0 wave mode within composite samples. 

4.5 Glass sample 

In the previous case, as the sample was an aluminium plate, metallic patches were not needed. 

The next sample described is a glass sheet, the kind used for windows, and so copper patches 

are necessary. This material is perfectly suited for the purpose of demonstrating the possibility 

of using EMATs in combination with copper tape, to generate and receive SH guided waves. 
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Glass is an isotropic, electrically insulating material [26]. Such characteristics make the 

specimen ideal for testing the system and the method, which were previously adopted on an 

aluminium sample, that was almost isotropic (mildly anisotropic in reality) and conductive. 

The sample is a 3 mm thick glass plate square-shaped, whose side is 400 mm long. The test 

consisted of taking 5 measurements moving the receiver at 18, 19, 20, 21 and 22 cm from the 

fixed position transmitter, as figure 4.17 shows.  

 
Figure 4.17 (a) sketch of the measurement geometry; (b) photo of the glass plate above a wooden surface, showing the 

transmitting (TX) and receiving (RX) probes and the two copper tape patches. 

As above, the dispersion curve relevant to the specimen are calculated, and the nominal 

wavelength is drawn within the plot, in order to establish the working frequency as depicted in 

figure 4.18. 
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Figure 4.18 (a) Dispersion curve for SH waves in glass plate 3mm thick and a line of which gradient is the wavelength; (b) 

detail of (a) which shows the intersection between wavelength gradient and SH wave relative mode. 

The driving current was an 8-cycle sine wave signal at a frequency of 330 kHz with a Gaussian 

window. As before, once recorded, the signals were then bandpass-filtered between the lower 

and upper frequency of the driving current bandwidth measured at -6 dB: 292 kHz and 368 

kHz, respectively. The recorded signals are displayed below in figure 4.19. 

 

Figure 4.19 Received signals at 18, 19, 20, 21 and 22 cm in a 3mm thick glass plate. 
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The signals were then studied in the frequency-domain. As figure 4.20 shows the frequency 

peaks are all centred around 330 kHz. Moreover, the frequency spectra do not present any 

distortion, a fundamental feature as the waves generated are SH0, where no dispersion would 

be expected. 

 

 

Figure 4.20 Waveform and its FFT spectrum of the signal at (a) 18, (b)19, (c)20, (d)21 cm, (e)22 cm. (f) Comparison of all 

signals and their frequency spectra. 

As explained before, the next step was to measure phase and group velocities of the wave, 

using equations (4.21) and (4.22), as depicted in figure 4.21. In figure 4.21(a) the received 

signals at 18 and 22 cm are shown, their relative magnitude and phase are depicted in 4.21(b) 

and the resultant phase and group velocities are shown in 4.21(c-d). 
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Figure 4.21 (a) Signals received at 18 and 22 cm; (b) their magnitude and phase; (c) phase and group velocities of SH0 

waves propagating in a 3mm glass plate; (d) detail of phase and group velocities. 

As mentioned before, the calculation of the phase velocity is affected by the unwrap function, 

yielding a phase velocity of 2,630 ± 30 m/s, calculated at 330 kHz. The group velocity is in 

line with the predicted group velocity being equal to 3,360 ± 30 m/s. 

This test demonstrates the validity of the method for generating SH waves in a non-conductive 

medium, using EMATs by means of copper tape where eddy currents are induced within the 

copper layer, and the subsequent generation of elastic waves transferred into the sample 

through the adhesive layer. 

4.6 Composite samples 

4.6.1 Typical composite structures 

In the few last decades, the use of composite materials in aerospace manufacturing has grown 

rapidly, due to their important characteristics [27]. Composites are materials realised by a 

combination of at least two elements, which results in better mechanical properties than those 

of the components taken individually. Composite materials are manufactured by using a 

reinforcing phase and a continuous phase. The reinforcing phase (or reinforcement) provides 

strength and stiffness, while the continuous phase (or matrix) preserves the orientation, ensures 

the safety (against abrasion or corrosion) of fibres and moreover transmits loads between fibres. 
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The matrix can be either a polymer (such as epoxy resin), metal or a ceramic, from which it is 

possible to classify composites into polymer matrix composite (PMC), metal matrix composite 

(MMC) and ceramic matrix composite (CMC) [28]. A further classification of resins is as either 

thermoplastic or thermoset. The properties of the resultant material are directly affected by: 

- Properties of the resin (i.e. matrix); 

- Properties of the fibre (i.e. reinforcement); 

- Ratio resin/fibre (fibre volume up to 70%); 

- Geometry and orientation. 

The reinforcement is either continuous-fibre or discontinuous-fibre (or particulate) [10], where 

the typical fibre materials are either carbon or glass. Particulate composites are materials where 

reinforcing particles, evenly distributed [29], are suspended in a matrix [30]. Such composites 

have isotropic structure and properties, due to the random orientation of the particles [29]. An 

example of discontinuous reinforcements are chopped fibres and random mat [10].  

The continuous-fibre composites are characterised by fibres, whose length is much greater than 

its diameter, also suspending in a matrix. These composites generally have a preferred 

orientation, unlike particulate composites, and include unidirectional and woven cloth. Figure 

4.22 shows different categories of reinforcement. 

 

Figure 4.22 Type of reinforcement (after [10]). 

The end properties of a composite part produced from the abovementioned combination is not 

only a function of the individual properties of matrix and fibre, but is also dependent on the 

way the components are processed, that is the manufacturing process. The different 
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manufacturing methods can be classified as direct processes (like resin transfer moulding –

RTM, pultrusion, contact moulding), which use separate fibres and resin brought at the point 

of moulding; or indirect (e.g. vacuum bag/autoclave moulding, compression moulding) 

processes where fibres are pre-impregnated with resin (prepreg) [31]. Ideally, a fabrication 

process should have [32]: 

- High productivity; 

- Minimum material cost; 

- Maximum geometrical flexibility; 

- Maximum property flexibility; 

- Minimum finishing requirements; 

- Reliable and high quality manufacture. 

4.6.2 Composite manufacturing methods 

For the work in this thesis samples produced in autoclave and by pultrusion were used, [33] so 

these two manufacturing methods will be discussed in more detail below. 

4.6.2.1 Autoclave-based methods 

Before describing this process, it is necessary to digress and introduce an important term, 

although it has been used previously: “prepreg”. The term prepreg refers to pre-impregnated 

fibres. In general, a prepreg appears as a thin sheet or lamina of unidirectional (or possibly 

woven) fibre/polymer composite, protected on both sides with easily removable separators, as 

shown in figure 4.23. Thus prepregs represent an intermediate stage in the fabrication of a 

polymeric composite component, and the resin inside is actually partially cured. 

 

Figure 4.23 Sketch of a prepreg (after [10]). 



 

80 
 

Autoclave-based processing of PMCs produces a very high quality product, which is why 

aerospace components are made by this process. An autoclave is a closed vessel where 

processes occur under the simultaneous application of high temperature and pressure. The 

combination of these two factors (heat and pressure) consolidates the laminae, removes the 

entrapped air and cures the polymeric matrix. Thus, the involved phenomena in autoclave 

processing of composites are: chemical reaction, flow of the resin and heat transfer. The setup 

in an autoclave consists of a bag containing prepregs stacked in desired orientations, as depicted 

in figure 4.24. 

 

Figure 4.24 Set-up in an autoclave (after [10]). 

The bag is a thin and flexible membrane made of rubber, which divide the layup sequence from 

the gas used to compress. The pressure difference across the bag walls achieves densification 

and curing. Vacuum can be used, in which case the contents of the bag are removed and air 

pressure consolidates the composite. The orientation sequence of plies in the laminate (which 

is still mostly done by hand) is previously determined from the theory of elasticity in order to 

achieve appropriate magnitudes and directions of stress, and to prevent unwanted twisting 

and/or torsion. 

4.6.2.2 Pultrusion 

In this process, continuous sections of PMCs with fibres oriented mostly axially are fabricated. 

Figure 4.25 depicts a schematic diagram of this process.  



 

81 
 

 

Figure 4.25 Sketch of the pultrusion process (from [10]). 

As noted, the pultrusion process involves pulling the necessary raw materials which are, 

commonly, in form of continuous fibre tows. Mat or biaxial fabric may be added to them in 

order to provide some transverse strength. Next, they pass through a resin bath containing a 

resin. After this, the impregnated fibres go through a series of wipers which remove any excess 

polymer and then enter the heated die. The heated die has the shape of the component to be 

produced. At this step, the resin is cured in the die and the composite is pulled out. Different 

forms of reinforcement can be used. Other forms of materials include chopped strand mat 

consisting of short fibres which can be bonded or stitched to a carrier material, generally a 

unidirectional tape. The addition of such forms provides reinforcement at 0°, 90°, or an 

arbitrary angle to the loading direction. 

4.6.3 Tests on CFRP specimens 

All CFRP samples were manufactured by COTESA GmbH (a German company, where the 

author had a 3 month secondment). The specimens were produced by autoclave-methods and 

the samples were analysed following the procedure explained above. 

4.6.3.1 UD sample 

The first specimen tested was a 3 mm thick unidirectional CFRP plate, whose dimensions were 

350 x 550 mm. The specimen was made from 16 unidirectional prepreg plies. The prepreg  was 

used to manufacture the composite specimen. From the specifics given by the manufacture the 

stiffness matrix could be retrieved, which is shown below in table 4.1. 
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Table 4.4 Stiffness matrix for the unidirectional CFRP plate. 

168.59 (GPa) 3.82 3.82 0 0 0 

3.82 9.84 3.82 0 0 0 

3.82 3.82 9.84 0 0 0 

0 0 0 3.01 0 0 

0 0 0 0 4.98 0 

0 0 0 0 0 4.98 

 

As before once known, the mechanical properties of the sample the dispersion curves can be 

calculated by using the software “Dispersion calculator”. The dispersion curves are drawn and, 

then, the nominal wavelength of the source is plotted among them in order to establish the 

frequency required to excite the SH0 mode, as shown in figure 4.26. 

 

Figure 4.26 (a) Dispersion curve for SH waves in a 3mm thick UD CFRP plate together with a line of whose gradient is that 

of the chosen wavelength.; (b) intersection between wavelength gradient and SH wave relative mode. 

From the intersection between the wavelength and the curve depicting the desired mode (SH0), 

the working frequency is equal to 195 kHz. Knowing the working frequency, the driving 

waveform was then created in MATLAB. The driving current was a 10-cycle sine wave with 

a Gaussian window. In this case, the measurement consisted of taking 4 measurements along 

the direction of the fibre, and placing the receiver at 20, 22, 24 and 26 cm from the source, as 

figure 4.27 shows. 
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Figure 4.27 Photo of the UD sample, showing the copper tape patches and the direction of the fibre. 

Once acquired, the signals were bandpass-filtered adopting the same type of filter described 

previously. In this case, the lower and upper frequencies of the driving current bandwidth 

measured at -6dB and, hence, the high- and low-pass frequencies were 177 kHz and 213 kHz, 

respectively. The received signals are shown below in figure 4.28. 

 

Figure 4.28 Received signals at 20, 22, 24 and 26 cm in a 3 mm thick UD CFRP plate. 

The next step was to study the signals in the frequency-domain. As figure 4.29 shows the 

frequency peaks are all centred around 195 kHz, within the excitation bandwidth.  
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Figure 4.29 Waveform and its FFT spectrum of the signal at (a) 20, (b)22, (c)24, (d)26 cm.(e) Comparison of all signals and 

their frequency spectra. 

The following step in the analysis was to measure phase and group velocities of the wave 

travelling using equation (4.21) and (4.22), as depicted in figure 4.30. 
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Figure 4. 30 Phase and group velocities of SH0 waves propagating in a 3mm UD CFRP plate for frequencies between 150 

and 250 kHz. 

From the analysis, the values of phase and group velocity at the frequency peak (195 kHz) are, 

1,820 ± 30 m/s and 1,920 ± 30 m/s respectively. As expected, the phase velocity is not as 

reliable as the group velocity, due to the phase unwrap process as mentioned previously. The 

group velocity is in line with the expected value, as a further demonstration of the possibility 

of exciting an SH0 within a composite sample via EMATs and a patch. 

4.6.3.2 Quasi-isotropic sample 

The last type of CFRP specimen tested was a quasi-isotropic plate, already introduced in 

section 3.5. The dimensions of the sample are 480 x 350 x 2.8 mm. The stiffness matrix of the 

sample was shown earlier in Table 3.1. The relevant dispersion curves are displayed and, as 

before, from the intersection of the wavelength with the desired mode’s curve the working 

frequency is retrieved. Figure 4.31 depicts the selection of the frequency. 
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Figure 4.31 (a) Dispersion curve for SH waves in a 2.8 mm thick quasi-isotropic CFRP plate, whose stiffness matrix is 

described in table 3.1, and a line of which gradient is the wavelength. 

The driving current was designed in MATLAB, and consisted of an 8-cycle sine wave signal 

at a frequency of 250 kHz, windowed with a Gaussian function. Although figure 4.35 indicates 

260 kHz to be the correct value to generate the SH0 mode, it was experimentally observed that 

a current at 250 kHz showed a slightly higher SH0 wave amplitude. The measurement consisted 

of taking 3 measurements along the 0° direction of the fibre, by placing the receiver at 16, 18 

and 20 cm from the source. The acquired signals were bandpass-filtered as described before. 

The lower and upper frequencies of the filter were 220 and 280 kHz, respectively, and the 

results are shown in figure 4.32. 

 

Figure 4.32 Received signals at 16, 18 and 20 cm in a 2.8 mm thick quasi-isotropic CFRP plate. 
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The frequency spectra of the signals are shown in figure 4.33. The frequency peaks are centred 

at 250 kHz. Figure 4.33(d) displays the frequency spectra comparison of all received signals, 

where it can be noted that the spectra perfectly overlap, not showing any significant distortion. 

 

Figure 4.33 Waveform and its FFT magnitude spectrum of the signal at (a)16, (b)18 and (c)20 cm.(d) Comparison of all 

signals and their frequency spectra. 

The calculation of phase and group velocity was performed on the signals received at 16 and 

20 cm, as displayed in figure 4.34. 

 

Figure 4.34 Detail of phase and group velocity of SH0 wave propagating in a 2.8 mm thick quasi-isotropic CFRP plate 

between 200 and 300 kHz. 
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The analysis at 250 kHz, gave a phase velocity of 2,530 ± 30 m/s and a group velocity of 2,630 

± 30 m/s, the latter result being in line with the expected value of the group velocity.  

A further test was used to demonstrate the isotropy of the sample by measuring the group 

velocity at different angles, using the same analysis as described previously [23]. The first set 

of measurements consisted of taking 3 measurements per each angle, from 0° to 90° every 5°. 

Even though the sample is quasi-isotropic, the slowness presented an odd behaviour between 

30° and 60°. For this reason, further investigations have been conducted in order to understand 

the phenomenon. The test following the same procedure as before, 3 measures taken per each 

angle, only between 30° and 60° with an angle step of 2°. The set-up of the experiment is shown 

in figure 4.35. 

 

Figure 4. 35 (a) Sketch of the measurement set-up; (b) photo of the sample, probes and copper tape. (c) Diagram of the 

measurement set-up highlighting the relative distances of transmitter and receiver with respect to the centre of the sample. 

The receivers were place at 16, 18 and 20 cm from the source. 

The results have been plotted using MATLAB to draw a resultant slowness surface of the 

sample, as shown in figure 4.36. The slowness surface is a plot of the inverse of the velocity 

(1 𝑐𝑔⁄ ) versus the direction (angle) of the measurement. 
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Figure 4.36 Resultant slowness surface for SH0 wave in a quasi-isotropic CFRP plate. 

Also the resultant slowness surface shows the anisotropic feature between 30° and 60°, which 

may due to the direction and magnitude between the energy flow and the wave vector [34]. 

The same analysis for retrieving the slowness surface has been performed on a quasi-isotropic 

CFRP sample, having a copper mesh two plies down the outer surface of the specimen. Its 

stacking sequence is depicted in figure 4.37. The copper mesh is adopted in aerospace as 

lightning protection [35].  

 

Figure 4.37 Stacking sequence quasi-isotropic CFRP sample with copper mesh. 

The aim of this test was to check if the copper mesh within the sample would affect the 

“isotropy” of the sample. The resultant slowness surface has been calculated and plotted with 

the one in figure 4.36 for comparison, as depicted in figure 4.38. 
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Figure 4.38 Comparison between the slowness surfaces of quasi-isotropic CFRP plate without (blue line) and with (red line) 

copper mesh protection. 

The results show how the copper mesh does not heavily affect the resultant slowness surface. 

Both slowness surfaces present that abovementioned anisotropic feature. 

4.6.3.3 Comparison to model prediction 

In this section the waveforms obtained in Section 3.5 were compared to the measurements 

explained in the previous section (see Section 4.6.3.2). Figure 4.44 illustrates this comparison 

between the analytical results and the experimental ones. It can be noted an excellent 

correlation between them. Nonetheless, it is worth mentioning that the consistent delay (0.35 

μs) between the experimental and simulated results is due to a signal propagation time delay 

through the electronics [15]. 

 

Figure 4.39 Waveforms comparison. The red lines represent the outcome of the simulation, while the blue lines are from an 

actual measurement (at the front the electrical pick-up can be noted, plus there are also reflections coming after the direct 

signal). 
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4.6.4 Pultruded GFRP sample 

The pultruded GFRP sample (series 500) – specifically fibreglass reinforcement and 

thermosetting polymer - made by EXTREN® was also tested. The specimen was manufactured 

by pultrusion, and unlike the previous ones is electrically insulating. The dimensions of the 

sample were 600 x 400 x 3 mm. The mechanical properties of the sample can be considered 

approximately isotropic as it contains chopped fibres that are randomly/evenly distributed. The 

parameters required for the calculation are: the engineering constants, which can be retrieved 

by measuring the longitudinal and shear wave speed, and the density, which can be calculated 

knowing volume and weight. The dispersion curves are calculated and then drawn with the 

nominal wavelength of the source in order to retrieve the working frequency, as shown in figure 

4.39. 

 

Figure 4.40 Intersection between wavelength gradient and the fundamental SH wave in a pultruded GFRP plate 3mm thick. 

The driving current was a 5-cycle sine wave signal at a frequency of 175 kHz, windowed with 

a Gaussian window. The measurement consists of taking 5 measures with the receiver placed 

at 19, 20, 21, 22 and 23 cm from the source, as depicted in figure 4.40.  
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Figure 4.41 Photo of the ppm EMATs above the GFRP plate. The transducers are inside plastic cases, which are connected 

by a brass ruler for keeping them in place. 

As in the previous measurements, the recorded signals were bandpass-filtered between 143 and 

207 kHz, and the resultant signals are shown in figure 4.41. 

 

Figure 4.42 Received signal at 19, 20, 21, 22 and 23 cm in a 3 mm thick pultruded GFRP plate. 

The dominant frequency of the ultrasonic pulses shown in figure 4.41 is approximately 165 

kHz, as shown in the FFT magnitude plots of figure 4.42. Note that there is still some 

significant bandwidth to these ultrasonic pulses, with the half height peak width extending from 

100 kHz to 185 kHz. 
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Figure 4.43 Waveform and its FFT spectrum of the signal at (a) 19, (b)20, (c)21, (d)22 and (e) 23 cm.(f) Comparison of all 

signals and their frequency spectra. 

The calculation of phase and group velocity was performed by taking into account the signals 

received at 19 and 23 cm, as depicted in figure 4.43. 

 

Figure 4. 44 Detail of phase and group velocity of SH0 wave propagating in a 3 mm thick pultruded GFRP plate between 

125 and 225 kHz. 
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The analysis revealed that, at the dominant frequency peak (175 kHz), the phase velocity was 

1,500 ± 30 m/s and the group velocity 1,630 ± 30 m/s. The latter result is close with the 

expected value of the group velocity (1700 m/s) showing the possibility of using EMATs for 

exciting SH0 wave mode within a non-conductive GFRP sample, by means of copper tape stuck 

on the surface. 

4.7 Conclusions 

This chapter contains a brief introduction of ultrasonics to provide the reader with a general 

background of ultrasonic waves and mechanical properties, and to introduce concepts such as 

the stiffness matrix, which is fundamental to the inspection of composites. The main aim was 

to demonstrate the possibility of generating and receiving the SH0 guided wave mode within 

composite plates (both partially conductive and insulating), by means of a removable metallic 

tape stuck on surface of the specimen tested. The metallic patch acted as a medium within 

which eddy currents could exist. The interaction between the currents and the static magnetic 

field, which gives rise to the Lorentz forces, occurs within the patch, and the resultant motion 

is transferred to the specimen through the adhesive layer. The experimental set-up and the 

analysis has been demonstrated first on an aluminium sample, that has predictable behaviour 

for EMAT inspections, and then on a glass plate, isotropic and insulating medium, by using the 

metallic tape. Then, tests have been performed on both pultruded GFRP and CFRP plates (the 

latter with different stacking sequences). The results demonstrate that the metallic patch 

approach can be used in the testing of composite materials with EMATs. 
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Chapter 5 

Capacitive Imaging 

5.1 Introduction 

The previous chapters considered the use of a metallic patch to allow ultrasonic guided waves 

to be generated and detected by an EMAT. These could then be used in NDE experiments, to 

be described later in the thesis, for materials such as CFRP and GFRP composites of interest 

in the aerospace industry. It should be noted that there are other techniques that exploit 

electromagnetic mechanisms for inspecting samples. These methods are based on the 

relationship between physical, electrical and magnetic properties (e.g. electrical conductivity, 

electrical permittivity and magnetic permeability). By evaluating the electrical and magnetic 

property changes, discontinuities or variations of material property within the specimen can be 

detected, but typically operate at conducting surfaces. The aim here is to investigate another 

non-contact technique that could be used for non-conducting samples such as CFRP structures. 

Guided waves could be used to identify the presence of a defect, but at a low resolution, over 

large distances – i.e.as part of a large area scan.  An electromagnetic technique that could then 

be used to provide greater detail of the defect (e.g. in CFRP) would be very valuable.  

Among the electromagnetic testing (ET) methods, the most widely used is eddy current testing 

(ECT). ECT relies on the principles of electromagnetic induction (as is also the case for 

EMATs). This method permits crack detection in wide variety of conductive materials, either 

ferromagnetic (i.e. steel) or non-ferromagnetic (i.e. copper, aluminium) [1]. Due to the 

widespread use of composites, ECT has also been employed on composite materials [2]. Other 

ET methods are magnetic particle inspection (MPI) and magnetic flux leakage (MFL). Unlike 

ECT, these tests can be applied only on ferromagnetic materials. MPI and MFL differ in the 

kind of detectable defect: the former can only detect surface and near surface discontinuities 

[3], while the latter can also detect far-surface flaws (i.e. shrinkage cavities) [4]. All of the 

above require a conductive sample. 

Other than the techniques mentioned above, there are also capacitive methods which use 

capacitive coupling between an active electrode pair and a sample, through an electric field 

interaction. Historically, these methods have not been widely used for NDE as they cannot be 

used within the structure of a conducting material. However, with the increasing adoption of 

non-conducting materials (i.e. polymers and composites) in the manufacture of engineering 



 

98 
 

components, the applications for which these methods may be suitable has been extending. It 

is worth mentioning that among the composite samples, those made with carbon fibre, whose 

fibre are conductive, it is not possible to detect internal discontinuities (such as delamination), 

unless their presence affects the surface, like dents or bumps. Before finding appropriate 

applications, most capacitive sensors have been used for measurements which are not 

considered routinely, for example dielectric constant characterisation. The most commonly-

used sensors are planar fringing field sensors (also named dielectrometry sensors [5]). They 

need access to only one side of a sample due to their co-planar nature, and can measure 

electrical properties (such as dielectric permittivity and electrical conductivity) of the sample 

close to the sensor surface [6-8]. This approach has been used for imaging a variety of materials 

and structures, from insulators to metallic conductors [9].  

The next sections explain the concepts of the capacitive imaging (CI) technique used in this 

thesis by approaching the physics behind it (Maxwell equations) and the quasi-static 

approximation made. This is followed by the design principles of the CI sensors, and examples 

of different sensor designs. The chapter concludes with FEM models of CI performance and a 

comparison to a simple experiment. 

5.2 Capacitive imaging fundamentals 

The basic design of a CI probe consists of two or more electrodes set as a co-planar capacitor. 

This particular design of the electrodes can be thought of as the unfolding of a parallel capacitor 

into the same plane, as figure 5.1 shows. The electric field distribution is generated on both 

sides of the electrode, though only the side facing the sample will vary affecting the 

measurement, as it will be explained later in this section. Thus, for simplicity, electric field 

lines are drawn only for the side facing towards the sample. 
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Figure 5.1 Schematic diagram of the electric field distribution as electrodes change from being in a conventional parallel-

plate capacitor geometry (a) to become co-planar (c).  

The co-planar probe is placed at a fixed distance away from, and parallel to, the surface of the 

sample under test. A voltage drive waveform (such as sinusoidal signal at a particular 

frequency) is input across the electrodes. Once applied, the driving signal to the source 

electrode an electric field is established, with field lines penetrating into the specimen. Charge 

can then be induced on the sensing electrode [9]. The presence of the object to be analysed 

affects the resultant electric field pattern, and moreover, any property change within the test 

material (like discontinuities) also have an effect on the electric field distribution, as depicted 

in figure 5.2. The electric field variations at the sensing electrode will then result in a change 

in the charge induced on the receiver electrode, and this can be detected and used to plot 

changes in the sample condition as the electrode pair is moved over the surface. 

 

Figure 5.2 Schematic diagram of the capacitive imaging approach. 
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Depending on the material (insulator or conductor), the behaviour of the probing electric field 

varies. If the specimen is a dielectric material or has very low electrical conductivity, the 

electric field will have a certain volume of influence (VOI), this being the part of the sample 

under the probe which plays a significant role in measurement. The presence of discontinuities 

will alter the electric field, and change the quantity of induced charge on the sensing electrode, 

as stated above and shown in figure 5.3(a). 

If the sample is a conductor, the electric field will not penetrate a significant distance into the 

structure due to the high conductivity, creating an equipotential surface. Hence, only surface 

characteristics (for instance: pitting, crack, corrosion etc.) will vary the pattern of the local 

electric field, as depicted in figure 5.3(b). It is worth noting that the CI technique is a non-

contact application and the separation between the active surface of the probe and the surface 

sample can be in a range of millimetres. Therefore, surface treatments are often not necessary. 

The lift-off is chosen accordingly to the geometry of the probe (i.e. shape and size of electrodes) 

and the dimensions of the sample (i.e. the thickness), so that as many field lines as possible can 

probe the sample. 

(a)   (b) 

Figure 5.3 The schematic diagrams of the sensing mechanisms for (a) a non-conducting specimen and (b) a conducting 

specimen. 

As figure 5.4 depicts, a typical probe for this method consists of a co-planar triangular imaging 

electrodes, plus grounded guard electrodes (which are employed in order to shield the two 

electrodes electrically from each other). The electrodes are constructed by etching a printed 

circuit board (PCB) substrate, which is coated in copper on its back surface, to reduce noise 

interference and to raise the radiated electric field magnitude towards the sample surface [10], 

and placed within a plastic box. Later in this chapter a more detailed explanation of these 

features will be given. 
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Figure 5.4 Photograph of a pair of triangular electrodes, mounted in a plastic container. 

5.3 Maxwell equations and the quasi-static approximation 

As explained in chapter 2, electromagnetic mechanisms such as capacitive coupling are 

described by Maxwell’s equations (equations 2.1 - 2.4) and the constitutive relations (equations 

2.6, 2.8 and 2.9). However, under certain conditions, it is possible to simply the previous 

equations by making an approximation which ignores magnetic fields, without significant loss 

of accuracy. Systems in which such an approximation is reasonable are identified as quasi-

static systems. In electrodynamics, quasi-static refers to regimes where the electromagnetic 

wavelength is much greater than the sample size [11,12]. In the CI technique, the frequency 

range is typically between 10 kHz and 1 MHz. Thus, the corresponding wavelengths are in the 

range of 300 m and 30 km, which is considerably greater than the dimensions of the system. 

Hence, the CI technique sits comfortably in the quasi-static regime. In this regime, the electric 

field and magnetic field can be assumed to be decoupled and, in addition, the latter can be 

ignored as it changes so slowly. Therefore, Maxwell’s equations can be simplified and they 

will assume this notation: 

 ∇ ∙ 𝐷⃗⃗ =  𝜌,      (5.1) 

 ∇ ∙ 𝐵⃗ =  0, (5.2) 
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 ∇ × 𝐸⃗ ≈ 0, (5.3) 

 ∇ × 𝐻⃗⃗ ≈ 0. (5.4) 

These simplifications signify that the electric field 𝐸⃗  generated by a given charge density 

distribution 𝜌 is irrotational (equation 5.3), and the magnetic field intensity 𝐻⃗⃗  is approximated 

to zero (equation 5.4). Additionally, the electric field 𝐸⃗  can be expressed as the gradient of the 

electric potential of voltage (φ): 

 

 
𝐸⃗ = −∇φ (5.5) 

Thus, the CI system analysis can be treated as an electrostatic analysis and the question can be 

reduced to the estimation of the electric field generated by different charge distribution (probe 

geometries) within various sample material. This exploits Poisson’s equation, namely: 

 

 
∇(ε0ε∇φ) = 𝜌 (5.6) 

In the majority of CI applications, the samples are dielectric so there is no free charge in the 

volume where the probing field is present. Therefore, the previous equation can be simplified, 

as the charge density (𝜌) equals to zero, and can be rewritten as: 

 

 
∇(ε0ε∇φ) = 0 (5.7) 

Hence, the electric potential distribution (φ) can be predicted by solving equation (5.7). 

Further details will be given in Section 5.8. 

5.4 Dielectric and conducting materials 

The knowledge of how the electrical properties, like conductivity and permittivity, affect the 

measured signal is essential for using the CI technique correctly. In the case of good 

conductors, as mentioned above, the quasi-static electric field will not probe the sample 

terminating at the surface, and the electrical properties (mostly conductivity) do not have 

relevant effect on the detected signal. On the other hand, for insulating materials and poor 

electrical conductors, the electric field probes the sample sub surface, and the electrical 

properties (permittivity) have important effects on the received signal and need to be clarified. 

When a dielectric material is subjected to an external electric field, as the amount of free charge 

is very small, effectively zero (i.e. equation 5.7), the material will be electrically polarised, and 
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the inner `structure (atoms or molecules) develops an electric dipole that provides an electric 

field which is inclined to oppose the applied field. In case of a linear and isotropic material, the 

polarisation field 𝑃⃗  is linked to the external electric field intensity 𝐸⃗  as follows: 

 

 
𝑃⃗ = ε0χ𝑒𝐸⃗  (5.8) 

where χ𝑒 is the electric susceptibility of the material. Then the electric displacement (𝐷⃗⃗ ) is tied 

to the polarisation field (𝑃⃗ ) by the constitutive relation (equation 2.7) as follows: 

 

 
𝐷⃗⃗ = ε0𝐸⃗ + 𝑃⃗ = ε0(1 + χ𝑒)𝐸⃗ = ε0ε𝐸⃗  (5.9) 

Therefore ε, the static relative permittivity of the material, can be expressed as follows: 

 

 
ε = (1 + χ𝑒). (5.10) 

For anisotropic materials this quantity (ε) is a tensor which is called the permittivity matrix, 

somewhat similar to the stiffness matrix in mechanics [13]. It is worth mentioning that the 

constitutive relation of equation 5.9 is for the static case. For a time-varying electric field, the 

polarisation is frequency-dependent and the frequency domain response of a dielectric material 

can be expressed in terms of the complex permittivity 𝛆 as: 

 𝛆 = ε′ − jε′′ (5.11) 

where ε′, the real part, is commonly named permittivity which describes the ability of a material 

to preserve an electrical field, and ε′′, the imaginary part, is the loss factor representing the 

losses in the material (such as relaxation, resonant effect, or loss by ionic conduction). As all 

materials have a finite, even though very small, conductivity (𝜎), a more general expression 

can be written for describing the effective permittivity 𝛆𝑒𝑓𝑓: 

 𝛆𝑒𝑓𝑓 = ε
′ − j (ε′′ +

𝜎

𝜔ε0
). (5.12) 

From equation above (5.12), it can be noted that the dielectric response of an insulating material 

is frequency-dependent (𝜔 is the angular frequency). Even though several mechanisms are 

related with phenomenon and it is a field of study itself [14-16], in this particular study such 

phenomena are not applicable, as in the quasi-static regime ε′′ equals zero hence ε′ = ε (static 

relative permittivity). Therefore equation 5.12 can be written as: 
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 𝛆𝑒𝑓𝑓 = 𝛆 = ε
′ − j

𝜎

𝜔ε0
. (5.13) 

For insulating materials the electrical conductivity values are typically very small, the static 

relative permittivity (ε) is a good approximation for characterising such materials, an 

assumption made throughout this thesis. 

It is important to mention that composite materials can be considered for simplicity either 

conducting (i.e. CFRP) or dielectric (i.e. GFRP). The electrical conductivity of CFRP, as 

mentioned previously, is due to the carbon fibres which present a conductivity of 6.25 ×

104 S/m for a diameter of 7.5 μm [17], which shield the sample from the electric field.  

5.5 Modes of operation 

The sample properties determine the CI configuration, as demonstrated below in this section. 

5.5.1 Non-conducting specimen not grounded 

The first case of a non-conducting specimen which is not grounded [18] is shown in figure 5.5. 

 

Figure 5.5 Schematic diagram of the CI probe testing a non-conducting specimen. 

When a CI probe is placed in proximity of the surface sample, the sample itself and the air gap 

between probe and surface specimen will act as the dielectric material between the two 

electrodes of the equivalent variable capacitor, as depicted in figure 5.6. Permittivity changes 

within the volume tested by the probing field (such as variation of the lift-off, a dent on the 

surface, a discontinuity under the surface or other type of defects) will affect the value of the 

capacitance measured. 
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Figure 5.6 Equivalent circuit of the CI probe testing a non-conducting specimen. 

5.5.2 Non-conducting specimen on a grounded substrate 

In the case of a non-conducting specimen on a grounded substrate [18], the situation is as shown 

in figure 5.7. 

 

Figure 5.7 Schematic diagram of the CI probe testing a non-conducting specimen on a grounded substrate. 

If the sample is not too thick for the grounded substrate to have an effect, the grounded substrate 

will operate as a third parallel-placed counter electrode, as figure 5.8 depicts. Each electrode 

will interact to the grounded substrate as it acts as an additional parallel-plate capacitor, 

expressed as C𝐷𝐺  and C𝑆𝐺 . These two capacitors, which are parallel plate capacitors, will not 

be affected by the position of the sample and the possible defects (if the lift-off is maintained 

constant). Nonetheless, the capacitance between the CI probe electrodes (C𝐷𝑆) will still be 

affected by the lift-off distance and the presence (and its relative position) of possible defects. 
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Figure 5.8 Equivalent circuit of the CI probe testing a non-conducting specimen on a grounded substrate. 

5.5.3 Grounded conducting specimen 

The case of a grounded conducting specimen [19] is depicted in figure 5.9. 

 

Figure 5.9 Schematic diagram of the CI probe testing a grounded conducting specimen. 

When a CI probe is placed in proximity of the surface sample, the grounded specimen surface 

will operate as a third, parallel counter electrode and each electrode will interact at the surface 

of the sample creating two additional parallel-plate capacitors, expressed as C𝐷𝐺  and C𝑆𝐺 . 

Figure 5.10 depicts the equivalent circuit. Any variation of lift-off between the electrodes and 

the sample surface (even variation due to surface features) will affect the capacitances. For the 

capacitance established between the two electrodes due to the shielding effect (C𝐷𝑆) [20], more 

electric field lines from the source electrode will end on the grounded conducting surface rather 

than reach the sensing electrode as the grounded surface approaches the probe,. Hence, C𝐷𝑆 is 

affected by the distance between the CI probe and the grounded surface (lift-off). 
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Figure 5.10 Equivalent circuit of the CI probe testing a grounded conducting specimen. 

5.5.4 Floating conducting specimen 

The case of a floating (i.e. non-grounded) conducting sample [19] is presented in this section 

and depicted in figure 5.11. 

 

Figure 5.11 Schematic diagram of the CI probe testing a floating conducting specimen. 

When a CI probe is close to the conducting and electrically floating surface, each electrode will 

interact with the sample surface creating two parallel-plate capacitors, as figure 5.12 shows. 

Comparing the two equivalent circuits (figure 5.10 and figure 5.12), the shielding effect of the 

floating surface can be viewed as the shield effect of a grounded surface paired with the variable 

parasitic capacitor (expressed as C𝑇𝐺) from the floating surface to ground. 
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Figure 5.12 Equivalent circuit of the CI probe testing a floating conducting specimen. 

5.6 Design principles 

5.6.1 Depth of penetration 

As the term indicates, the depth of penetration is a measure of how deep the electric field can 

penetrate into the sample. In these applications, the penetration depth is ruled by two factors: 

the permittivity of the material and the electrode geometry. The higher the permittivity of the 

sample material the quicker the electric field decays within the specimen. However, the primary 

factor for determining penetration depth for a given material is the electrode geometry. 

5.6.2 Measurement sensitivity 

The measurement sensitivity is described as the ratio between the output change and the change 

of targeting parameter. For conventional capacitive sensors (designed for measuring sample 

electric properties), the absolute value of the measurement sensitivity is sufficient as the whole 

sample under test is considered to be homogenous. For imaging applications, due to the non-

uniformity of the electric field and consequently the dependency of this parameter on position, 

the distribution of sensitivity is of interest. An estimation of the sensitivity distribution can be 

given by using the slope of the curve shown in figure 5.13, and it can be noted that the 

sensitivity decreases with increased distance.  
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Figure 5.13 Evaluation of the penetration depth of a planar capacitive sensor, where 𝛾3% is the effective penetration 

depth (from [10]). 

The measurement sensitivity distribution depicts how well each region in the sensing area is 

supplying to the measured charge signal on the sensing electrode, and it can be useful to work 

out the VOI and the imaging ability of the sensor. This distribution is determined by the 

distribution of the electric field from the CI probe, which is mainly controlled by the geometry 

of the probe. In general, for a particular capacitive sensor, a change in the local electric 

property, such as the presence of a defect, will provoke a greater signal change if it is positioned 

in a place where the electric lines are more densely spaced (usually near the probe surface) as 

it will alter more electric lines. It is worth mentioning that the imaginary electric field lines 

generated by the driving electrode can terminate at ground, infinity and the sensing electrodes. 

Only those which terminate at the sensing electrode participate in the measurement. Hence, the 

sensitivity is higher at a place where the electric lines, terminating at the sensing electrode, are 

more densely spaced. Later in this chapter, the sensitivity distribution prediction will be 

discussed in detail.  

5.6.3 SNR and Imaging resolution 

The CI technique employs the fringing electric field from the planar electrodes, and therefore 

the capacitive coupling between the electrodes (driving and sensing) is relatively weak. As a 

consequence, the very low signal on the sensing electrode can be perturbed by noise. The probe 

design can be used to improve the SNR in order to increase the signal level (the use of bigger 
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size electrode and smaller electrode separation) and to reduce the noise level (the use of 

grounded back plane and guard electrodes). 

The imaging resolution refers to the smallest detectable feature from a scan. For NDE 

applications, the CI probe requires a reasonable spatial resolution to produce an image which 

defines shape and size of a defect. For a 2D X-Y scan, each pixel of the image corresponds to 

the measurement from a scan position, and the intensity of the pixel is a result on the local 

electric properties averaging over a certain volume (VOI), which is also determined by the 

geometry of the probe. In general, lower resolution is due to a bigger electrode separation as 

the probe samples a bigger volume, for a fixed electrode size and shape. It is worth noting that 

the electric properties (conductivity and permittivity) affect the imaging resolution of a given 

CI probe, because the probing electric field acts differently with a conductive or insulating 

sample. 

5.7 Examples of electrodes 

In previous studies two types of probes have been tested in order to demonstrate the general 

relationship between the design variables and the probe performance, namely symmetric 

probes and concentric ones. 

5.7.1 Symmetric electrodes 

The simplest design for a symmetric capacitive probe consists of a pair of rectangular metal 

plates acting as the positive and negative electrodes of the capacitor. Their performance can be 

improved by accurately considering several design factors, which are listed and discussed as 

follows: 

1) Separation between electrodes: 

The separation of a given shape of electrodes is a crucial factor in regulating the penetration 

depth. Figure 5.14(a) depicts a pair of square electrodes with a separation equal to d1 between 

their centres, and figure 5.14(b) another pair with an augmented separation d2 (>d1). Figures 

5.14(c) and 5.14(d) show the cross-sectional views of the probe. The electric field lines 

(indicated as dashed lines) are those lines effectively taking part in the measurements. It can 

be noted that the design with a larger separation has worse signal strength, as the field lines 

cover a larger volume of solid material. This design improves the penetration depth, useful for 

detecting deeper features, although the associated electric field strength decreases. This 
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reduction of the electric field is due to the greater distance travelled by the electric field lines 

to reach the sensing electrode. Vice versa, if the separation is smaller (as depicted in Figure 

5.14(a)), the coupling between the electrodes is stronger, hence the electric field strength is 

improved, though the penetration depth is smaller. 

 

Figure 5.14 Schematic diagram for CI probes with different electrode separations. (a) Separation d1, (b) separation d2, (c) 

cross-section of the probe (separation d1) and (d) cross-section of the probe (separation d2). 

2) Guard electrode: 

The application of a voltage to the driving electrode of a CI probe generates an electric field 

emanating from all surfaces of the electrode, also from the side edges even though the electrode 

is usually very thin. The electric field lines developed from the driving electrode are generally 

denser near the probe surface thus such devices are too sensitive to very small surface features, 

which may be unwanted (like surface roughness and dirt). Plus, if the thickness of the sample 

is small compared to the probe size, the actual regions of measurement will be outside the 

specimen. Such factors are difficult to control in practical tests, so that the outcomes may 

become unreliable [21]. 

Guard electrodes are adopted to reduce these disadvantages as well as focus the electric field 

and cancel noise from undesired sources (e.g. environmental electromagnetic field) by applying 

the same voltage of the sensing electrode (0 V) thus the electric field is confined into the 

volume of the sensing electrode. In CI applications the guard electrodes are held at a “ground” 

potential. Figure 5.15(a) shows a top view of a CI probe with a symmetric pair of co- 

rectangular shaped planar electrodes, while figure 5.15(b) shows the same CI probe with 

grounded electrodes (represented as darker areas surrounding and between the electrodes). 
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Figure 5.15(c) and 5.15(d) depict (from a cross-sectional view) the schematic electric field lines 

generated across the electrodes. The effective electric lines, those effectively “participating” in 

the measurement, are drawn as dashed lines. 

 

Figure 5.15 Schematic diagram for CI probes with and without guard electrodes. (a) Top view CI probe without guard 

electrode, (b) top view CI probe with guard electrodes, (c) cross-section of CI probe without guard electrodes and (d) cross-

section of CI probe with guard electrodes. The dashed lines represent the electric field lines actually participating in a 

measurement. 

As already mentioned, the fringing electric field originated from the driving electrode travels 

through the air gap penetrates into the specimen and terminates on the sensing electrode. In the 

absence of guard electrodes, some of the electric field lines would travel directly from the 

driving electrode to the sensing electrode and being more densely-packed within the air gap, 

which makes the probe very sensitive to the small lift-off distance, see figure 5.15(c). To 

counteract this effect, the inner guard electrodes is mounted between the electrodes, in order to 

block the direct path of the electric field line and push more field lines toward the specimen, 

as depicted in figure 5.15(d). Despite the fact that the grounded guard electrode between and 

surrounding the driving and sensing electrodes will diminish the signal strength, as some 

charges are lost in the parasitic coupling between driving/sensing electrode and the grounded 

guard electrode, it will increase the penetration depth making the probe less influenced to 

changes in small lift-off variations. This is a disadvantage for displacement/distance 

measurement but a benefit for imaging purposes. 

Furthermore, the surrounding guard electrodes counteract the effect mentioned earlier - if the 

thickness of the specimen is small compared to the probe size, some electric lines will probe 

through the sample and appear from the far side, as shown in figure 5.15(c) (solid lines). Even 
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though these lines are not located in the high sensitivity region, they might introduce errors in 

measurements. The counteraction is obtained by attracting some of the outer electric lines 

which makes the probe less sensitive to the sample thickness, see figure 5.15(d). 

3) Choice of electrode shape: 

Conventional capacitive sensors usually mount two rectangular shape electrodes [22] or two 

sets of interdigital electrodes. As mentioned before, the separation between the centroids of the 

two electrodes establishes the penetration depth of those sensors [23]. In order to augment the 

penetration depth, the separation between adjacent electrodes can be increased, although the 

coupling is then weaker and the image resolution lower. 

Triangular electrodes can be exploited to balance these trade-offs (penetration depth and image 

resolution), and can be arranged in two orientations: back-to-back and point-to-point, as shown 

in figure 5.16(a) and figure 5.16(b) respectively. 

 

Figure 5.16 Diagram of two triangular electrode probes: (a) back-to-back and (b) point-to-point. 

In Figure 5.16, both electrode orientations are compared to rectangular electrodes of the same 

area in order to demonstrate that the centroids PT for the triangular electrodes are further apart 

(for back-to-back triangular electrodes) and more closely-spaced (for point-to-point electrodes) 

than the equivalent rectangular electrodes. In the former case, the penetration depth will be 



 

114 
 

greater when imaging bulk features in non-conductive samples. In the latter one, the coupling 

between the electrodes will be stronger which is good for surface feature imaging. 

Each arrangement has its own characteristics, and can be used in different situations. Figure 

5.17 shows a simulation of the electric field distribution in air when scanning a probe along the 

dotted line and in a plane perpendicular to the page. It can be noted that for a back-to-back 

triangular probe, the electric field (figure 5.17(a)) is converging towards the middle of the 

probe, while for a point-to-point triangular probe, figure 5.17(b), the electric field is diverging 

toward the side of the probe. In figure 5.18, it can be better seen the distribution of the electric 

field lines for the two geometries in a 3D space. Therefore, it can be stated that the volume of 

influence of a back-to-back triangular probe is smaller than that of a point-to-point triangular 

probe in absence of a sample as shown in figure 5.19. It is worth noting that the electric field 

maps (figure 5.17) are in the form of equipotential lines from the measured electric potential 

(voltage). Even though the figures show that the electric field lines are more dense under the 

driving electrode, this does not imply that targeting features under the driving electrodes is a 

more effective measurement, as only some field lines will actually terminate on the sensing 

electrode. 

 

Figure 5.17 Electric field plots along the dotted lines for each probe: (a) back-to-back triangular electrodes and (b) point-

to-point triangular electrodes. The electric field potential in air is depicted by a grey-scale from 0 to 2 (as shown in both 

colour bars) even though the source electrode is fired up with 10 V. The narrower scale is given for showing the electric 

potential in the area surrounding the CI probe. The “yellow-to-red” lines represent the electric field lines generated from 

the driving electrode. While the red lines depict the position of the sensing electrode, guard electrode and back of the CI 

probe. These lines give a better insight of the overall figure (position of driving and sensing electrode, and electric field 

converging (a) and diverging (b) with respect to the centre of the CI probe). 



 

115 
 

 
Figure 5. 18 Distribution of electric field lines for (a) back-to-back triangular electrodes and (b) point-to-point triangular 

electrodes. In (a) the electric field lines converges toward the centre, while in (b) toward the edge. 

 

Figure 5.19 Electric field plots along the dotted lines as depicted in figure 5.17: (a) back-to-back triangular electrodes and 

(b) point-to-point triangular electrodes. The streamlines represent the electric lines generated by the driving electrode, those 

ones reaching the sensing electrode actively affect a measurement. The dashed lines, light blue and orange, represent the 

tangent to the farthest electric line to reach the sensing electrode in case (a) and (b), respectively. 

When imaging a bulk feature in non-conducting samples using symmetric probes, the entire 

volume of the fringing electric field takes part. Hence, a back-to-back triangular probe, with a 

smaller volume of influence, provides a better image resolution and is capable of identifying 

smaller size defects. On the other hand, the point-to-point triangular probe, which has a bigger 

volume of influence, provides a deeper penetration depth being capable of detecting deeper 

buried defects.  

When a surface feature on a conducting sample is being imaged, the fringing electric field 

between the nearest parts of the electrodes will dominate. In the case that point-to-point 

triangular electrodes are used, the volume of the fringing field between the two points of the 

two electrodes is relatively small which improves the sharpness of an image, adding a further 

advantage to this kind of probe. An additional advantage of the triangular electrode probes is 

that the sharper corners will gather more charges and generate more electric lines at the corners, 

which makes the signal stronger.  
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In a recent study, point-to-point triangular electrodes were compared to other shapes: 

rectangular (two orientations), square and circular [24], as shown in figure 5.20. 

 

Figure 5.20 CI sensors with different geometries. (a) point-to-point triangular electrodes, (b) rectangular-I electrodes, (c) 

rectangular-II electrodes, (d) square electrodes, (e) circular electrodes (after [24]). 

The parameters taken in account for making the comparison are: detection signal strength, 

dynamic change rate (namely an evaluation of the performance of sensors) and the best lift-off 

for detecting defects on conductive and non-conductive materials, as displayed in table 5.1. 

Table 5.1 Outline of the advantages and limitations of different electrode geometries. 

Electrode geometry Pros Cons 

Triangular Signal strength (conductors 

and dielectric materials). 

Dynamic change rate 

(dielectric materials). 

Dynamic change rate 

(conductors). 

 

Rectangular-I Signal strength (conductors 

and dielectric materials). 

Dynamic change rate 

(dielectric materials). 

Rectangular-II  Signal strength (conductors 

and dielectric materials). 

Dynamic change rate 

(conductors and dielectric 

materials). 

Square Average performance Average performance 

Circular Dynamic change rate 

(conductors and dielectric 

materials). 

Signal strength (conductors 

and dielectric materials). 
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The results showed that the rectangular-I sensor is better than conventional triangular sensor in 

terms of detection signal strength, while the circular sensor is better in terms of dynamic change 

rate. For detecting defects on conductive materials (hence surface features), the optimal lift-off 

varies depending on the electrode geometry. Conversely, for detecting defects on non-

conductive materials (therefore, surface and bulk features), the best lift-off is found to be 1 mm 

for all geometries.  

4) Back plane: 

The electrodes of CI probes are made of conductive material and usually a non-conducting 

substrate is present to support the electrodes mechanically. There is often a grounded back 

plane which is used for shielding undesired electric field and for guaranteeing the electric field 

is radiated predominantly in the direction towards the specimen. The CI probes used in this 

work were fabricated by etching a PCB substrate. Even the back surface of the PCB was coated 

in copper and connected to ground when the probe is in use. The effect of the grounded back 

plane reveals that the electric field decays more rapidly. This is due to the electric lines being 

drawn from the front surface, which results in a weaker signal level. On the other hand, without 

the grounded back plane, the penetration depth increases. Again, there exists a trade-off 

between the penetration depth and signal strength. 

5.7.2 Concentric electrodes 

Another geometry for CI probes is the use concentric electrodes, which could give better results 

under some circumstances [10]. The typical arrangement consists of two active electrodes 

separated by a thinner guard ring, as shown in figure 5.21. 
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Figure 5.21 Schematic diagram of a concentric probe. 

This probe geometry offers two modes of operation: either the central disc can be driven or the 

outer annulus can be a source. The excitation of the inner disc provides a more suitable electric 

field distribution and a decay of electric field amplitude fairly uniform unlike when the outer 

annulus is driven, whose field drops off far more rapidly, as shown in figure 5.22. Nonetheless 

the two modes of operation produce identical images for the same sample due to the reciprocity 

theorem [25]. This will be explained later in the Chapter. 

 
Figure 5.22 The decay of electric field amplitude as a probe is scanned in a transverse direction away from the PCB surface, 

starting from (a) the centre of the inner disc and (b) from within the outer electrode (from [22]). 

The parameters which affect the performance of this geometry are: the width of the surrounding 

ring, the size of the inner disc and the gap between them. 
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5.8 Method of modelling/experiment (COMSOL) 

As discussed in the previous sections, finite element modelling (FEM) is essential to achieve 

the optimal probe design and, moreover, to better understand the mechanism of interaction of 

CI probes with different types of samples (conductive and non-conductive ones). The analytical 

simulations are performed by modelling both 2D and 3D models: the former are to get a better 

insight of the capacitive coupling and the interaction of electric fields, while the latter are for 

validating the experimental results, basically a comparison. Before giving some examples of 

the model used, an explanation of the physics behind the measurement is necessary in order to 

let the reader understand the way the models are set up. 

Unlike EMAT modelling, where the generation and propagation of guided waves are 

performed in two separate simulation software packages (COMSOL and PZFlex), CI 

modelling has been performed using COMSOL only.  

5.8.1 Finite element modelling of CI probes 

The application of FEM to the CI probes follows the governing equations previously 

mentioned, namely Maxwell’s equations. Generally, materials present both dielectric and 

conductive properties, hence the Maxwell-Ampere equation is adopted. 

∇ × 𝐻⃗⃗ =  𝑗 +
𝜕𝐷⃗⃗ 

𝜕𝑡
. (2.4) 

In order to eliminate the magnetic field intensity (𝐻⃗⃗ ), the divergence of both sides of Equation 

(2.4) needs to be taken, as: 

∇ ∙ (𝑗 +
𝜕𝐷⃗⃗ 

𝜕𝑡
) =  0 (5.14) 

As the frequencies used for capacitive imaging probes are between 10 kHz and 1 MHz, the 

inductive phenomena, which would occur at the surface (within the skin depth), can be 

neglected and the electromagnetic field can be accounted as a quasi-static electric field. 

Furthermore, the time-derivative of the magnetic flux density (𝐵⃗ ) can be assumed to be 

negligible, and according to Faraday’s law the electric field (𝐸⃗ ) is curl free, 

∇ × 𝐸⃗ =  −
𝜕𝐵⃗ 

𝜕𝑡
= 0 (5.15) 

Referring to equation (5.15), the electric field (𝐸⃗ ) can be expressed by an electric scalar 

potential distribution  𝜑(𝑥, 𝑦, 𝑧), which can be introduced as: 
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𝐸⃗ =  −∇𝜑(𝑥, 𝑦, 𝑧) (5.16) 

And using the constitutive relationships (equation 2.8 and 2.9) which the form as follows: 

𝐽 =  𝜎(𝑥, 𝑦, 𝑧)𝐸⃗  (5.17) 

𝐷⃗⃗ =  𝜀(𝑥, 𝑦, 𝑧)𝐸⃗  

 
(5.18) 

Equation 5.14 can assume the form: 

∇ ∙ [𝜎(𝑥, 𝑦, 𝑧)∇𝜑(𝑥, 𝑦, 𝑧)] + ∇ ∙ {
𝜕

𝜕𝑡
[𝜀(𝑥, 𝑦, 𝑧)∇𝜑(𝑥, 𝑦, 𝑧)]} = 0 (5.19) 

where 𝜎(𝑥, 𝑦, 𝑧) is the conductivity distribution and 𝜀(𝑥, 𝑦, 𝑧) is the permittivity distribution. 

If both distributions within the area contained by the electric field are known, the electric 

potential can be obtained by solving equation (5.19). However, in practice, because of the time-

derivative coupling between the dielectric and conductive properties, the resolution of equation 

(5.19) is computationally prohibitive [27]. The practical resolution of this problem is to 

consider the system either “predominantly dielectric” or “predominantly conductive” [27]. In 

the former case, equation (5.19) can be simplified to be a Laplace’s equation: 

∇ ∙ [𝜀(𝑥, 𝑦, 𝑧)∇𝜑(𝑥, 𝑦, 𝑧)] = 0 (5.20) 

The previous equation is valid, for instance, for Electrical Capacitance Tomography (ECT) 

applications [28,29] and dielectrometry sensors [30]. In latter case, on the other hand, the 

equations assume the following form: 

∇ ∙ [𝜎(𝑥, 𝑦, 𝑧)∇𝜑(𝑥, 𝑦, 𝑧)] = 0 (5.21) 

which can be used for Electrical Resistance Tomography (ERT) applications [31-33] and 

potential drop methods [34,35]. Adopting the quasi-static assumption, FE can be used to solve 

the above equations, and to predict the potential distribution due to capacitive electrodes in a 

specific medium and geometry. 

5.8.2 2D FE models 

2D models were built in COMSOL and the model geometry with the finite elements (meshes) 

is presented in figure 5.23. 
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Figure 5.23 2D model geometry with elements (meshes). 

The simplest CI probe geometry (two rectangular shape electrodes) was considered in the 2D 

models. The assumption is that the length of the electrode (transverse to the page) is much 

bigger than the width, so that the electric field distributions along the length can be thought to 

be constant and not affected by end fields. According to this assumption, the 3D geometry of 

the probe can be reduced to a 2D model, which, in turn, can be adopted to describe the entire 

probe. Furthermore, the electrodes are considered to have zero thickness (ideal electrodes).  

The electrodes length is 9 mm with a separation between them of 5 mm. The mesh has been 

selected to be triangular shaped. The triangular mesh is here adopted because it is a quick and 

simple way to achieve the high element quality which covers the entire geometry, therefore the 

convergence can be obtained more easily. The size of the mesh has been chosen to “extremely 

fine” for achieve a good level of accuracy. 

5.8.2.1 Field interaction with non-conducting materials 

Figure 5.24 depicts the electric field distribution predicted by the FE model for a non-

conductive material for a uniform sample (a) and two faulty ones (surface defect (b) and 

internal defect (c)). The internal defect is an air-filled circular void. The non-conductive 

material selected is Perspex, whose dimensions are 100 mm x 8 mm. The surface defect, square 

shaped, has a side of 4 mm, alike the diameter of the internal defect. The assumption made for 

the electrode shape and size is the same mentioned in the previous section. It can be noted that 

the presence of both air-filled defects distort the electric field leading to a detectable change in 

signal. This is due to the discrepancy in values of the relative permittivity, 𝜀𝑟, supposed for the 

solid medium (Perspex, relative permittivity 𝜀𝑟 = 3.3) and air (relative permittivity 𝜀𝑟 = 1). 

Thus, the model presents how the CI probe detects surface and sub-surface defects because of 

the permittivity difference between the two media. 
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Figure 5.24 The electric field distribution inside an non-conducting specimen: (a) uniform sample, (b) with a surface defect 

and (c) with an internal defect (filled with air). The driving electrode is on the left. The colour bars at the right hand side of 

each figures represent the intensity of the electric potential (V). The driving electrode was powered by 1 V. 

5.8.2.2 Field interaction with conducting materials  

Figure 5.25 shows the prediction of the electric field distribution for a conductive material. 

Even in this case, three geometries are taken into account: (a) a uniform sample, (b) one with 

a surface defect (b) and (c) one with a sub-surface defect. The sub-surface defect is an air-filled 

circular void. The dimensions of the sample and defects are the same of the 2D model presented 

in the previous section. In this case the material is aluminium. 
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Figure 5.25 The electric field distribution inside an electrically conducting specimen: (a) uniform sample, (b) with a surface 

defect and (c) with an internal defect (filled with air). The driving electrode is on the left. The colour bar at the right hand 

side of each figures represent the intensity of the electric potential (V). 

It can be seen that in cases of no defect or a sub-surface defect, the electric field is not affected, 

and the internal defect is not detected, in accordance to the theory explained earlier in this 

chapter. On the other hand, surface features, like the one shown in figure 5.25(b), are detected 

as the electric field is distorted by its presence. 

5.8.3 3D FE models 

3D models are used to compare numerical predictions to actual experiment data, and to study 

the sensitivity distribution of the CI probe used. Unlike the 2D models, where the shape of the 

electrodes is neglected, the 3D models are carefully designed following the actual dimensions, 

separation and shape of the electrodes used for conducting the measurement. The following 

example aims to compare the results obtained on a Perspex sample having 4 flat bottom holes. 

5.8.3.1 Set-up 3D simulation – CI probe 

The CI probe considered and modelled is a back-to-back triangular probe and can be identified 

by the base (b) and height (h) of each triangle and the separation distance (s) between the 

parallel sides of the two triangles. In this case, the CI probe considered has b = 16 mm, h = 19 

mm and s = 4 mm. The details of the model for a back-to-back triangular probe are as follows. 

An 80 mm x 80 mm cubic block centred at (0, 0, 0) in a Cartesian system (xyz) was defined to 
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be the computational domain. A 46 mm x 20 mm x 2 mm block also centred at (0, 0, 0) designed 

to be the dielectric substrate of the CI probe and an additional block (50 mm x 40 mm x 30 

mm) as the plastic case where the dielectric substrate is placed within. The 3D model is 

presented in figure 5.26(a). 

 

Figure 5.26 3D model: (a) the computational domain (80 mm x 80 mm x 80 mm) with a CI probe; (b) example of FE 

meshing of the CI probe (plastic case included) and relative coordinate system. 

In the coordinate system shown in figure 5.26(b) the probe surface is centred at (0, 0, 0). In 

order to give an extensive overview of the CI probe and to clarify the results shown later, the 

plane coordinate systems for the three cross-sections are depicted in figure 5.27. 

 

Figure 5.27 Plane coordinate systems for the 3 types of cross sections. 

The computational domain (the cube mentioned earlier) is filled with air only whose dielectric 

constant is set to be unity. The material of the insulating substrate of the PCB is flame retardant 

woven glass reinforced epoxy resin (FR-4) and its relative dielectric is 4.5. Since the thickness 
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of the electrodes is around 35µm, they can then be treated as boundaries rather than sub-

domains. As consequence the computation complexity will be reduced, as very thin sub-

domains require a very fine mesh element, which increases the total number of elements. The 

plastic case material is set to be acrylic, whose relative dielectric is 3.  

All faces of the computational domain but the bottom side (z = -40 plane set to be ‘ground’) 

have a Neumann boundary condition which can be represented by: 

𝜕𝛷

𝜕𝑛⃗ 
= 0 (5.22) 

where 𝑛⃗  is the normal to the surfaces. The driving electrode was set to have an electric potential 

equal to 1 V, whereas the sensing electrode was set to be 0 V (Dirichlet boundary condition). 

Guard electrodes and backplane of the probe were set to ‘ground’. The electric field expected 

from the 3D models can be presented in two ways: either as electric field lines as shown in 

figure 5.17, 5.24 and 5.25, or as electric potential. Figure 5.29 shows the outcome of the 3D 

model for electric potential in the planes (a) y = 0, (b) x = 0, (c) z = -1, (d) z = -2 (plane parallel 

and below the probe surface at a distance of 1 cm) and (e) z = -3 (plane parallel and below the 

probe surface at a distance of 2 cm). The planes are depicted in figure 5.28. The driving 

electrode is on the left in figure 5.29(a) and on top in figure 5.29(c-e). Figure 5.29(a-b) gives a 

panoramic view of the electric field distribution. On the other hand, figure 5.29(c-e) shows the 

attenuation of the electric field with distance away from the plane containing the electrodes. 

 
Figure 5. 28 Sketches of the planes: (a) y=0, (b) z=-1, -2, -3, and (c) x=0. 
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Figure 5.29 Electric field potentials for (a) y=0 plane, (b) x=0 plane, (c) z=-1 plane, (d) z=-2 plane and (e) z=-3 plane 

obtained from analytical simulation. 

5.8.3.2 Sensitivity distribution – CI probe 

As anticipated in the section 5.7.2, the measurement sensitivity distribution indicates how each 

region in the sensing area is effectively contributing to the measurement. For coplanar CI 

probes, the sensitivity distribution is crucial for retrieving the actual shape of the targeted 

feature and, additionally, is useful for giving insights into the CI performance improvement 

and hints to the optimal probe design. An extensive explanation of the measurement sensitivity 

distribution is given by Yin et al. [36] where methods for obtaining the distribution from both 

analytical calculation and experiment are also presented. The mathematical model relies, for 

convenience, on the reciprocity theorem, introduced by Helmholtz, which can be briefly 

summarized as follows: the source and the detector can be swapped without modifying the 

detected signal [25]. The expression for defining the sensitivity distribution is: 
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𝑆 = −𝐸𝐷⃗⃗ ⃗⃗  ∙ 𝐸𝑆⃗⃗⃗⃗  (5.23) 

where 𝐸𝐷⃗⃗ ⃗⃗   and 𝐸𝑆⃗⃗⃗⃗  are the electric fields in a particular position when the driving and sensing 

electrodes are powered with a unit voltage respectively. As eq. 5.23 is a dot product, the 

sensitivity distribution can be, depending on the angle between the two electric fields, zero, 

positive or negative. In figure 5.30 this situation is shown. 

 

Figure 5.30 Distribution of positive, zero and negative sensitivity values (after [36]). At point A, the sensitivity is positive as 

the angle is greater than 90 degrees. At point B, the sensitivity is zero as the angle is 90 degrees. At point C, the sensitivity is 

negative as the angle is less than 90 degrees. 

Below, an analytical calculation for the probe used in this thesis work is presented, using the 

same 3D model as described in the previous section. In figure 5.31 the sensitivity distributions 

obtained from eq. 5.23 for different planes: (a) x = 0, (b) y = 0, (c) z = -1 and (d) z = -3. It can 

be noted from figure 5.31 that the high sensitivity values are mostly concentrated at the 

boundaries between driving and sensing electrode, and the sensitivity values drop along the 

negative z-axis.  
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Figure 5.31 Sensitivity distribution for (a) x=0 plane , (b) y=0 plane, (c) z=-1 plane and (d) z=-3 plane. The colour bar at 

the right hand side of each figure represents the magnitude of the sensitivity. 

5.9  Comparison to an experiment – Perspex sample 

In this section, a test measurement will be presented in order to show the CI technique in action 

and validate the results of the analytical model. This used a Perspex sample containing four 

defects in the form of flat bottom holes. Figure 5.32 shows the dimensions of the specimen. 

 

Figure 5.32 Schematic diagram of the Perspex sample. 
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5.9.1 Experimental set-up 

The apparatus, shown in figure 5.33, consisted of a Function generator (Wavetek 191) which 

generates a sinewave within the frequency range where the assumption of quasi-static 

electrostatic field is valid. For the purpose of the following results, the sinewave frequency 

(𝑓𝑖𝑛) is 15 kHz. The signal goes to the driving electrode and to the lock-in amplifier as reference 

signal (𝑉𝑟𝑒𝑓(𝑡)). The amount of charge over the sensing electrode are converted into a voltage 

and amplified by the charge amplifier (Cooknell CA/6C). The output of the Cooknell is input 

into the low-noise preamplifier (Stanford Research, model SR560) where is bandpass-filtered 

between 10 and 30 kHz. Then the signal (referred as 𝑉𝑜𝑢𝑡(𝑡)) goes into a lock-in amplifier 

(Stanford Research, model SR850) which gives the measured amplitude (or phase). The 

amplitude (or phase) of each point is saved and stored in a computer where can be used at will 

of the operator. The following diagram aims to give a clearer idea of the system just explained, 

see figure 5.33. 

 
Figure 5.33 Schematic diagram CI laboratory set-up. 
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The lock-in amplifier is a phase-sensitive detection system, which allows a high degree of noise 

suppression in small signal measurements. In the lock-in amplifier the manipulation of the 

signals occurs as follows. The signal 𝑉𝑜𝑢𝑡(𝑡) in the form of a sinusoidal wave, with noise 𝑁(𝑡), 

can be expressed as: 

 

 
𝑉𝑜𝑢𝑡(𝑡) =  𝑉𝑜𝑢𝑡 sin(𝜔𝑡 + 𝛷𝑜𝑢𝑡) + 𝑁(𝑡), (5.24) 

with 𝛷𝑜𝑢𝑡 being the phase of 𝑉𝑜𝑢𝑡(𝑡), and 𝜔 = 2𝜋𝑓𝑖𝑛. 

The lock-in amplifier is fed with the reference signal 𝑉𝑟𝑒𝑓(𝑡) = 𝑉𝑟𝑒𝑓 sin(𝜔𝑡 + 𝛷𝑟𝑒𝑓), which is 

exploited to calculate both the in-phase 𝑋 and out-of-phase 𝑌 contributions. As an example, the 

in-phase 𝑋 feature is obtained as follows: 

 

 

𝑉𝑜𝑢𝑡(𝑡) ∙  𝑉𝑟𝑒𝑓(𝑡) = 𝑉𝑜𝑢𝑡𝑉𝑟𝑒𝑓 sin(𝜔𝑡 + 𝛷𝑜𝑢𝑡) sin(𝜔𝑡 + 𝛷𝑟𝑒𝑓) +

𝑁(𝑡) 𝑉𝑟𝑒𝑓 sin(𝜔𝑡 + 𝛷𝑟𝑒𝑓)  

= 1 2⁄ 𝑉𝑜𝑢𝑡𝑉𝑟𝑒𝑓[cos(𝛷𝑜𝑢𝑡 −𝛷𝑟𝑒𝑓) − cos(2𝜔𝑡 + 𝛷𝑜𝑢𝑡 − 𝛷𝑟𝑒𝑓)] +

𝑁(𝑡)𝑉𝑟𝑒𝑓 sin(𝜔𝑡 + 𝛷𝑟𝑒𝑓).  

(5.25) 

Thus, when using a low-pass filter, the in-phase feature 𝑋 can be written as: 

 

 
𝑋 = 

1

2
𝑉𝑜𝑢𝑡𝑉𝑟𝑒𝑓 cos(𝛷𝑜𝑢𝑡 −𝛷𝑟𝑒𝑓). (5.26) 

The out-of-phase contribution 𝑌 can be calculated by shifting 𝑉𝑟𝑒𝑓 of 90°, i.e. using 𝑉𝑟𝑒𝑓
′ (𝑡) =

𝑉𝑟𝑒𝑓 cos(𝜔𝑡 + 𝛷𝑟𝑒𝑓) in equation (5.25), yielding to: 

 

 
𝑌 = 

1

2
𝑉𝑜𝑢𝑡𝑉𝑟𝑒𝑓 sin(𝛷𝑜𝑢𝑡 − 𝛷𝑟𝑒𝑓) (5.27) 

The amplitude 𝑅 and phase 𝜙 of the signal can be then obtained: 

 

 
𝑅 = √𝑋2 + 𝑌2 (5.28) 

 

 
𝜙 = tan−1 (

𝑌

𝑋
) =𝛷𝑜𝑢𝑡 − 𝛷𝑟𝑒𝑓 

(5.29) 

Both output can be used as parameters to construct images. Nonetheless, phase-based images 

are usually discarded as showing lower signal-to-noise ratios than amplitude-based images 

[19]. For demonstrative purposes, only the amplitude-based image is shown in this Chapter. 
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The CI probe used was a back-to-back triangular probe, whose parameters s, b and h are equal 

to 4, 16 and 19 mm, respectively. Figure 5.34 depicts the CI probe and its parameters (s, b and 

h). 

 

Figure 5. 34 Sketch of the employed CI probe electrodes’ arrangement and geometry. 

The measurement was performed by placing the flat side of the sample on a grounded platform. 

The probe was positioned at 1 mm lift-off from the surface of the specimen, which was scanned 

over an area 200 mm by 80 mm with a step of 1 mm. 

5.9.2 Results 

The data were stored and handed in MATLAB. The resultant image is depicted in figure 5.35, 

with the darker areas corresponding to lower values. It can be noted from the intensity 

variations of the image that the holes in the Perspex sample affected the measured signal to a 

different extent depending on the depths of the defect. 

 

Figure 5. 35 Resultant image of the Perspex sample. 
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5.9.3 Comparison to a FE model 

For this simulation the computational domain has been enlarged (250 mm x 250 mm x 250 

mm) in order to introduce, inside the domain filled with air, the abovementioned sample. In 

figure 5.36 it can be seen the 3D model. 

 

Figure 5. 36 3D model of the CI probe with the Perspex sample. 

A 200 mm x 100 mm x 20 mm block represents the Perspex sample. The defects are designed 

as blocks having same width and depth, (20 mm x 20 mm) with different height: 4 mm, 8 mm, 

12 mm and 16 mm. Two types of simulations were set up. The first simulates a linear scan 

made along the central axis of the sample. Figure 5.37 shows a comparison between the results 

obtained from an experiment (top) and a simulation (bottom). It can be noted that there is good 

match between the two plots. 

 

Figure 5. 37 Comparison between an analytical and experimental output. 
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On the other hand, the second simulates the acquisition as described experimentally. Due to 

excessive memory requirements, instead of scanning 200 mm by 80 mm, four scans were 

performed. Each scan was centred on the centre of a defect, scanning an area 30 mm by 30 

mm. Then, all images obtained were combined into one in MATLAB. The results depicted in 

figure 5.38 show a good match between the analytical and experimental results. 

 

Figure 5. 38 Comparison between an (a) experimental and (b) analytical result. 

5.10 Conclusions 

CI probes can be used for inspecting different kind of materials (both conducting and insulating 

ones) without the need to be in contact to the sample surface. Depending on the sample 

material, that is its electrical properties, different features can be evaluated: surface, for 



 

134 
 

conducting materials, and internal, for insulating ones. CI probes are governed by their 

geometry, which plays a crucial role for establishing their performance and, consequently, 

achieving the optimal design for the testing purpose. A means to achieve the best design is the 

use of finite element modelling, as 2D or 3D models. The former were constructed to show the 

interaction of the electric field with both kind of sample materials, with or without a defect. 

Then, 3D models were built to acquire the sensitivity distribution of the CI probe in use in 

actual experiments in order to determine the VOI and evaluate the imaging ability. 

Furthermore, the 3D models have been used to compare the outcome to experimental results 

demonstrating the reliability. 

Throughout this thesis, back-to-back triangular electrodes have been mainly used, offering a 

better versatility in terms of penetration depth. The samples tested were plate-like whose 

thickness was within the mm range, and where the image resolution (dependent on the VOI) 

was relatively small (if compared to point-to-point design) which allows the identification of 

smaller defects.  

The aim of this chapter was to give the reader a clear understanding of the CI technique from 

a physical to a practical point of view, showing advantages and limitations of this method. This 

gives the background to the results shown in the next chapter, where measurements are made 

on composite samples containing a range of defects. 
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Chapter 6 

Application of the CI technique for inspecting GFRP 

samples 

6.1 Introduction 

The previous chapter provided an extensive explanation of the fundamentals of this technique, 

the analytical models required for probe designing, and a measurement example. In this 

Chapter, results obtained on several GFRP composite samples will be presented. First, the 

specimens and the damage they contain will be described, together with the resulting 

conventional amplitude-based images. For the first time, data fusion techniques have been 

applied to images produced by CI technique. The novel approach will then be introduced for 

generating images based on the fusion of amplitude and phase data. This will be achieved by 

means of two types of algorithms, which experimentally revealed an improvement in the 

characterisation and localisation of defects. Finally, the results will be compared with those 

obtained using air-coupled ultrasonic testing of the same defects. 

6.2 CI probes 

Two configurations of CI probes were used: a symmetric, triangular back-to-back design, as 

described earlier in section 5.9.1 and shown in figure 6.1, and a concentric probe, described in 

section 5.7.2 and shown in figure 6.2. The parameters for the concentric probe R1, R2 and R3 

are equal to 8, 16 and 24 cm, respectively.  

 
Figure 6.1 Sketch of the employed symmetric CI probe electrodes’ arrangement and geometry and its parameters (s, b and 

h). 
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Figure 6.2 Sketch of the employed concentric CI probe electrodes’ arrangement and geometry. 

Due to their geometry, the two probes present different volumes of influence (VOIs), which 

will result in different images for the same samples. It is also worth mentioning that the 

concentric probe would likely produce lower-resolution images due to both the overall 

diameter of the concentric design and the fact that the electric field distribution is not contained 

principally along one axis but it is created radially from the central electrode to the outer 

annulus. Figure 6.3 illustrates the electric field distribution on planes parallel to the electrodes’ 

surface at various lift-off for both designs from a plane 1 to 11 mm distant from the probe 

surface.  

It can be seen from the predicted electric field distributions that the concentric probe presents 

an electric field distribution (and hence a VOI) that is bigger than that of the back-to-back 

probe. Thus, while it would be able to inspect a larger area, it is likely to be less sensitive to a 

small defect.  
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Figure 6.3 Calculated electric field distribution of the employed CI probes on a plane parallel to the electrodes’ surface at 

various distances (1, 6 and 11 mm).  

6.3 Inspection of pultruded GFRP plates 

The laboratory set-up that was used is the same as that described in section 5.9.1, and the GFRP 

specimens investigated are similar to those described in section 4.6.4 but now contained 
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defects. These were in the form of impact damage caused by a hemispherical head impactor 

with various impact energies of 14, 16 and 18 J. The surfaces of the three samples on which 

the impacts were applied are shown in figure 6.4.  

 
Figure 6.4 Impacted side of pultruded GFRP samples with damage caused by (a) 14 J, (b) 16 J and (c) 18 J impact energies 

at their centres (black cross mark). 

The side on which the impact took place, which in a real scenario would be the external side, 

shows no visible sign of impact. However, the opposite surfaces (shown in figure 6.5) show 

signs of matrix and fibre breakage. This type of localised defect is called Barely Visible Impact 

Damage (BVID), the most frequent type of defect found in composite structures [1], and a 

potential cause of mechanical weakness, particularly if the structure is subjected to subsequent 

compressive loads [2]. 
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Figure 6.5 Damaged sides of pultruded GFRP samples with damage caused by (a) 14 J, (b) 16 J and (c) 18 J impact 

energies and detail of the damaged area. 

The measurements were conducted from the impact side shown in figure 6.3 in order to 

simulate actual inspections. The CI probes were scanned over an area 60 x 60 mm centred at 

the spot of the impact (the black cross marks visible in figure 6.4), as indicated by the dashed 

line in figure 6.5, with a measurement taken at 1 mm intervals. The lift-off of each probe was 

2 mm from the sample surface.  

6.3.1 Conventional images 

Figures 6.6(a-c) show the CI amplitude-based images obtained for the three GFRP pultruded 

samples, with defects caused by impact energies of 14 J, 16 J and 18 J. These were taken with 

the back-to-back triangular probe design. It is noted that the damage seems to have spread 

under the surface, and was detected as the darker areas as located in the negative sensitivity 

area. Furthermore, the CI probe is sensitive to regular surface features created during 

manufacture in the form of parallel lines. This is because lift-off effects will detect variations 

in the surface waviness. This is typical of samples made by the pultrusion process [2], and can 

be seen as vertical stripes (these are most visible in figure 6.6(c)). 



 

142 
 

 

 
Figure 6.6 Capacitive amplitude-feature images for the GFRP samples for impact energies of (a) 14 J, (b) 16 J, and (c) 18 J 

using the back-to-back electrodes. The defect is detected as the darker area.  

The size of the defect can be estimated by simply considering the radius of the darker area in 

the image. An additional way can be by plotting the values of two perpendicular lines crossing 

around the centre of the detected damage. Once extracted and plotted the two lines, the width 

of the depression, assumed to be the width of the defect, can be measured adopting the concept 

of full width at half maximum (FWHM). However, in this case, the height of the “bell curve”, 

rather than being measured from zero to the maximum, was measured from the mean value to 

the minimum value. The mean value was previously calculated from the whole image. Figure 

6.7 shows how the defect size was estimated. 
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Figure 6.7 Estimation of the defect size by plotting the two pixel lines (1) and (2) shown, which cross the centre of the darker 

area, assumed to be the impact damage. 

The samples were then tested by using the concentric probe design. The resultant images are 

shown in figures 6.8(a-c).   

 

 
Figure 6.8 Capacitive amplitude-feature images for the GFRP samples (a) 14 J, (b) 16 J, (c) 18 J using the concentric 

electrodes. The system detects the impact daamge in only one case due to electric field distribution of the probe, and the 

position, size and geometry of the defect. 

It can be seen that the inspections using the concentric electrode probe detect the presence of 

impact damage in only one of the images in Fig. 6.8(b). This is due to the position, and size, of 
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the defect within the VOI of the probe. As explained in Chapter 5, defects can be better detected 

if closer to the probe surface where electric field lines are more densely spaced and the 

inspections were conducted at the face further from the matrix/fibre breakage, shown in figure 

6.4.  

6.3.2 Data fusion approach 

Data fusion is the synergistic combination of information (or data) that results in more accurate 

and reliable information; this can be obtained, for example, from different measurement 

sensors, information sources or decision makers [4-6], as figure 6.9 illustrates. The two input 

images, (I) and (II), showing certain features (A, B and C) can be obtained from two NDE 

methods or same NDE method but plotting different physical properties (like amplitude and 

phase). The images are then combined by feeding a proper fusion algorithm in order to produce 

an image (III) where the detection of those features is improved. 

 
Figure 6.9  Schematic diagram of data fusion approach (after [1]). 

Several NDE methods, such as eddy current [7], ultrasound [8], thermography [9] and 

radiography [10], employ data fusion algorithms in order to reduce uncertainty and thus achieve 

enhanced detection robustness and accuracy. 

Generally, NDE data fusion problems can be categorised into either feature integration and 

classification or characterization [11]. The former integrates two sets of data into a new data 

set, achieving more information about the specimen through the fusion at the signal or pixel 

level. The latter, on the other hand, combines information obtained from sensors which 
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discriminate different features. For instance, two data sets obtained from eddy current 

measurement, which detects a near-surface defect in conductive materials, and ultrasonic 

measurements, which yields volumetric information, can be combined in order to generate a 

unified representation which describes different aspects of the specimen. This could help in 

identifying the type of defect present [12]. 

Pixel-level data fusion involves combining images from multiple NDT systems with different 

physical properties to enhance the raw input images, thereby disclosing complementary or 

redundant information about the physical and mechanical properties of a specimen [13]. The 

input images can be combined together by means of addition, subtraction, multiplication, 

division or a combination of them. Such a form of data fusion is adopted in this work. Although 

data fusion has been used for several years, the CI technique has never exploited the two sets 

of data obtained at the output of the lock-in amplifier, which are amplitude (𝑅) and phase (𝜙). 

The procedure relies on the fusion of 𝑅 and 𝜙 to enhance both defect identification and the 

selection of a proper threshold for imaging, as well as a more accurate visualization of the 

features of interest. This is achieved by carried out the following steps: 

1. Normalising both 𝑅 and 𝜙 matrixes to [0,1] by min-max normalisation. 

2. Fusing 𝑅𝑛𝑜𝑟𝑚 and 𝜙𝑛𝑜𝑟𝑚 in the following two ways: 

 

 
Δ = 𝜙𝑛𝑜𝑟𝑚 × (1 − 𝑅𝑛𝑜𝑟𝑚), (6.29) 

 

 
Ξ =  𝜙𝑛𝑜𝑟𝑚𝑅𝑛𝑜𝑟𝑚

−1 . (6.30) 

As will be shown below, the data fusion approach can be used for unique feature detection, e.g. 

defect localisation by imaging via Ξ, whilst a better defect evaluation can be achieved by 

imaging after calculating Δ. 

6.3.3 Example application (Perspex) 

In order to demonstrate the data fusion method, the same Perspex sample that was described 

earlier in Section 5.9 was used as benchmark as it contained visible defects whose geometries 

were known. 

Figure 6.10 shows the CI results obtained by imaging 𝑅 and 𝜙 with the back-to-back probe. 

Unlike previous images, the colour mapping has been changed in order to highlight the presence 

of discontinuities. Figures 6.10 (a-c) are scans of the whole sample, whereas figures 6.10(b-d) 
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show the improved images that were obtained by both limiting the results to areas not close to 

the sample edges and by choosing a correct thresholding value for the image. As stated in 

Chapter 5 and noticeable especially in figure 6.10(c), the phase-based images present lower 

signal to noise values than amplitude-based ones [14,15], resulting in a difficult interpretation 

and, therefore, worse discrimination of the defects. 

 
Figure 6.10 Capacitive images for the Perspex sample shown earlier in Fig. 3 using the back-to-back electrodes of Fig. 5(a). 

(a) Amplitude (𝑅) image; (b) 𝑅 image for a smaller region away from the sample edges; (c) Phase-based (𝜙) image; (d) 𝜙 

image for a smaller region away from the sample edges. 

Even though the careful selection of the scan and thresholding values improves the images, rapid 

inspections are often highly desirable when evaluating real samples over their whole area, 

especially in an industrial environment. For this reason, a method like the one proposed, which 

does not need any selection, is preferable. 

As shown in figure 6.11, improvements can be achieved through the proposed data fusion 

approach by making use of both 𝑅 and 𝜙 values. Two series of images are presented. These two 

sets are obtained by using both of the electrode designs and by imaging the whole sample 

without any area selection to remove edge effects. It can be noted that the use of the proposed 

fusion approach can lead to enhanced imaging for both algorithms, Δ (equation 6.1) and Ξ 

(equation 6.2). The properties of the Ξ variable allow all the Perspex defects to be visualised by 

both the back-to-back probe and the circular probe. 

The 𝑅 and 𝜙 images from the back-to-back probe (figure 6.11 (a)) present a higher resolution 

than that from the concentric probe (figure 6.11 (b)), as expected from the argument above. For 

both electrode types, it can be seen that the 𝜙 images have lower signal to noise values than 

those for 𝑅, as already mentioned; however, the data fusion results leading to images based on Ξ 

and Δ produce improvements over the standard 𝑅 and 𝜙 images. In the concentric electrode 
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case, especially, the defects are more easily detected, even though the phase image does not 

show the defect clearly. The lack of visible phase information for the concentric probe is 

understandable — in this case the electric field is radial, and the phase information would be an 

overall result over a 360o angular range. The back-to-back design concentrates the field in one 

direction only, producing better phase information. 

 
Figure 6.11 Experimental results for scans on the Perspex sample using (a) the back-to back probe, and (b) the concentric 

design. 

In order to demonstrate the contribution of Δ to the defect characterization, the normalized 

values of 𝑅 and Δ along the same line of pixels crossing all the defects are taken for comparison 

in figure 6.12(a). At first glance, both the trends are very similar. As the Perspex defects have a 

depth values increasing linearly, from the deepest one (Number 1), 16 mm, to the shallowest 

one (Number 4), 4 mm, obtaining a feature showing a linear relation with those defects in order 

to illustrate the effectiveness of the imaging procedure. In figure 6.12(b) the comparison 

between the normalized amplitude peak values for both 𝑅 and Δ at the location of maximum 

sensitivity to a given defect is shown. The linear fits and their root mean square errors (RMSE) 

values, quoted in the figure, demonstrate that Δ is better than the standard 𝑅-based estimation, 

for which a higher order polynomial fitting would be more accurate. This means that the phase 

information is perhaps more beneficial for inferring defects features such as depths. Finally, it 
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can be noted that the images obtained with the concentric electrodes show poor SNR values — 

this is due to the electrodes dimension which are bigger than that of the defect. 

 
Figure 6.12 (a) Normalized amplitude of 𝑅 and 𝛥 along a line crossing the centre of the defects (b) maximum values of 𝑅 

and 𝛥 for each defect to demonstrate linearity. 

6.4 GFRP results 

Figure 6.13 shows CI results for both 𝑅 (already shown in figure 6.6, with a different colour 

mapping) and 𝜙 for the three GFRP samples. These were taken with the back-to-back probe 

design. 

The result of fusing data to obtain Δ and Ξ for the damaged area is shown in figure 6.14, where 

now the defects are more clearly visible in both sets of images. It can be seen that the Δ and Ξ 

images gave a better estimate of the defect size and much better idea of the location of the defect 

than was available from the raw amplitude (𝑅) and phase (𝜙) data before the fusion process. 

Figure 6.15 shows the results obtained using the concentric probe design on the 16 J GFRP 

impact-damaged sample, as the inspections on the other two samples did not detect the presence 

of discontinuities. Again, the poor SNR achieved with the phase (𝜙) image was due to the 

dimensions and radial geometry of the probe, although this became somewhat more visible in 

the Δ image after data fusion. However, the Ξ image, as in the previous cases described here, 

demonstrated a very good retrieval of the image location. This is interesting, as it would allow 

the larger concentric probe to be used for rapid scanning of large objects without having to 

consider alignment of the probe geometry (as would be needed for the back-to-back design). 

More detailed scanning via the back-to-back probe could then get a better idea of its lateral 

dimensions. 
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Figure 6.13 Experimental scan results for GFRP samples with impact damage caused by impact energies of  (a-b) 14 J, (c-

d) 16 J, (e-f)18 J. The images (a), (c) and (e) are amplitude-based. The images (b), (d) and (f) are phase-based. 
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Figure 6.14 Experimental scan results for 𝛥 and 𝛯  for the three samples with impact damage caused by impact energies of 

(a-b) 14 J, (c-d) 16 J and (e-f) 18 J.  
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Figure 6.15 Experimental scan results with concentric probe for 𝛥 and 𝛯  for the sample with impact damage caused by 

impact energy of 16 J. 

6.5 Comparison with an air-coupled ultrasonic measurement 

In this section, images produced from air-coupled ultrasonic (ACU) testing are compared to 

those obtained from CI. These measurements were taken in collaboration with Jaishree Vyas, 

who was a visitor from Kaunas University of Technology, as part of the NDTonAIR EU 

program. The results were presented in the QNDE2019 conference [16]. My contribution was 

to help to collect experimental data using the air-coupled ultrasonic system already available 

at the University of Warwick and, consequently, to produce the images. The laboratory set-up 

of ACU system is illustrated in figure 6.14 where a pair of capacitive ultrasonic transducers 

was used in a through-transmission configuration. 

 
Figure 6.16 Schematic diagram of the laboratory set-up of the ACU sytem. 
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In order to overcome the low SNR in air-coupled measurements the pulse-compression 

approach was used [17]. To achieve this, the source was connected to an arbitrary wave 

generator within a National Instruments PXI system, which fed the source via a power amplifier 

and a DC de-coupler. The air-coupled ultrasonic detector was connected to the Cooknell 

CA6/C, which provides both DC bias to apply to the transducer and a charge amplifier, and to 

the Cooknell SU2/C, which is a power supply providing DC bias voltages, for detecting the 

changes in charge induced by the movement of the membrane, when acting as a detector. The 

output from the charge amplifier was then fed into a digital oscilloscope within the PXI system 

for recording and cross-correlation. The driving signal was a chirp waveform centred at a 

frequency of 450 kHz. The transducers were scanned over an area of 60 x 60 mm with data 

being acquired at 1 mm intervals, same as capacitive imaging. A comparison of the resulting 

air-coupled images with CI data for the same samples is shown in figure 6.15, 6.16 and 6.17. 

It can be seen that the Δ and Ξ images indicate that the defects were smaller than they appear 

in the ACU images. This is due to the larger 10 mm diameter of the air-coupled ultrasonic 

transducers, resulting in an image where the defect is visible over a larger area. It can be seen 

that the CI images are in the same location, indicating that both methods have correctly 

identified the defect location, with the CI method perhaps giving a better indication of the 

defect size from the Δ image. 
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Figure 6.17 Comparison between (a)-(b) CI and (c) ACU scan results for the sample with impact damage caused by impact 

energy of 14 J. 

(a) (b) 

(c) 
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Figure 6.18 Comparison between (a)-(b) CI and (c) ACU scan results for the sample with impact damage caused by impact 

energy of 16 J.  

(c) 

(b) (a) 
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Figure 6.19 Comparison between (a)-(b) CI and (c) ACU scan results for the sample with impact damage caused by impact 

energy of 18 J. 

6.6 Conclusions 

In this chapter, the CI technique has been tested on GFRP samples. The inspections were 

conducted using two probe designs: symmetrical and concentric. The samples investigated 

contained impact damage, a type of defect that can lead to potential failures if not detected. In 

the first instance, conventional images resulting from the lock-in output amplitude (which tends 

to be used over phase information) were displayed, as the phase-based images show a high 

noise level. A data fusion method was then introduced. The present method is based on 

amplitude and phase fusion in order to mitigate events such as edge effects, lift variations and 

(c) 

(b) (a) 
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geometric complexities, which can affect the resulting images by hiding features of interest. 

Preliminary tests to demonstrate and optimise image processing were conducted on a sample 

of Perspex with flat-bottomed holes. The results showed that the fusion of amplitude and phase 

information provides both a unique localisation of defects and a better assessment of them. The 

data fusion approach was then used successfully to image GFRP samples containing impact 

damage. This indicated that two metrics (Δ and Ξ) could lead to better estimation of defect size 

and location respectively. In conclusion, the results on GFRP samples were compared with 

images obtained from a pulse-compression air coupled ultrasonic measurement, illustrating the 

robust nature of the imaging approach in terms of successfully identifying barely-visible impact 

damage in CFRP plates.  
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Chapter 7 

Imaging of defects in composites 

7.1 Introduction 

The basic operation principles of EMATs, the analytical models and their applications to 

composite materials were explained in Chapters 2-4. This chapter aims to demonstrate the 

detectability of defects in composite samples with SH0 guided waves generated by PPM 

EMATs. Furthermore, images will be generated by a Synthetic Aperture Focusing Technique 

(SAFT) algorithm, for better characterisation of defects. Firstly, the composite specimens 

investigated will be introduced as well as the defects within them. The SAFT algorithm and 

the Phase Shift Migration (PSM) method will be explained. The experimental set-up for taking 

the measurements and the relative results will be presented, and results for GFRP samples will 

be compared with those obtained with CI presented earlier in Chapter 6, demonstrating how 

guided waves and CI could be combined to make a dual mode NDE strategy for composites. 

7.2 Samples and defects 

The samples inspected are CFRP and GFRP composites, described in Chapter 4. In this 

Chapter, however, the samples have various internal defects including impact damage, a 

lightning strike and a delamination. The GFRP plates investigated here were the same as those 

already introduced in Section 6.3. All CFRP samples were 3 mm quasi-isotropic plates having 

a stacking sequence as illustrated in figure 4.37, and with the stiffness matrix shown in table 

7.1. 

Table 7. 1 Stiffness matrix for the quasi-isotropic CFRP plate with the copper mesh. 

50.08 (GPa) 15.97 15.97 0 0 0 

15.97 49.26 15.775 0 0 0 

15.97 15.97 49.26 0 0 0 

0 0 0 16.74 0 0 

0 0 0 0 11.53 0 

0 0 0 0 0 11.53 

 

Different types of defects within CFRP plates were tested, as described below.  



 

159 
 

7.2.1 Impact damage 

The 3 mm quasi-isotropic CFRP plate, whose dimensions were 350 x 160 mm, was damaged 

by a hemispherical head impactor mounted on a horizontal sleigh, as shown in figure 7.1.  

 
Figure 7.1 Photo of the sleigh and the hemispherical head of the impactor. 

The impact was designed to replicate the damage caused by an object (such as a 0.8 kg hammer) 

dropped from approximately waist height (1.20 m) of an average worker on an aircraft wing. 

The impact energy, calculated by using the gravitational potential energy (𝑈 = 𝑚𝑔ℎ), was 10 

J. The settings of the sleigh, velocity and acceleration, were established by converting the 

potential energy into kinetic energy. The speed of the sleigh was 1.5 m/s, while the acceleration 

10 N/s2 (approximately the gravitational acceleration). Figure 7.2 shows the two sides of the 

plate after impact, and is an examples of Barely Visible Impact Damage (BVID) [1]. Indeed, 

the surface where the impact took place, figure 7.2(a), does not show signs of impact, whereas, 

on the opposite side, figure 7.2(b), a cross-shaped mark where the matrix and fibre failed after 

impact can be seen.  
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Figure 7.2 Photo of a quasi-isotropic CFRP plate after being damage. (a) Impact side, (b) damage side, (c) detail of the 

damage.  

The defect was inspected with a commercial phase array system revealing the extension of the 

damage and its dimensions. Figure 7.3 shows the image produced from the evaluation. 

 
Figure 7.3 Image of the impact-damaged CFRP plate produced from a phase array commercial system. (a) Front view, (b) 

through thickness. 
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7.2.2 Delamination defect 

Delamination is a critical failure appearing as a separation of adjacent layers in composite 

laminates. This kind of defect can be due to several reasons occurring during both the 

manufacturing process and in service. In the former case, delaminations can occur due to 

improper laying of laminae, air pockets and inclusions, and errors while curing. In the latter 

case, on the other hand, interlaminar stresses (e.g. caused by impact) in combination with the 

commonly low through-thickness strength can caused such a defect [2].  

This CFRP plate, whose dimensions are 350 x 480 mm, contained 6 artificial delaminations. 

These were arranged in pairs at three different depths during the hand-built lay-up. Each defect 

was in the form of 100 nm thick PTFE (Teflon) tape and plastic film which covers the wet side 

of the prepreg, thinner than the Teflon tape. The artificial delaminations were placed at the 

following positions within the thickness of each plate: 

(1) Between second and third plies, starting from the top surface; 

(2) Mid-thickness; 

(3) Between second and third plies, starting from the bottom surface. 

The pairs placed at positions (1) and (2) were 25 x 25 mm in size, whereas the pair located at 

position (3) was 10 x 10 mm. Figure 7.4 shows the delaminations at position (1) during the 

hand lay-up process. 

 
Figure 7.4 Photo of on pair of the artificial delaminations placed during the hand lay-up. 

This sample was also inspected with an ultrasonic commercial system, and figure 7.5 shows 

the result. 
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Figure 7.5 Image produced from a standard ultrasonic system depicting the 3 pairs of delamination within a 3mm quasi-

isotropic CFRP plate. 

7.2.3 Sample affected by a lightning strike 

Lightning strike damage can occur after an aircraft is struck by lightning while in service. 

Several factors affect the frequency of such events, such as geographic area and how often the 

airplane passes through take-off and landing altitudes [3]. 

Modern radar systems have reduced the  chances of encountering lightning strikes by detecting, 

in advance, dangerous areas where the odds are higher. Nonetheless, the aviation industry has 

developed methods for coping with this issue by introducing several lightning protection 

measures for composite materials. Composite components are not as electrically or as thermally 

conductive as metals, so lightning strikes can seriously degrade the integrity of the structure. 

The lightning protection adopted for the sample investigated is “metallic expanded foils” [4]. 

This consist of inserting a copper mesh within the laminate structure, close to the outer surface. 

The metallic layer dissipates the high current, shielding the structure below [5]. 

The sample’s dimensions were 355 x 160 x 3 mm. The damage was induced by an artificial 

“lightning” strike created in the lab, whose current and voltage were, 100 kA and 100 kV 

respectively. Figure 7.6 shows the sample before and after the experiment. In figure 7.6(b), it 

can be seen two heat-affected areas, the attachment and the exit point. The former, figure 7.6(c), 

is where the “lightning” made contact to the surface, while the latter, figure 7.6(d), is where it 

exited the sample after spreading across the metallic layer. 
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Figure 7.6 Photo of a quasi-isotropic CFRP plate (a) before and (b) after a “lightning” strike. (c) Attachment point and (d) 

exit point. 

7.3 Methods used for ultrasonic imaging 

Multiple ultrasonic acquisitions, typically taken along straight lines, can be presented typically 

as an ultrasonic B-scan. The resulting image which can be displayed in several ways, such as 

the amplitude of the raw data, the envelope of the waveform, on a logarithmic scale etc. Such 

images identify any reflector or scatterer, due to the different time of travel of the wave [6]. 

Furthermore, the ultrasonic beam tends to diverge, causing a decrease of the lateral resolution 

as the range of inspection increases [7]. 

A technique which significantly enhances the lateral resolution by focusing the acoustic field 

in post-processing is the Synthetic Aperture Focusing Technique (SAFT). There exist several 

SAFT algorithms which can be performed in both time and frequency domain [8]. The 

algorithm adopted for this case work performs in the frequency domain and is called the Phase 

Shift Migration (PSM) method. 

7.3.1 The phase shift migration (PSM) method 

The PSM method is a frequency domain approach developed in seismology for dealing with 

the scenario of horizontal homogenous layers [9,10]. The approach is based on the “exploding 

reflector model” [11,12]. The model assumes that all targets (reflectors and scatterers) 

“explode” at the time t=0 and the resultant field propagates at half of the wave propagation 
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velocity toward the receiver. The algorithm is thus explained considering an object consisting 

of one homogenous layer. 

The arrangement of a standard ultrasonic measurement with separate transmitter (TX) and 

receiver (RX) is shown in figure 7.7. 

 
Figure 7.7 Schematic diagram of a standard ultrasonic measurement for a bulk material. 

A typical pitch-catch measurement using longitudinal waves consists of a pair of transducers 

that are moved along the x-axis to known positions and the transmitted and reflected waves are 

in the 𝑥 − 𝑧 plane. The resultant wave field observed at 𝑧 = 0 can be expressed as 𝑝(𝑡, 𝑥, 𝑍), 

where 𝑡 is the time, 𝑥 the horizontal position and 𝑍 is the 𝑧 coordinate at 0. The wave field is 

then Fourier transformed and in the frequency domain is extrapolated to other depths, every Δz 

(i.e. z – Z), iteratively multiplying by the phase shift factor (𝑒𝑖𝑘𝑧(𝑧−𝑍)). The extrapolation of 

wave field in the Fourier domain is based on the assumption that all scatterers are located in 

the half-space 𝑧 > 𝑍 [8]. The following step is the application of the so-called “imaging 

condition” to the extrapolated wave field. This condition evaluates the wave field at 𝑡 = 0. 

Finally, the data is inverse Fourier transformed yielding the focused image. The flowchart of 

the algorithm is illustrated in figure 7.8. 
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Figure 7. 8 Flow chart of the PSM algortihm (after [8]). 

In the present work guided waves are used. Thus, the PSM algorithm is simply adjusted by 

“rotating” the system. The wave propagation now occurs in the x-y plane instead of x-z, as 

shown in figure 7.9. 

 
Figure 7. 9 Schematic diagram of guided wave inspections in plate-like structures. 

7.4 Example measurement – CFRP Impact Damage 

The laboratory set-up was as described in section 4.3 and illustrated in figure 4.3(b). The 

experiment consisted of inspecting the quasi-isotropic CFRP plate, described in section 7.2.1, 

by moving a pair of PPM EMATs fixed at 8 cm apart, along a given scan line, as depicted in 

figure 7.10. Note that there was no significant anisotropy in this quasi-isotropic plate (see figure 

4.38). The two transducers had a nominal wavelength of 10 mm as defined by their geometry. 
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Figure 7.10 Schematic diagram of the experimental set-up for scanning samples with PPM EMATs. The orange lines 

represent the reference system centred at the defect location. The yellow line depicts the direction of the wave propagation. 

The blue dashed lines depict the scan lines. 

As illustrated in figure 7.10, two perpendicular lines (orange) were drawn which crossed at the 

defect location and used as reference system. A series of lines (blue dashed) were then traced 

at -15° with respect to the horizontal line. Such a direction was chosen to reduce reflections 

coming from the edges of the sample. The following step was to establish the position of the 

probes with respect to the defect: the distance of the defect to the source and the receiver were 

5.5 and 13.5 cm, respectively. The measurement was taken by starting from a line 8 cm above 

the centre of the defect down, to a line 4 cm below, in 5 mm steps. 

The driving current was a 4-cycle sine wave signal at a frequency of 250 kHz, windowed with 

a Gaussian function. The acquired signals were bandpass-filtered between the lower and upper 

frequencies of the driving frequency bandwidth (187 kHz and 312 kHz respectively), to reduce 

noise. Two recorded signals are plotted in figure 7.11 for comparison. 
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Figure 7.11 Comparison between two acquisitions. The blue line shows a wave travelling in an undamaged area, while the 

red line of a wave travelling across the defect. (1) Electrical pick-up, (2) direct signal and (3) defect reflection. 

The two signals were taken on two different scan lines, whose one across the defect (scan line 

15). In both cases, the electrical pick-up (1) and the direct signal (2) can be noted. In only one 

case, when the wave was travelling across the impact damage region, a third signal can be seen 

(3), as shown more clearly in figure 7.12. 

 
Figure 7.12 Detail of the two signals acquired on two scan lines. The blue line shows a wave travelling in an undamaged 

area, while the red line of a wave travelling across the defect. (2) Direct signal and (3) defect reflection. 

Even though the amplitudes of the direct signals were slightly different, their time profiles 

matched, showing good consistency of the measurement at different scan lines. A further test 

as a demonstration of the defect detection capability is the evaluation of the time of flight (ToF) 

of the two signals (2) and (3). The evaluation was performed by using a cross-correlation. 

Figure 7.13 shows the cross-correlation of all the signals recorded. 
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Figure 7.13 (a) Cross-correlation of all acquired signals with the driving waveform. (b) Cross-correlation of the direct 

signal with the driving waveform. (c) Cross-correlation of the defect reflection with the driving waveform. 

It can be observed that the envelopes of the direct signals were concentrated around 34 μs 

which corresponded to 8.8 ± 1 cm in space, as the propagation velocity for SH0 mode was 2600 

m/s (see section 4.6.3.2). Conversely, the second set of curves were centred on 68 μs, which 

corresponds to 18 ± 1 cm. This distance corresponds to the path of the wave travelling from 

the source to the defect, 5.5 cm, and bouncing back to the receiver, 13.5 cm. In conclusion, it 

can be stated that the SH0 wave successfully detected the impact damage. 

In order to characterise the defect and give an evaluation of its dimensions, the next step was 

to produce images. These were obtained by performing the PSM algorithm. Figure 7.14 shows 

the wave-field after each scan line was cross-correlated to the driving waveform.  

 
Figure 7.14 Wavefield of the a quasi-isotropic CFRP plate having an impact damage. (1) Electrical pick-up, (2) direct 

signal, (3) impact damage. 
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In figure 7.15, the B-scan is shown. The B-scan was obtained by performing the envelope of 

each scan line. In the B-scan two stripes can be seen representing the electrical pick-ups and 

direct signals, together with a lighter, more localised area where the defect was located. 

 
Figure 7.15 B-scan of a quasi-isotropic CFRP plate having an impact damage. (1) Electrical pick-up, (2) direct signal and 

(3) impact damage. 

Such a representation does not provide a good resolution for characterising the defect [13]. The 

different time travels affect the resolution producing a distorted image of the defect.  

Therefore, for the reasons already stated, the PSM algorithm has been used. Before performing 

the actual algorithm, further pre-processing was needed. The electrical pick-up and direct 

signal presented a higher signal-to-noise ratios than the defect reflection, so they have been 

neglected, as meaningless for imaging, and discarded by substituting them with zeros. 

Furthermore, usually the PSM algorithm has been performed with source and receiver at the 

same spot, as illustrated in figure 7.7. Therefore, source and receiver were moved on the same 

position by adding zeros to each scan line in order to cover the time delay of the wave travelling 

the distance between the probes. Figure 7.16 shows the input image after being fully pre-

processed. 
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Figure 7.16 Input of the PSM algorithm. 

Due to the limited number of scan lines (25), in order to increase the number of pixels and, 

hence, improve the resolution, the input image (figure 7.16) was resampled. The number of 

scan lines was increased of 30 times by performing a nearest neighbour interpolation. The 

output of the PSM algorithm is depicted in figure 7.17. 

 
Figure 7.17 Image of a quasi-isotropic CFRP plate having an impact damage. The defect is detected as a lighter area. 
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The impact damage is displayed as a lighter yellow area. Confining the evaluation around that 

area, as in figure 7.18, it can be seen that its location is (8, 13) cm, corresponding to where the 

impact damage was expected to be detected. 

 
Figure 7.18 Detail of image representing the location of the impact damage. 

As illustrated in figure 7.19, the dimensions of the yellow area representing the defect was 

approximately 2 x 2 cm, showing good agreement with those obtained from a phased array 

commercial system. Nonetheless, it can be noted that the resultant defect shape looks different. 

The lower resolution in figure 7.19(a) was due to the step taken between each scan line (5 mm) 

and the size of the transducers, whose width is comparable to the width of the defect. The width 

of the active surface of the PPM EMATs was 20 mm. 

 
Figure 7.19 Detail of image representing the impact damage produced from (a) guided waves inspections and (b) 

commercial phased array sycstem. 
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7.5 Results 

In this section, the final images are presented and were produced following the process 

described in Section 7.4. 

7.5.1 CFRP 

7.5.1.1 Delamination 

The results were obtained only for the delaminations placed between the second and third plies, 

starting from the top surface. The fixed distance between source and receiver was 8 cm. The 

two EMATs were then scanned at 15° with respect to the direction of the fibres (0°). The 

receiver was placed at 25.5 and 27.5 cm from the two delaminations, whereas the generation 

source was placed at 17.5 and 19.5 cm from the two delaminations. Figure 7.20 illustrates the 

geometry used. 

 
Figure 7.20 Schematic diagram of the experimental set-up for inspecting a quasi-isotropic CFRP plate. The orange line 

represents the reference line parallel to the 0° direction of the fibre. The yellow line depicts the direction of the wave 

propagation. The blue dashed lines depict the scan lines. 

The data were then pre-processed and input to the PSM algorithm. The outcome is shown in 

figure 7.21. 
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Figure 7.21 Image of a quasi-isotropic CFRP plate having two delaminations. The defect is detected as a lighter area. 

It can be seen that the delaminations are showing up as the lighter areas in figure 7.17. Their 

location is approximately where they were expected, but it can be observed that the two detects 

are not fully separated or resolved in the image. This is due to the finite width of the active 

surface of the transducers. Figure 7.22 shows a zoom in of the defect area in figure 7.21. It can 

be still noted that the two defects can be distinguished. In service, further evaluation would be 

necessary for full characterisation of each individual defect.  
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Figure 7.22 Detail of the two delaminations. 

7.5.1.2 Lightning strike 

Figure 7.23 shows the image resulting from the inspection of the CFRP plate damaged with a 

“lightning” strike. The investigation was conducted from the opposite side of the heat-damaged 

areas. Normally, this defect can be detected by visual inspection. The two transducers were 

fixed at 8 cm from each other. The distance between receiver and defect was 13 cm. 

 
Figure 7.23 Image of the quasi-isotropic CFRP having a lightning strike. The defect is detected as a lighter area. 
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It can be clearly noted a lighter area at (5, 13) cm depicting the scorched area on the opposite 

side. The location and size of the defect can be easily yielded by zooming in on the interested 

area, as shown in figure 7.24. The position corresponds to where the defect was expected to be 

detected, and the estimated size matches the real dimensions. 

 
Figure 7.24 (a) Detail of image representing the impact damage produced from guided waves inspections. (b) Photo of the 

scorched area where the lightning hit the sample. 

7.5.2 GFRP 

Figure 7.25 show the results of inspecting the GFRP plates with PPM EMATs. The 

investigations have been conducted by placing the transducers, as for the previous experiments, 

at a fixed distance of 8 cm between each other. For all GFRP samples, the distance between 

receiver and the centre of the impact damage was 13 cm.  
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Figure 7.25 Images of the GFRP samples for impact energies of (a) 14 J, (b) 16 J and (c) 18 J. The defect is detected as a 

lighter area. 

It can be seen that the impact damages have been detected as a lighter (yellow) area. In figure 

7.25(c), it can be also noted a few additional lighter areas. These are artefacts from the 

ultrasonic guided wave reflections from the edges, which worsen the detection of the damage 
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as the signal-to-noise ratios of these signals are higher than the reflection of defect. 

Nonetheless, the defects were detected in all cases.  

7.6 Dual guided wave inspection and capacitive imaging 

In this section, the images of the GFRP plates produced from guided waves testing and 

capacitive imaging are compared. A comparison for three difference samples of Section 7.5 is 

shown in figure 7.26. The colour mapping has been changed in order to ease the comparison.  

 
 

Figure 7.26 Comparison between the images produced from guided wave inspections (GW) and capacitive imaging (𝛥 and 

𝛯) for the GFRP samples for impact energies of (a) 14, (b) 16 and (c) 18 J. 



 

178 
 

It can be noted that the results produced from the guided wave inspections present shapes and 

dimensions that are closer to Ξ, which depicts the defect localisation, than to 𝛥, which leads to 

the evaluation of the defect size (see section 6.3.2). It should be also noted that CI inspections 

have a higher resolution due to a finer scanning step (1 mm for CI and 5mm for EMATs). It is 

also worth mentioning that guided wave inspections (GW) covered a larger area than the CI 

technique. The GW scanned the sample from a line 15 cm long covering the whole possible 

length, while the CI locally scanned the damaged area yielding a higher image resolution of the 

damage. Thus, these two techniques can be used together for fully characterising defects. For 

non-conductive materials, such as GFRP composite, guided wave inspections can be adopted 

for detecting discontinuities over large areas, and capacitive imaging then used for evaluating 

them in more detail over a much smaller region [14]. The techniques can thus be considered 

complementary, as the former can be used over distances as long as 150 m [15], while the latter 

can be used locally for characterising the defect once guided waves have identified an anomaly 

in the structure. 

7.7 Conclusions 

In this chapter, PPM EMATs have been used for generating SH0 guided waves in order to 

detect defects within CFRP and GFRP composite samples. The defects were typical of the 

types of flaw of interest in the aerospace field, such as impact damage, lightning strikes and 

delaminations. The experiment consisted of scanning the samples by moving the source and 

receiver together at a fixed distance apart. The inspections have been conducted by placing the 

transducers on one side only. These tests simulated real testing conditions, where typically only 

one side (the outer side) is accessible. The results demonstrated that defects can be detected 

and, moreover, the data can be used for generating images. The imaging process has been 

performed by means of a SAFT technique using the PSM algorithm. Images of defects in CFRP 

samples (including impact damage and lightning strikes) gave information for characterising 

the flaws. In addition, the results obtained for GFRP samples were compared with those of CI 

from Chapter 6, showing the reliability of the imaging process.  This demonstrates that a dual 

scanning strategy using guided waves for large area scanning and CI for more local (higher 

resolution) imaging is an interesting concept that will be of interest in the aerospace industry. 
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Chapter 8 

Conclusions 

8.1 Contributions to knowledge 

The research reported in this thesis has demonstrated a possible new path in the future of NDE 

in the aerospace industry. Two reliable methods have been introduced for the detection of 

impact damage and evaluation of aerospace composite materials in order to reduce inspection 

time, and therefore costs, while ensuring the high safety standards required in the field. The 

two techniques can be used in a complementary manner. The first technique described is the 

use of guided waves for inspecting large areas and detecting possible defects, such as impact 

damage. In the case of glass fibre composites, capacitive imaging could then be used to perform 

a localised analysis at higher spatial resolutions. 

8.1.1 EMATs and patches 

The research on Electromagnetic Acoustic Transducers (EMATs) has demonstrated that 

EMATs can be used to generate or detect ultrasonic guided SH waves on aerospace composite 

plates with the use of thin removable metallic patches. These waves have been used for 

detecting defects in both non-conductive and low electrical conductivity materials. The 

removable metallic patches are simply fabricated from readily available, self-adhesive metallic 

foils that are attached onto the surface of the sample. The electrical conductivity of the metallic 

layer allows the induction of eddy currents in the patch, which interacting with the static 

magnetic field of the EMAT, facilitates generation and detection of the elastic waves. The 

resulting elastic strains are transmitted to or from the sample by mechanical coupling via the 

adhesive layer. The usefulness of this technique has been demonstrated on different types of 

samples, both with and without defects. The materials tested included isotropic, non-

conductive materials, such as glass plates, and various glass and carbon fibre composite 

materials with varying amounts of anisotropy. The results showed that the correct excitation of 

certain guided waves depends predominantly on the mechanical properties of the plates, and 

no significant influence of the patches on the plates’ mechanical properties was observed. 

Given the mechanical properties of the sample it is possible to select of the desired wave mode.  

Throughout the thesis the ultrasonic guided wave mode used in experiments was the SH0, 

fundamental non-dispersive mode of the SH guided waves. A 3-step method for predicting the 

generation of this mode was developed, that consisted of calculating the quantities involved in 
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generating the Lorentz forces, eddy currents and the magnetic flux density. The calculations 

were carried out in two separate 3D COMSOL models to reduce the computational time. Each 

model included the metal patch placed under one of the two main components of the PPM 

EMAT, a racetrack coil and a set of magnets (with alternating polarity). For both models, a 

grid of points was formed on the patch, and at each point the components of the calculated 

quantities were evaluated. The data was then extracted and imported into MATLAB for the 

calculation of the resulting Lorentz forces at each point. These forces were determined by 

means of a cross product between the components of the eddy currents and the magnetic flux 

density in a matrix form. At each point, the resulting Lorentz force magnitudes and direction 

cosines were calculated. The last step of the method was the construction of an analytical model 

in PZFlex, in which the propagation of the SH wave within the specimen was simulated. The 

results were then compared to actual measurements by extracting the velocity component of 

the wave along the direction perpendicular to the direction of propagation, since EMATs are 

actually velocity sensors.  

This thesis reports the inspection of various composite samples containing different types of 

defects with PPM EMATs. Importantly, it was observed that the patch did not observably affect 

the surfaces of the composites tested. Removal of the patch did not damage the surface of either 

carbon fibre or glass fibre composites. Measurements using these patches demonstrated that 

defects could be detected and images produced in the form of B-scans. Better results were 

obtained using a variation of the SAFT technique based on the phase-shift migration method, 

which operated in the frequency domain. This methodology has demonstrated the possibility 

of producing images to make a preliminary evaluation of defects, illustrating their position and 

size. The method thus represents a way of scanning large areas, as would be encountered for 

example in the aerospace industry (wings, fuselage etc).  

8.1.2 Capacitive imaging 

In the research on capacitive imaging (CI), the possibility of using a combination of CI and 

guided waves to investigate non-conductive or low electrically conductive materials was 

explored. As stated already, SH guided waves could be used to scan a large portion of the 

sample in order to detect possible spatial discontinuities in the mechanical properties of the 

sample. Once the component was scanned, a low resolution image could be obtained which 

revealed the location and size of the damaged area. Once the defect has been identified and the 
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area of inspection restricted, the CI technique can be used for a localised, higher resolution 

analysis, to characterise the defects and study their shape and size in detail. 

A data fusion method was also introduced in this thesis to improve the localisation and 

resolution of the CI technique images. Generally, this technique tends to utilise amplitude-

based images, while discarding the phase-based data, due to lower SNR of phase based data. 

The novel method reported in the thesis relies on the fusion of phase and amplitude in order to 

mitigate various influences on the sensor and measurement, such as edge effects, lift-off 

variations and possible geometric complexities. The influence of such effects can affect image 

resolution by hiding features of interest. Preliminary tests were first carried out on a sample 

whose defects (Perspex with flat bottom holes) were clearly visible on the opposite defect free 

side to where the sensor was scanned to demonstrate the imaging process. The results showed 

that the images generated provide both a unique localisation of the defect and a better 

assessment of its dimensions. It is thought that this will enable CI to be more widely used in 

the NDE of glass fibre composites and other non-conducting samples. 

8.2 Future work 

The results reported in this thesis have significant potential in various NDT and NDE 

applications. EMATs are already widely used for the inspection of metallic pipelines. Recently, 

several market analyses have predicted an upsurge in the use of plastic, hence non-conductive, 

materials for pipe production. EMATs may be used for generating and receiving guided waves 

in plastic pipelines via metallic patches. In addition, it would be possible to combine the use of 

CI for localised defect analysis, and thus improve the quality of inspections. 

Defect detection and image processing with EMAT can be further improved and studied. In 

fact, the resolution of the images produced could be improved by making some modifications 

to the metal patch, the transducers or the scanning method. In this thesis, the influence of the 

size and shape of the metal patch in the generation of the guided waves has not been 

investigated in depth. For example, the use of a curved patch could introduce a change in 

directivity for a particular application if needed. In addition, it might be possible to replace a 

periodic PPM EMAT with a conventional EMAT and a periodic patch in the form of parallel 

strips. Many other shapes are possible, and this would be a good subject for further study. 

The ultrasonic transducers used in this thesis work were PPM EMATs having a wavelength of 

10 mm. The use of smaller transducers or transducers with a shorter wavelength increases the 
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discrimination of defects such as in section 7.5.1.1, where the two delaminations could not be 

distinguished clearly, due to a low lateral resolution. It is suggested that the use of higher 

ultrasonic frequencies be investigated, so as to determine whether there is an upper limit to the 

use of such patches on these composite materials, which will probably be limited by the 

ultrasonic properties of the samples themselves. It would also be interesting to look at EMATs 

and patches for use on curved surfaces such as pipes. This may need modification to the EMAT 

face acting at the surface to increase efficiency by the coil conforming to the curved surface, 

but the patch would easily conform to the surface of a pipe. 

Finally, the scanning method can be modified by reducing the step side of the scans, increasing 

the number of measurements, and therefore the lateral resolution. Thus, for example, it might 

be possible to obtain linear scans along different angles, thereby obtaining data in the form of 

projections (data obtained along a linear scan at a certain angle). This data could then be used 

to reconstruct tomographic images, using the ability of the EMAT to be scanned across patches 

in the form of long strips.  

Recently, dual-mode sensors have been developed to perform defect imaging in conductive 

and non-conductive components by means inductive (eddy current) and capacitive 

mechanisms, respectively. These devices are used as CI probes, so scanning a surface yields 

representative images of the defects contained in the sample. For future research, it would be 

interesting to study these devices by trying to add one or more magnets. This addition could 

allow the development of sensors that can be used as EMATs or CI probes at necessity. 
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