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ABSTRACT

Robust flow measurement in multi-phase systems has extensive applications in understanding, design, and
operation of complex environmental, energy and industrial processes. The nonlinearity and spatiotemporal
variability of the interactions between different flow phases makes the multi-phase flow measurement a
challenging task. Two Sliding Mode Observer (SMO) schemes are proposed in this study for the state estimation
of a decentralized multi-phase flow measurement system. The developed observers are shown to be theoretically
valid and numerically applicable for a real-life case study data. The multi-phase flow system considered in
this paper can be described as two interconnected sub-systems including fluid and gas sub-systems, and two
scenarios are considered in the design of the observers. The first scenario considers the interconnections as
bounded disturbance (SMOD), while the second scenario considers the interconnections as an uncertainty
(SMOU). Hence, the Sliding Mode Observers are adopted to mitigate the effects of disturbance in the system
and uncertainties in the parameters. Numerical simulations are conducted using MATLAB and dynamic
HYSYS simultaneously, using the data obtained from field-based multi-phase flow measurements. The results
demonstrate the appropriateness and robustness of the proposed Sliding Mode Observer (SMO) for estimation
of the multi-phase fluid specifications including the density, velocity, and the volume phases fraction in each
subsystem. The analysis of the results highlights that the proposed model is computationally efficient with
fast transient response, accurate tracking capability of the real process data, and very low steady-state error.
This study shows that choosing an appropriate Lyapunov-Krasovsky function results in the asymptotic stability
of the decentralized system and improves the performance of the proposed observers. Uncertainty analysis is
conducted on the velocity estimation results obtained from the Sliding Observers. Overall, SMOU method shown
better performance with RMSE of 0.24%, while RMSE of 0.46% was achieved for the SMOD. Comparison of
the numerical results with the field-based flow measurement, as a benchmark, shows that although uncertainty
in SMOU is approximately half of the uncertainty in SMOD, state estimation for both schemes was achieved in
a finite time with high order of precision. It was shown that both observers developed in this study are well
capable of estimating the multi-phase flow variables and states.

1. Introduction

Detailed information on the volume and state of the flow is essential
for optimal design and operation of multi-phase flow processes as well

Multi-phase flows are common features in a broad range of en-
vironmental and industrial processes including wastewater treatment
reactors, chemical processes, pharmaceuticals, biotechnology, oil and
gas industry. Gas-liquid-solid and gas-liquid multi-phase flow sys-
tems have a variety of applications in utilities, production, process and
pipeline transport [1]. Robust flow measurement is one of the most
challenging tasks in dealing with multi-phase flow systems [2, 3, 4].
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as reducing the potential damage to the equipment due to fluctuations
in the state and parameters of the flow. In many industrial processes
the multiphase flow emerges by line pressure drop and phase transfer
phenomenon between liquid and gas phases, leading to formation of
liquid-gas or oil-gas two-phase flow [5]. Given that accurate measure-
ment of two-phase flows is not possible in most of the cases, estimation
of two-phase liquid-gas flow systems (e.g., water-steam flows) is vital
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for process controlling, optimal energy consumption and prevention of
incidents [6]. Flow measurement in multi-phase flow systems plays a
key role in controlling the process conditions and determining the vol-
ume fraction of each flow phase.

Despite major technological advancement in precise single-phase
flow measurement techniques, to this date, the existing multi-phase
flow measurement techniques (i.e. liquid, gas and solid) are not very ac-
curate [7]. The conventional multi-phase flow measurement techniques
are either costly and relying in the use of sophisticated equipment or
are not capable of making thoroughgoing direct measurements due to
technological limitations. Adoption of the soft sensors is an alternative
approach to overcome the technological problems and limitations asso-
ciated with the existing multi-phase flow measurement techniques and
enhance the accuracy of flow measurement in complex multi-phase flow
systems [8].

Previous studies have reviewed and assessed different multi-phase
flow measurement methodologies including phase separation, inferen-
tial approach, microwave attenuation, gamma attenuation, Impedance
and cross-correlation method for estimating the flow characteristics, i.e.
phase fraction and velocity of multiphase flow in pipeline [9]. Goes et
al. [10] proposed a mass flowrate measurement system for liquid-gas
two-phase flow measurement, consisting of an orifice plate or Venturi
flow meter coupled with a non-intrusive impedance void fraction sys-
tem. Gysling and Meters [11], developed a pulsed-array sonar flow
meter with a compositional model soft sensor to facilitate the use of
flow composition data. Shia et al. [12] proposed one-sided Doppler
mode ultrasonic transducer with continuous wave, coupled with a con-
ductance sensor to obtain the holdup in pipe and Doppler shift signal in
the medium.

The literature shows that the use of non-intrusive techniques for es-
timation of multiphase flow characteristics has rapidly found favor in
the recent years. Sarkodie et al. [13] described the existing limitations
and future research needs for non-intrusive optical infrared sensors for
liquid-gas multiphase flow characterization in pipeline. Baba et al. [14]
investigated the effects of high-order viscosity on the main character-
istics of two-phase flows such as pressure gradient, slug production
frequency, and liquid holdup, with heavy mixture of oil and gas using
an advanced non-intrusive Electrical Capacitance Tomography method.
Despite these techniques have been extensively used for measuring two-
phase gas-solid mixture flow, the particle distribution adversely affects
the nonlinear response of the measurement and consequently reduce
the accuracy of the flow measurements [15]. A reliable measurement
of multi-phase flow characteristics (e.g., flow rate, phase velocity, and
phase fractions) can be influenced by several parameters including the
flow pattern, phase properties, flow condition, flow region, multi-phase
flow system characteristics and the associated boundary conditions, en-
vironmental conditions, instrumentation, and measurement technology
[16].

Unscented Kalman Filter (UKF) and Ensemble Kalman Filter (EnKF)
have been adopted to improve the forecast in the flow estimation of a
lowland conceptual hydrologic model [17]. The UKF and EnKEF filters
widely used in steam-water processes, for example, ensemble Kalman
filter square root (EnKF-SR) has been adopted to estimate steam temper-
ature and water level in steam-water two-phase flows [18]. In addition
to the widespread use of soft sensors for approximating multi-phase
flow quantities, this method can also be used in estimating the quality of
the flow, i.e. steam quality, gas and liquid volume fraction, as a process
variable [19]. Santos et al. [20] illustrated soft sensor combining the
fast conductance sensors with appropriate computational algorithms is
capable of rigorous measurement of two-phase flow states in pipeline.
Yan et al. [21] conducted a comparative study to investigate perfor-
mance of different soft sensors and computing methods for multi-phase
fluid flow estimation with a particular focus on the measurement of
individual phase fractions and velocities.

Sliding mode control (SMC) is a variable structure control method
that can alters the dynamics of a nonlinear system by applying a
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discontinuous control signal that forces the system to ‘slide’ along a
cross-section of the system’s normal behavior. SMC can be used as a
robust tool for the design of state observers with the capability of re-
ducing estimator error dynamics to zero in finite time, as nonlinear
high-gain observers. One of the most attractive features of a sliding
mode observer is its capability to eliminate the effects of disturbances
by using intermittent inputs which lead the estimation error trajectory
to an absorbing sliding manifold in finite time [22]. The global termi-
nal sliding is one of the suitable methods for fast transfer of system
states to its equilibrium point and to ensure that the control signal is
non-singular [23]. In complex multi-phase flow systems, due to the
changing operational conditions and the presence of diverse distur-
bance sources, i.e. random fluctuation of input flow or consumption of
equipment and noises in the transmitting signals, the flow parameters
and the state of the system is subjected to large uncertainties. Hence,
monitoring and measurements in complex nonlinear multi-phase sys-
tems using conventional methods, such as state feedback and linear
control, cannot provide a robust and reliable flow estimation perfor-
mance. To compensate the uncertainties and mitigate the disturbances,
advanced control methods such as Adaptive, Robust and Sliding mode
have been successfully tested [24, 25, 26, 27, 28, 29]. Sliding Mode
control method has the advantage of providing superior performance
for those multi-phase flow systems with strong perturbation and spa-
tiotemporal changes in the control parameters [29]. Nikoofard et al.
[30] developed a Robust-Adaptive observer to estimate the state of two-
phase flow of oil and gas from a reservoir during the drilling operation.
Robust adaptive observers using a prediction model have been pro-
posed for high-order complex systems that are exposed to unmeasurable
disturbances and large fluctuations in the multi-phase flow characteris-
tics [31, 32].

The complexity of multi-phase flow measurements in a wide vari-
ety of industries (e.g., oil and gas, process engineering, environmental
monitoring) highlighted the need for an improved reliability and safety
in the flow measurement. Therefore, number of studies investigated
monitoring of the system states, fault detection, isolation, and restora-
tion by adopting the Sliding Mode control method [27, 28, 29, 30]. To
tackle large uncertainties associated with the multi-phase flow state and
environmentally varying conditions, Robust and Sliding Mode control
methodologies have been widely investigated and successfully imple-
mented for a range of applications [33, 34, 35, 36]. Liu et al. [39]
developed a Robust Observer for a stochastic neutralized system with
uncertainty using Sliding Mode method with a guaranteed finite time
limit to achieve an appropriate sliding surface.

Multi-phase flows in many environmental and industrial processes
are subject to nonlinear and complex changes in the flow regime, com-
position of different phases, temperature and pressure fluctuations [40],
[411, [42], [43], [44]. These nonlinearities in multi-phase flow sys-
tems are further intensified due to the existence of disturbance sources,
the effects of environmental conditions, and specifications of the multi-
phase flow system. However, with understanding the underlying phys-
ical processes governing the multi-phase flow behavior, it is possible
to have a reliable estimation of the minimum and maximum of all the
factors that influence the nonlinear behavior and fluctuations in the sys-
tem, which can further improve accuracy of the results obtained from
the Sliding Mode technique.

This study aims to design Sliding Mode Observer (SMO) for dis-
tributed multi-phase flow system in the presence of disturbance and
uncertainty. A nonlinear system subject to the time-varying uncertainty
with bounded norm is adopted in this study to deal with the synthesis of
the proposed observer. Hence, SMO is developed for multi-phase flow
measurement to eliminate the effects of disturbances and overcome the
uncertainties triggered by the fluctuations in the flow parameters. To
provide a comprehensive analysis of the performance of the proposed
SMO model, two scenarios are defined. The first scenario adopts Sliding
Mode Observer with disturbance (SMOD), where the interconnections
between two subsystems are considered as a disturbance. The second
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Fig. 1. Detailed block diagram of the proposed SMO approach.

scenario adopts Sliding Mode Observer with uncertainty (SMOU) and
investigates the variations in multi-phase flow parameters and states
caused by the uncertainties due to the changes in interconnections be-
tween the subsystems.

This paper is organized as follows: The structure of the sliding mode
observer for the two SMOD and SMOU scenarios is developed, and proof
of the observer’s convergence is demonstrated in §2. Given that the dis-
tributed multi-phase flow model is quite similar to the stated dynamic
model, a case study of multi-phase flow system is considered and the
proposed observers are implemented for the case study data in §3. Sec-
tion 4 describes and discusses the simulation results, and the concluding
remarks are described in Section 5.

2. Sliding Mode Observer Design

The majority of the industrial systems involving multi-phase flow
are usually composed of two interconnected subsystems to process each
phase separately. These subsystems can be modeled as a class of non-
linear interconnected system:

Ui, = =AU (s, )+ Oi(s, )+ hy(s.0), i,j=G, L&i#j €))
L
V= / Cu(s,t)ds (2)

0

where A; are states matrices of subsystems with appropriate dimen-
sions, s denotes the Spatial position (m), ¢ is time (sec), v; €R, y; €R,
0; €R and h; € R vectors denote the state, output, input (flux) and
the interconnections of the two subsystems, respectively. It is assumed
that h,(s,1) and Q;(s,?) are differentiable with respect to v. h;(s,1), as
interconnection terms between the subsystems play an important role

in the design of the decentralized system. This is due to the fact that
although these interconnection terms may be measurable but their ef-
fects on the states of other subsystems are unknown. All states of the
subsystems will be determined based on the dynamic models follow-
ing the determination of these interconnections. Given that in soft
sensors, usually the main state variables are unknown and unmeasur-
able, they will be determined though other measurable variables. In
this study, the main states (gas and liquid velocity, and phase frac-
tions) are not directly measurable, and therefore they are estimated
by other measurable variables (e.g., pressure, temperature, and single-
phase gas flow) and using dynamic simulation model for multi-phase
flows.

SMO design for a non-linear interconnected system described by
Eq. (1) and Eq. (2) is conducted and the performance of the developed
SMO is tested using two scenarios. In the first scenario, the intercon-
nection between the subsystems is considered as a disturbance vector
(82.1) while in the second scenario the interconnection between the
subsystems is considered as an uncertainty in the flux (§2.2). A detailed
block diagram of the proposed approach is presented in Fig. 1, to clarify
the design procedure and the modeling structure.

2.1. Scenario 1 - SMOD

In the presence of a disturbance, observers must be designed to esti-
mate the variables, and compensate for the disturbance term. Given that
the overall system is considered as a combination of two interconnected
systems, in the first scenario, the interconnections between two subsys-
tems are considered as a disturbance and in addition to estimating the
state variables, the observer is expected to eliminate the effects of per-
turbation. Therefore, the general form of the Eq. (1) can be rewritten as
follows:
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Vi(s,t)=—AV(s,1) + O(s,1) + H(s,1) 3)

where A, v, Q and H are the state matrix, variables, flux, and sub-
systems interconnections, respectively. The available measurements are
acquired by pressure sensors, outlet single-phase flow meters and ana-
lyzers. By considering interconnection term H(s,?) as a disturbance, the
proposed observer is defined as [45]:

V(s,0) = —AV(5,1) + O(s,1) + L - sign(c) &)

where V(s,7) is the estimated states, O(s,7) is the flux estimation, L
is the observer gain, sign(c) denotes the signum function of ¢ and the
sliding surface is defined as:

o(s,)=0(s,0) =V (s,t) = V(s,0) (5)

In the Sliding Mode technique, the state trajectory of the system is
bounded in a chosen manifold by an appropriate control action. This
manifold is termed as switching surface or a sliding surface. Slid-
ing surface is used to improve the controller/observer performance
by minimizing or eliminating the time to reach the sliding phase
[46].

o =V(s,f)— V(s,t) is the estimation error and as V(0,7) = V(0,7) —
V(0,1), thus to have estimation error dynamic, the time derivative of
o(s.1) is given by Eq. (6):

=V (s,0) = V(s,5) = —A(s, z)‘;—:(s,z) +0(s, 1)+ A(s, z)‘j)—‘:(s,z) —0Gs,1)

V(s.t) lk/(s.t)

— H(s,t) — Lsign(o) (6)
—— ——

interconnection  observer gain

Then, as t — oo, state of the observer converges to state of the system,
and therefore, V(0,1) = V(0,1) — V(0,7) - 0. In order to find the mini-
mum observer gain to ensure observer stability, this study adopts the
Lyapunov approach to sliding mode observer as follows [47]:

V=%0220 7)

In order to ensure and prove the stability of the sliding mode observer,
the following inequality must be satisfied [47]:

V=06< —1162 8

where 7 is a positive constant. The estimation error on A‘;—‘j is consid-
ered to be bounded by some known function y, so that:

A1, S)(Z—I:(I,S) +0(t,5) = O(t.5) — A(t, S)%(m) <y (©)
The sliding condition is assumed as follows:
V =066=0ci

=o(y-H-1L)

<o(y—1L) (10)

According to the inequality presented in Eq. (8), the following can be
obtained:

06 < —n0'2

c6<o(y—L)< —110'2
Y

—+n<L 11
o

Then L ;, can be derived as:

Lt (12)

O min
Hence, to reduce the chattering, observer gain can be considered as
L= LIGT+5 , where 6, which is known as tuning parameter, is a
min

small positive scalar ranging between 0 to 1. From Eq. (12) it can
be observed that as § — 0, function L tends to be a signum function
of L [47].
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2.2. Scenario 2 - SMOU

Although flow measurement in multiphase systems is always asso-
ciated with some level of uncertainty based on the flow measurement
technology, the variations in the process conditions, and flow variables
impose additional uncertainties on the system. This additionally im-
posed uncertainties due to the multi-phase flow variables should be
explicitly specified in the observer design approach. In scenario 2, the
variations in multi-phase flow parameters (i.e. density, viscosity and
wall friction factor), and states (i.e. phases velocities, pressures and
phase volume fractions) which cause changes in the interconnections
between subsystems, are considered as an uncertainty. Thus, consider-
ing Eq. (3), the final form of the system’s equations in the presence of
uncertainty are derived as follows:

o =—(A~+AA-)% +0;,, i#j=GL
ot ! " 0s " '
yi=Cuy; 13)

where C = [1,0,4,_,] and C7 is the transpose of C so that CCT =1
will be held, v; denotes states, y; is the outputs of each subsystem, and
AA; denotes the fluctuations of the system state due to the changes in
the interconnections between the subsystems and it will apply to the
following hypothesis:

Hypothesis 1. Assuming that the uncertainties are bounded norms:
AA; = MUH,N? (14)

where H, € R*! and FT F, < I}, so that F, determines the uncertainty
structures and parameter’s fluctuations.

-1

i

0 0 pr
M= 1-¢ 10 Pg (15)
Capug pi( =D uglp = pg)
0
H'=| h; |, Nf=[111] (16)
0

2.2.1. SMOU design

This study adopts the methodology outlined by Galvan et al. [37]
to design the observer structure, with the extended form defined as
follows:
00, b, 4 . o
o :_Ai_s +0;+Ly-P+eq, i#j=G,L
9, =Cb, a7

where o € R" is the vector of the state’s estimation, «; is the sliding
mode gain for the AA; uncertainty compensation and L; € R™? is the
observer gain, which are determined using the LMI solution presented
in Eq. (18):

(4;— L,OTP+ P(4; - L;,C) <0, fori=1,...M s
Lemma 1. For any pair of X and Y matrices with appropriate dimensions,
there is a p that the following inequality holds [48]:

XY +Y"X<pxX"x+p7'YTY, >0 19

Lemma 2. For a symmetric matrix M which is partitioned into blocks as
follows [49]:

zZ S
M= 20
K (20)
where Z and R > 0 are symmetric and square matrices, the following char-
acteristics are equivalent:
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M >0,

Z-SR'sT>0 (21)

Theorem 1. The estimation error between the systems described by Eq. (4)
and Eq. (17) asymptotically converges to zero, if there exist a positive def-
inite matrix P € R"™", matrices W; € R™" and scalar € > 0, such that for
i=1,...,M we have:
ATP+PA - CTWT + W,C+2¢e"'NTN® PM?
i 1 i 1 i i i <0 22
[ MTp 71T (22)
where C, CT, M ! and N are known matrices [from Eq. (3), Eq. (15) &
Egq. (16)] and the following conditions are held:

— 1T NaT Napp-1CT S
Ifr#0, thena; =¢~' 6" NfTN 0P~ CT ooy 23)
Ifr=0, thena; =0

where s is the sliding surface, The observer’s gains are computed by L; =
PW.

Proof. To prove the above-mentioned Theorem 1, Lemma 1 and 2 are
adopted as follows:

In order to prove the stability of the proposed observer, the output
and state errors are defined as follows:

{’zy - 24)

e=v—10

Thus, the dynamics of estimation error is:

e=v-10 (25)
M

¢= Y (A - LCle+ A —a)) (26)
i=1

and therefore, the sliding surface will be defined as:

s=r=Ce=C(v—-1D) 27)

Now, the following Lyapunov function is considered:

V=s"0s (28)

where Q is appropriate symmetric matric so that rank(Q) = p. Using
Eq. (25) and Eq. (26), time derivative of Lyapunov function is derived
as:

V= s'TQs +50s
M
V=4, - L,C)' CTOCe + v" A4l CT OCe
i=1
—al cTQCe+e"CTQC(A; — L;C)e+e" CTQCAAv - ' CTQC,
(29
With the assumption of P = CTQC, Eq. (29) can be written as:

M
V= Z(eT((A,- —L,OT P+ P(A; - L,C)e+v" AAT Pe+e” PAA;v—2¢" Pa;

i=1

(30)
Applying Lemma 1 and 2, the following can be derived:
V" AAT Pe + e" PAAw =0T (MM H, N Pe+ ' PM{H,N%v
=" PMIH,Nv+ 0" NFTHI M Pe
<eeTPMl.”Mi”TPe+8_IUTNi“TNi”U 31D

Therefore, time derivative of Lyapunov function can be estimated as
follows:
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M
V=2 (4 = LO' P+ P(A; — LiC) + e’ PM{M{" P)e
i=1

+e! UTN‘.‘ITN,.GU - 2eTPa,- (32)

Replacing the state expression, v = 0 + e, the following equality can be
obtained:

e W NTINIv=e 0+ NTN(D+e)
=g T NN +e7! T NI Nee +£_1eTN,.”TNl.“ﬁ
+£_1eTN[”TNi“e (33)

Now, by adopting =1 and using Lemma 1, Eq. (33) can be derived as
follows:

e O'NITNID+ e 0" N Nfe+ e e NFTNFD + e " NI NPe
<267"0"NT N +26 " NIT NPe (34)
and therefore, the new inequality can be written as Eq. (35):
M

V<" (A - LOT P+ P(A; - L,C)

i=1

+ eeTPM,.”M,.”TP +2¢7! Ni“TNi”)e + ZE_IﬁTNi“TN,.“ O — ZeTPot,» (35)

According to the error dynamic, the two following cases can be investi-
gated:

Case 1. First it is assumed that the estimation error is not zero, so r =
y — 9 #0, then the following can be written:

26_113TN1.“TN,.“13 —2eT Pa; =0
s

a; —
lls + 611>

c=e o' NTNepp~ICT (36)
where § is a small positive scalar with a value ranging between 0 to
1, often referred to as tuning parameter which is used to reduce the

chattering. Hence, the inequality presented in Eq. (35) will be:

M
V< Z(eT((A,- —L,O)" P+ P(A; - L,C)+ (ee" PM* M P+ 267 ' N T N®)e
i=1
(37)
Case 2. In the second case, it is assumed that the estimation error is
zero, therefore, r=y— =0, then a; =0:
M
V=3 (" (A= LiCO)T P+ P(A; - L,C) +ee” PMIMT P+2e7' NOT Nfe
i=1

(38)

Hence, it can be concluded that the system converges asymptotically to
zero if and only if:

(A; = L,OT P+ P(A; — L,C) + e PMM TP+ 27" N N2 <0 (39)
With the assumption of W, = PL;, Eq. (39) can be written as:

ATP+PA —CTWT —WTC+ee" PMIMITP+2:7' NFTNF <0 (40)

Using Lemma 2, the inequality in Eq. (40) can be written in the LMI
form as follows:

T TwT T T
AP+ PA-CTWT —WIC+eNINT PMP ] _ 4D
MTP —e7T

Based on Theorem 1, by defining the P and W}, the developed observer
gain will be obtained from Eq. (42):

L=P'W, (42)
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Sliding Mode gain for both Case 1 and 2 can be determined using the
following expression:

Ifr#£0 thena,=e 0" NTNDPICT 2
! i i [Is+3ll (43)
If r#0 thena;=0

Following the previous assumption for Case 2, Eq. (28), and CCT =1,
the value of Q can be obtained from the value of P, as follows:

P=cToc
coc’ =ccTocc”
o=cpc’. (44)

Consequently, taking into account that V = ST Q.S > 0, where QT =
0 >0, then V <0 is obtained, which means that the estimation error
converges asymptotically to zero. Asymptotic convergence of estima-
tion error guarantees the robustness of the proposed observers. To show
the effectiveness of the proposed observers and prove their ability for
state estimation, the Sliding Mode Observers developed in this study are
implemented for multi-phase flow estimation case study of a large-scale
process unit, using dynamic simulation model with numerical analysis.

3. Case study

Feasibility and effectiveness of the proposed observers developed
in §2, are examined through a numerical simulation and real-life case
study of multi-phase flow system. Multi-phase fluid flows can cause
intense damage to pipelines, flow measurement instruments and specif-
ically rotary equipment. Hence, all efforts are made to avoid or con-
trol the presence of multi-phase flow in designing the industrial pro-
cesses. On the other hand, due to the nature of process systems, most
of the time, presence of multi-phase flows in the process lines (e.g.,
steam-water utilities, power generation units, production units, etc.)
is inevitable. In most process units where there is multi-phase fluid
flow, there must be two separate subsystems for each phase to perform
the process, and these two subsystems must necessarily be intercon-
nected.

In this study a large-scale process system with several subsystems
and two-phase flow input is considered for the case study. Liquid and
gas units are the main subsystems of several interconnected subsys-
tems within the plant. These two subsystems are interconnected, which
means during the process, in the gas subsystem, some liquid is extracted
that have to be sent to the liquid subsystem and in a similar way in the
liquid subsystem, some gas is produced that must be sent to the gas
subsystem. Fig. 2 illustrates a schematic of the multi-phase flow pro-
cesses considered for the case study, where the flow enters the process
unit in the form of two-phase composed of two large interconnected
sub-systems. The processing unit for each flow phase is considered as
the main sub-systems of the process unit. The sub-systems, their bound-
aries, inlets, and outlet conditions that are considered for the case study
is described by Fig. 2.

In the system outlined in Fig. 2, in order to perform first stage (ini-
tial) separation, the multi-phase flow passes through a slug catcher as
the first process unit. Given that the complete separation of the two
phases cannot be achieved, the slug catcher includes two two-phase
outlets, the first is a condensate line containing some gas and the sec-
ond is a gas line which contains some condensate. The overall system
is assumed to be decentralized system including two distinct but corre-
lated sub-systems.

The sliding mode observer (SMO) design outlined in §2 is adopted to
investigate the appropriateness and robustness of the proposed model
for multi-phase flow measurement using numerical simulations and
real-life case study data. Drift-flux model (DFM) is developed with the
governing equations consisted of conservation of mass and momentum
balance [38, 39, 50, 51]:
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where p is the fluid density, P is the pipe line pressure, « denotes the
volume fraction of each phase, u, t and s represent the velocity, time
and spatial length in the pipeline, respectively. 7, is the shear stress be-
tween surfaces, ¢ is the interfacial interaction, .S denotes the effective
wetted cross-section, A is the pipeline cross-section, 6 is the pipe incli-
nation angle, m is the mass transformation rate and ® denotes the mass
flow rate from external source. The numerical model is developed with
the assumption of mass transfer between the phases is zero and the mass
flow from external sources is equal to the interconnection flow between
the subsystems.

By writing Eq. (45) and Eq. (46) for each subsystem separately, con-
sidering the interconnection between them, the law of conservation of
mass can be written for liquid and gas individually and the conserva-
tion of momentum can be derived for the liquid and gas mixture. The
description of the dynamic model employed in this study for conduct-
ing multi-phase flow simulations, and the detailed procedures steps to
derive the governing equations, and discretization process can be found
in [52]. Thus, the aggregated dynamic model of the distributed multi-
phase flow system can be written as:

Iy PO s s
5 = Aigy tQith, i#j=GL
v=(Py u, a,)T 47

where v is the state variable and P,, u, and @, are gas phase pres-
sure, gas phase velocity and liquid phase volume fraction, respectively.
In Eq. (47), matrix A; can be used instead of 4;, to simplify the
notes:

vi(s.t) = =AWl (s, ) + Qi(s. )+ hy(s,0), i,j=G, L& # j (48)
L
y= / Cu(s,t)ds (49)

0

The initial conditions are defined as follows:

v(0,1) =0, v(L,t)=v; t€][0,00]

v(s,0)=vy(s) s€[0,L]€ER (50)

By combining the equations of the two sub-systems as a matrix block,
it can be written:

Vi(s,t) =—AV(s,1) + O(s,1) + H(s,1) (51)

It is evident that Eq. (51) is in the same form as Eq. (1), proving
that the proposed observers are suitable for distributed multi-phase
flow system and can be applied to its dynamic model described by
Eq. (51).

4. Simulation results

The multi-phase flow measurements and the real data employed
in this study were collected from a power plant process unit located
in Iran. The numerical simulations were carried out using MATLAB
and HYSYS in parallel. Table 1 summarizes the key parameters and
boundary conditions of the real process measured for the subsys-
tems.

Table 2 describes the 24-hrs averaged measured data for the real-
life case study used for examining the performance of the proposed
SMOs... The simulation of the system dynamics and the proposed
SMOU and SMOD were carried out and the numerical results were
validated based on the averaged real process data summarized in Ta-
ble 2. The values presented in Table 2 are obtained based on the



A. Varvani Farahani and S. Abolfathi

Heliyon 8 (2022) 08768

Gas Processing
Unit

Single-phase Gas (metered) g !

flow

Liquid from Gas Unit

- o - Single-phase Liquid (metered)
Liquid Processing ﬂ

. Unit

Gas from Liquid Unit

Fig. 2. Schematic of subsystems boundaries, inlets, and outlets for the case study process plant.

Table 1. Measured process parameters for the case study sub-

systems.
Parameter Value Unit
Inlet Pressure (P;) 40 Bar
Inlet Pipe Diameter 0.609 M
Temperature (T) 35 Celsius
Gas Density (p,) 98 Kg/m?
Liquid Density (p,) 750 Kg/m?
Gas Pipe Diameter (D,) 0.304 M
Liquid Pipe Diameter (D,) 0.406 M

Table 2. 24-hr averaged measured input-output balance data
for the case study process plant.

Products Values (MMCMD)
Received Gas (By Downstream) 1.51

Sent Gas (By Upstream) 1.66

Condensate 0.06

Measured dry gas 1.34

Flare 0.003

Utility 0.06

Acid Gas 0.02

Water content 0.006

built design information of the process plant considered for the case
study.

Fluctuations in the multi-phase flow parameters including flow,
pressure, and temperature, are inevitable due to the inherent nature
of the process described by the case study. To compensate for these
fluctuations in the flow parameters, this study implements an auto-
tuning feature to control the changes in flow and process parameters.
The proportional and integral control (PI) parameters are used for tun-
ing the controllers. Following the implementation of the auto-tuning
feature, the proposed dynamic simulation model (described in §3) is
capable of capturing input flow fluctuations and alter the output ac-
cordingly, by considering the effects of the changes in input condi-
tions.

In practice, the input gas (two-phase gas from the upstream) is
determined by measuring the single-phase gas as a metered gas and
multiplying it by a shrinkage factor. The shrinkage factor is usually
determined by the process designer and when the plant is first estab-
lished. On the other hand, rich gas in the upstream is measured by an
inaccurate single-phase flow meters such as venturi, orifice, or other
differential pressure flow meters. According to Table 2, the measured

dry gas for the case study investigated here is approximately 1.34 mil-
lion m3/day. Considering the process plant shrinkage factor of 1.13,
the volume of received gas from the upstream operation unit will be
1.51 million m3/day. The multi-phase flow characteristics described for
the upstream of the case study plant, was measured by a differential
pressure (DP) flow meter which provides a relatively inaccurate estima-
tion of the flow. The sent upstream gas was measured as 1.66 million
m? per day (Table 2). The flow measurement method used in the case
study process unit is associated with a high degree of uncertainty, ran-
dom and systematic error sources which has led to measurement error
of approximately 9%. The measurement error is largely affected by the
fluctuations in the volume of the mixture in the pipe, including the
composition percentage of different flow phases, consumed fuel (gas
or liquid fuel), gas-to-flare, and so forth, whereas the flow measure-
ment system considers these parameters to be temporally constant. The
shrinkage factor is also not a robust measure to adjust the multi-phase
flow meter readings as it is derived based on the parameters that were
measured when the plant was first established and does not reflect the
temporal variations of these parameters. For the case study described
here, the low precision of the upstream choke valve adjustment, inac-
curacy of the single phase differential pressure flow meters, and the
multi-phase nature of the flow at the outlet of upstream operation unit
and the inlet of the plant also played key role in the estimation error of
the multi-phase flow. Further, the performance and the efficiency of the
flowmeters is usually assumed to be constant, despite the performance
deterioration over the time.

The temporal variation of the gas and liquid-phase velocity in their
subsystems are obtained from the HYSYS numerical simulation results
and presented in Figs. 3 and 4, respectively. The numerical simulation
results for each subsystem are compared with the Sliding Mode Ob-
servers (SMOU and SMOD) developed in this study (Figs. 3 and 4). P,
and L; matrices are determined for the case study by solving the in-
equality described in Eq. (41) for the multi-phase flow model using
advanced optimization technique and the YALMIP solver in MATLAB,
with the real process data described in Tables 1 and 2:

14650 15336 1.5583

Po=| 1.5336 983.5776 42.7016
1.5583 427016  4.8770
170.1046

Ly =| 03922
—9.6443
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Fig. 3. Comparison of gas-phase velocity in the gas subsystem between HYSYS simulation, and the proposed SMOU and SMOD.
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Fig. 4. Comparison of liquid-phase velocity in the liquid subsystem between HYSYS simulation, and the proposed SMOU and SMOD.
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The analysis of the simulation results shows that using the proposed
Sliding Mode Observers, the estimation of all state variables converges
to real measured values and the estimation error converges to zero (see
Figs. 3-8), demonstrating the robust performance of the proposed ob-
servers. However, comparison of the proposed SMOs with the HYSYS
simulations indicates that SMOU, i.e. interconnection is considered as
uncertainty, has a higher accuracy and efficiency compared to the
SMOD scenario, where the interconnection between sub-systems is con-
sidered as a disturbance.

Although the sliding mode terms have been added to certify the
robustness against the uncertainty and disturbance in the process sys-
tem, for the case of SMOU an overshoot is observed for the estimation
of gas and liquid-phase velocities (Figs. 3 and 4, respectively). How-
ever, this overshoot is dampened rapidly with a relatively small settling
time of approximately less than 10 secs, which indicates the appro-
priate performance of the designed observer. Further, analysis of the
results shows that the estimation accuracy for the SMOU scenario is
higher than SMOD, highlighting that the proposed SMO approach is
well capable of capturing uncertainties in the multi-phase flow pro-
cesses. Statistical analyses were conducted to examine the performance
of the proposed Sliding Mode Observers. The results obtained from
RMSE analysis confirm the robustness of SMOU for multi-phase flow
estimations and admissible convergence rate.

Figs. 5 and 6 show the spatial variation of liquid and gas-phase ve-
locities across the length of the pipe, respectively. The simulation data
from HYSYS numerical model are compared with SMOD and SMOU es-
timations for the spatial variation of flow variables across the length
of the pipeline. It is noticeable that fluid velocity decreases along the
length of the pipeline for both liquid and gas phases, and the liquid-
phase fraction increases due to the frictional pressure loss. The results
presented in Figs. 5 and 6 show that although both SMOD and SMOU
velocity estimations closely follow the simulation data, SMOU method
shows higher estimation accuracy, when compared to the HYSYS simu-
lations.

The temporal variations of the volume fraction in both liquid and
gas subsystems are investigated. The volume fraction estimated by both
proposed observers are compared with the real plant data simulation
(Figs. 7 and 8). The overall analysis of the results shows that both ob-
servers can reasonably replicate the simulation data and estimate the
multi-phase flow state variables. However, the estimation results for
the observer that considers the interconnections of the subsystems as
an uncertainty is more efficient and robust, compared to the observer
that considers the interconnections of the subsystems as disturbance.
The main reason that the proposed observer is more robust for the un-
certainty (i.e. SMOU) than the disturbance (i.e. SMOD) is that, for the
case study investigated here, the type of uncertainty that affects the in-
terconnection of the subsystems is directly influence the system state
variables, while disturbance indirectly affects both the state variables
and parameters.
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Fig. 7. Liquid phase fraction in the Gas Pipe.

Comparison of the results between HYSYS simulations and SMO es-
timations for the liquid phase fraction (Figs. 7 and 8) show an improved
performance for both SMOD and SMOU, without the overshooting be-
havior that was observed for the gas and liquid-phase velocity estima-
tion (i.e. Figs. 3 and 4). This difference in the estimation performance
of the proposed SMOs is due to the fact that the phase velocity of the
flow and the volume fraction of the phases have different effects on the
equations that govern observers.

The measurement errors influencing the estimation results can be
divided into two categories including the disturbances associated with
the measurements, i.e. pressure signals and inlet/outlet multi-phase
flow measurements (i.e. SMOD), and the uncertainties introduced to
the system due to the variations in interconnection flows between the
subsystems (i.e. SMOU). The statistical analysis of the results indi-
cates that the estimation error of the states and variables are asymp-
totically stable and confirm robust performance of the proposed ob-
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Fig. 8. Liquid phase fraction in the Liquid Pipe.

Table 3. RMSE metric for the state estimation by SMOU and SMOD.

Method Parameters and variables

Gas velocity Liquid velocity Gas phase fraction Liquid phase fraction
SMOU 1-8x1073 2:2%x1073 1-2x1073 1-6x1073
SMOD 2.-1x1073 2-6x107 4-1x1073 3.3x1073

servers in estimating multi-phase flow measurement. Table 3 summa-
rizes the RMSE values determined for the multi-phase flow estima-
tions proposed by the SMOU and SMOD observers. The error analysis
was conducted for both liquid and gas-phase velocity and phase frac-
tion.

Comparison of the results obtained from the numerical simulation
of the decentralized system described in §3 using dynamic HYSYS sim-
ulation with real data as a benchmark, with the proposed Sliding Mode
Observers show that SMOU estimation of multi-phase flow parameters
and variables is more aligned with the benchmark data compared to
SMOD. The statistical analysis of the results (see Table 3) further con-
firms that the proposed SMOU outperforms the SMOD with respect to
the estimation of the multi-phase velocities (i.e. gas and liquid-phase
velocities), and phase fractions. The RMSE determined for both SMOD
and SMOU show that the overall uncertainty which is introduced in the
velocity and phase fraction estimation by SMOU observer is 0.24%, and
for the case of SMOD this uncertainty is 0.46%. This highlight that al-
though both observers are relatively capable of robust approximation
of the states of multi-phase flow, SMOU observer has a superior per-
formance. Given that precision of pressure measurement has a direct
effect on the multi-phase flow variables and the variables’ estimation
in the subsystems, even small inaccuracy, or disturbance in the pres-
sure recording will result in a significant error in the estimation of
multi-phase velocities and phase fractions. Since at low flowrates the ef-
fects and significance of estimation error increases, the liquid subsystem
variables show more significant error compared to the gas subsystem.
Although the results show that all the states are estimated with admis-
sible accuracy by both Sliding Mode estimators, the SMOU has better
performance compared to the SMOD, based on the uncertainty analy-
sis, and chattering reduction. However, the difference in estimation of
the multi-phase flow characteristics between SMOU and SMOD is not
significant. The simulation results demonstrate the high efficiency of
both SMOU and SMOD scenarios without requiring high observer gain,
suggesting that the proposed Sliding Mode Observers are appropriate
and highly reliable for stable operational conditions. The average CPU
time required to estimate the states using the SMOU and SMOD are 6.4 s
and 7.2 s, respectively, which indicate that the computational algorithm
developed within this study is acceptable from the computational effi-
ciency point of view. A comparison of the two SMO scenarios shows
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that the two methods are not significantly different in terms of compu-
tational costs (i.e. CPU time).

5. Conclusion

Robust estimation of multi-phase flow characteristics is vital for
the design and operation of a wide range of environmental and in-
dustrial processes. However, accurate multi-phase flow measurement
is a difficult task due to the nonlinear and spatiotemporally varying na-
ture of the multi-phase fluid flows. This study develops Sliding Mode
Observers for decentralized estimation of multi-phase flow parame-
ters. The performance of the proposed observers is evaluated for two
scenarios, where first the interconnections between two multi-phase
subsystems are considered as a disturbance, and the second scenario
considers the interconnections between the subsystems as an uncer-
tainty.

Drift Flux Model (DFM) is developed to simulate multi-phase fluid
flow for a case study considering multi-phase flow of gas-liquid in a
process plant system. The plant’s main units are considered as sub-
systems of an overall decentralized system. DFM equations are con-
verted into conventional equations, to design the decentralized non-
linear observer considering the complex interconnections between the
subsystems. Performance of the developed sliding mode observers, i.e.
SMOU and SMOD, is then examined for estimating the input multi-
phase flow for the case study data. Given that the general system
can be considered as two interconnected subsystems including con-
densate and gas, the interconnections between the two subsystems
are investigated as a disturbance and uncertainties, respectively. The
stability of the error between SMO estimations and the real-life case
study variables are proved based on the Lyapunov method. All the
numerical simulations were conducted based on the measured infor-
mation obtained from a real multi-phase flow process, and the per-
formance of the observer’s estimation is evaluated with use of the
real data. Analysis of the results show that all the states and vari-
ables are estimated with good precision by both proposed SMOU and
SMOD observers. The statistical analysis of the results and compari-
son to the measured data highlights that the SMOU provides more
robust performance in estimating multi-phase flow characteristics com-
pared to the SMOD. The simulation results indicate the high effi-
ciency of both SMOU and SMOD in estimation of multi-phase flow
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variables with no need for a high observer gain, confirming the
appropriateness and robustness of the proposed Sliding Mode Ob-
servers for multi-phase flow measurements in stable operational con-
ditions.

Nomenclature:
Symbol  Description
Py Gas Pressure (bar)
D Liquid Pressure (bar)
Py Gas Density (kg/m?)
o Liquid Density (kg/m?)
a Liquid volume fraction (-)
¢ Gas volume fraction (-)
U, Gas velocity (m/s)
u Liquid velocity (m/s)
[0 External source mass flow (kg/hr.)
hg Gas from liquid subsystem (kg/hr.)

Liquid from gas subsystem (kg/hr.)
T Time (s)

[lriguia«  Equation of Liquid subsystem

@ interfacial interaction (kg/m?s?)

St friction losses (kg/m?s?)

0 pipe inclination angle (degree)

A Pipe’s Cross section (m?)

M Mass transfer (kg/hr.)

G Gravitational constant (m/sz)

Ty Shear stress between surfaces (N/m?)

(o} Overall source term

H; Overall interconnection term

F, Flux

U; State variable vector

S Space (m)

[ 1gas Equation of Gas subsystem

LMI Linear Matrix Inequality
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