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Abstract 

The work presented in this report documents the development of a Li-Ion battery energy 

storage system (BESS) multi-physics model based on the limited data available to potential 

investors in such systems. BESS are essential for the development of a stable and sustainable 

power grid. Simultaneously they are an asset whose value must be assessed beforehand by 

a party interested in investing in them. Due to the complex behaviour in both operation and 

degradation processes of batteries, they are inherently difficult to assess in terms of long-term 

performance.  

For that reason there are many existing models that try to approximate the behaviour of 

batteries. None of the models investigated displayed sufficient accuracy or flexibility necessary 

for a reliable simulation of BESS behaviour. Therefore, through a series of short- and long-

term testing, extensive literature review and derivation of manufacturer-provided values of the 

system a new model is generated. This data-restricted multi-physics simulation (DREMUS) is 

then turned into a tool for industrial application.  

The tool developed is capable of modelling through best possible approximation the electrical, 

thermal behaviour of a battery storage system based only on the data available before making 

an investment decision. It further was designed easily modifiable so additional data can be 

added. The tool was used for a case study to assess its long term viability. It was found that 

under the investigated value streams and current market conditions the system was not viable. 

The model and tool can be widespread applied to all carbon-based Li storage applications and 

allows thus more efficient implementation of BESS throughout the UK power system.   
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1 Introduction 

1.1 EngD Research Focus and Collaborators 

The focus of this EngD project was on the long term modelling of battery energy storage 

systems (BESS) for operation as grid storage system. Pre-requisite for the modelling is the 

data availability to third-party investors without any knowledge on the detailed functionality of 

battery storage. This is achieved through an extensive literature review, battery testing and 

characterisation. The project was executed in collaboration with the EDF Energy R&D UK 

centre and the WMG. 

EDF Energy, partial sponsor to this project, is one of the big six energy suppliers in the UK. 

Aside from trading energy for both commercial and residential supply they also own nuclear, 

renewable and gas energy generation assets as well as BESS. Of interest to the EDF Energy 

R&D UK centre, which is the primary collaborator with this project, is the commercial viability 

and optimisation of BESS. This is the motivator for this project. 

This project has been predominantly conducted on their premises, with the experimental 

activities being performed at WMG in Warwick University.  

1.2 Aim and Objectives 

The initial description of this project focussed on the techno-economic feasibility of co-location 

of battery storage with micro-generation to support the widespread implementation of small-

scale renewable energy and the project assessment of EDF. After further assessment of 

EDF’s strategy regarding the implementation and application of battery storage, the specific 

aim was refined to a universally applicable BESS model which can be applied to this and any 

further feasibility studies. Therefore the final aim of this project was to develop an industrially 

applicable battery modelling tool that could be applied without detailed information on the 

storage system itself. 

The objectives of the project were as follows: 

1. Identification of the use cases for grid energy storage 

2. Identification of the ideal technologies for grid energy storage to fulfil the use cases on 

a large scale 

3. Investigation of physicochemical mechanisms and existing modelling approaches of 

Li-Ion cells 

4. Verification and quantification of these mechanisms though long-term testing 

5. Development of a universally adaptable battery storage model and an software tool 

6. Tool application to a case study 
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The portfolio structure as outlined in the following sub-section broadly follows these objectives 

and will reference them accordingly. This report will follow them as well and is concluded in 

section 6. 

1.3 EngD Portfolio Structure 

This sub-section describes the structure of the submitted EngD portfolio along with all the 

contents of all relevant documents. An overview on the documents is given in Figure 1. 

 

Figure 1: Portfolio Structure 

The main project proceeded in three main stages: the literature review, the battery model 

development encompassing the testing and the tool development for application in EDF. In 

the following the contents of each correlating document is briefly outlined. They are discussed 

in the order they should be read and considered. 

Submission One: The Reasoning behind Decentralised Energy Storage and the 

Technologies Available 

The first part of this submission addresses the first objective by discussing the motivation for 

electrical energy storage from a political, grid, consumer and generator perspective. Each of 

those perspectives have been investigated thoroughly and the individual methods of value 

generation have been outlined, establishing the need and economic benefit for energy storage 

systems in Great Britain (GB). 

The second part discusses the available energy storage technologies, their readiness and 

feasibility in the GB market. By their characteristics, an appropriate technology has been 

chosen to consider the most feasible state-of-the art technologies for the value streams 

discussed in part one, thus addressing the second objective.  



3 
 

Submission Two: The Current State of Decentralised Battery Storage - Implementation, 

Analysis and Modelling 

This submission delves into the current state and implementation of battery storage in GB, 

with focus on the legal, commercial and technological barriers for battery storage. After 

discussing several actions that can be taken to respond to these barriers, battery modelling 

has been identified as key method for market participants. 

Further, Li-Ion battery storage, along with the considerations of ownership and management, 

technical implementation and chemistry selection are discussed in more detail. 

The last section discusses different modelling approaches for the evaluation of battery 

storage, thus addressing the third objective. The emphasis lies on the detailed investigation 

of existing electrical, thermal and ageing models for Li-Ion batteries. After a qualitative 

comparison specifically regarding the various ageing models, the general difficulties and 

specific issues with the discussed models regarding their application in industrial storage 

modelling have been identified. From these issues the requirements for a commercially 

applicable battery storage model have been determined. 

Submission Three: Ageing Test Design of Lithium-Ion Stationary Storage Cells and 

Non-Intrusive Cell Analysis 

In preparation for the long-term battery tests to be performed for the development of the 

battery model and as introduction into the battery characterisation process, this submission 

focusses on the several approaches to realistic battery long term testing. Taking a use case 

for a home storage system as reference a small set of cells has been tested. Experimental 

design, test procedure and ageing analysis tools are discussed along with the critical issues 

occurring during testing to inform future experiments.  

Paper: On the utilisation of the pseudo-capacitive capabilities of Li-ion cells for the 

provision of frequency response services (1) 

This paper, published in the “Journal of Energy Storage”, describes an investigation of the 

pseudo-capacitance and it’s activation within Li-Ion cells, partially contributing to the third 

objective. Considering the potential battery health benefits of micro-cycling (2) and its 

application in frequency response provision, the purpose of this paper was to connect micro-

cycling to the pseudo-capacitance of Li-Ion cells. Primarily it was targeted to identify the AC 

frequency at which the diffusion process of the cell is overtaken by its capacitance. This 

information was used as reference for ageing tests. 
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Submission Four: Development of a Multi-Physics BTM Battery Model 

The beginning of this submission compares the caveats and benefits of full battery energy 

storage system (BESS) use case optimisation and the focus on a BESS model before 

proceeding with the development of the latter. Based on the requirements of the model, 

electrical, thermal and ageing models are developed based on literature review and pre-

collected experimental data, mainly contributing to the fifth objective. 

Submission Five: Accelerated Ageing Tests on Li-ion battery modules 

This submission discusses the main ageing test performed in this project to validate and 

improve upon the model developed in submission four and answer any remaining questions 

to complete it. Electrical, thermal and ageing data is collected and evaluated. The results are 

combined with the previous data to generate a more generally applicable model, thus 

addressing both objective four and five.  

Paper: DREMUS: A Data-Restricted Multi-Physics Simulation Model for Lithium-Ion 

Battery Storage (3) 

This paper summarises the final model described in submission four and five by describing a 

full model capable of modelling a BESS based on the data-limitations given. The description 

takes additionally into consideration a more detailed sourcing of parameters, model limitations 

and application methodology as well as a sensitivity analysis of the degradation model.  

Submission Six: Development of the DREMUS Tool 

This submission describes the details of the developed software tool based on the finished 

DREMUS model, completing objective five. While the individual files, functions and classes 

are explained in detail, the adjustments and compromises necessary are outlined as well.  

The second part applies the tool to a case study, showing the working application and 

quantifying the financial impact of modelling with this tool. With this the sixth and final objective 

is completed. 

Report on International Research Visit 

This report describes the activities and research undertaken during the international research 

visit at EDF R&D in France. It mainly describes several experiments and data undertaken. 

While this research is also on the topic of Li-Ion performance and ageing, its results are 

complementary and are not referenced in this report. 
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Personal Report 

The personal report outlines the personal development achieved in this project. It covers the 

individual skills and abilities obtained as well as some key experiences. These are also not 

covered in this report.  

1.4 Innovation Report Structure 

In contrast to the individual submissions, this report focusses on the main line of reasoning for 

this project. In the following the structure of the report is outlined as well as the connection 

between the sections and submissions.  

Section 2 can be summarised as literature review. It discusses the UK stakeholders 

perspective on grid-tied energy storage systems as well as the relevant energy storage 

technologies – which connect directly to the contents of submission one. The section also 

discusses the barriers the uptake of BESS in the GB energy market and the existing 

approaches to battery modelling as possible solution – which connect to the contents of 

submission two and the introduction to submission four.  

Section 3 encompasses the entirety of battery testing undertaken in this project. It thus 

connects to the contents of submission three, the paper on Li-Ion pseudo-capacitance and the 

first part of submission five through each sub-section respectively.  

Section 4 describes the development of the BESS model. It therefore summarises the contents 

of submission four and the second part of submission five.  

Section 5 summarises the development of the tool based on the BESS model through 

description of the individual components and their interaction. It further describes briefly the 

application of the tool to an EDF Energy R&D UK centre case study. 

The outcomes and learnings of this project are assessed and concluded in section 6. Further, 

long term macroscopic impact as well as limitations and opportunities for continued research 

are outlined.  
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2 Background and Motivation 

This section summarises the literature review for this project. The first sub-section will provide 

an overview on the functionality of the GB energy grid and market. The second will discuss 

the motivation and need for energy storage in the UK. The third sub-section will then discuss 

the energy storage technologies available and why Li-Ion has been chosen as main 

technology for this project. This is followed by an overview on the economics of battery storage 

and the necessity of battery modelling. The final sub-section discusses the current state of the 

art of battery modelling and identifies the main gap in knowledge addressed by this project. 

2.1 Basics of Grid Structure and Energy Markets 

The Physical Grid and its Operators 

The UK power grid is split into the GB and Northern Ireland grid. Due to the physical disconnect 

they are operated differently by different entities and participate in different market. Of primary 

interest for this project is the GB market and grid.  

The GB electricity grid is a continuous electrical network connecting all generators and 

consumers operating at an alternating current (AC) frequency of 50 Hz. The general structure 

is described in Figure 2. The transmission grid operates at very high voltages between 132 kV 

and 230 kV and connects all distribution grids together. It also connects to large consumers, 

generators, storage plants and interconnectors to the neighbouring countries (4–6).  

 

Figure 2: Generalised Grid Structure 
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The distribution network operates at voltages between 400 V (240 V single-phase) and 132 kV 

and connects all small-scale consumers and generators. The respective network operators for 

the distribution and transmission grid sections are displayed in Figure 3. 

 

Figure 3: Transmission (left) and distribution (right) network area responsibility (4, 5) 

In 2019, National Grid System Operator (NGESO) separated from National Grid Electricity 

Transmission (NGET) (7). While NGET is responsible for the maintenance and operation of 

the transmission grid outlined in Figure 3, NGESO is responsible for the net balancing 

mechanism of energy (matching demanded and generated power) in the entirety of the grid.  

The Great British (GB) power grid is connected to the power grids of surrounding countries 

via interconnectors. As of August 2020, there are four interconnects to France, the 

Netherlands, Ireland and Northern Ireland with a cumulative capacity of 4 GW. 7.7 GW of 

additional capacity are currently planned to be implemented by 2022 (8).  

The interconnectors trade energy between the markets if there is a sufficient price difference. 

Thus there is no automatic balancing of the grids. This means that Great Britain has to 

completely ensure its own dynamic balancing and long term balancing with other countries is 

limited by the capacity of the interconnectors. This generally incurs a significant need for 

flexibility and energy storage.  

The GB Energy Market and its Participants 

The GB Energy Market is physically independent of the location within the grid. Anyone with 

and without any assets is allowed to participate in any market without regional restrictions or 

benefits. An overview of the GB energy market is given in Figure 4.  
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Figure 4: Energy Market Overview 

Generators commonly sell the produced energy on the wholesale market in half-hourly periods 

to the energy suppliers. The suppliers sell the energy then at a long term price agreement to 

the consumers on the retail market. (9) 

The non-physical traders have no assets to consume or generate energy and purely trade with 

the market with the aim to achieve a net-zero balance. The balancing market will be discussed 

in 2.2.2, the capacity market will be discussed in 2.2.4. (9) 

2.2 The Need for Energy Storage Systems 

In the following the need and benefit of energy storage for GB is established from the 

perspective of four primary stakeholders: the government, the power grid, energy 

consumers/traders and energy generators. Except for the government, the use cases for 

energy storage are explained for each of these perspectives. 

This sub-section has two purposes: 

- Establish the relevance and importance of BESS in the GB energy system and 

- Display the multitude of options through which BESS can create monetary value for its 

operator. 

Several aspects of the GB electricity market and grid have changed since the discussion in 

submission one and are still undergoing changes. This summary should be considered the 

more up-to-date overview.  
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2.2.1 Government Perspective 

The UK Energy Strategy as outlined in (10) describes an ongoing push towards the 

achievement of climate goals. In accordance with the Climate Change Act 2008 the CO2 

emissions are supposed to decrease by 80 % compared to 1990 levels. A core strategy to 

achieve this goal is investment in renewable energy.  

As described in (10), the government, together with Innovate UK and the research councils, 

will have invested approximately £900 million between 2015 and 2021 to reduce the cost of 

renewables. Further, every two years auctions for contracts for difference (see 2.2.4) are held 

to support less established technologies such as offshore wind. As of 2019, the current share 

of renewables in the UK electricity generation is 37.1 % (wind, solar and wave 23.8 %) (11) 

and as per the Future Energy Scenarios report (12) the wind and solar capacity connected to 

the grid is projected to double or even triple within the next 10 years.  

Renewable energy sources, specifically wind and solar power, introduce two primary 

difficulties to the UK energy system. They are by nature intermittent and cannot adjust their 

output to the demand in the grid. Further, in contrast to thermal generators, they don’t have a 

rotating mass attached to them providing inertia (in case of wind energy due to asynchronous 

operation with the grid and the resulting necessity for frequency converters (13)) to adjust to 

short term fluctuations in demand. Overall, these decrease the flexibility of the UK energy 

system, which puts its market and grid stability at risk. It is therefore outlined in (10) how 

several technologies are promoted to ensure that flexibility including smart grids, 

interconnection, demand response, aggregation and energy storage. 

As per (10), the UK is investing up to £9 million in cost reduction of energy storage in general, 

up to £600,000 on feasibility studies for a large-scale future energy storage, and further £246 

million (now extended to over £300 million (14)) in the Faraday Challenge (15, 16), which aims 

to promote innovation in electrochemical energy storage.  

Aside from the strategy towards achieving climate goals, another problem is the recent global 

outbreak of Covid-19. Under the given circumstances, any large power plants and particularly 

nuclear power plants need to adapt severely to make sure that supply is secured without 

risking the spread of the disease within the facilities (17). Whether this is specifically an issue 

connected to Covid-19 or a possible future outbreak of a pandemic, automated and distributed 

power generation can be considered safer to supply the grid during outages. The same can 

be said about battery storage system in particular to support them. 
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From this it becomes clear that energy storage in tandem with renewable energy is not only a 

vital part of the national plan to reduce carbon emissions, but also a necessary asset for a 

sustainable and secure energy system.  

2.2.2 Grid Perspective 

This sub-section describes the relevance of energy storage to the GB power grid. First, the 

GB balancing mechanism and ancillary grid services, meaning options on how private parties 

can sell the storage services to support the grid, are listed and discussed. Then the major 

current developments in the grid and the relevance of energy storage for them are considered. 

The Balancing Mechanism and Ancillary Services 

The balancing mechanism (BM) describes the processes NGESO undertakes to preserve a 

constant power balance in the grid. Although multiple companies work together to deliver the 

balancing mechanism, they are in the following collectively referred to as system operator 

(SO). The power balance is necessary, since the grid is only operational if generation and 

demand (so the energy going in and out of the grid) are matched at all times.  

A measure for this match is the grid frequency, which is constantly held at 50 Hz. Higher 

generation than demand increases the energy in the grid and hence the frequency. Higher 

demand than generation incurs a drop in frequency. A certain deviation of frequency is 

tolerable (limited to 0.5 Hz (18)), but high frequency deviations lead to appliances becoming 

inoperable and the grid may collapse.  

Conventionally large thermal generators operate with rotating masses in sync with the grid. 

These masses provide inertia that causes them to rotate slightly slower or faster to balance 

out the frequency deviation. However, this inertia can also be provided by other assets by 

adjusting their power output.  

The balancing mechanism is designed to prevent this imbalance and consists of multiple steps 

and processes. The first process is to ensure an energy balance, which is shown in Figure 5.  
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Figure 5: Process of trading, balancing and imbalance settlement for each half hour (19) 

Energy is traded as a measure of cumulative energy transferred within a half-hourly 

(settlement) period. Energy can be traded up to one hour in advance of that period, when the 

gate is closed. Before gate closure, the BSC (Balancing and Settlement Code) units, meaning 

all parties involved in the energy market submit their contracted volumes to the SO. Similarly, 

all large generators (>10 to 50 MW depending on region) and interconnectors submit their 

planned output. (20–22) 

BSC parties may offer to the SO to change their output for a compensation (23) in the 

balancing market. This process happens within the hour before the settlement period.  

Any deviation from the final value by a BSC party is treated as imbalance volume. Depending 

on whether the imbalance provided by a BSC party is according or opposite of the overall 

system imbalance, this may result in a penalty or benefit for that party (e.g. providing more 

energy when the grid did have too much energy results in a penalty). (20) 

The second process is to ensure a system balance within the settlement period, since the half-

hourly balance only limits the possible mismatch within it. The difference between system and 

energy balance is displayed through an arbitrary example of two settlement periods in Figure 

6. 
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Figure 6: Difference between Energy and System Imbalances 

The blue line, representing the system imbalance, describes how the power balance deviates 

from the equilibrium. The green surface under the curve represents the energy imbalance 

within the settlement period. In the first settlement period there is an energy imbalance of 

approximately 1 GWh. While the second period has 0 GWh energy imbalance, there is still a 

power imbalance of up to 1 GW that must be countered. A wide portfolio of ancillaries services 

are advertised by the SO to counter the system imbalance.  

The most notable service is frequency response. Three main service groups that provide it:  

- Mandatory Frequency Response (MFR) is mandatory to be provided by large 

generators and activates within 10 to 30 s after an imbalance is detected and 

unidirectional (either ready to increase or decrease generation). (24) 

- Firm Frequency Response (FFR) is a voluntary service that has a minimum 

procurement of 1 MW, activates within 5 to 30 s after imbalance detection and is also 

unidirectional. (25) 

- Enhanced Frequency Response (EFR), is a voluntary service with a minimum 

procurement of 1 MW, is required to activate within 1 s of detecting an imbalance and 

must provide its service bi-directional (deliver or absorb power) and is hence 

specifically targeted to be provided by energy storage with that ability. (26)  

Another service group is called reserve services and is meant to increase the active power in 

the grid in designated time windows. The Short Term Operating Reserve (STOR) is notified 

four hours in advance to provide its power and the Fast Reserve (FR) has to activate within 2 
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minutes (27, 28). These services may be satisfied either by delivering power to the grid, or by 

increasing/shedding load from the grid. 

There are a variety of other services that fit in none of these categories (29): 

- BM start up, which instructs a normally unavailable BM unit to synchronise with the 

grid and to be available to provide a bid/offer for the Balancing Market 

- Black start, which is procured by power stations to allow to boot up the system after a 

black out 

- Obligatory and enhanced reactive power service, which requires participants to 

provide or absorb reactive power to stabilise any phase shift in the grid resulting from 

net inductive or capacitive loads 

- Intertrips, which either reduces the output of or disconnects a generator from the grid 

in case of a fault and 

- Super Stable Export Limit, which reduces the output power of synchronous generators 

below minimum. 

The service outlined above are system wide service that can be provided from any location 

connected to the transmission network and primarily support the stabilisation of grid balance. 

However, there are also options to support the local grid: 

- Transmission Constraint Management is a service provided to the SO where 

generators adjust their output to reduce constraints in the local transmission network. 

(29) 

- Active Network Management is a service provided to a local DNO where the eligible 

provider adjusts their output to reduce constraints in the local distribution network. (30) 

Instead of frequency, these services allow primarily to relieve local constraints which could 

otherwise result in extreme voltage deviation or high line currents.  

Outside of the ancillary services, another measure to ensure the capability of the generation 

to match the grid demand is the capacity market, where generators are paid to ensure their 

power is available. The capacity is auctioned up to 4 years ahead and paid in £/kW of 

contracted power. The main obligation of participants is to provide the full power when called 

upon (4 hour notice). (31–33) 

With very few exceptions, all of the mentioned services, including the capacity market and the 

trading of imbalances, can be provided by implementing energy storage provided that they 

have sufficient scale and, especially regarding the locally bound services, are located in the 

right areas. Further, the chosen storage system has to fulfil the specific requirements around 

response time and flexibility.  
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It should also be noted, that specifically EFR and STOR can be provided through aggregation 

within a virtual power plant, meaning that the service can be provided cumulatively from 

different areas of the grid. This would allow even smaller storage installations to participate. 

(34) 

Ongoing Developments 

The current ancillary service structure is about to be revamped in the context of the clean 

energy package (35). Among other changes, the revamp is designed to make the service 

provision more accessible. This further supports the implementation of storage to provide grid 

services.  

In the electricity ten year statement (36), NGESO outlined several ongoing challenges for the 

transmission grid. The primary concern is the increasing development of offshore wind, 

biomass and nuclear power as well as interconnectors at the coast of Great Britain. Coupled 

with the closure of power plants around the Midlands, the energy stream will go inwards and 

put high current strain on the network and potentially lead to heavy circuit loading, voltage 

depressions and stability issues. These are further issues that may be addressed by inserting 

energy storage strategically to even out the energy transmission and relieve the grid.  

It should also be noted, that by gradually replacing conventional energy sources with 

intermittent energy such as wind and solar power, the grid is losing the inertia of large thermal 

turbines. Without this inertia, more fast bi-directional frequency response will be required, and 

thus especially fast-responding energy storage will be in high demand.  

2.2.3 Consumer Perspective 

This sub-section discusses how energy storage benefits the commercial and private energy 

consumers of GB. In this context this specifically references all energy market participants 

without generation assets. 

To provide the context of this discussion, the structure of GB wholesale and retail markets 

(shown in Figure 4) is briefly explained. Then in particular the role of energy storage in these 

markets is explained. 

Wholesale Market 

The wholesale market is based on the half-hourly trade of energy between generators and 

energy suppliers by entering supply contracts (20). While dispatchable generators adjust their 

output to the amount they sold, intermittent generators try to sell the amount of energy they 

predict (21). Suppliers try to predict the demand of their customers and buy energy accordingly 
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(20). Non-physical traders only try to make a profit from buying energy at a cheap price and 

sell it at a high price. 

The latter can be done by any of those parties, but a significant risk with energy trading is the 

time challenge. At gate closure, all contracts are final, and any deviation from the contract and 

the consumed/produced value results in an imbalance volume, which is on average more likely 

to lead to a loss than a profit (see 2.2.2).  

Energy storage at scale can support energy trading on all sides by capturing the deviation and 

neutralising it. Moreover, if a prediction towards the net imbalance volume in the grid can be 

made, it is possible to create an opposite imbalance flexibly to achieve a profit from the 

imbalance market.  

Generally, energy storage can also be used to perform arbitrage trading by selling energy from 

a settlement period where the price is low and sell it when the price is high. For this it is 

necessary to have a storage system with a high roundtrip efficiency. This in particular leads to 

cheaper energy for the consumer since time restricted surpluses and scarcity are avoided. 

This also benefits the overall grid efficiency. 

Retail Market 

Consumers in the retail market receive their energy from energy suppliers at a pre-determined 

tariff. That tariff contains the costs for the wholesale price, the margin for the supplier and 

several fees regarding network, operation, environmental and social obligation costs and 

taxes. (37) 

The pricing in the retail market is historically done by either a fixed tariff or a time-of-use tariff 

that changes the price for separate time periods (peak and off-peak) (38, 39). Since the wide-

spread introduction of smart meters in UK households (40), smart tariffs that adjust the price 

to the current wholesale market price are also possible and applied (41). Irrespective of the 

tariff, businesses with a nominal connection of 100 kW or greater are required to be half-hourly 

metered (21). 

The primary way of in which both households and businesses can profit from energy storage 

via the retail market is load-shifting. This is achieved by moving the energy consumption to a 

low price period. However, there are several other ways they can benefit from it. 

Businesses with half-hourly metering pay their transmission network charges through Triads 

payments. Triads are the three settlement periods of the year with the highest power demand 

in the grid, which is consequently also the time of maximum strain on the transmission grid. 

The transmission charges depend upon the measured energy demand of the business within 
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those settlement periods. By strategically supplying the business through a storage system at 

those periods or general peak shaving, those charges can be minimised. (42, 43) 

Another factor is the connection capacity. Some customers have rare, very high consumption 

peaks that they would need to account for when requesting a network connection – such as 

the load required to start-up a plant. Depending on the circumstances, this leads to additional 

costs to the customer, since the network operator has to provide for that peak at any given 

time. A storage system can be used to deliver that peak and thus mitigate the required 

connection capacity and potential grid reinforcement. (44) 

In case of a network outage, the consumer can use storage systems to ensure continuity of 

their supply. This is quantified by the damages avoided and therefore particularly relevant for 

businesses. (45) 

Other, smaller benefits include for instance power quality improvement (45). Consumers can 

also use storage to provide several of the grid services outlined in 2.2.2. 

2.2.4 Generator Perspective 

This sub-section describes the generator’s perspective on the energy market and the benefits 

of storage systems. The first section describes the categorisation of generators and the 

composition of generation in the UK to provide a general representation of different 

technologies and their relevance. The second section describes the market options and value 

streams for generators and the last section describes the benefits storage can provide in co-

location with generators. 

Categorisation and the UK Energy Mix 

There are several categorisation approaches for energy sources in the UK. Energy sources 

are described as: 

- “Fossil”, if they are based on pre-historic organic material (e.g. oil, gas, coal) 

- “Finite” or “Non-renewable”, if they rely on a finite source of energy including nuclear 

- “Renewable”, if they are self-sustainable  

- “Intermittent”, if their output is not controlled (but potentially limited) by the operators 

- “Low-carbon”, if they produce significantly less CO2 than conventional energy sources  

- “Thermal”, if they are based on the conversion of heat to electricity, primarily through 

steam and 

- “Embedded”, if they are connected to the distribution network and have no generation 

license. (46) 
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Hence, multiple categorisations can apply to an energy source. The energy mix as of 2019 is 

displayed in Figure 7. 

 

Figure 7: Supplied energy mix 2019 (47) 

Not considering the composition of “Others”, the vast majority of electrical energy is still 

provided by thermal (71.7 %) and fossil (60.4 %) power plants. Intermittent energy sources 

account currently for 23.7 % of the entire electrical energy supplied to the UK.   

Markets for Energy Generation 

The primary way for generators to earn a profit is to sell their produced energy on the 

wholesale market. Specifically for renewable energy sources, the renewables obligation (RO) 

scheme was set up to ensure that suppliers would buy at least a defined minimum of 

renewable energy from providers.  

The RO scheme was closed in 2017 and replaced by the Contracts for Difference (CfD) 

scheme as part as of the Electricity Market Reform in 2014. This scheme offers operators of 

renewable generation with a capacity of >5 MW the option to bid for a guaranteed price per 

MWh. The total amount of supported generation is pre-determined through budgets. If the day-

ahead wholesale price is lower than the strike price, the Low Carbon Contracts Company pays 

the bidder the difference. Should the day-ahead price be higher than the strike price, the bidder 

pays the difference back. (31, 48) 

Any generator, including storage systems, integrated and aggregated generators, with a 

minimum capacity of 2 MW can participate in the capacity market. Each technology is de-rated 

based on its reliability, meaning they receive a lower payment for their offered capacity. (31–

33)  
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Small scale operators of photovoltaic (PV), wind, combined head and power (CHP), hydro and 

anaerobic digestion plants up to 5 MW were able to sign up for a feed-in tariff (FIT) scheme 

offering them a fixed tariff for the energy generated and for the energy exported to the grid. 

While the scheme is closed to new entrants since March 2019, the parties signed up before 

that point are guaranteed the tariff for 20 years from the date of the sign-up. (49) 

Embedded generators also have an impact on the overall demand of the supplier or BSC party 

they are part of by reducing the total amount of energy consumed. This results a reduction in 

the following charges: 

- Assistance for Areas with High Electricity Distribution Costs (50) 

- Transmission Loss charges (46, 51) 

- Distribution Use of System charges (52) 

- Balancing Use of System charges (46) 

- Capacity Market Charge (53) 

Value of Energy Storage 

Since intermittent energy sources on the wholesale market are constrained by environmental 

conditions, such as clear weather and high winds, it is highly probable that their output will 

peak within the same settlement periods. Consequently, the competition will be the highest 

and the achievable price will go down. Having energy storage to sell the energy at higher price 

periods would therefore be beneficial.  

In regards to the CfD, the latest consultation points out that energy storage does not affect the 

contract, meaning that the generator can claim the full strike price difference (day-ahead price 

– strike price) for the generated energy and additionally change the time they sell the energy. 

(54)  

Generally, due to the unpredictability of intermittent generators, they are prone to incur some 

sort of imbalance volume. This volume can potentially be negated entirely through storage 

systems. 

Without the FIT scheme, micro-generation has no viable energy market to participate in. The 

main incentive for investing in them is hence the reduction in electricity costs through self-

consumption. However, the generation of the plant is likely not to match the demand on-site. 

This is especially true for domestic customers with PV panels, since their average load profiles 

peak in the morning and evening (55, 56). Home energy storage would allow to increase the 

self-consumption and minimise the electricity costs. This is also true for existing users of the 

FIT scheme due to the margin between the FIT export tariff (<5.5 p/kWh (57)) and the import 

tariff (~14.4 p/kWh (58)). 
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Generators with an output power of greater than 3.68 kW per phase require a permission by 

the local DNO to be connected (59). Depending on the location, this can incur high strain (high 

currents, voltage instabilities) on the network that requires a network extension. Any costs 

exceeding £200/kW must be paid by the operator unless the DNO offers one of the following 

alternatives (60–62): 

- The plant can be curtailed on demand. 

- The plant can be disconnected. 

- The connection is reduced to certain time windows. 

This limitation can be lifted through the implementation of storage to peak-shave the 

generation. 

Optionally, the storage system can be used to create an island or micro-grid to allow 

disconnection from the main grid and eliminate any external energy costs and connection 

charges. (34, 45)  

2.2.5 Summary of Value Streams 

In Table 1, the primary value streams for BESS in the GB energy system are summarised and 

categorised by co-location with assets. A storage system has a variety of services that can be 

accessed as standalone, but through co-location with consumers and/or generators more 

value streams are unlocked. Hence, all value streams can theoretically be accessed by the 

same storage system and a co-location is beneficial for the optimisation of the value of a 

storage asset.  

Standalone Consumer co-location Generator co-location 

Balancing market Reduction of connection 

charges 

Connection charge / 

curtailment avoidance 

Capacity market Backup Increase of self-

consumption 

Frequency Response Load-Shifting Price optimisation 

Reserve services Power quality 

improvement 

 

Local grid support Triad avoidance  

Arbitrage   

Table 1: Summary of energy storage value streams in the GB 

There are several considerations that have to be taken into account when planning to utilise 

energy storage for the provision of these services. Firstly, depending on the technical 
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capabilities and contractual obligations, some of these services cannot be provided by the 

same system or at the same time (layered).  

Secondly, not all storage sizes can provide all of these services, either due to minimum 

power/energy requirements or simply due to economic suitability. Domestic applications up to 

10 kWh for example would be most suitable for self-consumption or load-shifting. Business 

scale applications up to 1 MWh can additionally for instance provide local grid support, 

consider Triad avoidance or reduce their connection charge. Larger storage systems, unless 

located with large scale factories or wind farms may not be optimal for these applications 

anymore and instead focus on energy trading and the provision of grid services. To optimise 

the value generation of the storage system, scalability is therefore highly advantageous.  

Lastly, each of these services has a different utilisation profile. Not every storage system is 

capable of providing every service, but having more available improves its economic viability. 

Thus, versatility is a desired aspect for them. It should also be noted, that depending on the 

storage system the use case may affect its performance, which would affect its value. 

Hence, the following section will outline the market-available technologies for rechargeable 

electrical energy storage along with their advantages and disadvantages in respect to the 

described use cases. 

2.3 Electrical Energy Storage Technologies 

There are a wide variety of theoretical, experimental and developed electrical energy storage 

systems. They are commonly categorised by the medium of energy storage as displayed in 

Figure 8. 
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Figure 8: Types of energy storage technologies 

The purpose of this sub-section is to discuss the relative merits of the alternative storage 

systems to provide as many of the services in sub-section 2.2 as possible. In the first part, the 

storage technologies will be investigated briefly, with focus on their advantages and 

disadvantages and applicability for the provision of the services. The second part focusses on 

batteries, exploring the different battery chemistries and judging them by similar standards.  

2.3.1 Selection of Storage Technologies 

This section investigates several methods of storing electrical energy, with the goal to find the 

best storage system to fulfil as many roles in the grid as possible. Thus, the following priorities 

should be set: 

- The storage system must be established and market-available. 

- The location of the storage system should be flexible. 

- The roundtrip efficiency of the storage system should be at least 80 % (approximate 

based on observations of daily energy price variation) to minimise the loss of energy 

while optimising the grid. 

- The storage system should be capable of high ramp rates to dynamically absorb 

intermittent demand and generation.  

Mechanical Storage 

Mechanical energy storage turns electrical in kinetic or potential energy. The prime example 

is pumped hydro energy storage (PHES). During charge, electrical energy operates pumps to 

transfer water from a lower to a higher basin. During discharge, the water is led through 

turbines into the lower basin, which generate electricity again.  

Four PHES plants are already in operation in the UK (63). The main advantage is the low 

levelized costs of electricity (LCOE) of 100 to 230 $/MWh due to their longevity (45). However, 

while the overall efficiency is over 80 %, the main problem with this technology is the space 

requirement. Not only does 1 kWh capacity require 367 m3 of water to be stored at 1 m height 

difference, to make the system cost effective the environmental conditions need to be already 

favourable for this application. (9) 

Another applied form of potential energy storage is compressed air energy storage (CAES), 

which also uses pumps and turbines to store air at pressure, commonly inside underground 

caverns. These also excel through very low LCOE of 120-210 $/kW (45). However, depending 

on the thermal management of the system, they can only achieve 45 to 70 % efficiency and 

like PHES they have large space requirements with 1 kWh requiring approximately 50 𝑚3 of 

volume (64). 
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Advanced Rail Energy Storage (ARES) is a novel storage system that utilises the vertical 

displacement of mass, specifically of railcars, by using electricity to drive them up mountains. 

While still being an immature technology, ARES displays high ramp rates, low self-discharge 

and great longevity. However, it shares similar issues with PHES regarding the space and 

environmental requirements as well as efficiency (~80 %). (9) 

In contrast to the previous technologies, flywheels store kinetic energy. Through a motor a 

large mass is put into rotation in a near friction-less environment, returning the energy through 

the same motor. Even small flywheels can store large amounts of energy if operated at high 

rotational speeds - only limited by the material strength of the rotor. The advantages of this 

technology lie in the extremely high ramp rates and lifetime. While the efficiency is comparable 

to the afore-mentioned technologies (70-80 %), its self-discharge is significantly larger at high 

speeds and is therefore only feasible for short-term storage. (9) 

Mechanical storage overall has the benefits of long-life and low costs. Potential and kinetic 

energy storage have a trade-off of self-discharge and spatial requirements. Overall, they are 

only suitable on medium to large scale where the low efficiencies have less impact.  

Thermal Energy Storage 

Thermal energy storage turns electrical energy into either heat or cold and regains that energy 

by utilising the natural dissipation to the ambient environment. How the heat is stored is divided 

into three categories (9): 

- Sensible: stores heat only as a change in temperature of the medium. 

- Latent: stores heat by changing the physical state of the medium. 

- Thermochemical: stores heat by causing a chemical reaction in the medium. 

The most common medium for sensible heat storage is water, which offers a high thermal 

capacity (4.2 J/kg) (9). A common factor for this variety of storage is size, where smaller sizes 

have a high surface-to-volume ratio, meaning they lose their heat a lot faster than large 

systems.  

Latent heat storage changes the phase of a material from, for instance, solid to liquid and thus 

stores fusion enthalpy. The reverse state change releases the heat. Although partially a 

mechanical (by applying pressure to allow for the phase-change) and sensible heat storage 

system, liquid-air storage is a practically applied example of this technology. It provides a very 

high energy density, but due to the required temperature difference also works best at scale. 

(9) 
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Thermochemical storage uses sorption or reaction process to store energy in a material for 

instance through salt hydration. (9) 

An inherent consequence of thermal energy storage is the extremely low efficiency achieved 

near ambient temperature. The Carnot Efficiency, derived from the second thermodynamic 

law, is the upper limit and dependent upon the temperature difference between the storage 

medium and the ambient temperature. Higher temperature difference leads to higher 

efficiency, but also to higher self-discharge through dissipation. Even liquid air, which 

theoretically has a chance to reach near 100 % efficiency only accomplishes practically 50-

60 %. This makes thermal storage unfavourable for our intended application spectrum. (9) 

Electromagnetic Energy Storage 

These systems utilise electromagnetic effects to store large amounts of energy. Like 

mechanical storage, they can be divided into categories - potential (capacitive) and kinetic 

(inductive) energy storage.  

Capacitors store energy by using the electric field effects between a positively and negatively 

charged surface. They have the advantage of high ramp rates and efficiency. Advanced 

designs include double-layer and supercapacitors, which outperform conventional capacitors 

as they appear in electronics with higher energy and power density. However a big 

disadvantage of capacitors is their high self-discharge rate, which limits its applicability to time 

windows of a few minutes. (65) 

Inductive energy storage utilises the property of the magnetic field of a coil to sustain the 

current that is incurring it. It can be led in a loop and would thus stay uninterrupted until 

required. Under normal circumstances, high currents lead to high losses within the conductor. 

Superconducting Magnetic Energy Storage (SMES) counters this problem by cooling the 

conductor to cryogenic temperatures, where it loses its resistance and eliminates losses. (66) 

SMES has the advantage of very high efficiency for the charge discharge process (95 % to 

97 %). The main issue, however, is the necessary cooling for the operation, which must be 

sustained constantly, leading to constant secondary losses. They also have a very low energy 

density of ~3.5 Wh/kg. (66) 

Overall, electro-magnetic energy storage requires very specific circumstances and 

applications to be feasible as commercial system.  

Electrochemical Energy Storage 

Electrochemical storage systems are the most common form of electrical energy storage, with 

batteries being the most established technology. They commonly consist of anode, cathode 



24 
 

and electrolyte and store energy by electrically forcing a reversible chemical reaction which 

holds the energy until the circuit is closed. Only rechargeable batteries (secondary elements) 

are used for grid supply.  

Common cell chemistries include lead-acid, alkaline, nickel-cadmium, nickel-metal-hydride, 

lithium-sulphur and lithium-ion. While the detailed performance of battery cells varies by 

chemistry, they generally excel through high efficiency (>90 %), high energy and power 

density, almost instantaneous ramp rates, scalability and environmental independency. 

Specifically compared to mechanical storage systems, they cannot compare in longevity and 

LCOE, but some chemistries have nonetheless impressive cycle life and reasonable costs. (9, 

67, 68) 

High-temperature batteries are a sub-category, that requires the system to be kept at 

temperatures around 300 °C. The most mature technology of this category is Sodium-sulfur, 

which has similar longevity to Li-Ion batteries, but has the advantage of low costs. The 

disadvantage is, aside from the average efficiency of 74 to 86 %, the requirement of providing 

constant heating. This makes this technology on small scale infeasible. (44, 45) 

Redox-flow batteries are another sub-category, that makes use of the chemical reaction 

storing energy in the electrolyte and storing that electrolyte in a tank detached from anode and 

cathode. Common chemistries in practice and development include Vanadium, Polysulfide, 

Iron-Chromium and Hydrogen-bromine. (9) 

The costs and performance can vary between chemistries, but there are several common 

factors. The ability to store energy in a separate tank allow for a very flexible design and 

separate scaling of power and capacity. However, this also incurs additional losses through 

the requirement to operate pumps transporting the electrolyte. Further, the power of aqueous 

electrolyte cells is limited by the threshold of electrolysis at high voltages, requiring more cells 

to create good power supply and incurring high power costs. Lastly, current efficiency values 

peak at around 90 %. (9)   

A different version of chemical energy storage is hydrogen. Through electrolysis water can be 

split into hydrogen and oxygen. The hydrogen can be stored via several methodologies (e.g. 

compression, liquification, sorption) and turned back into electricity through fuel cells. The 

space requirements of the hydrogen storage trade off with costs and energy requirements. 

But while the technology is overall relatively cheap and renewable, the efficiency of hydrogen 

energy storage caps out at just above 50 %. (9)   

 

 



25 
 

Summary 

An overview on the advantages and disadvantages of the discussed storage technologies is 

given in Table 2. Efficiency considers self-discharge and operating losses as well.  

 Power Cost Energy Cost Efficiency Ramp Rate Space 

PHES >1000 $/kW <1000 $/kWh <90% >1min Large 

CAES <1000 $/kW <1000 $/kWh <80% >1min Large 

Flywheel <1000 $/kW >1000 $/kWh <90% <1min Medium 

Thermal <1000 $/kW >1000 $/kWh <80% >1min Large 

Capacitor <1000 $/kW >1000 $/kWh <90% <1min Small 

SMES <1000 $/kW >1000 $/kWh <90% <1min Small 

Battery >1000 $/kW <1000 $/kWh >90% <1min Small 

High-temp 

battery 

<1000 $/kW <1000 $/kWh <90% <1min Medium 

Redox-Flow >1000 $/kW <1000 $/kWh <90% <1min Medium 

Hydrogen <1000 $/kW <1000 $/kWh <80% <1min Medium 

Table 2: Overview on storage technologies performance (derived from (69, 70)) 

Most of the given storage technologies have niche applications and could potentially fulfil 

some of the given services mentioned in 2.2.5. In the current energy storage market, however, 

only batteries are flexible and efficient enough to provide almost all of those services reliably. 

The most important factor is that battery storage is scalable from home to large-scale grid 

storage and flexible in location. The closest competitor is redox-flow, which may be able to 

compete on small scale and power capabilities in near future.  

2.3.2 Selection of Battery Technologies 

There are many battery technologies theoretically capable of grid support. This sub-section 

will provide a quick overview on the current commercial options and inform the focus of this 

project. Ideally, a technology should be found that has good techno-economic performance, 

is long lasting and market-established. The main technologies are summarised in Table 3. 

Technology Lead-Acid NiCd NiMH Li-Ion 

Cycles 200-3000 300-3000 300-1400 500-15000 

Calendar life (years) 3-20 5-20 5-10 5-20 

Efficiency 60-90 60-90 65-75 75-95 

Capacity costs ($/kWh) 60-640 800-1500 430-640 210-2130 

Power costs ($/kW) 2070-3300 400-2470 1420-2470 1030-4550 

Self-discharge (%/month) 1-10 0.5-20 1-30 0.04-10 
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Table 3: Comparison of different selected battery technologies, based on data presented by Matthias Vetter in 
“Energy storage – renewable energy’s key ‘blade’ for grid integration” on the Canada Energy Storage Summit 

and in “Decentralised PV battery storage systems – system design, integration and optimization” at the Intersolar 

Conference North America 2014 (9) and other sources (9, 44, 77–83, 45, 68, 71–76) 

Lead-acid is the most mature rechargeable chemistry on the market. Established through car 

batteries, they also have found application on grid scale. The chemical reaction is based on 

the formation of lead-sulfate from lead and lead-dioxide electrodes and sulfuric acid. 

Compared to other battery chemistries they are cheap, easy to recycle and robust to 

environmental conditions. Among the disadvantages are the production of hydrogen, which 

must be vented, the requirement of maintenance, and the performance limitations by low 

voltage and degradation susceptibility to large cycle depths. (45, 84) 

Nickel-based batteries are also very mature. Formerly made with cadmium, they are largely 

replaced by Nickel-Metal-Hydride cells, which have competitive energy density and cycle life, 

but are susceptible to deep cycles, like lead-acid (85). They predominantly used for consumer 

electronics.  

Lithium-Ion batteries cover a large group of chemistries that are based on the transfer and 

intercalation of lithium-ions between anode and cathode as charge/discharge process. An 

overview on the chemistries is given in Table 4.  

Cathode NMC LFP LMO NCA LCO 

Electrolyte Organic Liquid Solution 

Anode C (+Si) LTO 

Table 4: Commercially common Li-Ion cell materials (86, 87) 

While many cathode chemistries offer similar capabilities, the major categorisation within them 

is by anode chemistry. The two most commonly applied ones are Carbon and Lithium-

Titanate. (9, 84) 

Carbon (typically graphite) anodes make Li-Ion batteries cheaper and are fairly stable. Two 

common downsides of this anode is the expansion during charge, which can lead to cracking 

and damages to the active material/electrode of the cell, and the requirement of a passivating 

layer to protect the anode from reacting with the electrolyte (88). There are varieties of carbon 

anodes containing up to 5 % silicon, which offers even higher capacity, but also a reduction in 

cycle-life since the Silicon particles suffer from extreme expansion during charge (89, 90). 

Lithium-Titanate anodes are considerably more resilient than Carbon. They have none of its 

disadvantages, higher safety, higher discharge rates and incredibly long cycle life. However, 

they also have a low cell voltage, which results in lower energy density and additional required 

cell management due to higher cell count in series for the same output voltage. This is 

amplified by the high cost of titanium, which often outweighs its advantages. (91)  
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An overview on the different chemistries and some of their capabilities is given Figure 9. The 

cathode chemistries refer to their performance with a carbon anode while LTO is using NMC 

or LMO as cathode. Generally different cathode/anode chemistries have very different 

performance limits, which emphasis the need to consider their differences and to not focus on 

a single combination.  

 

Figure 9: Li-Ion chemistries and performance aspects 

Generally, Li-Ion is considered more expensive than other chemistries but excels through long 

cycle life and high energy and power density. Using chemical differences they can also be 

optimised for energy- (e.g. arbitrage) and power- (e.g. frequency response) oriented 

applications, which is why they are found in a wide variety of use cases ranging from consumer 

electronics over electric vehicles to stationary storage system.  

Lithium-Sulfur batteries, are a promising chemistry that provides a significantly amplified 

energy and power density at much lower costs. A key problem with this chemistry is the cycle-

life which is still very limited. (92) 

While Li-Ion covers all of the given chemistries, even on the lower end of the cycle count it 

outperforms the other chemistries. Regarding efficiency it is the better choice as well. 

Expectedly, Li-Ion is on the higher end of the cost spectrum, but the technical advantages and 

its continued improvement and innovation – driven by its existing dominance in the grid 

storage and electric vehicle market – make it the most favourable technology to investigate 

for grid storage.  

Based on this investigation, Li-Ion battery storage appears best suited for a widespread 

application as grid storage. Although it still faces challenges regarding recycling, its 
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performance is both powerful and flexible for a wide variety of applications. Further, it has a 

long life that requires infrequent replacement and constant improvements in the manufacturing 

process and ongoing and funded research ensure consistent optimisation of crucial cost and 

sustainability factors. 

Although the technical advantages of Lithium-titanate are of interest to the grid storage market, 

it is chemically very different and shows significant cost challenges. Therefore this anode 

chemistry will be excluded from this investigation. 

2.4 Barriers of BESS 

Widespread implementation of BESS may be attractive, but is not without issues which 

disincentivise the investment in them. The barriers of BESS can be identified on three main 

levels: regulatory, commercial and technological. Each of these will be explained here.  

Regulatory Barriers 

As of the current version of the grid code, energy storage has now a definition as a subset of 

generation assets and is deemed exempt of several EU regulations (93). However, as a 

generation asset, it is still subject to unbundling conditions which deny TNOs and DNOs 

ownership or operation of energy storage (94). This means that energy storage cannot actively 

be deployed for grid support by the grid operators.  

An issue that has been consistent throughout the implementation of storage in the grid is the 

double-charging of energy storage. For both import and export of energy storage systems are 

and will continue to be charged locational Distribution/Transmission Use of System charges. 

It should be mentioned that several other charges like residual Use of System charges are 

planned to be reduced for storage systems (95).  

Another problem is the changing landscape around energy storage and balancing service 

value streams (96, 97). Especially that the ongoing changes on the grid service structure and 

regulation mentioned in 2.2.2 make it difficult to estimate the potential value generation. 

Although the grid and regulations around battery storage continuously adapt to the ongoing 

changes in supply of power and inertia, they are still developing and hence pose a risk of 

unpredictability for investors. 

Commercial Barriers 

Commercial barriers mainly relate to the inability to fully profit from the different value streams 

of BESS. This may be a financial, contractual or access disadvantage. In the following it is 

referred to the value stream discussed in 2.2.5. 
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While currently under development, the present grid services have very high minimum power 

thresholds for participation, discouraging the small scale application of storage for grid 

support. While in some cases aggregation is possible, this requires a sub-contract under the 

said aggregator (9). 

There is an argument to be made, that small scale operators would not be able to compete in 

the service tenders with larger providers. This however should not disqualify them from 

provision since there is an opportunity for them to stack value streams from different services. 

This leads into another issue with grid services, which is that many of them prohibit the 

provision of other grid services in parallel, even if that is a technical possibility, would provide 

additional revenue to the owners and penalty systems are in place (9). One example is the 

capacity market, which prohibits participation in reserve services (32). 

Regarding the retail energy market, price control measures lead to a flattening of the energy 

price curve (9, 98). While this is beneficial to consumers, this also reduces the ability for energy 

storage to be a profitable and market supportive asset. Further, the increasing participation of 

energy storage along with the addition of interconnectors to other countries will flatten the 

wholesale prices as well. 

A minor but potentially very damaging factor for domestic customers is that they have to pay 

higher value-added-tax rate on energy they import to charge batteries. (99–101) 

The ongoing support for renewable energy, especially under the consideration of the CfD 

scheme, guarantees a profit for their operators. This, however, has the downside of missing 

incentives to put any control measures on their output, reducing both power and energy 

stability. While battery storage as a counter measure is not incentivised, it can potentially 

greatly support their stability.  

Technological Barriers 

As a long term investment asset, Li-Ion BESS should provide competitive pricing. However, 

not only is the dominance of this technology in the long term not guaranteed, Li-Ion itself is 

subject to a constant fall in prices, which went from about $1100/kWh in 2010 to $137/kWh in 

2020 (102, 103). While this makes a steadily replaced system attractive, one-off investments 

are discouraged. 

While distributed application of energy storage is beneficial to local grids and allows for more 

widespread implementation, many technical factors of BESS, such as space, battery 

management and power conversion, become cheaper with scale. Larger BESS on the other 



30 
 

hand have to compete with existing storage systems (e.g. PHES) and there are fewer 

businesses and generators available for co-location. 

Response to Barriers 

As existing and potential providers of BESS, there are limited options to respond to these 

barriers and make sure their investment remains profitable. EDF Energy as one of the “Big 

Six” energy suppliers and owner of several both dispatchable and intermittent generation 

plants has the potential to capitalise on BESS alone or in collaboration with small- and large 

scale customers. While being able to participate in regulation consultations regarding the UK 

market and grid operations, as a business they have to ensure through good management 

and prediction that BESS they invest in are profitable. The best way to accomplish this is 

modelling.  

2.5 Battery Storage Modelling 

This sub-section discusses the modelling of BESS. The first part describes the structure of 

typical BESS for a more detailed analysis and to establish the terminology. There are two 

general approaches to be taken for battery modelling, which are discussed in detail in the 

second part.  

The sub-sections 2.5.3 to 2.5.6 discuss existing battery models for application. They will be 

reviewed to whether they can be applied to the targeted use case and advantages and 

disadvantages will be discussed. It is aimed to find battery models usable for investors with a 

third-party (disconnected from manufacturing, trade or modelling of batteries) perspective and 

identify the gap in knowledge in the last section. 

Between submission two and the writing of this report some new models have been identified 

and included in this review.  

2.5.1 Structure of BESS 

To construct a full BESS model, the structure must be described and identified. Figure 10 

displays an example for a setup of a BESS AC co-located with a consumer and a DC 

generator. While, depending on the generator, a DC co-location (connects generator and 

battery over the same DC line and only requires one AC/DC converter) is possible this setup 

allows for a focus on the components of a standalone BESS as well.  
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Figure 10: Example of a AC-co-located BESS setup 

The BESS elements are shown in green. The UK power grid operates at AC voltage, while 

batteries require a DC voltage for charge and discharge. Hence, a con-/inverter is required to 

convert AC to DC current between them. This converter directly controls the charge and 

discharge processes. 

It is important to note that converters are additional elements that require operating power, 

have a limited power and conversion losses. They also incur additional costs that need to be 

considered for use cases.  

Further, a control unit is required telling the converter to charge/discharge depending on the 

circumstances. This can, as in this example, happen by connecting it to the meter and have 

the battery minimise the grid interaction. For frequency response provision it is also necessary 

to measure the grid frequency or interface with the grid operator.  

The battery management system (BMS), which is often part of the converter and mainly 

relevant to Li-Ion batteries, ensures the safety of the battery through balancing of the cells at 

high voltages. It also should monitor the battery voltage and prevent over-heating.  

The battery itself consists of a matrix of battery cells, which are connected in series and 

parallel. An overview on the different configuration options is given in Figure 11. Cells are 

commonly bundled into modules. A string of modules can be described as a pack or rack. The 

racks are connected in parallel to form the full battery.  
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Figure 11: Battery series (a), parallel (b), parallel string (c) and series of parallel pack (d) configuration (104) 

The battery cells can have different architectures as well. Common architectures are hard-

cased prismatic or cylindrical cells and laminated polymer pouch cells. The latter are usually 

constrained in modules to provide physical support.  

Ideally, all components of the BESS are considered in the model, both regarding their 

functionality and their cost impact. The main focus, however, should be on the battery itself.  

2.5.2 General Modelling Approaches and Priorities 

Outputs and Inputs 

Modelling of BESS can take a variety of different approaches with different objectives. Ideally, 

it optimises for maximum net present value or internal rate of return (IRR) and outputs the best 

choice of storage system, the best value streams and best sizing.  

The inputs for the model are subject to severe limitations. Data on the battery services is 

largely dependent on the use case and historical data. Guidelines and requirements can either 

be given as per NGESO or be derived from technical values such as peak power of local 

equipment and generators. A forecast is necessary for the detailed load profile which may be 

very different from the actual utilisation.  

Data on the battery storage systems is also limited, especially before investment. The potential 

customers, who are usually third-parties (not actively involved in the manufacturing trading or 

operation of BESS), are commonly provided in advance with datasheets, manuals, warranty 

conditions and a quote. These describe at high level the technical information on the system, 

but provide nearly no information on the structure, electrical or thermal behaviour or the 

ageing. 
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Wholistic and Focussed Modelling 

Wholistic modelling as shown in Figure 12 aims to achieve all of the above, optimising every 

aspect of the storage system by extrapolating the limited data given in advance. Wholistic 

modelling needs to consider the financial aspects, the scheduling of the services and the 

response of the battery to these options (electrical response, degradation etc.).  

 

Figure 12: Wholistic BESS Project Modelling 

The main advantage of this model is that it requires very little effort from the user aside from 

the acquisition of the data. After the data is provided, the wholistic model will process 

everything standalone and provide all the data required.  

The main problem with this model is its complexity. The battery model would ideally contain a 

detailed model of electrical, thermal and ageing behaviour that can be applied for any time 

period. The service model would need to call this model for every single combination and 

series of services possible within the maximum contract duration, and then need to compare 

the revenue of each. Considering the variety of services and layering opportunities this would 

quickly become too complex to be computationally processed within reasonable time periods.  

Another problem is the inflexibility. Considering how quickly the data on services can change, 

having to regularly update and re-run it would take a lot of effort. Sensitivities would be hard 

to identify and the outputs are only the ones pre-determined. Also, even small changes to the 

model would be very difficult to implement.  
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Focussed Modelling takes a different approach by focussing on a specific part of the BESS 

project modelling, specifically one of the sub-models of the wholistic modelling. The sub-model 

with the most benefit to the EDF Energy R&D UK centre would be a BESS model (especially 

as they already have a number of optimisation algorithms available). This model does not 

consider the service composition, nor the financial impact of the service and instead purely 

focusses on impact any utilisation has on the system.  

Examples for this kind of model are given in (105, 106) and the basic structure can be 

described as in Figure 13. It consists of an electrical, thermal and ageing model that work 

dynamically together. Inputs are the initial and environmental conditions of the system and 

utilisation (i.e. cycling) of the use case. As output, the final response of any of these models 

can be selected depending on the chosen purpose. 

 

Figure 13: BESS Focussed Modelling 

This modelling approach offers great levels of flexibility: 

- Outputs: Not only can it be used to extract the degradation of the model, any aspect of 

interest like power capability and heating can be extracted as well.  

- Modification: Each of the models can easily be modified without interfering with the 

operation of the overall model. 

- Time: The model can be used for any time period.  

- Integration: The model can be directly integrated in other tools/models or used as pre-

calculation for different types of services. 

- Enhancement: Additional information on the storage system can easily be added to 

the model. 



35 
 

Since it only focusses on the simulation of the three core models, it can also be expected to 

be computationally fast to process. It can be easily optimised to provide better accuracy or 

speed.  

The disadvantage of this model is that users have to have more understanding of how the 

BESS works in connection with the grid. But detailed knowledge on the functionality, while 

beneficial, is not required. The overall use case comparison also has to be done by the user 

or a shell tool. 

Whilst initially the wholistic modelling was the more desirable approach, based on the 

mentioned pros and cons, a focussed tool has been found to be of greater benefit to the EDF 

Energy R&D UK centre. 

2.5.3 Full Modelling 

Full models are existing models and tools that consider electrical, thermal and ageing aspects 

and can directly be applied to a use case. The authors of (105) provide such a model as a 

focussed modelling approach for EV applications. The model is shown to simulate the 

interactive behaviour of many cells in a pack configuration of arbitrary size. The model is based 

on experimental data on cylindrical LMO cells and allows for a detailed evaluation of capacity 

loss and voltage responses for power limitations and the differentiation between the impact of 

different utilisation profiles. 

It also provides an indication for the calculation time for multiple cells in parallel and series as 

shown in Figure 14.This graph shows that a combination of parallel and series cells can quickly 

lead to multiple minutes of calculation for a single cycle, which is very impractical considering 

long term modelling. 

 

Figure 14: Calculation time per cycle as function of cells in series and parallel (105) 



36 
 

Further, while the detailed modelling process is given, their approach does not contain the 

numerical data necessary to fully replicate it. It can also be considered inflexible to changes 

in the replicating system (for instance change of cell size, chemistry). 

The Battery Lifetime Analysis and Simulation Tool by the National Renewables Energy 

Laboratory is a free wholistic modelling tool that allows for the financial analysis of BESS. This 

model is also using a combination of electrical, thermal and degradation models based on 

data of NCA cells. The tool is fully automated and requires as input some basic information 

on the storage system and price and cost information. The full simulation of energy trading 

aims to optimise for the IRR of the system. (106) 

The advantage of this tool is the accessibility for unexperienced potential investors in energy 

storage. It allows for an easy approximation of the behaviour of the BESS and a use case 

optimisation. As a wholistic model, the main drawbacks compare to the ones mentioned in 

2.5.1. The tool is not applicable to any other use case than energy arbitrage and any other 

storage system. (106) 

Similar problems occur with the model of (107). While this modelling approach investigates 

the full application and feasibility for a photovoltaic storage system and includes an in-depth 

investigation in ageing mechanisms, it is also very specific for that use case and not easily 

translatable to other problems. 

Several other wholistic models and tools have been developed to specifically investigate the 

viability of energy arbitrage and grid applications of BESS in several energy markets. These 

models, however, heavily abstract the electrical and rarely consider thermal behaviour of 

BESS and utilise simplified references for battery degradation. They also focus on very 

specific applications (such as optimisation of arbitrage trading), making the models 

inapplicable to other use cases without severe modification. (108–111) 

In conclusion, while there are existing models and tools available, they are either very detailed 

and extremely difficult to replicate ((105–107)) or fully or partially replicable and heavily 

abstracted ((108–111)). In all cases, the models are only applicable to specific use cases 

and/or chemistries. Considering the requirements of adaptability and the inability of current 

full models to fulfil them, a new model should be constructed.  

2.5.4 Electrical Modelling 

The electrical model of a BESS contains three main steps: 

- The translation from the AC to DC voltage via the converter 

- The split of the power across the interconnected cells of the battery and 

- The internal processing of the power by the cell. 
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Models for the converter response are mostly unnecessary, since values such as self-

consumption, power rating and efficiency are commonly given in the datasheet. Thus the focus 

will be on the latter two steps. 

Battery Pack 

Battery packs are mostly subject to the normal circuit rules of series and parallel connection 

of batteries. This applies to both the stacking of voltages and the addition of battery 

resistances. However, there are several considerations to be taken regarding the capacity 

management of cells in series.  

Li-Ion cells are commonly operated around 3-4 V, subject to the choice of cathode. Each type 

has upper and lower voltage limits that should not be exceeded during operation, since 

otherwise the cell can experience severe damage. This means that when approaching the 

upper and lower SoC of the storage system, the battery pack will have power limitations that 

need to be considered in the model.  

Even when considering the battery pack voltage limits, depending on the state of charge (SoC; 

charge of cell relative to total capacity) and the degraded capacity of cells in series, it is 

possible to exceed the voltage limit for individual cells. An example is shown in Figure 15. 

 

Figure 15: Impact of charge imbalance on voltage limit (112) 

The authors of (113) summarised all methods of active and passive methods of cell balancing. 

They describe that initially cells in modules are matched to minimise the variability and thus 

the possible imbalance, which is confirmed in (114). 

Generally, balancing methods are categorised differently depending on the author so the 

following categorisation is based on the structure outlined in (113). Passive methods of 

balancing requires no monitoring or action from a BMS. For lead-acid and other chemistries it 

is possible to have the cells overcharge, turning remaining energy into heat but consequently 

also leading to hydrogen release and premature ageing. Since that is not possible for Li-Ion 

batteries, the only passive option is to have the batteries be connected to resistance that 
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discharge the cells once the maximum allowed voltage is achieved. This leads to high 

additional losses. (113) 

There are a multitude of active balancing methods involving bypassing or charge-

redistribution. The best bypassing technique is shunt resistor bypassing, which connects a 

resistor in series when an overcharge is detected. This method is very cheap and easy to 

implement. The best way for charge re-distribution is using switched capacitors which move 

energy overheads from cell to cell. This increases the efficiency but also the pricing of the 

BMS. (113) 

Since active methods of balancing has major advantages it can be expected to be 

implemented in all modern Li-Ion BESS. The method of implementation is likely to be shunt 

resistors due to the price factor.  

Cell Equivalent Circuit Model 

The electrical behaviour of battery cells can be regarded from various perspectives. Since 

technically a battery is not a simple circuit element, methods of abstraction are necessary. 

Circuits representing the battery cell behaviour are therefore called equivalent circuit models 

(ECM). 

The model by (115) describes each of the chemical process as a series and parallel 

combination of various resistors and capacitances. Many existing ECMs use simplified, 

phenomenological versions of this model that aim to summarise the processes. An overview 

of the commonly used ECMs is given in Figure 16. 

 

Figure 16: Common Li-Ion ECM a) Thevenin-model, b) Impedance-based model, c) Runtime-based model (116) 



39 
 

The Thevenin model is the most referenced approach for ECMs. This model replicates the 

transient behaviour of battery cells through one or more RC elements with the series 

resistance providing the initial voltage jump of the cell. There are many modifications to this 

model that mostly involve the number of RC elements and different implementations of the 

self-discharge. (107, 116–123) 

The impedance based model is one of many AC generated ECM. It considers aside from the 

series resistance an inductance (commonly active at very high frequencies) incurred mostly 

through cable connections (124), and a Z element, representing a cross-connection of many 

RC elements. (116, 122) 

An extended version of this model is displayed in Figure 17. This version contains instead of 

one Z element a combination of constant-phase-elements (CPE; themselves a combination of 

capacitors and resistance incurring a constant phase shift) and resistors. One particular CPE 

in this circuit is the Warburg element, which reflects the diffusion process of charge and 

discharge. This model is commonly parameterised through electrochemical impedance 

spectroscopy (EIS) at high frequencies and provides the impedance spectrum shown. (124) 

 

Figure 17: Typical EIS spectrum of Lithium-Ion batteries and ECM adaption (124) 

This ECM works well with AC utilisation of batteries, but fails to properly project transient or 

DC behaviour. It is therefore mostly used for diagnostic purposes.  
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The last ECM displayed in Figure 16c is the runtime-based model. This model splits the 

various electrical characteristics of a battery cell into multiple sub-circuits, namely a surface 

circuit with the series resistance, a transient circuit modelling the transient voltage response 

as in the Thevenin model and a state-of-charge (SoC) circuit with a capacitor representing the 

charge of the cell.  

The SoC is expressed as percentage of the maximum coulombic charge of the battery: 

 
𝑆𝑜𝐶 = 𝑆𝑜𝐶0 +

∫ 𝐼𝑑𝑡

𝑄
 (1) 

This relationship can be electrically expressed through a capacitor charged with the cell 

current 𝐼. The cell capacity 𝑄 serves as capacitance and the SoC is the voltage over that 

capacitor. The voltage of the SoC circuit and the transient circuit control the voltage source of 

the surface circuit. (116) 

This ECM is again more a phenomenological approach and tries in particular to capture the 

change in open-circuit voltage (OCV) depending on the SoC of the cell. The OCV itself is 

subject to many existing modelling approaches. Commonly it is recorded from experiments by 

charging/discharging the cell and then having it rest. Some sources, such as (125) attempt to 

describe the OCV curve through an equation.  

While experimental data can provide the OCV curve for different chemistries, there three 

additional impacts on the OCV curve to consider: 

- Two different cells with the same chemistry from different manufacturers may have 

different curves, for instance due to differences in electrode composition, charge 

priming or initial SoH. However, the voltage windows don’t commonly change. 

- The OCV curve may change over time depending on the ageing mechanisms. (125, 

126).  

- The OCV is impacted by temperature. (127) 

It should be noted that the OCV is subject to a small hysteresis. After a charge or discharge, 

the OCV is subjected to a small voltage offset (positive after charge, negative after discharge). 

This hysteresis has been identified in (128, 129) and is small enough to be commonly ignored 

for modelling (120, 130–132). 

While the self-discharge is in Figure 16 represented as a resistance, representing it as 

dependent upon either open circuit voltage or SoC, other sources also describe it as a current 

(133). Generally it can vary between 0.1 and 5 % SoC loss per month depending on the cells 

and conditions (134–138). Dependencies upon SoC and temperature are inconsistent across 
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these sources and seem to generally not exceed that boundary under nominal conditions. This 

rate is extremely small. 

Overall, while many ECMs already exist and can be replicated, they are only applicable to the 

cells investigated. Even ECMs that adapt to changing SoC, state of health (SoH) or 

temperature such as (117, 122, 139, 140) can only be applied to that specific cell type. The 

relationship between OCV and SoC is generally similar within chemistries, but unknown 

dependencies should be acknowledged. To make a usable model it is important to be able to 

adapt the electrical characteristics of the ECM to the given system.  

2.5.5 Thermal Modelling 

Thermal models describe the temperature (𝑇) development based on heat generation and 

transfer. There are again multiple perspectives to be taken on each. Cell heating is described 

in (141) as a summary of joule heating, enthalpy of reaction, enthalpy of mixing and phase 

change. Several authors consider the latter two factors to be negligible (127, 142) although 

this can be very dependent on use case. Overall this relationship can be described as follows: 

 𝑞𝑡ℎ = 𝑞𝑗𝑜𝑢𝑙𝑒 + 𝑞𝑒𝑛𝑡 (2) 

 
𝑞𝑡ℎ = 𝐼 ∗ (𝑉𝑐𝑒𝑙𝑙 − 𝑉𝑂𝐶) + 𝐼 ∗ 𝑇 ∗

𝑑𝑉𝑂𝐶
𝑑𝑇

 (3) 

It should be noted that the joule heating 𝑞𝑗𝑜𝑢𝑙𝑒 contains two processes: The purely ohmic 

resistance of the cell and the overpotential (cell voltage 𝑉𝑐𝑒𝑙𝑙 minus open-circuit voltage 𝑉𝑂𝐶) 

incurred by the diffusion processes. Phenomenologically, they correspond in sum to the 

resistances of the electrical ECM. Thus, Joule heating can be calculated from the ECM 

currents through the resistances.  

The enthalpy of reaction 𝑞𝑒𝑛𝑡 is also often referred to in literature as entropic heat, and is a 

reversible heat generation incurred by the chemical reaction. During charge/discharge, the 

heating/cooling is reversed. The value for entropy 
𝑑𝑉𝑂𝐶

𝑑𝑇
 is dependent on the SoC and this curve 

also changes depending on the cathode chemistry, manufacturer and can also be different 

from cell to cell. (127, 143, 144) 

Heat transfer requires a model that encompasses all elements that may have a reasonable 

impact on the battery cell temperature. The most basic approach is to only consider the cell 

as a lumped model with a heat capacity, conduction and convection. Those can be expressed 

through an ECM as shown in Figure 18. 
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Figure 18: Simplified thermal model of a single Li-Ion cell (127) 

𝑞 represents in this figure the heat generation as a current source, 𝑇𝑖𝑛 the cell core 

temperature, 𝑇𝑠 the surface temperature, 𝑇𝑎𝑚𝑏 the ambient temperature, 𝑅𝑐𝑜𝑛𝑣 the convection 

resistance, 𝑅𝑐𝑜𝑛𝑑 the conduction resistance and 𝐶𝑡ℎ the heat capacity. In order to keep the 

consistency with the electrical ECM and to avoid confusion with the cell capacity, the heat 

capacity will be referred to as heat capacitance from here on.  

This ECM only encompasses the battery cell, which is a reasonable approach considering it 

is both the only unavoidable heat resistance and the only referenceable part of a full BESS, 

since depending on the assembly of the module and or rack the cooling methodology and 

efficiency can change significantly.  

On a more macroscopic level, the models in (145, 146) explore the cell to cell relationships of 

heat transfer, while the authors of (106) consider the thermal model a lumped model of the 

entire storage system. In the other direction, there are models that try to increase the precision 

of heating and distribution within the cell body, such as (146–148). But these models only 

apply to the cases investigated and are not necessarily universally applicable.  

While the heat generation can be approximated through the electrical characteristics of the 

cell, the heat dissipation is much more difficult to determine, since it is highly dependent upon 

cell structure, material and cooling system. It is therefore recommended to use a reference 

cell or module. However, in that case the heat generation must be scaled to the parameters 

of the cell in the dissipation model. 

2.5.6 Ageing Modelling 

Degradation Measures and Mechanisms 

Battery degradation or ageing models attempt to identify two things: a measure for the 

degradation of the battery and the factors impacting said degradation. In reality there are a 
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multitude of ageing mechanisms that can lead to a variety of failure modes. An overview on 

these mechanisms is given in Figure 19. 

 

Figure 19: Degradation Mechanisms in Li-Ion Cells (126) 

Effectively, battery cell degradation can have three main consequences: the loss of coulombic 

capacity, the increase of internal resistance and possible the immediate death of the cell 

through internal short-circuits. Since the latter is extremely unlikely in modern Li-Ion batteries 

and commonly a result of abuse or extreme conditions outside of manufacturer 

recommendations (including fast and/or low temperature charge) it will be disregarded as 

possible consequence.  

Nearly every process within the cell can affect the cell resistance, since any damage on the 

transmitting materials blocks the movements of electrons and/or ions through the cell. 

Capacity loss on the other hand is connected to three values: the capacity of the anode, the 

capacity of the cathode and the lithium inventory. The overall capacity is representative of the 

minimum of these three values. (126) 

Figure 20 provides an overview of how operation of the battery affects the different 

degradation mechanisms and consequently capacity and resistance. These are specifically 

focussed on the processes reducing capacity.  
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Figure 20: Cause and effect of degradation mechanisms (126) 

In practical battery modelling, it is impossible to forecast the detailed development of each of 

these processes. Therefore most authors either reduce degradation modelling to the most 

common and impactful process or approach degradation modelling empirically. 

The coulombic cell capacity is commonly used as main indicator for ageing. The most common 

shape for cell degradation over time and/or charge/discharge cycles is given in Figure 21. 

Essentially the capacity loss starts very rapidly and decreases over time until reaching a 

certain threshold. At this threshold, called the knee-point, the cell loses capacity rapidly. For 

this reason it is commonly defined as the end-of-life (EOL) (149, 150) 

 

Figure 21: General shape for capacity versus cycle number plots (149) 
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The zones A-C are the main usable life of a battery cell. They are therefore the most commonly 

modelled zones. Most authors identify these zones primarily as a result of the growth of the 

solid electrolyte interface layer (SEI), which reduces lithium inventory (151–153). The knee 

point is described as the onset of lithium plating when the SEI layer is too thick to allow for 

intercalation into the anode (88, 154, 155). 

The threshold between C and D is commonly identified by the remaining cell capacity. In the 

automotive industry it is usually placed at 80 % to ensure performance (although cell 

resistance is there a more dominating factor), but for stationary systems it can be 70 % or 

less. Generally, 80 % can be seen as minimum value up to which the cell will not reach the 

knee point.  

The ageing of the internal resistance (specifically the DC resistance) is sometimes used as 

indicator for the power fade of the battery, wherein the overpotential of the battery increases 

with rising resistance 𝑅𝑐ℎ and thus limits the maximum charge (𝑃𝑚𝑎𝑥) and discharge (𝑃𝑚𝑖𝑛) 

power near the voltage limits 𝑉𝑚𝑎𝑥, 𝑉𝑚𝑖𝑛 (156): 

 
𝑃𝑚𝑎𝑥 = 𝑉𝑚𝑎𝑥 ∗

𝑉𝑚𝑎𝑥 − 𝑉𝑂𝐶
𝑅𝑐ℎ

 (4) 

 
𝑃𝑚𝑖𝑛 = 𝑉𝑚𝑖𝑛 ∗

𝑉𝑚𝑖𝑛 − 𝑉𝑂𝐶
𝑅𝑑𝑐

 (5) 

Resistance constantly increases as the cell ages, which is incurred by the increase in SEI 

thickness and damages to the individual parts of the cell (124). While some sources ((118, 

157–160)) developed models specifically to forecast resistance ageing, others recognise the 

similarity to the capacity decrease and instead state a linear correlation (154, 161). The 

authors of (162) recognise the end-of-life of the cell as the point when the cell resistance is 

twice its original value. 

Overall, the capacity is the more dominating factor, since it is a more reliable and the 

industrially accepted degradation indicator. It is also more relevant to this project since many 

grid services are energy oriented. Therefore, the SoH at a time t is here expressed as a 

measure of relative capacity loss: 

 
𝑆𝑜𝐻𝑡 =

𝑄𝑡
𝑄0

 (6) 

Modelling Approaches 

Knowing the principal measure of ageing as well as the dominating processes, it is now 

necessary to find a suitable model. Models for capacity ageing can be roughly divided into 

three sub-categories: 
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- Datasheet: Based on data obtained from the manufacturers’ datasheet. 

- Chemical: Based on the chemical relationships within the battery cells. 

- Empirical: Based on the phenomenological data obtained from testing. 

- Mechanical: Scaled by data from testing the model is derived from mechanical strain 

relationships. 

There are several models which mix these approaches as well. It should be noted that in the 

following the focus will be on capacity degradation models.  

Datasheet modelling is the most straightforward modelling approach, since it only takes data 

as input that is available to the customer. The authors of (163) utilises a cycle count to depth-

of-discharge (DoD) curve to derive an adaptive cyclic ageing model. Also part of this group 

are bucket models that consider purely the throughput as a measure of degradation such as 

described in (110). 

The advantage lies in the accessibility and adaptability of the model. It can be applied to any 

storage system and is close to the data available to the manufacturer. However, specifically 

the given models consider only the smallest amount of information on the system. Further, 

they are not flexible towards different utilisation approaches and are likely to be false when 

deviating from the utilisation the manufacturer tested.  

The most common ageing models are empirical, such as the approaches of (157, 158, 170–

173, 159, 160, 164–169). These model establish connections between the calendric and cyclic 

utilisation and capacity loss based on approximate mathematical descriptions. Some of the 

inputs are derivations or summaries of the parameters in Figure 20, such as full equivalent 

cycles (FEC) or DoD. 

These models achieve very high accuracy for the data and cells they are based on. 

Consequently some of them are just refitted version to other sets of data. This means that to 

apply them to other cells they would need to be refitted to data on those cells again. Further, 

since the models are based on very specific utilisation and partially derived parameters, they 

are unlikely to fit slightly altered conditions. 

Mechanical models, such as (110, 151, 174, 175), utilise mechanical analogies of material 

strain and treat batteries as if they were subject to it in the same way. These relationships are 

fitted to the experimental data. They often involve rainflow-counting to evaluate 

charge/discharge cycles. The advantage of these models is their linearity, allowing the user to 

compare linear health loss to the benefit of its utilisation.  



47 
 

The disadvantage is the obvious implication that batteries behave like homogenous materials. 

They are subject to several non-linearities, of which the capacity curve in Figure 21 is a good 

example. This makes them less accurate than purely empirical models.  

Chemical modelling as shown in (153, 176, 177) is not based on experimental data but rather 

the actual chemical first principles leading to degradation. The models shown are based on a 

single particle model, meaning that all of the cells relationships are averaged onto a single 

particle. The parameters are mostly determined from data on the materials and dimensions, 

although some parameters can only be obtained from experimental data. 

Assuming that all relevant processes are captured, chemical modelling can be considered the 

most robust and accurate. Compromises taken upon the considered mechanisms, the single-

particle approach and differences between individual cells may impact its accuracy. Further, 

being the most specific approach, this model cannot be applied to any other cell chemistry, 

type or even given manufacturer and may require and in-depth cell autopsy to recreate.  

Semi empirical models as shown in (133, 161, 166, 178) are a mix of chemical and empirical 

modelling. They adapt chemical dependencies confirmed through experimental data, such as 

the Arrhenius equation for temperature, and fit them to the experimental data. This makes 

them inherently more robust to changing circumstances. However, the equations shown are 

only partially adapted from chemical relationships.  

All of these modelling approaches have individual advantages and disadvantages, but none 

of them are suitable for accurate third-party modelling of BESS. Datasheet modelling is the 

only one possible, but less accurate than the other models. 

The ideal model is a combination of all of the mentioned models: 

- It should only rely on data obtainable from BESS documentation since that is the only 

data available. 

- It should be based on chemical relationships to be robust towards use modification. 

- It should be fitted to experimental data to confirm factual sensitivities to parameters. 

- It should contain a linearity that allows the direct comparison between value and impact 

of use. 

It should be noted that generally battery degradation modelling is extremely difficult for the 

following reason: 

- Li-Ion cells age over a very long time span with very little change in the most reliable 

indicator (capacity).  
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- Li-Ion cells are subject to many degradation processes which are difficult to identify 

and which may excite each other.  

- Capacity measurement methods vary with the use of constant-current (CC) vs 

constant-current-constant-voltage (CCCV) and different cut-off currents and 

environmental temperatures. 

- Every cell is different as a result of manufacturing differences, both between 

manufacturer and from cell to cell. 

All of these factors make a fully accurate forecast impossible. It should therefore be aimed to 

construct an ageing model that just provides the best possible accuracy in regards to chemical 

relationships, experimental data and available manufacturer data.  

Model Dependency Analysis  

This sub-section briefly discusses the dependencies upon different impact factors identified 

from the (semi-) empirical models (110, 133, 166–169, 171–175, 179, 151, 157–159, 161, 

163–165). A detailed description of the methodology for this comparison has been outlined in 

submission two, and the full graphs including keys to sources and chemistries are given in 

Appendix A. Generally, the following graphs are based on the reference conditions in Table 5, 

with all but the investigated factor held constant. Further, the graphs have been normalised to 

achieve EOL under reference conditions. 

Parameter Value 

Temperature 40 °C 

DoD 50 % 

Cycles at 80 % DoD until 

EOL 

8500 

Average SoC 50 % 

Charge/Discharge Current 1 C 

Nominal Calendar Life 8 years 
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DoD to Cycle life 

 

Table 5: Reference Case Conditions (180) 

The first two graphs shown in Figure 22 display the degradation dependency of both time and 

throughput (measured in FEC). They essential display calendric and cyclic ageing separately. 

While some models are linear or even display a steadily increasing capacity loss, most models 

show slowing capacity loss over time, replicating a √𝑡 dependency. This discrepancy is likely 

due to the modelling approach chosen by authors, wherein linear models provide advantages 

in the evaluation and/or are seen as sufficiently accurate approximation. Since time and 

throughput share these relationships, it can be expected that cyclic utilisation affects the 

calendric ageing process linearly. 

 

Figure 22: Time and FEC dependency of each investigated ageing model 

Figure 23 displays the temperature dependency of the ageing models. Almost all models 

confirm that higher temperature leads to a higher degradation. The semi-empirical models 

utilise an Arrhenius (reaction rate) dependency 𝑒−
1

𝑇, which lead to a steady increase in 

degradation with rising temperature and also matches some of the fully empirical equations 

obtained from experimental data. 
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Figure 23: Temperature dependency of each investigated ageing model 

Figure 24 shows the current dependency (measured as C-Rate) displayed by the models. 

They do not distinguish between charge and discharge currents. Generally, all models agree 

that higher current leads to higher degradation. However, there are a few exceptions. The 

model in (170) displays a higher degradation at low current due to a supposed regenerating 

effect of storage time. The results of (166) primarily regard discharge currents, which are 

shown to slow ageing. While high currents can be expected to increase ageing, it is worth 

considering a differentiation between charge and discharge current, since some chemical 

models such as (176) for instance show that charge currents have a much higher impact on 

SEI formation. 
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Figure 24: C-Rate dependency of each investigated ageing model 

Figure 25 shows the SoC and DoD dependency of the degradation. With the exception of few 

almost all models confirm that higher SoC results in a higher degradation. The same is true 

for the DoD. Those cases vastly outnumber the exceptions and can therefore be expected to 

be correct for most cases. While the discrepancy between those perspectives is likely incurred 

by differences in experimental data, no definitive connection to chemistries or architecture was 

identified.  

 

Figure 25: SoC and DoD dependency of each investigated ageing model 

The shown dependencies of experimentally confirmed models provide an overview on how 

batteries are expected to behave under different conditions. This information influenced the 

selection of the ageing model in 4.4. Considering the conflicts between the literature models, 

experimental data is absolutely necessary to develop and confirm a new degradation model.   

2.5.7 Issues and Gaps in Existing Modelling 

For the analysis of BESS for potential investors, it is important to have a reliable adaptable 

model that can forecast performance as best as possible based on the information given. To 

achieve this, it should fulfil two key forms of adaptability: 

- Adaptability to battery documentation: All sub-models need to adapt to the data given 

on the storage system. Unknown data must therefore be either extrapolated from given 

data or relatively referenced from experiments or literature. 

- Adaptability to utilisation: The model should be able to compute any kind of utilisation 

and reflect the battery behaviour, including the power and energy limits, accordingly. 
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Further, to be accessible and usable, a tool is necessary that allows for an easy evaluation of 

storage systems and utilisation profiles. It is important that that tool is guided by the complete 

model but also achieves a full evaluation within a reasonable time period.  

If reference degradation values are met, the model would accurately replicate the behaviour 

outlined by the manufacturer. If it also follows electro-chemical principles, experimental fit is 

considered necessary but secondary to other factors such as computational speed and 

reduction of necessary assumptions. A fit of the individual models of maximum 10 % NRMSD 

is considered acceptable. 

A tool that fulfils these requirements would significantly support the commercial assessment 

of investors by providing crucial information on degradation and performance. That information 

can either be used directly in financial assessment or in conjunction with other tools and 

models that aim to optimise use cases. 
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3 Battery Testing 

In 2.5.7, the importance of high quality experimental data has been pointed out to develop a 

reliable BESS model. This section therefore describes all three primary experiments 

undertaken in this project to provide data and references for such a model.  

The first experiment focussed on the optimisation of the long-term testing of Li-Ion battery cells 

in general. The second testing series aimed to identify the extent and value of pseudo-

capacitive properties of Li-Ion cells and how that may affect the degradation process. In the 

last testing series, 20 cells have been subjected to long-term degradation tests under a variety 

of utilisation profiles, which provided data for the development of the BESS model. 

3.1 Testing Series One: Degradation Testing Analysis 

3.1.1 Purpose 

Battery degradation testing is extremely beneficial to model development, but poses several 

difficulties. Since the capacity fade in particular is very gradual, these have to be long-term 

tests and must be very consistent and efficient. Any change in methodology may invalidate 

the results of the entire test. Therefore, it is advisable to optimise the testing process in 

advance.  

This short-term test was primarily designed to optimise the design and analysis process of 

ageing testing for the long-term experiment undertaken in 3.3. To achieve this, this testing 

series focusses on:  

- Review of testing approaches 

- Organisation and practical implementation of the testing process 

- Safety considerations 

- Non-intrusive battery characterisation methodologies 

- Data analysis tools and reliability 

- Assurance of testing consistency and error handling 

The test is also based on a realistic use case, specifically the use case of home solar energy 

storage. Hence the methodology of developing an appropriate charge/discharge profile will be 

outlined as well. Using the testing data several methods of data evaluation have been 

reviewed.  
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3.1.2 Experimental Design 

Test Orientation Choice 

Two different approaches for battery ageing tests have been identified: parameter and 

utilisation oriented testing. The advantages and disadvantages of each approach is shown in 

Table 6.  

 Advantages Disadvantages 

Parameter-Oriented Testing 

• Isolation of ageing factor 

• Identification of 
favourable and 
unfavourable conditions 

• Limited investigation 

• Factor interconnection 

Utilisation-Oriented Testing 

• Reflection of realistic 
battery behaviour 

• Possibility of direct 
comparison between 
utilisation strategies 

• Limited factor impact 
derivation 

• Non-repetitive profile 

• Long testing time 

Table 6: Advantages and disadvantages of the two testing approaches 

Parameter oriented testing is the most commonly practiced approach for battery testing by 

focussing on specific parameters to test their impact on the battery degradation. For instance, 

in literature, cells have been tested against the impact of time (161, 181, 182), coulombic 

throughput (166, 183, 184), charge and discharge current amplitude (107, 185, 186), DoD 

(163, 183, 187), SoC (126, 164, 188), cell temperature (128, 185, 189) and mechanical 

pressure (190, 191). Parameter-oriented tests are either cyclic, which means they are cycled 

through identical repetitive charge and discharge, or calendric, meaning they are not cycled 

and only stored.  

Parameter-oriented testing attempts to isolate the impacting factors, which is better for the 

empirical development of an ageing model. However, this isolation is difficult for many factors, 

if not impossible, meaning that you cannot change one parameter without affecting the others. 

Utilisation-oriented testing means that tests are based on utilisation profiles of actual battery 

applications, such as in (151, 192). Charge-discharge profiles are either recorded or generated 

for specific applications to simulate realistic circumstances. 

Utilisation-oriented testing is beneficial for the evaluation of one specific service but fails to 

predict the batteries behaviour beyond that. Varied profiles and a thorough data processing is 

necessary to use this data for battery modelling. Further, these tests tend to be longer when 

pause periods are replicated as well.  

In this test, the utilisation-oriented test has been chosen with the intent of arriving at a 

degradation statement for a specific use case. This is advisable since there were only four 

cells readily available. 
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Cell Details 

The data on the battery cells provided is given in Table 7. The cells originated from a module 

disassembly. Said module was previously part of an EV and has thus been subjected to 

degradation already. No additional data on that utilisation or the current state of health has 

been provided. 

CHARACTERISTIC VALUE 

CELL TYPE Pouch 

COUNT 4 

CAPACITY 55 Wh (15 Ah) 

VOLTAGE LIMITS 2.8 – 4.15 V 

CATHODE CHEMISTRY LMO-NMC 

Table 7: Tested cell details 

Cycle Profile Generation 

The use case chosen is a self-consumption profile for a UK household. An arbitrary household 

profile 𝑃𝐻 from the EDRP database (193, 194) with the Acorn (see (195)) category description 

“Established home owning workers” in Warwickshire has been selected. The consumption 

data is half-hourly, which has been taken as time reference. The mean yearly energy 

consumption of this profile is 2504 kWh. 

Using solar irradiance data 𝐸𝐼𝑅 from Warwickshire provided by the Environmental Change 

Network (196), a matching PV profile can be generated. Several measures have been taken 

to match both profiles on the time scale as best as possible (outlined in detail in submission 

two).  

The theoretical system is based on the data from several PV panels ((197–199)) and 

converters ((200–202)): 

- Panel size A = 1.64𝑚2 

- Panel efficiency: 𝜂𝑃𝑉 = 16 % 

- Converter Efficiency: 𝜂𝑐𝑜𝑛 = 96 % 

From the global radiation reference of 1000 
𝑊

𝑚2 a single panel would have the nominal power 

rating of 262 W. The panel count 𝑛 was chosen so that the battery would be fully utilised at 

least once, which resulted in 𝑛 = 4. The PV power output is then calculated as follows: 

 𝑃𝑃𝑉 = 𝑛 ∗ 𝐸𝐼𝑅 ∗ 𝐴 ∗ 𝜂𝑃𝑉 ∗ 𝜂𝑐𝑜𝑛 (7) 

The battery system chosen as reference is a small scale system of 3.3 kWh (203), since the 

cells originate from the same manufacturer as those tested here. The charging strategy is to 
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charge all generated energy not already consumed by the household and then supply the 

household with that energy for as long as possible, minimising grid interaction as soon as 

possible. A sample of this profile is given in Figure 26. 

 𝑃𝐵𝐸𝑆𝑆 = 𝑃𝐻 − 𝑃𝑃𝑉 (8) 

 

Figure 26: Power curves for a sample day 

It should be noted that since the profile is half-hourly, some extremes in charge and discharge 

that would occur in a realistic profile are not reflected.  

To avoid self-discharge below 0, the lower SoC limit has been set to 5 %. Further the current 

has been limited to 1 C (15 A) for battery health benefit. Finally, the profile must be scaled 

down to the capacity of the tested cells (55 Wh): 

 𝑃𝑐𝑒𝑙𝑙 = 𝑃𝐵𝐸𝑆𝑆 ∗
𝐸𝑐𝑒𝑙𝑙
𝐸𝐵𝐸𝑆𝑆

 (9) 

Due to the issues mentioned regarding the length of utilisation-oriented tests, the profile has 

been accelerated to achieve degradation results within a reasonable time period. This was 

achieved by reducing the time periods during which the storage system would be inactive to 

30-minutes of rest, reducing the profile time by 50 %. The downside of this is that the calendric 

periods of the actual application and their impacts are not covered in the profile, which are 

targeted to be captured separately. 
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Experimental Design Matrix and Test Strategy 

The experimental design matrix is displayed in Table 8. Three cells have been subjected to 

the cycling profile, while one cell was chosen as dedicated reference cell for calendric ageing. 

This was done so the incurred cyclic impact could be isolated from the calendric ageing.  

 ID Count 

Cycling 

time 

(hours) 

Chamber-

Temp. 
Compression 

Temp.-

Sensors 

Intermittent 

Tests 

Cells 
“Cyclic” 3 2542.5 25 °C 0.5 bar, flexible 2 weekly 

“Calendar” 1 0 25 °C No 2 weekly 

Table 8: Experimental design matrix for Testing Series One 

The environmental temperature has been set to 25 °C to replicate environmental conditions 

of indoor home storage. To replicate the module conditions, the cyclic cells have been 

pressurised flexibly at 0.5 bar, which is stated in (190, 191) as ideal pressurisation for 

prolonged battery life.   

The detailed test procedure is shown in Figure 27. The cells were prepared through an initial 

characterisation using a capacity and EIS test. After being subjected to their respective 

utilisation for a week, they are characterised again. In the final procedure, the cells were stored 

at 100 % for a week to replicate the conditions of a storage system left unattended and 

automated in case the inhabitants are on vacation. 
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Figure 27: Testing Procedure 

The capacity tests were performed with a CCCV charge and full discharge at C/2 with C/20 

cut-off current as per lab recommendations. The EIS was done at 0 % SoC for a range of 

5 kHz to 20 mHz with 300 mA and as lab recommended safety precaution without 

pressurisation. 

3.1.3 Equipment and Setup 

The battery cells have been cycled in a Vötsch environmental chamber with a Bitrode Battery 

Cell Tester. The EIS was primarily performed with a Solartron potentiostat. The overall setup 

is displayed in Figure 28. 
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Figure 28: Experimental setup inside (left) and outside (right) the climate chamber 

The cyclic cells were fixed on a jig with polymer blocks and the inflated air bag in-between the 

layers to exert the pressurisation. Since the temperature sensor could not be placed on top of 

the cell in case of potential piercing from the pressure, it was placed near the tabs on all cells. 

Several additional safety measures have been taken to ensure safe operation as well as 

disassembly and movement of the jig:  

- Safe distance between brass blocks 

- Handling only by qualified personal 

- Use of insulated tools 

- Attachment and detachment under isolated conditions 

- Connection of temperature sensor to failsafe condition in the battery cycler 

The full risk assessment has been added in Appendix C. 

3.1.4 Results and Conclusions 

This sub-section discusses the analysis and results of the testing, as well as the issues that 

occurred during testing and the determined methods for improvement.  
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Cycling Analysis 

In order to understand the degradation the “Cyclic” cells were subjected to, the individual 

parameters impacting ageing outlined in 2.5.6 were summarised. The tests stopped after 3 

months during which the “Cyclic” cells underwent 88.8 FECs and the “Calendar” underwent 

17.5 FECs (capacity tests only). Therefore the capacity tests alone yielded almost a fifth of 

the total utilisation, which is comparatively high.  

Figure 29 shows the C-Rate histogram of the “Cyclic” cells. Positive values denote charging, 

negative discharging. The histogram does not include 0 C.  

 

Figure 29: C-Rate histogram of “Cyclic” 

From the profile it is apparent that the cells were charged at lower rates than discharged, and 

generally the C-rates were below C/2, which was the rate at which the capacity tests were 

performed (hence the spikes at C/2). Therefore the current stress was very low.  

The SoC distribution is shown in Figure 30. Overall the cells spent most of the time below 

50 % SoC. Since the BESS returns to 5 % every time, this distribution is reasonable. The peak 

at 100 % can be explained partially through the chosen profile where the BESS gets 

sometimes full charged and is not able to release that charge until the PV generation is below 

household consumption. However, most of it is likely connected to the rest introduced during 

the capacity tests.  
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Figure 30: SoC histogram of “Cyclic” 

The DoD distribution is given in Figure 31. The vast majority of cycles was very shallow, but 

deeper cycles of 5 to 70 % seem to be somewhat equally distributed. This correlates to the 

SoC histogram. 

 

Figure 31: DoD histogram of “Cyclic” 

The temperature data did not differ by more than 2 K from the environmentally set temperature 

and did not have a high enough resolution to be considered reliable.  

Degradation Analysis Methods 

The first value to analyse is cell capacity. The development of the cell capacity compared to 

throughput is shown in Figure 32. The graph contains also error margins 𝜎𝑄 calculated using 
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the propagation of the current error 𝜎𝐼 (obtained from equipment parameters) and sample step 

time ∆𝑡: 

 𝜎𝑄 = √∑(
𝜎𝐼

√2
)
2

∗ ∆𝑡𝑛
2

𝑡

𝑛=0

 (10) 

 

Figure 32: Cell capacity development 

While the error propagation displays high confidence in the accuracy of the capacity tests, the 

actual values show no definitive trend. The cyclic battery capacity went down until the week-

long storage period, after which it almost completely recovered. The only consistent result has 

been shown by the “Calendar” cell which showed an increase in capacity and then fluctuated 

at 13.95 Ah.  

Next, the DC resistance was investigated. The value for DC resistance was derived using the 

pseudo-OCV curve shown in Figure 33. This curve was obtained by combining the charge and 

discharge signal for each SoC on the basis that the resistance is symmetrical in both 

directions: 

 𝑅𝑐ℎ =
𝑉𝑐ℎ − 𝑉𝑜𝑐
𝐼𝑐ℎ

 (11) 

 𝑅𝑑𝑐ℎ =
𝑉𝑑𝑐ℎ − 𝑉𝑜𝑐
𝐼𝑑𝑐ℎ

 (12) 

 𝑉𝑜𝑐 =
𝐼𝑑𝑐ℎ𝑉𝑐ℎ − 𝐼𝑐ℎ𝑉𝑑𝑐ℎ

𝐼𝑑𝑐ℎ − 𝐼𝑐ℎ
 (13) 
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Figure 33: Pseudo-OCV curve of investigated cells 

Using equation (12) the discharge resistance at 50 % SoC has been determined from each 

capacity test. The results are given in Figure 34 and contain the resistance error margins as 

calculated via the voltage and current errors: 

 𝜎𝑅 = 𝑅 ∗ √2 ∗ √(
𝜎𝑉

𝑉𝑐ℎ − 𝑉𝑑𝑐ℎ
)
2

+ (
𝜎𝐼

𝐼𝑐ℎ − 𝐼𝑑𝑐ℎ
)
2

 (14) 

 

Figure 34: Charge-discharge resistance development from capacity tests 

The given data shows a tendency in declining resistance. However, considering the equipment 

error and the selection of a single data point, the error margin for all data points is quite high. 
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The calendar cell show almost identical decline over time although it has not been cycled as 

often.  

Another measure to identify the degradation of the battery is the analysis of the incremental 

capacity (IC, 
𝜕𝑄

𝜕𝑉
) and differential voltage (DV, 

𝜕𝑉

𝜕𝑄
) curve. Those curves are generated by 

deriving the change in capacity by the change in voltage and vice-versa. Due to the data 

resolution these curves have been generated through weighted moving average and are 

displayed in Figure 35. 

 

Figure 35: IC (left) and DV (right) overlaid over all capacity tests 

The identified points of interest underwent the most fluctuation and indicate according to (132, 

162, 204) a change in the active material. While there were trends, such as a decline in A, B 

and D, the fluctuations were too large to make a definite statement. 

Lastly, the EIS signal was analysed. The Nyquist plot of the overlaid measurements are 

displayed in Figure 36. Overall, the EIS signal was difficult to analyse, since hardly any change 

appeared during the project. The main difference between the “Calendar” and “Cyclic” cells is 

an offset in DC resistance that would overlay the curves almost perfectly.  
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Figure 36: Overlaid EIS measurements over all cells 

An additional problem is that different equipment was used during the test, affecting the clarity 

of the measurements and leading to an erratic Nyquist plot. Fitting software was not able to 

create a circuit solution for all curves.  

Overall, the degradation values were very inconsistent. None of the degradation values 

identified provided consistent results that were in agreement with the findings from literature 

(see 2.5.6).  

Further, while there are many degradation analysis tools available, they should be selected 

and analysed with the target of the testing in mind.  

Improvements for Reliable Testing 

In the following, several issues that occurred during testing and how to mitigate them for future 

testing are discussed: 

- Details on the previous utilisation of the cells was not provided to this project. The cells 

may have been subject to significant degradation before the first test, explaining the 

already below nominal capacity. Therefore cells should be sourced to be as new as 

possible and not subjected to any environmental stresses.  

- While the utilisation profile has been accelerated, there was little to no impact on the 

overall performance of the cell. To achieve reliable degradation data within a 

reasonable time period, further acceleration measures should be taken.  

- The pressurisation attempted to replicate the conditions of a battery module. However, 

it can be further improved by actually testing the cells while subjected to module 
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conditions. This further would allow to perform all tests under the same conditions 

without safety concerns.  

- Intermittent capacity test may, depending on the utilisation profile, have a significant 

impact on the degradation themselves, falsifying the conclusions on said profile. Also, 

since they had to be performed manually, they took additional hours away from the 

cycling profile. Therefore, these tests should be taken less frequently.  

- The temperature sensor position close to the tabs was necessary from a safety 

standpoint, but provided no reliable data and no additional benefit beyond being a 

safety measure. A safe sensor solution close to the centre of the cell and ideally with 

high resolution should therefore be used instead.  

- Generally, identical testing equipment (and specifically in this case EIS equipment) 

should be used for all tests to ensure minimum variance in the results.  

- The testing equipment required many manual steps, that frequently lead to small 

variations and errors. The amount of manual steps should therefore be minimised.  

These conclusions allowed for an optimisation and improvement of the long-term test design 

in 3.3. 

3.2 Testing Series Two: Capacitive Property Investigation 

3.2.1 Purpose 

This testing series was performed to investigate the pseudo-capacitive properties of Lithium-

Ion cells. There are three main premises motivating this investigation: 

- Li-Ion battery cells store most of their energy through chemical reaction, but some 

energy in the capacitive properties of the cell design. In accordance with the 

description of the EIS circuit in (124), the diffusion process is only triggered at low 

frequencies, meaning that high frequencies utilise on the capacitive properties of the 

cell. (129, 205–207) 

- The (bi-directional) provision of frequency response to the grid is partially utilising 

BESS at high frequencies. For the provision of dynamic frequency response, the 

provider is required to change the output dynamically with the grid frequency (outside 

of the tolerable frequency window known as deadband). (18, 24–26, 208–210)  

- Micro-cycling, meaning the cycling of batteries with small DoD, has been shown to 

have minimal impact on battery cell degradation compared to cycling the battery at the 

same throughput with large DoD. (2) 

Two questions arise from these premises. Firstly - is the threshold between capacitive and 

chemical utilisation of a Li-Ion cell relevant for the provision of frequency response? Secondly 
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– does the capacitive utilisation of Li-Ion batteries incur less degradation than chemical 

cycling? This testing series attempts to answer the first question, the second is targeted in 3.3. 

It should be mentioned that similar investigations have been performed by other on the impact 

of ripple current originating from attached electronics on battery cells. The authors of (211–

213), who applied different frequencies (1Hz - 15kHz) both alone and superimposed with a 

DC signal, found varying but overall very mild impact on cell degradation, which was partially 

attributed to additional heat. Citing capacitor equalizers as origin, the authors of (214) found 

more significant deterioration below 10 Hz. Overall, the specific thresholds and conditions for 

the impact of AC cycling haven’t been precisely identified.  

3.2.2 Experimental Design 

Galvanostatic EIS has been shown to be a reliable method to identify the electrical properties 

within the cell (124, 206, 215–217). Thus it has been chosen as primary method in this 

experiment. An overview on the tested cells and conditions is given in Table 9. 

ID A B C D 

Count 3 4 1 1 

Chemistry NMC-LMO/C NMC-LMO/C LFP/C NMC/C 

New No Yes Yes Yes 

Form Pouch Pouch Pouch Cylindrical 

Capacity 15 Ah 33 Ah 19.5 Ah 3.1 Ah 

SoC 25 %, 50 %, 

75 % 

50 % 50 % 50 % 

RMS-Current C/20, C/10, 

C/5, C/2, 1C 

C/16, C/3, 

2/5C 

C/10, C/2, 

2/3C 

C/10, C/2, 1C 

Temperature 22 °C 22 °C 22 °C 22 °C 

Table 9: Experimental design matrix for Testing Series Two 

To ensure a reliable statement about the capacitance of Li-Ion cells, four different cells with 

three different chemistries and two architectures and different states of degradation have been 

selected. Since the SoC affects the physiochemical structure of the cell, cell type A has been 

tested at different SoC as well. 

Due to the Butler-Volmer equation, current amplitude may have a significant impact on the 

pseudo-capacitive response of the cells (206, 216). Therefore, the EIS tests are performed on 

different current amplitudes up to an RMS value of 1 C. Consecutive tests have been 

performed at increasing current rate.  

The chosen frequency band for the EIS was 5 kHz to 20 mHz. 
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3.2.3 Equipment and Setup 

Primary testing equipment was a Solartron potentiostat coupled with a 20 A booster used to 

perform the EIS (218). Cells were tested separately at room temperature. The test setup with 

the cell type A is displayed in Figure 37.  

 

Figure 37: Experimental Setup for Testing Series Two 

3.2.4 Results and Conclusions 

Initial Evaluation 

The Nyquist plots of the EIS tests are given in Figure 38. The high frequency reactances have 

been neglected, since they likely induced by cable connections and bear no additional 

information on targeted analysis. Further, an analysis of the Lissajous data on a separate cell 

has shown very low reliability in data obtained above 10 Hz (see Appendix B) Some low 

frequency data points have been cut as well since they displayed a significant change in 

behaviour reminiscent of a Warburg element. 
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Figure 38: Nyquist-Plots of the different cell types at different currents 

The current amplitude did not seem to have a significant impact upon the EIS response within 

the investigated spectrum, with the exception of cell type D (which is the only cylindrical cell). 

The change in SoC in cell type A, however, changed the response significantly.  

Data Processing 

In order to identify the threshold between the pseudo-capacitive and diffusion processes, their 

impedance will be used as reference. After consideration of various ECMs for EIS responses 

((124, 129, 205, 207)), the one displayed in Figure 39 was selected as being most accurate. 

Through parallel and series combination, they can be summarised in the three impedances 

𝑍0 (series resistance), 𝑍𝑃𝐶 (pseudo-capacitance) and 𝑍𝐷𝐼𝐹 (diffusion). 
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Figure 39: Chosen Equivalent Circuit Model (a) and complex simplification (b) 

The governing equations of this circuit are the following: 

 𝑍 = 𝑍0 + 𝑍𝑃𝐶 + 𝑍𝐷𝐼𝐹 (15) 

 𝑍0 = 𝑅0 (16) 

 𝑍𝑃𝐶 =
𝑅𝑆𝐸𝐼

1 + 𝐵𝑆𝐸𝐼 ∗ (𝑗𝜔)
𝜓𝑆𝐸𝐼

+
𝑅𝐶𝑇

1 + 𝐵𝐶𝑇 ∗ (𝑗𝜔)
𝜓𝐶𝑇
  (17) 

 𝑍𝐷𝐼𝐹 =
1

𝐵𝐷𝐼𝐹 ∗ (𝑗𝜔)
𝜓𝐷𝐼𝐹

 (18) 

𝐵 refers here to the admittance of constant-phase elements. 𝐵, Resistance 𝑅and phase angle 

𝜓 are unknown parameters of the signal, and the angular frequency 𝜔 is the dependency. 

Since, as discussed in 3.1.4, automated fitting software does not always provide a circuit and 

further a complete fit is not necessary to arrive at the relevant information for this experiment, 

a manual fitting approach has been chosen instead. 

Only two of the three impedances must be identified correctly to separate them. 𝑅0 can be 

found through linear interpolation where the impedance would have no imaginary component.  

𝑍𝐷𝐼𝐹 is the only active component at low frequencies. Therefore it can be fitted from low 

frequency data. Since the real component 𝑍′ of the measured impedance is cumulative 

towards low frequencies, only the imaginary signal 𝑍′′ can be used to fit only the diffusion. An 

example is shown in Figure 40. 
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Figure 40: EIS-measured reactance and fitted 𝑍′′𝐷𝐼𝐹 function (Type A) 

The datapoints have been selected as to provide the best fit for the curve of equation (18), 

with a minimum of three. The fitting results for 𝐵𝐷𝐼𝐹 and 𝜓𝐷𝐼𝐹 are given in Table 10. 

Type SoC [%] Current [A] 𝐵𝐷𝐼𝐹 [S] 𝜓𝐷𝐼𝐹 [°] RMSE [%] 

A 

25 

0.75 4543.80 40.85 3.85E-04 

1.5 4549.26 40.92 4.70E-04 

3 4677.51 41.29 3.81E-04 

7.5 4556.11 40.97 4.01E-04 

14.4 4694.82 41.04 3.63E-04 

50 

0.75 5060.27 39.81 9.53E-03 

1.5 5188.33 40.23 8.90E-03 

3 5264.31 39.92 8.59E-03 

7.5 5075.32 39.26 8.40E-03 

14.4 4906.42 38.09 7.87E-03 

75 

0.75 4154.34 39.04 3.08E-03 

1.5 4147.85 38.64 2.90E-03 

3 4215.73 39.24 2.36E-03 
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7.5 4104.11 38.17 2.30E-03 

14.4 4107.67 37.93 3.58E-03 

B 50 

2.1 4953.25 23.68 2.83E-03 

10.5 4882.84 23.71 2.77E-03 

14 4895.66 23.57 2.77E-03 

C 50 

1.95 2459.65 32.12 4.69E-04 

9.75 2001.07 28.77 3.49E-03 

13 2208.62 29.18 3.49E-03 

D 50 

0.31 405.43 34.16 8.48E-04 

1.55 389.84 32.43 8.47E-05 

3.1 446.78 33.04 1.11E-03 

Table 10: Diffusion element parameters and RMSE 

The overall fit was deemed accurate and able to approximate the diffusion element sufficiently. 

After deducting 𝑍𝐷𝐼𝐹 and 𝑍0 from 𝑍, the remaining signal represents 𝑍𝑃𝐶. It is displayed in 

Figure 41. 
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Figure 41: Isolated Pseudo-Capacitance from EIS data 

Towards low frequencies, the signal displays several deviations from the expected semi-circle. 

Whether they originate from a fourth, un-determined component or simply an error in 

measurement or fitting could not be established. To smooth the response towards a purely 

pseudo-capacitive signal, all datapoints with a decreasing real component and positive 

imaginary components have been ignored.  

In the last step, the impedances of all three components are compared in a Bode graph as 

shown in Figure 42. This graph displays how the overpotential is split between them.  



74 
 

 

Figure 42: Bode Plot for type A at 14.4 A and 50 % SoC 

At very high frequencies, the battery cell behaves like an ideal voltage source with a series 

resistance. There is effectively no interaction between the cell and the environment. At 

medium frequencies, the capacitance becomes involved and serves as short-term energy 

storage. At low frequencies the diffusion becomes gradually more involved until being the 

dominant process.  

Of particular interest for the comparison of pseudo-capacitive and diffusion utilisation is the 

point at which the latter is greater. This frequency (marked by a black vertical line), which has 

not been identified in existing literature, has been dubbed capacitance-diffusion-transition-

frequency (CDTF). While at this point the diffusion process is already active, it can be 

described as the threshold at which it becomes the dominant process.  

It should be noted, that in all cases the CDTF was below the tested frequency and the terminal 

value of 𝑍𝑃𝐶 as well as the model for 𝑍𝐷𝐼𝐹 had to be taken for all frequencies below 

measurement. Due to the high accuracy of the fit for 𝑍𝐷𝐼𝐹 and the 𝑍𝐷𝐼𝐹 already reaching its 

terminal value this does not affect the confidence in the results.  

CDTF Analysis 

The CDTF for all cells is displayed in Figure 43. From this data it is apparent that the CDTF is 

not dependent upon the current rate. However, the CDTF does rise with SoC. Out of all cells, 

the cylindrical cell had a much lower CDTF by a factor of 10 compared to the other cell types.  
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Figure 43: CDTF for changing currents and varying states of charge for all types 

The CDTF overall varied between 3.5 mHz and 0.1 Hz. According to the rules of Fourier 

transformation, a pulse signal can be disassembled into a combination of sinusoidal signals 

with the lowest frequency being the inverse of the total pulse time. If all higher frequencies are 

captured by the capacitance as well, it is the dominant mechanism for symmetric charge-

discharge pulse with a maximum length between 10 seconds and 4.7 minutes. 

In accordance with the documentation of EFR, the provider of frequency response is 

mandated to sample the grid frequency every 100 ms (26). Thus, depending on the fluctuation 

of the grid frequency it is entirely possible that not only charge-discharge pulses happen within 

that time period, but also that the initial response to a change in direction of at least 10 s is 

provided almost entirely by the pseudo-capacitance.  

To provide a rough estimate, an arbitrary month (June 2016) of data was chosen from the 

frequency data provided by National Grid (219). This data was converted to the throughput a 

storage system would experience to fulfil the minimum provision necessary (as reference see 

Figure 45). Using the pulse time windows, the EFR throughput that would be buffered by the 

pseudo-capacitance was determined. The buffered throughput amounted to almost 0 % (for 

10 seconds) to 5.5 % (for 4.7 minutes) of the overall throughput. These numbers do not reflect 
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potential charge strategies to restore neutral SoC or even to target pseudo-capacitance 

draining using the flexibility of the deadband, which may increase even further the process 

relevance.  

Therefore considerations regarding the impact of capacitive utilisation of Li-Ion cells are 

absolutely relevant. Potentially, Li-Ion cells can provide frequency response service with much 

lower impact on degradation than expected purely by using their pseudo-capacitive properties. 

However, this needs to be further investigated through ageing tests. 

3.3 Testing Series Three: Module Long-Term Cycling 

3.3.1 Purpose 

The purpose of this testing is to provide additional experimental data for the development of 

the electrical, thermal and ageing model. Other available experimental data is outlined in 4.1. 

It is targeted in this series to test cells in modular configuration, which should represent similar 

conditions to an actual BESS. This would be especially useful for the determination of the 

thermal model.  

Ageing model data is obtained to answer several questions. Primarily, how is the degradation 

of batteries affected by service load profiles compared to conventional cycling? Also, how do 

completely different service profiles compare to each other? 

Also, for this study, it is targeted to identify whether high frequency cycling of battery cells 

have a different ageing impact on the cells based on the results in 3.2.4. In (2), cells have 

been cycled for 200,000 cycles with a 40 second charge/discharge pulse, which appeared to 

have no significant impact on the cell degradation.  

Electrical data will be obtained in the process of battery degradation, which will further support 

the development of the electrical model.  

3.3.2 Experimental Design 

Cells 

The battery cells used in this experiment are 33 Ah NMC-LMO pouch cells with a voltage 

window of 2.8 to 4.2 V. The cells were still in a 2p-2s configuration in an metal case module. 

An X-Ray scan of the cells was performed to analyse the mechanical structure and is shown 

in Figure 44. 
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Figure 44: X-Ray of the battery module 

The cells are placed on top of each other, glued together and connected via copper bars. The 

aluminium casing is exerting a bracing effect on the cells, preventing them from expansion. 

The module has three terminals for the negative, positive and centre connection respectively. 

The centre terminal is intended for voltage measurement and control rather than high current 

and is a little smaller, but the bridge is physically identical to the other ports and can thus carry 

similar currents. This allows the cycling of both levels individually.  

Prior to this experiment the modules have been characterised through a full module capacity 

and EIS test. After that they have been in storage for approximately one year at 10 °C. The 

modules have then been subjected to five full cycles, during which they displayed no 

detectable capacity or even charge loss.  

Cycling Profiles 

Five battery modules with each four cells have been provided. To ensure confidence in the 

results, each module has been cycled with one profile. Each profile has been assigned an 

arbitrary label and is described in the following. 

The “CAL” profile does not contain any cycling and similarly to the test in 3.1 serves as 

reference for calendric ageing.  

The “EFR” profile emulates the provision of EFR by following the provision requirements as 

shown in Figure 45 for a sample of recorded GB grid frequency from 2016 (provided by the 

EDF Energy R&D UK centre). It is expected that the battery can provide 2 C (100%), since it 
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must only sustain that extreme up to 30 min (18). Further, the battery will utilise the deadband, 

where output is limited but not required, to re-establish the starting SoC of 50 % whenever 

possible. This will prevent an over- or complete discharge of the battery. 

 

Figure 45: EFR Service 2 Provision Requirements (18) 

Since the targeted testing time of six months would not cover (if present) the spectrum of 

seasonal differences, the profile has been resampled to sets of 28 days, where each day 

contains the response profiles of one weekday of each season. The average throughput of 

this 28 day profile is approximately 1 FEC per day. 

The “ARB” profile emulates the provision of arbitrage trading in the UK intraday wholesale 

market. This profile has also been provided by the EDF Energy R&D UK centre. The profile 

has been resampled similarly to EFR and the average throughput of this profile is 1.9 FEC per 

day.  

The “FCY” profile replicates a conventional full cycling of battery cells as close as possible. To 

be comparable to the above-mentioned profiles, the throughput has been limited to 2 FEC per 

day, performing two full CCCV cycles each day at C/2. Rest-SoC is 50 %.  

The “MCY” profile consists of repeated charge-discharge pulses at C/2. In accordance to the 

results in 3.2.4 the duration of the full pulse has been set to 2 seconds, which is equivalent to 

0.5 Hz and well above all measured CDTFs. Similarly to FCY, the throughput has been 

adjusted to 2 FEC (8 hours of pulsing) per day.  

An overview on the resulting cycling profiles for one day is given in Figure 46. MCY and FCY 

progress through their assigned cycling and then stop. EFR follows the frequency response 
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profile which consists of fluctuating charge and discharge pulses and ARB focuses on energy 

trading and pre-defined settlement periods. CAL does not cycle until the capacity test. Overall, 

these profiles display great variability.   

 

Figure 46: Cycling profile sample for one day 

Test Acceleration 

As found in 3.1.4, the test may not incur a significant degradation within the targeted time 

period. Therefore, additional measures should be taken to ensure this. Commonly, cell 

degradation is accelerated through high environmental temperature (118, 160, 220).  

The limitation for this is the recommendation set by the manufacturer to prevent thermal 

runaway. Although higher temperature reduces the cell resistance and consequent self-

heating, there should still be a buffer allowed to account for it. The environmental temperature 

has therefore been set to 50 °C. This will have an impact on the overall degradation, which 

will have to be considered for the ageing model development, but this effect is well understood 

and without this there is a risk that insufficient degradation may occur for analysis. 

Intermittent Tests 

The main intermittent test performed is the capacity test. It has been performed at CCCV 

charge and discharge at C/2 and C/20 cut-off current. Since in 3.1 the frequency of capacity 

tests was deemed too high due to their relative throughput, they have been performed every 
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28 days in this test. For the cycled cells the relative throughput of the capacity tests therefore 

varied between 1.8 % and 3.4 %.  

EIS allows to identify the CDTF of the modules before and after cell testing and provides a 

way to ensure cell-to-cell consistency after the test, but intermittent testing has been found 

unnecessary for the development of the degradation model. Further, skipping EIS 

characterisation means maintaining 50 °C and possibly full automation of the test. It has been 

consistently performed at C/20 from 5 kHz to 20 mHz at 50 % SoC and 20 °C. 

Full Experimental Design 

The full experimental design matrix is shown in Table 11. In contrast to 3.1 all modules are 

subjected to the identical environmental conditions throughout the test.  

ID 1 2 3 4 5 

PROFILE CAL EFR ARB FCY MCY 

CELLS 2x2 2x2 2x2 2x2 2x2 

TEMPERATURE 50 °C 

PRESSURISATION Module Bracing 

PROFILE FEC/DAY 0 1 1.9 2 2 

Table 11: Experimental design matrix for Testing Series Three 

The testing process is outlined in Figure 47. The modules are first subjected to an initial 

characterisation at 20 °C, including an EIS at 50 % SoC and capacity test. Then each of the 

modules is subjected to their individual profile. All profiles have been set to a duration of 28 

days after which they are subjected to a capacity test. Ideally, this process can be fully 

automated, but for the purpose of better control the monthly procedure has been initiated 

manually. The detailed cycling profiles for one 28 day period are shown in Appendix D. 
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Figure 47: Testing procedure overview 

After the test, the modules are characterised at 20 °C once again. One module has then been 

disassembled into individual cells to identify the cell-to-cell variation between the cells in 

parallel.   

3.3.3 Equipment and Setup 

The equipment used for this experiment were a Vötsch environmental chamber, a Digatron 

battery cycler, Picolog 1216 loggers with thermistors for the collection of temperature data and 

a Solartron ModuLab potentiostat for EIS. The same equipment was used consistently 

throughout the test.  

Images of the jig used for module testing are shown in Figure 48. The modules were fixed 

onto jig plates and connected via wire bridges to the brass blocks. This design allowed for the 

simultaneous connection of cycler and EIS equipment. The cycler channels were connected 
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between the positive and neutral and negative and neutral terminals, each cycling two cells in 

parallel.  

 

Figure 48: Jig construction steps 

The Pico loggers are fixed on the jig and connected via USB to an external laptop recording 

the temperature data. The sensors have been inserted as displayed in-between three cells to 

record internal module temperature. Due to the flat design of the thermistors they posed no 

danger to the cells. Further, the Digatron thermocouples have been placed on top of the 

modules.  

It should be noted that the experiment experienced several unexpected interruptions due to 

unforeseeable errors and faults in the cycler software. Also there was a 2 week testing pause 

due to lab shutdown. 

3.3.4 Results and Conclusions 

Data Processing 

In the first step after the testing the collected data must be adjusted to be suitable for 

evaluation. Firstly, the thermistor data (which is given in voltage) needed to be translated via 
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the Steinhart-Hart equation into temperature. This equation was given and linearly corrected 

via collected datapoints at 10, 20 and 50 °C: 

 𝑇 = 𝑎 ∗

(

 
 1

ln (
𝑉

2.5 − 𝑉
)

4251
+ 0.00335402)

 
 
+ 𝑏 (19) 

The linear correction factors 𝑎 and 𝑏 were determined for each sensor separately and were 

approximately 1.109 and -35.86 K respectively. The data from three sensor points for each 

strip was averaged to arrive at the module temperature.  

Further, the continuous SoC had to be determined. For this, the current has been integrated 

over time to determine the cumulative charge, two samples of which are shown in Figure 49. 

 

Figure 49: Measured and adjusted cumulative charge of one set of CAL (left) and EFR (right) data 

The cumulative charge originally displayed a shift resulting in SoC values that were negative 

or greater than 100 %, although the cell stayed within voltage limits throughout. Since this 

effect was mostly observed in profiles with high throughput, it was attributed to an inaccuracy 

in the current measurement. Thus, the currents have been adjusted as follows: 

- The cumulative charge at the lowest point during the capacity test should be 0 Ah. 

Hence the measured cumulative charge at that point is identical to the imbalance 𝑄𝑖𝑚𝑏: 

 𝑄𝑖𝑚𝑏 = min(𝑄𝐶𝑇(𝑡)) (20) 

- The imbalance is then spread over the cycling time 𝑡𝑐𝑦𝑐 and applied to the measured 

current 𝐼𝑚𝑒𝑎𝑠: 

 𝐼𝑎𝑑𝑗 = 𝐼𝑚𝑒𝑎𝑠 −
𝑄𝑖𝑚𝑏
𝑡𝑐𝑦𝑐

 (21) 

The adjusted current is more likely to represent the actual applied current, since the resulting 

SoC stays within 0-100 % throughout in accordance with the measured voltages between 2.8 
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and 4.2 V. The SoC is determined for an assumed linear loss of capacity between 

measurements. 

The DC resistance was determined based on the pseudo-OCV curve determined for the cells 

and the capacity test discharge between 45 % and 55 % SoC: 

 
𝑅𝐷𝐶 =

∫ (
𝑉𝑜𝑐(𝑆𝑜𝐶) − 𝑉𝐷𝐶(𝑆𝑜𝐶)

𝐼𝐷𝐶
)𝑑𝑆𝑜𝐶

0.55

0.45

0.1
 

(22) 

Since this takes the average of multiple measurements (approx. 720), there is higher 

confidence in these values than with a single measurement as in 3.1.4. 

Cell-to-Cell Consistency 

Since through each of the channels two cells were cycled at once, proof must be provided that 

the cells displayed identical ageing. To that effect, the module FCY, which experienced the 

most cycling throughout the test, has been disassembled after the test. Both capacity tests 

and EIS have been performed on the combined and separated cells.  

The results of the capacity test are shown in Table 12. The capacity of the individual cells was 

found to be 0.27 and 0.52 Ah higher than the capacity of the combined cells. The residual 

voltage windows (measured 30 minutes after charge and discharge) were more narrow in the 

combined state, which means results in a smaller ∆𝑂𝐶𝑉 and thus in a lower capacity. This was 

likely incurred by the resistance of the copper bridges connecting the cells, which added to 

the cell resistance and meant that the same cut-off current incurred a higher overpotential.  

 Level Cell 

Module Level Cap. [Ah] 
Upper and lower 

residual voltage 
Cap. [Ah] 

Upper and lower 

residual voltage 

A 49.04 4.113 2.958 
24.83 4.115 2.938 

24.48 4.116 2.969 

B 48.95 4.115 2.965 
24.69 4.116 2.949 

24.78 4.117 2.95 

Table 12: Capacity comparison of module level vs cell 

The overall difference between the cells was 0.35 and 0.09 Ah, which is extremely small 

considering that the overall SoH of the cell has already fallen below 75 %. 

Additionally the EIS measurements have been compared as shown in Figure 50. As in 3.2.4, 

the inductive response has been eliminated. Further, the series resistance has been cut out 

to eliminate the impact of the afore-mentioned copper bridges.  
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Figure 50: EIS impedance of module level vs cell (corrected by series resistance) 

Although there a slight differences between the cell signal, they are much smaller than 

expected from cells that experienced 25 % degradation. Also the combined EIS signals 

represent almost exactly half the response of the individual cells, which matches the parallel 

combination of both impedances.  

Based on these results the two cells connected in parallel in the module levels are treated as 

identically aged.  

CDTF Analysis 

The CDTF has been determined four times: Before going into storage for the entire module, 

before testing for each level, after testing for each level and after testing for the individual cells 

of module 4. The results are displayed in Table 13. 

  Time 

 CDTF [Hz] First Start End 

  2p2s 2p1s 2p1s 1p1s 

M
o

d
u

le
/C

e
ll
 

1 
A  

0.0603 
0.1302 0.034  

B  0.0614 0.0283  

2 
A  

0.0479 
0.1486 0.0317  

B  0.3664 0.0362  

3 
A  

0.0576 
0.4411 0.0361  

B  0.551 0.0405  

4 

A 
1 

0.0521 

0.2253 0.0323 
0.0177 

2 0.0181 

B 
3 

0.6225 0.0264 
0.0173 

4 0.0189 
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5 
A  

0.0413 
0.3226 0.036  

B  0.2545 0.0242  

Table 13: CDTF of all EIS measurements on the battery modules 

The first conclusion to be taken from this data is that the chosen frequency for the MCY profile 

was above most and in particular the CDTF of the MCY levels. Secondly, the CDTF decreases 

when cells are put in series and increases for cells in parallel. Thirdly, the degradation 

decreased the CDTF in all cells, meaning that the pseudo-capacitance became significantly 

more relevant. 

Capacity Development 

The development of the double-cell capacities over time is shown in Figure 51. It should be 

noted that the mentioned disruptions in the testing of EFR and ARB led to a significant decline 

in throughput over the time period, making them more difficult to compare. 

 

Figure 51: Capacity development over throughput (a) and time (b) 
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Compared to throughput, the MCY module experienced the lowest amount of degradation 

compared to its throughput while also having the highest overall throughput. The module with 

the second highest measured throughput FCY experienced the highest degradation over time 

with the exception of a few outlying data points at the end.  

Overall it is apparent that the storage at 50 °C had the most impact on the degradation. While 

an acceleration was expected, these conditions likely triggered unwanted side-reactions within 

the cell that may go beyond conventional SEI formation.  

This means that from the experimental data, no definite statement towards the comparative 

impact of the cycling profiles can be made. While MCY did experience the least degradation 

per throughput, it is invalidated by the time comparison and thus is not considered sufficient 

evidence to support a statement about the impact of high frequency cycling.  

Conclusion 

Over multiple months the tested cells were subjected to a variety of cycling profiles and heavily 

degraded, likely due to thermal acceleration of calendric processes. While this provided a 

significant amount of data for use in model development, it may not provide reliable ageing 

data. The homogeneity of degradation between parallelly connected cells has been proven. 

Further, the new information on the behaviour of the CDTF has been collected, and the 

capacitive cycling of the MCY cells has been confirmed.  

3.4 Conclusion on all Testing Series  

Testing series one and two provided the foundation for the investigation of the electrical, 

thermal and ageing behaviour of battery modules in testing series three. That series in 

particular provided data that will be used in the development of the DREMUS model in section 

4. While a lot of data on the cells has been collected, the severely accelerated calendric 

degradation may potentially disqualify it from being used in a universally applicable ageing 

model, since 50 °C are extremely unlikely environmental conditions. 
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4 DREMUS Model Development 

In this section a BESS model is developed fulfilling the requirements outlined in 2.5.7. The 

main challenge is to construct a full multi-physics model based on the very limited amount of 

data available to third-parties. The modelling approach is therefore dubbed Data-REstricted 

MUlti-physics Simulation or DREMUS.  

The approach outlined prioritises the data available on the system where possible and 

substitutes unknown parameters or relationships with data and relationships from experiments 

and literature scaled to the use case. This section describes an ideal modelling approach with 

few considerations about computational capabilities. 

The first part discusses the available resources for the development of the model. Afterwards, 

each of the sub-models are outlined in detail. The final section describes the interconnection 

and application strategy of DREMUS. 

4.1 Resources 

Datasheet and warranty data should take priority for the development of the model. Generally 

manufacturers provide different sets of information for their storage systems, making 

benchmarking between them difficult. However, in addition to costs, the following technical 

information on the BESS should always be made available: 

- Converter: power rating 𝑃𝑐𝑜𝑛,𝑛, minimum power, converter type, maximum roundtrip 

efficiency 𝜂𝑐𝑜𝑛,𝑟
𝑚𝑎𝑥  and DC voltage, no-load and standby consumption 

- Battery: nominal energy capacity 𝐸𝑏𝑎𝑡,𝑛, nominal DC voltage 𝑉𝑏𝑎𝑡,𝑛, roundtrip efficiency 

𝜂𝑏𝑎𝑡,𝑟, temperature and charge/discharge current limits, nominal temperature 𝑇𝑛, 

cathode chemistry, end-of-life (EOL) capacity 𝑆𝑜𝐻𝑎𝑏𝑠,𝑒𝑜𝑙, EOL reference conditions 

The EOL reference conditions outline the conditions under which (according to the 

manufacturer) the battery should reach its EOL capacity, for instance if the manufacturer 

provides a determined throughput per day and a lifetime.  

It should be noted that this data is the bare minimum to be expected from the 

manufacturer/retailer. If additional data is available that may improve the modelling approach, 

such as the OCV curve and details on the BMS, that data should be considered as well.  

As experimental data, two primary sets are available. Type A describes a pre-collected dataset 

of 18650 NMC cells which has been made available to this project by WMG Centre High Value 

Manufacturing Catapult (funded by Innovate UK) in collaboration with Jaguar Land Rover. The 

project was undertaken to develop a degradation model to be applied in EV. However, the 

data is generic enough to be used for this project as well.  
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The cells were tested using a Bitrode battery cycler. For temperature control they were 

suspended in a liquid cooling bath. An overview on the experimental data used for this project 

is given in Table 14. 

 
Cell 

Count 
Temperature SoC Current DoD 

Intermittent 

Tests 

Calendric 
30 10, 25, 45 °C 20, 50, 

90 % 
N/A N/A 

every 2 

months 

3 60 °C every month 

Cyclic 

6 

25 °C N/A 

0.3/0.4 C, 

0.3/0.8 C, 

0.3/1.2 C 

80 
every 100 

cycles 

12 30 
every 300 

cycles 

Table 14: Type A experimental design matrix 

Each individual storage and cycling condition was confirmed through three cells. Intermittent 

tests contained pulse power characterisation for the determination of the ECM and capacity 

tests and were performed at 25 °C.  

Type B describes the data obtained from the experiment in 3.3. The two cell types are 

compared in as outlined in Table 15. 

 TYPE A TYPE B 

CELL CAPACITY 3 Ah 33 Ah 

DC RESISTANCE 0.0413 0.0030 

CHEMISTRY NMC NMC-LMO 

ARCHITECTURE Cylindrical Pouch 

CONFIGURATION 1s1p 2p2s 

BRACING No Yes 

CELL COUNT 51 20 

Table 15: Experimental cell data for modelling 

The remaining data and relationships are derived from existing modelling approaches in 

literature. 

4.2 Electrical Model 

The electrical behaviour of the BESS contains three main levels: the converter, the battery 

structure and the intra-cell ECM. This structure is shown in Figure 52.  
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Figure 52: Component structure of the electrical model 

The converter takes in the AC demand profile and turns it into a DC response, where voltage 

and current must be balanced to meet the power demand. The power is then split across all 

battery cells, where the individual cell responses affect each other. The cell responses 

themselves must be emulated with an appropriate ECM. Each of these models are discussed 

in the following. 

4.2.1 Converter 

The battery converter takes the AC power 𝑃𝑐𝑜𝑛 as input. Then, this power needs to be adjusted 

according to the roundtrip efficiency 𝜂𝑐𝑜𝑛,𝑟 of the converter: 

 𝜂𝑐𝑜𝑛,𝑢 = √𝜂𝑐𝑜𝑛,𝑟 (23) 

 𝑃𝑏𝑎𝑡 = {

𝑃𝑐𝑜𝑛 ∗ 𝜂𝑐𝑜𝑛,𝑢 𝑓𝑜𝑟 𝑃𝑐𝑜𝑛 > 0

𝑃𝑐𝑜𝑛
𝜂𝑐𝑜𝑛,𝑢

𝑓𝑜𝑟 𝑃𝑐𝑜𝑛 < 0
 (24) 

𝜂𝑐𝑜𝑛,𝑢 is the unidirectional converter efficiency. 𝑃𝑏𝑎𝑡 is the power transmitted to the battery. 

According to the authors of (221), the converter efficiency is dependent upon the output power. 

That dependency in turn is dependent upon the type of the converter, meaning whether it is 

contains a transformer for the voltage step-up.  

While the authors of (221) did provide a dependency curve for each type, they must be 

adjusted to the efficiency given in the datasheet. The unidirectional efficiency is then 

determined as follows: 

 𝜂𝑐𝑜𝑛,𝑢
𝑚𝑎𝑥 = √𝜂𝑐𝑜𝑛,𝑟

𝑚𝑎𝑥  (25) 

 𝑃𝑐𝑜𝑛,% =
𝑃𝑐𝑜𝑛
𝑃𝑐𝑜𝑛,𝑛

 (26) 

 𝜂𝑐𝑜𝑛,𝑢(𝑃𝑐𝑜𝑛) = 𝜂𝑐𝑜𝑛,𝑢
𝑚𝑎𝑥 (

16.470

𝑃𝑐𝑜𝑛,% + 16.162
−
2.657 ∗ 10−4

𝑃𝑐𝑜𝑛,%
2 ) (27) 
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 𝜂𝑐𝑜𝑛,𝑢(𝑃𝑐𝑜𝑛) = 𝜂𝑐𝑜𝑛,𝑢
𝑚𝑎𝑥 (

1.283

𝑃𝑐𝑜𝑛,% + 0.076
− 0.230 ∗ 𝑃𝑐𝑜𝑛,%) (28) 

(26) refers to a transformer-less and (27) refers to a transformer-based converter. The 

differences occur due to the overlaid efficiency behaviour of transformers, which declines more 

rapidly at lower power. It should be noted, that at very low powers (<5 %) the converter 

efficiency is in all cases extremely low and the power cannot be provided anymore. 

For more theoretical estimations, detailed converter data may not be given. For that case the 

data of converters of varying sizes from six manufacturers (222, 223, 232, 233, 224–231) has 

been analysed. Logarithmic trends between the nominal power and values such as efficiency, 

no-load and standby consumption have been determined: 

 𝜂𝑐𝑜𝑛,𝑟
𝑚𝑎𝑥 = 0.0031 ∗ 𝑙𝑜𝑔(𝑃𝑐𝑜𝑛,𝑛) + 0.9449 (29) 

 𝑃𝑐𝑜𝑛,𝑠𝑡𝑎𝑛𝑑𝑏𝑦 = (−2𝑒 − 4 ∗ 𝑙𝑜𝑔(𝑃𝑐𝑜𝑛,𝑛) + 0.0036) ∗ 𝑃𝑐𝑜𝑛,𝑛 (30) 

 𝑃𝑐𝑜𝑛,𝑛𝑜−𝑙𝑜𝑎𝑑 = (−6𝑒 − 4 ∗ 𝑙𝑜𝑔(𝑃𝑐𝑜𝑛,𝑛) + 0.0112) ∗ 𝑃𝑐𝑜𝑛,𝑛 (31) 

Standby and no-load consumption are considered to be drawn from the grid and hence an 

overhead on the normal charge/discharge profile with no implications for the BESS itself. To 

determine the current 𝐼𝑏𝑎𝑡 for the DC cycling, the battery voltage 𝑉𝑏𝑎𝑡 must be permanently 

measured: 

 𝐼𝑏𝑎𝑡 =
𝑃𝑏𝑎𝑡
𝑉𝑏𝑎𝑡

 (32) 

Optionally, the implementation of no-load and standby consumption of the converter can be 

considered in the model. These can be added on top of the provided response or deducted 

from the demand profile. 

4.2.2 Battery Circuit 

In the next step the current must be distributed across the cells. For this the structure of the 

battery must be assumed. Taking the battery module of type B as reference, each battery 

string would be made up of 2p2s modules. The amount of modules in series 𝑚 can be 

determined from the nominal voltage of the cathode chemistry 𝑈𝑐𝑒𝑙𝑙,𝑛 and the nominal battery 

voltage 𝑈𝑏𝑎𝑡,𝑛: 

 𝑚 =
𝑉𝑏𝑎𝑡,𝑛

2 ∗ 𝑉𝑐𝑒𝑙𝑙,𝑛
 (33) 

This equation applies to the type B modules, but by eliminating the factor 2 can also be applied 

to the cell count. The number of strings in parallel is sometimes given, but can also be derived 

by taking the capacity of the module as reference for an approximate: 
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 𝑄𝑏𝑎𝑡 =
𝐸𝑏𝑎𝑡,𝑛
𝑉𝑏𝑎𝑡,𝑛

 (34) 

 𝑛 = ⌈
𝑄𝑏𝑎𝑡
66 𝐴ℎ

⌉ (35) 

Using this configuration data the cell ECMs can be connected accordingly. The actual module 

capacity is then determined as follows: 

 𝑄𝑚𝑜𝑑 =
𝑄𝑏𝑎𝑡
𝑛

 (36) 

The DC resistance of the battery 𝑅𝑏𝑎𝑡 is unknown, but can be approximated under the 

following premises: 

- The charge and discharge resistance are identical. 

- The temperature is identical for charge and discharge. 

- The DC resistance is consistent throughout all SoC.  

- The roundtrip efficiency does not consider coulombic or connection losses. 

Using the roundtrip efficiency 𝜂𝑏𝑎𝑡,𝑟 and it’s representation of output energy 𝐸𝑜𝑢𝑡 divided by 

input energy 𝐸𝑖𝑛 as well as the nominal battery voltage 𝑉𝑏𝑎𝑡,𝑛, nominal current 𝐼𝑛 and 

charge/discharge time 𝑡, the relationship can then be derived as follows: 

 𝜂𝑏𝑎𝑡,𝑟 =
𝐸𝑜𝑢𝑡
𝐸𝑖𝑛

 (37) 

 𝐸𝑜𝑢𝑡 = 𝐸𝑖𝑛 − |𝐼𝑛|
2𝑅𝑏𝑎𝑡𝑡𝑐ℎ − |𝐼𝑛|

2𝑅𝑏𝑎𝑡𝑡𝑑𝑐ℎ (38) 

 𝐸𝑖𝑛 = |𝐼𝑛|𝑉𝑏𝑎𝑡,𝑛𝑡𝑐ℎ + |𝐼𝑛|
2𝑅𝑏𝑎𝑡𝑡𝑐ℎ (39) 

 𝑡𝑐ℎ = 𝑡𝑑𝑐ℎ (40) 

 𝜂𝑏𝑎𝑡,𝑟 = 1 −
2|𝐼𝑛|𝑅𝑏𝑎𝑡

𝑉𝑏𝑎𝑡,𝑛 + |𝐼𝑛|𝑅𝑏𝑎𝑡
 (41) 

 
(1 − 𝜂𝑏𝑎𝑡,𝑟)𝑉𝑏𝑎𝑡,𝑛
(1 + 𝜂𝑏𝑎𝑡,𝑟)|𝐼𝑛|

= 𝑅𝑏𝑎𝑡 (42) 

The average module and cell DC resistance can then be determined from the configuration: 

 𝑅𝑚𝑜𝑑 =
𝑛 ∗ 𝑅𝑏𝑎𝑡
𝑚

 (43) 

 𝑅𝑐𝑒𝑙𝑙,𝐷𝐶 =
2 ∗ 𝑅𝑏𝑎𝑡
2

= 𝑅𝑏𝑎𝑡 (44) 

The final part of the battery section is the BMS. The most straightforward solution is the 

resistive balancing to prevent overcharge of the battery cells (113). The resistor must activate 

when the cell steps over the maximum cell voltage 𝑉𝑚𝑎𝑥 and be able to take on the entire 

current surplus. Thus, using the maximum expected imbalance current 𝐼𝑖,𝑚𝑎𝑥 the balancing 

resistance can be determined as follows: 
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 𝑅𝐵𝑀𝑆 =
𝑉𝑚𝑎𝑥
𝐼𝑖𝑚,𝑚𝑎𝑥

 (45) 

The imbalance current depends on the expected cell imbalance between cells. For heavy 

imbalances the maximum allowed battery charge current (per string) can be used. An 

appropriate voltage hysteresis should be considered when implementing this condition since 

it may otherwise lead to instabilities. 

4.2.3 Cell Equivalent Circuit 

DC Resistance 

With the average (over SoC and charge/discharge) DC resistance obtained from the battery 

circuit, several dependencies should be considered. Firstly, the DC resistance is generally 

non-linear and the current follows the Butler-Volmer equation (67, 234–237): 

 𝐼 = 𝐼𝑒 (𝑒

𝛼𝑎𝐹𝑉𝑜𝑝
𝑅𝑔𝑇𝑐𝑒𝑙𝑙 − 𝑒

𝛼𝑐𝐹𝑉𝑜𝑝
𝑅𝑔𝑇𝑐𝑒𝑙𝑙) (46) 

𝐼𝑒 represents the exchange current, 𝛼𝑎 and 𝛼𝑐 the anodic and cathodic transfer coefficients, 

𝑉𝑜𝑝 the reaction overpotential and 𝐼 the resulting current. However, it has been shown in (1), 

that currents up to 1 C, which is the most common spectrum for battery operation, do not 

display non-linearities.  

Another relationship derivable from the Butler-Volmer equation is the temperature 

dependency, which can be expressed as Arrhenius equation (238, 239): 

 𝑅𝐷𝐶(𝑇) = 𝑅𝐷𝐶,𝑛 ∗ 𝑒
−𝐸𝑎𝑐
𝑅𝑔

∗(
1
𝑇𝑛
−
1

𝑇𝑐𝑒𝑙𝑙
)
 (47) 

𝑅𝑛 is the reference resistance at nominal temperature 𝑇𝑛 and 𝑅𝑔 is the Boltzmann constant. 

𝐸𝑎𝑐 is the activation energy and the only unknown parameter. Many values have been found 

in literature for the activation energy ranging from 14 and 29 kJ/mol with no consistent 

dependency upon chemistry or cell architecture (238–242). The experimental data obtained 

from type B (DC resistance at 20 and 50 °C as determined in equation (22)) was used to 

determine 𝐸𝑎𝑐 through equation (47): 

 𝐸𝑎𝑐 =
−𝑅𝑔 ∗ ln (

𝑅𝐷𝐶,50
𝑅𝐷𝐶,20

)

(
1

293.15
−

1
323.15

)
 (48) 

This showed a value for 𝐸𝑎𝑐 of approximately 15 kJ/mol and declining to 9 kJ/mol over its 

lifetime. Considering that the battery module is the closest given approximation to the BESS 

and the decline in activation energy of the lifetime, 14 kJ/mol is considered a good static 

approximation. 
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Multiple sources confirm that the DC resistance increases at very low SoC (106, 239, 241, 

243–246). However, the rates and for this dependency vary strongly. Further, including this 

dependency would contradict the assumptions made for the determination of the average DC 

resistance. A constant value over the SoC spectrum is considered sufficiently accurate and 

minimises the amount of assumptions made on the system. The consequent impact the 

temperature and DC power limit is neglected. 

The last dependency of the DC resistance is upon the SoH of the cells. As stated in 2.5.4 the 

authors of (154, 161) recognised a linear connection between the SoH and the DC resistance. 

The experimental data on the development of the DC resistance in type A and B is shown in 

Figure 53. 

 

Figure 53: DC Resistance in dependency of the SoH 

Based on the displayed correlation of both types a linear fit between the DC resistance and 

the absolute SoH provided the best results. However, they slightly vary between cell types. To 

provide a representative connection between the parameters, the average dependency (red 

line on Figure 53) is chosen: 

 𝑅𝐷𝐶(𝑆𝑜𝐻𝑎𝑏𝑠) = 𝑅𝐷𝐶,𝑛(−2.525 ∗ (𝑆𝑜𝐻𝑎𝑏𝑠 − 1) + 1) RDC/RDC,0 (49) 

This determination can potentially be improved through additional data on more cell types and 

differentiation between the ageing modes, but under the given circumstances is not possible. 

To quantify the impact of this estimation, the full model has been used with the case study in 

5.4 using the upper and lower resistance increase curves. The ageing rate changed by 0.1-

0.2 % for reference conditions, which is considered negligible.  

Thus, the overall DC resistance dependency can be expressed as follows: 
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𝑅𝐷𝐶 = 𝑅𝐷𝐶,𝑛(−2.525 ∗ (𝑆𝑜𝐻𝑎𝑏𝑠 − 1) + 1) ∗ 𝑒

−14
𝑘𝐽
𝑚𝑜𝑙
𝑅𝑔

∗(
1
𝑇𝑛
−
1

𝑇𝑐𝑒𝑙𝑙
)
 

(50) 

Equivalent Circuit Model 

In the next step, the full ECM must be derived. For this project, a combination of the Thevenin 

and runtime-based model from Figure 16 has been chosen and is displayed in Figure 54. This 

model covers the transient response as well as the SoC and self-discharge component. 

 

Figure 54: Electrical ECM for DREMUS 

The transient circuit was chosen to have only one RC couple for multiple reasons. Firstly, the 

experimental data of type A was provided with single RC circuit data for all tests. Secondly, 

the circuit was found to fit well the C/2 charging pulses at 50 % SoC of type B (0.49% NRMSD). 

Lastly, this further minimises the amount of assumptions necessary on the circuit to replicate 

an accurate response.  

The resistances 𝑅1 and 𝑅0 form in sum the DC resistance 𝑅𝐷𝐶. However, more data is 

necessary to derive the components from 𝑅𝐷𝐶. Relative parameters that scale with the size of 

the cell are ideal for this determination, in particular 
𝑅1

𝑅0
 and the RC time constant 𝜏 = R1𝐶1. The 

experimental data on the SoH dependency of these parameters is displayed in Figure 55. 

 

Figure 55: 
𝑅1

𝑅0
 and 𝜏 over different SoH 
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This data provides several useful statements. Firstly, the SoH did not seem to have a notable 

impact on the values for 
𝑅1

𝑅0
 or 𝜏. Secondly, even though the capacity of both cell types differed 

by the factor of 10 and they were based on different chemistries and cell architecture, the 

values for 
𝑅1

𝑅0
 and 𝜏 were consistently in the same range. The transient voltage measurements 

from pulse characterisations in literature displayed very similar behaviour as well (247, 248). 

Therefore, the values of 0.52 and 41.91 s for 
𝑅1

𝑅0
 and τ are taken as reference for the average 

cell behaviour.  

Using those values, the elements of the transient ECM can be determined as follows:  

 
𝑅0 =

𝑅𝐷𝐶

 
𝑅1
𝑅0
+ 1

 
(51) 

 𝑅1 = 𝑅𝐷𝐶 − 𝑅0 (52) 

 𝐶1 =
τ

R1
 (53) 

Open Circuit Voltage 

The OCV is, as described in 2.5.4, primarily dependent upon the chemistry, the SoC, the SoH 

and the cell temperature. Curves for the SoC dependency for the different chemistries can be 

found in literature for all relevant chemistries (125, 181, 249, 250). They are displayed in 

Figure 56.  

 

Figure 56: OCV curves 

The dependency upon the SoH is very minimal compared to the overall spectrum of the OCV 

as shown in (125) and is considered negligible. Therefore only the temperature dependency 
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remains. This dependency can be obtained from the entropy curves provided in (127, 143, 

144, 240, 251), which describe simultaneously the dependency of the change in OCV upon 

the change in temperature (127). The entropy curves are given in Figure 57. 

 

Figure 57: Entropy curves 

Combining the dependencies, the OCV can be expressed as follows (127): 

 𝑉𝑜𝑐 = 𝑉𝑜𝑐,𝑛(𝑆𝑜𝐶) +
𝜕𝑉𝑜𝑐
𝜕𝑇

(𝑆𝑜𝐶) ∗ (𝑇𝑐𝑒𝑙𝑙 − 𝑇𝑛) (54) 

SoC Circuit 

The SoC circuit on the right of Figure 54 follows the principle of (116) and consists of three 

main elements. The current source 𝐼𝑆𝑜𝐶 copies the current going into 𝑉𝑂𝐶. The capacitor has 

the capacitance identical to the current cell capacity, which is dynamically calculated as 

follows: 

 𝑄 = 𝑄𝑛 ∗ 𝑆𝑜𝐻𝑎𝑏𝑠 (55) 

Another impact factor on the capacity is the environmental temperature. For this, the capacity 

measurements of type B before and after testing at 20 and 50 °C have been collected and are 

displayed in Figure 58.  
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Figure 58: Capacity of the modules at different SoH at 20 and 50 °C 

The trendline represents the average translation curve between capacities at 20 and 50 °C. 

Some cells displayed an increase, others a decrease in capacity under higher temperature. 

On average, they did not display any changes. This is in agreement with (246), which pre-

dominantly only measured a capacity variation at high currents where lower temperature 

incurred higher resistance and cut off the CC step, and at temperatures below 10 °C. Since 

this is the approximate temperature range expected from a realistic use case, temperature 

dependency of the cell capacity has been neglected.  

The last element of this circuit is the self-discharge. Since as described in 2.5.4 there is no 

consistent connection between SoC, temperature and self-discharge and the range is 

generally between 0.1 and 5 % per month, a value of 1 % per month for a constant leakage 

current has been chosen as sufficiently representative. If a value is given by the manufacturer, 

it should be used instead. 

Cell-to-Cell Variability 

Imbalances between cells are incurred by small differences in the electrical, thermal and 

ageing behaviour which propagate over time. They are primarily of interest for the modelling 

of the battery pack relationships. While cell-to-cell variability has been briefly investigated in 

this project, it was primarily not considered for the final tool development for the reasons 

outlined in 0 and therefore not included in the model development either. 
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4.3 Thermal Model 

The thermal model is split into heat dissipation and heat generation, as discussed in 0. The 

heat dissipation model is based on a reference, which consequently impacts how the heat 

generation must be scaled, and will therefore be discussed first.   

Heat Dissipation 

As in chapter 4.2.3, the heat dissipation model can be expressed through another equivalent 

circuit. The difficulty with dissipation models is that every battery is structured differently with 

changing cooling strategies and data is not commonly provided. Hence, the best 

approximation can be made using the experimental data.  

The module of type B provides the closest reference to a BESS storage module. The module 

structure and its corresponding thermal ECM is displayed in Figure 59.  

 

Figure 59: Type B module bulk thermal ECM and module structure 

𝐶𝑐𝑒𝑙𝑙𝑠 describes the cumulative cell heat capacitance and 𝐶𝑚𝑜𝑑 the heat capacitance of the 

module casing. 𝜅𝑠𝑖𝑑𝑒 is the total heat loss of the open surfaces on the side of the module, 𝜅𝑚𝑜𝑑 

is module heat conductivity and 𝜅𝑐𝑜𝑛 is the surface convection. Although two points of 

measurements were applied to the module, this ECM was found to provide the best fit to the 

data. 

Passive cooling after a full discharge has been used to fit the ECM. The parameters are 

outlined in Figure 59 and resulted in a NRMSD of 1.07 %. 

PARAMETER VALUE UNIT 

𝑪𝒄𝒆𝒍𝒍 3.512e+03 J/K 

𝑪𝒎𝒐𝒅 2.653e+02 J/K 

𝜿𝒔𝒊𝒅𝒆 8.878e-01 W/K 
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𝜿𝒎𝒐𝒅 4.891e-03 W/K 

𝜿𝒄𝒐𝒏𝒗 1.313e-01 W/K 

Table 16: Parameters of the module thermal ECM based on Type B 

If the manufacturer states that the temperature of the cells is actively controlled, the ECM 

provided for the cell type A, displayed in Figure 60 can be chosen instead. It only contains the 

ECM of a single cell and thus assumes that ambient temperature around the cell is held 

constant. 

 

Figure 60: Type A cell bulk thermal model 

Thermal radiation has been excluded from both models due to the increase of assumptions 

on the environment necessary, the difficulty of including this non-linear process into the ECM 

and the possible absorption of the radiation by other cells.  

Cell Heating 

The bulk heat generation model from equation (3) has been chosen to reduce the necessary 

assumptions. However, since an electrical ECM is given, the resistance heating is used 

instead of the total overpotential: 

 𝑞𝑡ℎ = 𝑞𝑗𝑜𝑢𝑙𝑒 + 𝑞𝑒𝑛𝑡 = 𝐼𝑅0
2𝑅0 + 𝐼𝑅1

2𝑅1 + 𝐼 ∗ 𝑇𝑐𝑒𝑙𝑙 ∗
𝑑𝑉𝑜𝑐
𝑑𝑇

 (56) 

The values for entropy 
𝑑𝑉𝑜𝑐

𝑑𝑇
 are the same as in Figure 57.  

Since the cell size can vary strongly from that of the reference thermal circuit, the heat 

generation must be adjusted accordingly. Joule heating must be scaled by both the nominal 

resistance 𝑅𝑛,𝑟𝑒𝑓 and capacity 𝑄𝑛,𝑟𝑒𝑓 of the chosen ECM cell. Since temperature and entropy 

are relative, entropy must only be scaled by the cell capacity: 
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 𝑞𝑗𝑜𝑢𝑙𝑒,𝑟𝑒𝑓 = (𝐼𝑅0
2𝑅0 + 𝐼𝑅1

2𝑅1) ∗
𝑅𝐷𝐶,𝑟𝑒𝑓

𝑅𝐷𝐶
(
𝑄𝑛,𝑟𝑒𝑓

𝑄𝑛
)
2

 (57) 

 𝑞𝑒𝑛𝑡,𝑟𝑒𝑓 = (𝐼 ∗ 𝑇𝑐𝑒𝑙𝑙 ∗
𝑑𝑉𝑜𝑐
𝑑𝑇

) ∗
𝑄𝑛,𝑟𝑒𝑓

𝑄𝑛
 (58) 

 𝑞𝑡ℎ,𝑟𝑒𝑓 = 𝑞𝑗𝑜𝑢𝑙𝑒,𝑟𝑒𝑓 + 𝑞𝑒𝑛𝑡,𝑟𝑒𝑓 (59) 

4.4 Ageing Model 

The development of the ageing model follows the approach displayed in Figure 61. It consists 

of two main parts:  

- Universal cell behaviour: Applicable to all carbon-anode based Li-Ion cells based on 

chemical principles and empiric sensitivities. 

- Cell-specific behaviour: Applicable only to a specific cell and consisting of the cathode 

specific behaviour and manufacturer data. 

 

Figure 61: Ageing model development process 

Firstly, the relevant ageing processes are investigated and narrowed down. Then, a chemical 

model for that process is chosen, which is adjusted to the experimental data and requirements 

of the model. Then to implement the cell-specific behaviour the model is modified to 

applicability to the BESS.  

Ageing Process Identification 

According to the authors of (161, 252, 253), the most common capacity degradation processes 

in Li-Ion cells are SEI formation, Lithium Plating, loss of active anode material from cracking 

during expansion and loss of active cathode material from severe de-lithiation. As described 

in 2.5.6 the cell capacity is the minimum of three capacities: anode, lithium inventory and 

cathode. Out of the four degradation processes mentioned, cathode de-lithiation is the only 
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process that doesn’t affect lithium inventory (only cathode capacity). It is therefore reasonable 

to assume that loss of lithium inventory is the primary mechanism of capacity loss and to 

eliminate cathode de-lithiation as relevant ageing process.  

Lithium plating is primarily caused by operation at extreme conditions outside of manufacturer 

recommendations, such as charging above 100 % SoC, temperatures below 0 °C or charging 

currents above 1 C (88, 126, 152, 254, 255). Since these conditions should be avoided (as 

they also often break warranty conditions) it should be considered to have minor impact.  

Anode expansion occurs during charge. Bracing, as it is found in battery modules and 

particularly the one of type B, can mitigate the expansion and has been shown in (190, 256) 

to reduce ageing effects. Further, only the lithiated part of the anode cracking will actually 

affect the lithium inventory.  

Hence, while neither lithium plating, nor anode cracking will be completely absent, SEI 

formation will be considered the primary ageing process for the development of the ageing 

model.  

Chemical Reference Model 

There are multiple approaches to SEI modelling. The most preferred approach is the single-

particle modelling following the Arrhenius principle (149, 153, 176, 257). Initially, the model by 

(153) has been chosen as reference for this project. Since this model did not consider the 

difference between charge and discharge current and (176) provided a better connection to 

the experimental data, that one has been used instead: 

 𝐽𝑆𝐸𝐼(𝑡1) = 𝑖𝑜𝑠 exp(−
𝛼𝑐𝐹

𝑅𝑔𝑇
(𝑈𝑛 − 𝑈𝑟𝑒𝑓,𝑠 − 𝐽 (𝑅𝑆𝐸𝐼 −

𝑀𝑆𝐸𝐼
𝜅𝑃𝐹𝜌𝑆𝐸𝐼

∗ ∫ 𝐽𝑆𝐸𝐼𝑑𝑡
𝑡1

0

))) (60) 

It should be noted that the parameters and subscripts in model, as outlined in Table 17, only 

apply to this formula and do not connect to the remaining parameters in this report.  

 Value Unit Meaning 

Local 

Constants 

𝑖0𝑠 
𝐴

𝑚2
 

Side reaction exchange current 

density 

𝛼𝑐  Anode charge transfer coefficient 

𝑈𝑟𝑒𝑓,𝑠 𝑉 Side reaction equilibrium potential 

𝑅𝑆𝐸𝐼 
Ω

𝑚2
 SEI resistance 

𝑀𝑆𝐸𝐼 
𝑘𝑔

𝑀𝑜𝑙
 SEI molecular weight 
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𝜅𝑃 
𝑆

𝑚
 Anode activation energy 

𝜌𝑆𝐸𝐼 
𝑘𝑔

𝑚3
 SEI density 

Global 

Constants 

𝐹 
𝐴𝑠

𝑚𝑜𝑙
 Faraday constant 

𝑅𝑔 
𝐽

𝐾𝑚𝑜𝑙
 Boltzmann constant 

Independent 

Variables 

𝐽𝑆𝐸𝐼 
𝐴

𝑚2
 Side-reaction current density 

𝑇 𝐾 Temperature 

𝑈𝑎 V Anode potential 

𝐽 
𝐴

𝑚2
 Current density 

𝑡 ℎ Time 

Table 17: Constants and variables of the SEI degradation equation (176) 

The model displays the chemically reasonable variable dependency. However, in this state 

the model is not recommended for use in practical applications due to several factors: 

- Time dependency: the model describes a time dependency wherein the side-reaction 

current increases over time due to increase in SEI thickness. The in 2.5.6 discussed 

√𝑡 dependence of the cell capacity, however, displays a decrease in degradation over 

time (until reaching EOL). 

- Current density: The use of current density requires knowledge of the electrode surface 

area.  

- Chemical reference values: the model requires detailed knowledge on the local 

constants of the cell and are only relevant for that cell.  

Hence, this model must be modified. Since this model is based on the carbon anode only, 

chemical differences do not need to be considered for its development. They are considered 

to be implemented by the differences in OCV and entropy curves.  

Adjustments and Fitting 

To address the issues of this model, several measures are taken. Firstly it is assumed that the 

SEI resistance increases minimally over the lifetime of the cell (which is in accordance with 

the assumptions made in another SEI-based chemical model (153)): 

 𝐽𝑆𝐸𝐼 = 𝑖𝑜𝑠 exp (−
𝛼𝑐𝐹

𝑅𝑔𝑇
(𝑈𝑎 − 𝑈𝑟𝑒𝑓,𝑠 − 𝐽𝑅𝑆𝐸𝐼)) (61) 
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Secondly, since the primary point of interest of this model is the variable dependency, the 

constants are replaced by parameters and 𝐽𝑆𝐸𝐼 by a linear measure of linear degradation 

𝐷𝑒𝑔𝑙𝑖𝑛 affecting a measure of linear state of health 𝑆𝑜𝐻𝑙𝑖𝑛: 

 𝐷𝑒𝑔𝑙𝑖𝑛 = ∫𝑘1 exp(−
𝑘2
𝑇
(𝑈𝑎 − 𝑘3 − 𝑘4𝐽))𝑑𝑡 (62) 

 𝑆𝑜𝐻𝑙𝑖𝑛,1 = 𝑆𝑜𝐻𝑙𝑖𝑛,0 − 𝐷𝑒𝑔𝑙𝑖𝑛,1 (63) 

Under the assumption that anode surface area 𝐴𝑎 increases proportionally to the nominal 

capacity 𝑄𝑛, the current density 𝐽 can be expressed as a multiple of the C-rate 𝑐: 

 𝐽 =
𝐼𝑐𝑒𝑙𝑙
𝐴𝑎

 (64) 

 𝑐 =
𝐼𝑐𝑒𝑙𝑙
𝑄𝑛

 (65) 

 𝑄𝑛 = 𝑘𝑠 ∗ 𝐴𝑎 (66) 

 𝐽 = 𝑘𝑠 ∗ 𝑐 (67) 

Since the factor 𝑘𝑠 is unknown it can be regarded as part of the factor 𝑘4: 

 𝐷𝑒𝑔𝑙𝑖𝑛 = ∫𝑘1 exp(−
𝑘2
𝑇
(𝑈𝑎 − 𝑘3 − 𝑘4𝑐))𝑑𝑡 (68) 

To implement the √𝑡 dependency the absolute SoH, representing the capacity loss, is set up 

accordingly: 

 𝑆𝑜𝐻𝑎𝑏𝑠 =
𝑄𝑡
𝑄0

 (69) 

 𝑆𝑜𝐻𝑎𝑏𝑠 = 1 − (1 − 𝑆𝑜𝐻𝑎𝑏𝑠,𝑒𝑜𝑙) ∗ √1 − 𝑆𝑜𝐻𝑙𝑖𝑛 (70) 

𝑆𝑜𝐻𝑎𝑏𝑠,𝑒𝑜𝑙 denotes the terminal cell capacity. For the purpose of referencing identical 

conditions 80 % has been used as value since it is most commonly referred to as EOL capacity 

(258).  

Now the only unknown variable is the anode potential 𝑈𝑎, which is dependent upon the SoC. 

The typical potential curve for carbon anodes is given in Figure 62. 
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Figure 62: Anode Potential Curve (259) 

The anode SoC is different from the full cell SoC. To avoid effects from over-/undercharging 

the cell, the spectrum is only partially utilised with an overhead serving as buffer. Therefore 

another dependency needs to be introduced: 

 𝑆𝑜𝐶𝑎 = 𝑆𝑜𝐶𝑐𝑒𝑙𝑙 ∗ 𝑘5 + 𝑘6 (71) 

In the last step, all parameters have been fitted to the ageing data of type A. The parameters, 

along with the applied boundary conditions are listed in Table 18. The ability of the overall 

model to forecast the next ageing state had an overall NRMSD of 7.2 %, which was considered 

sufficient considering the detected spread in data. 

Parameter Bounds Value Unit 

𝑘1 0 +∞ 1.441e-08 𝑠−1 

𝑘2 0 +∞ 3.352e+03 𝐾𝑉−1 

𝑘3 0 +∞ 1.230e-02 𝑉 

𝑘4 0 +∞ 8.046e-01 Vℎ 

𝑘5 0.5 1 8.028e-01  

𝑘6 -0.2 0.2 5.859e-02  

Table 18: Ageing Model Fitting Parameters based on type A 

Separately, the fit has been compared to the datasheet degradation profile provided for cell 

type A. The fitting result is shown in Figure 63. Differences between the model and the 

datasheet (maximum 0.1 Ah) can potentially be explained by the difference in initial capacity 

stated or an over-estimation by the manufacturer to account for outliers. Overall the fit is 

considered sufficiently accurate.  
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Figure 63: Model overlaid on cell datasheet 

Regarding high temperature dependency, the model did not align with the data of cell type B 

or the calendric cell data at 60 °C of type A. No parameter modification was capable of 

capturing the excessive degradation acceleration these cells experienced. Therefore, the 

model should not be applied to cells subjected to environmental temperatures over 40 °C. 

Sensitivity Analysis 

A comparative sensitivity analysis of the degradation model towards the three core input 

parameters has been performed: C-rate, temperature and SoC. Since all of the parameters 

are contained within the exponent of the linear degradation formula, the output has been 

determined on the logarithmic scale: 

 log (
𝑑𝐷𝑒𝑔𝑙𝑖𝑛
𝑑𝑡

) = 𝑌 = 𝑙𝑜𝑔(𝑘1) + (−
𝑘2
𝑇
(𝑈𝑛 − 𝑘3 − 𝑘4𝑐)) (72) 

Y represents here the sensitivity output and state variable, which logarithmically affects the 

degradation speed. The reference conditions for this investigation are 50 % SoC, 20 °C and 0 

C. The boundaries for the sensitivity analysis are 0 to 100 % SoC, 0 to 40 °C and +2 to -2 C.  

To quantify the impact of the parameters, the value Y has been derived by each of them within 

the boundaries, averaged, and multiplied by the boundary range to normalise the sensitivity 

against the other parameters. The sensitivity values are given in Table 19. 

𝑑𝑌

𝑑𝑆𝑜𝐶
(𝑆𝑜𝐶𝑚𝑎𝑥 − 𝑆𝑜𝐶𝑚𝑖𝑛) 0.540968 

𝑑𝑌

𝑑𝑇
(𝑇𝑚𝑎𝑥 − 𝑇𝑚𝑖𝑛) 0.0314 

𝑑𝑌

𝑑𝑐
(𝑐𝑚𝑎𝑥 − 𝑐𝑚𝑖𝑛) 11.94867 

Table 19: Average normalised sensitivities of the ageing model 
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From these values it is apparent that Y, and consequently the overall degradation speed, is 

most sensitive towards the C-rate. Due to the comparatively small changes on the Kelvin 

scale, the temperature was found to have the least impact, making the SoC the predominant 

ageing factor during storage. 

Adaptability to BESS 

The model has now been adjusted for the experimental cells of type A, but is no longer 

applicable to other battery cells. To allow for that, another parameter 𝑘𝐷𝑆 is introduced in the 

linear equation. This parameter represents faster or slower degradation depending on the 

investigated storage system: 

 𝐷𝑒𝑔𝑙𝑖𝑛 = 𝑘𝐷𝑆∫𝑘1 exp (−
𝑘2
𝑇
(𝑈𝑎 − 𝑘3 − 𝑘4𝑐))𝑑𝑡 (73) 

For type A the value is 1. To determine the factor 𝑘𝐷𝑆 for a specific storage system, the EOL 

reference conditions must be taken into account. Using the electrical and thermal model, those 

conditions can be used to determine the degradation stresses type A would have experienced. 

Further, since under these conditions the targeted battery would have reached EOL, 𝐷𝑒𝑔𝑙𝑖𝑛 

can be set to 1. 𝑘𝐷𝑆 can then be calculated as follows: 

 
𝑘𝐷𝑆 =

1

∫ 𝑘1 exp (−
𝑘2
𝑇
(𝑈𝑎 − 𝑘3 − 𝑘4𝑐))𝑑𝑡

𝑡𝑒𝑜𝑙
𝑡0

 
(74) 

An overview on this process is also given in 4.5. Using the same reference conditions again 

with the applied 𝑘𝐷𝑆, the model results in 100 % degradation.  

4.5 Model Interconnection and Application 

The three models are interconnected as displayed in Figure 64. The electrical model, which 

primarily interacts with the utilisation of the battery, provides the SoC, currents and voltages 

necessary to the thermal and ageing model. The thermal model updates the temperature 

influencing electrical and ageing model. The ageing model determines from the circumstance 

the current SoH and updates the electrical behaviour regarding both capacity and resistance.  
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Figure 64: DREMUS interconnections 

This model can be developed in a variety of ways, both with discrete approaches and dynamic 

interconnections. The latter offers more accuracy and allows for a more precise estimation of 

the BESS capabilities to provide power and energy capacity.  

The application method of the model is displayed in Figure 65. In the first step the available 

BESS documentation is used to scale and determine the electrical and thermal model. Using 

then the EOL degradation reference with 𝑘𝐷𝑆 set to 1, the 𝑘𝐷𝑆 for the BESS can be determined. 
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Figure 65: DREMUS model structure 

With the full model completed, it is possible to apply any utilisation profile to it. Aside from 

identifying from that the degradation that the utilisation would incur, it is also possible to 

provide an estimate on the behaviour of any parameter included in the model (e.g. 

temperature, SoC) and receive feedback on the potential inability of the BESS to provide the 

required power or energy.  

Using the information obtained from this model the long term BESS value generation can be 

determined. The model itself does not contain such an assessment to make it more flexible in 

application.  

While this modelling approach is based on carbon anode Li-Ion, it can be applied to other 

chemistries as well. All models would have to be adapted accordingly, especially the 

degradation formula. To achieve the same level comparability it also needs to contain a linear 

degradation component.  
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5 Software Development 

In the next step the model developed in section 4 is implemented into an applicable software 

tool. The tool is to be used primarily by the EDF Energy R&D UK centre and hence is 

constructed to their requirements. 

First, the available and utilised software tools are discussed. Then the individual documents 

and functions involved are described. The last part outlines the adjustments made in these 

functions to fulfil the practical requirements of both stability and computability. 

5.1 Utilised Software and Tools 

Due to the preference of the EDF Energy R&D UK centre, Python was the primary coding 

language used to develop the DREMUS tool. This also allows for an implementation of the 

tool into the existing EDF Energy R&D UK centre tools and applications. The majority of the 

tool has therefore been implemented into a library. 

Since both the electrical and thermal model are represented through a circuit model, a circuit 

simulator was chosen as primary method of computation. Circuit simulation also allows for a 

dynamic adjustment and interaction of all parameters.  

The circuit simulator chosen was Ngspice, an open-source tool that can be connected to 

python code via the library PySpice. The circuit is developed in Python, allowing for the 

implementation of all known parameters. From the circuit a simulator is constructed that is 

then processed in Ngspice, carrying out the majority of the computation. An example is 

displayed in Figure 66. 

 

Figure 66: Example circuit build in PySpice and processed in Ngspice 
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The graph displays the voltage at node N1 versus time in seconds. A particular advantage of 

Ngspice is that, although the step time has been set to 1 s, the simulation automatically 

increased the default resolution to accurately capture the circuit behaviour.  

Other libraries utilised for pre-calculation and data processing include math, numpy and 

pandas. Input files were pre-developed in Excel as csv and xlsx files and forms. 

5.2 Tool Structure 

The structure of the DREMUS tool is outlined in Figure 67. The arrows indicate the process of 

application as well as the transfer of data between the documents, functions and classes. 

 

Figure 67: DREMUS Tool Structure (green: Excel input files; orange: classes/objects; blue: core functions; 
purple: supporting functions) 

BESS Documentation Processing 

The first element is the Excel BESS File. This file serves as input for all available data on the 

battery and converter. Of particular interest are the parameters outlined in 4.1. An initial 

estimate for 𝑘𝐷𝑆 can be added as well, the default value is 1. A screenshot of that input file is 

shown in Figure 18. 



112 
 

 

Figure 68: Screenshot of Datasheet tab in Input Excel File 

Column D provides the user with default values to use if values are unknown. Battery capacity 

and converter nominal power are the only necessary values, although this will reduce the 

precision of the model.  

For the converter many values are automatically approximated using the equations given in 

chapter 4.2.1 if not provided. This may under/overestimate the strain on the battery to provide 

the power necessary and affect the overall system efficiency significantly.  

For the battery the impact of the input factors are as follows: 

- String count and nominal voltage are in the current state not impactful since the power 

is equally split across all cells (see chapter 5.3 for details).  

- Maximum current is a safety measure given by the manufacturer, but if it is not given 

will still be limited by voltage and internal resistance, as well as converter limits.  

- Efficiency will affect the resistance and thus the power capability and heating of the 

battery and should therefore be given as accurately as possible.  

- Self-discharge will likely be too small to have a significant impact on the long term 

performance, save for backup focussed services.  

- End-of-life capacity will significantly affect the degradation curve. It will affect both 

capacity and resistance/power and should therefore always be taken by the 

manufacturer. 

- Nominal temperature for Li-Ion is expected to always be around room temperature. 

- The chemistry will determine the OCV curve, which affects the power capability, and 

the entropy, which affects the heat generation. The first one is most significant for LFP, 
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since the permissible voltage window is much smaller. The latter becomes more 

important at low power utilisation.  

In addition to the general battery data, the degradation reference is needed to determine 𝑘𝐷𝑆. 

The reference is added on a separate table in the Excel file as shown in Figure 69. The profile 

consists of current steps in A and covers the expected lifetime of the battery. 

 

Figure 69: Screenshot of Reference Profile tab in Input Excel File 

The reference profile can either be generated manually or using the “Reference Profile 

Generator”. This function uses some basic assumptions around the maximum throughput, 

maximum calendric life and nominal conditions to create a repetitive cycling profile. It is 

separate and easily modifiable depending on the given parameters. It is imperative to provide 

this profile along with the EOL for the tool to provide reasonable value to its user.  

Using the function “Datasheet Reader”, datasheet objects for both the battery and the 

converter are generated. Its task is to derive most of the unknown parameters from the known 

parameters and thus complete the necessary information for the simulation.  

The battery datasheet contains the given battery data and upon generation, imports the 

relevant OCV and entropy profiles from prepared CSV files. Further, the structure of the BESS 

is derived along with the individual cell capacity and average cell resistance in accordance 

with the methodology in 4.2.2, 

The converter datasheet contains the given converter data. Upon generation it also calls the 

function “Converter Efficiency Curve Generator”, which determines the efficiency data based 

on the approach in 4.2.1. In effect this results in a conversion curve 𝑓𝜂 with an efficiency value 

for each percentage of applied power 𝑃% as displayed in Figure 70. The converter count 



114 
 

involved in the BESS is considered as well, wherein in case of reaching the lower power limit 

fewer converters participate.  

 

Figure 70: 𝑓𝜂 in dependency of the fractional power 𝑃% utilisation of 2 converters 

Battery Cell Circuit 

From the battery datasheet, a “Battery Cell” object containing the circuit of a single cell can be 

created. This circuit is displayed in Figure 71 with the active cooling circuit. Although separated 

into three sub-circuits, each element is interconnected according to its dependency and 

calculated simultaneously.  
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Figure 71: Battery cell sub-circuit (active cooling) 

Elements denoted as B are non-linear current and voltage sources. Some source nodes have 

been added for the pre-calculation of intermediate values such as the DC resistance in Bres, 

the entropy in Bent and the open-circuit potential Bocp. The corresponding node voltage serve 

as input for other elements and provide additional data for subsequent analysis.  

The electrical and thermal circuits follow the ECMs discussed in 4.2.3 and 4.3. The linear 

ageing circuit is represented through a capacitor Csoh with an initial charge of 1 V (100% 

𝑆𝑜𝐻𝑙𝑖𝑛) and a current source Bdeglin (𝐷𝑒𝑔𝑙𝑖𝑛) that constantly discharges it and thus ages the 

battery. The node Bsohabs calculates from the present voltage at node sohlin the absolute 

SoH.  

Determination of 𝒌𝑫𝑺 

In the “𝑘𝐷𝑆 Estimator”, the cell circuit is subjected to the reference current profile to determine 

the specific ageing factor for the BESS using the methodology in 4.4. Two factors are 

determined through the estimation: 𝑘𝐷𝑆, which is the ageing factor of the BESS for the given 

𝑆𝑜𝐻𝑒𝑜𝑙, and 𝑘𝐷𝑆80, which is the ageing factor for 80 % 𝑆𝑜𝐻𝑒𝑜𝑙. The latter is calculated as 

follows: 
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 𝐷𝑒𝑔𝑙𝑖𝑛80 = (
1 − 0.8

1 − 𝑆𝑜𝐻𝑎𝑏𝑠,𝑒𝑜𝑙
)

2

 (75) 

 𝑘𝐷𝑆80 =
𝑘𝐷𝑆

𝐷𝑒𝑔𝑙𝑖𝑛80
 (76) 

𝑘𝐷𝑆80 is useful for performance comparison between two different BESS as further detailed in 

5.5. It is also relevant for applications where less than 80 % capacity are not useful. Either 

value can be applied to the BESS file (or directly the datasheet object), only affecting the 

consideration of the EOL.  

It has been found that the determination of kds should undergo at least three iterations to 

increase confidence in its accuracy. This is partially due to the possibility of overestimating the 

degradation speed and thus the cell not being able to fully process the reference profile.  

It should be noted that the kds evaluation also provides a data frame with the development of 

all node voltages. This data can be used for debugging and (if necessary) adjustment of the 

degradation reference profile.  

BESS Cycling and Evaluation 

With the datasheets completed the BESS model can now be generated and cycled. First, the 

“Use Case Cycling Profile” must be provided. The profile draft contains three columns for each 

the power, the environmental temperature and the duration as time step. 

The “Cycler” function imports the cycling profile, and then creates the full circuit, scaling and 

interconnecting the converter with a single-cell model abstracting the BESS (details in 5.3). It 

also takes initial conditions as input, allowing to consider the results of existing systems or 

previous calculations. The use case profile is applied to the circuit under consideration of all 

power, current and voltage limits. The output of this function is a data frame containing 

recordings of all nodes. 

Aside from manual evaluation, three prepared tools can be applied to output. The “Data 

Visualisation” function outputs the graphs displayed in Figure 72. They provide an overview 

on the key points of interest of the operation: demanded vs provided power, cell temperature, 

SoC and linear and absolute SoH. 
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Figure 72: Data visualisation for an arbitrary use case 

“Terminal Conditions” extracts the terminal conditions of the simulations, which can be directly 

applied as input for the next simulation. “Degradation Analysis” is a custom tool providing the 

daily and total incurred linear degradation. The total degradation in particular is useful for the 

application outlined in 5.5. 

Battery Constructor 

In its present state, the tool does not support the simulation of multiple cells for the reasons 

outlined in 5.3. However, in case of a future application, a function called battery constructor 

has been added that generates and interconnects individual cell models.  
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5.3 Model Adjustments for DREMUS Tool 

While the DREMUS tool follows as best as possible the model outlined in section 4, several 

measures had to be taken to allow for an efficient and fast computation. These are outlined in 

the following. 

Single-Cell Modelling 

The tool described follows a single-cell modelling approach. There were two practical reasons 

for this: 

- Instability: Simulations with two or more cells frequently led to instabilities and 

consequent interruptions in simulations. 

- Computation Speed: Successful simulations with two or more cells lead to an 

according increase in computation time. A full simulation of a BESS would, with the 

current method, provide results in unfeasible time periods. For a 48 V single string 

system, a simulation of 30 days operation with a simple degradation reference would 

jump from 50 s (single cell) to at least 20 minutes computation time. 

There were also several realistic justifications for this method. First of all, battery cells are 

commonly matched by capacity and/or resistance (113). This matching process significantly 

reduces not just the immediate but also long-term imbalances as found in (114) and the 

evaluation in 3.3.4. 

Secondly, cells and strings in parallel balance each other automatically. A difference in SoC 

results in a difference in OCV and thus not only in an automatic current redirection into the 

cells with lower SoC but also an auto-redistribution of energy during the rest period (current 

flow from higher OCV to lower OCV). 

Thirdly, cells in series are controlled via a BMS. The BMS assumed for this model (see 4.2.2) 

allows for a utilisation of the full capacity of all cells while ensuring the adherence to upper 

voltage limits. The cells are just equalised at higher voltage minimising the additional losses 

incurred through the resistors. These additional losses, as well as the possible over-discharge 

of individual cells and the thermal disparity between cells are the only impacts not covered 

through a single-cell perspective.  

There are aspects that are, however, not covered through this this method. Generally speaking 

those are the effects do not linearly scale with size and that are configuration specific. One 

example is the additional cycling introduced from cell balancing both through parallel 

configuration and active BMS. Another is the increase in losses incurred from cell balancing 

especially for resistive equalisation. 



119 
 

Overall, since the cell is based on the data provided by the manufacturer it will behave as 

described by the manufacturer. Adjustments for over- or underestimation by the manufacturer 

can be implemented but should be based on reasonable assumptions and, if non-specific, be 

applied to all compared systems. 

Charge/Discharge Conversion and Filtering 

The current and power profiles applied in the 𝑘𝐷𝑆 estimation and cycling function have been 

taken as input of power and timestep. They have been implemented into the circuit as a piece-

wise linear element. Since these elements operate through linear interpolation of the input it 

must be converted into a rectangular profile by determining start and stop of each step.  

Many limitations and modifications apply to the power profile that must be considered for the 

battery profile. The procedure chosen for filtering the “Cycler” demanded power profile 𝑝𝑑 is 

as follows: 

1. Scale power to cell capacity (division by cell count): 

 𝑝1 =
𝑝𝑑
𝑚 ∗ 𝑛

 (77) 

2. Apply efficiency and power limit curve 𝑓𝑛: 

 𝑝2 = 𝑝1 ∗ 𝑓𝜂 (
𝑝1
𝑃𝑐𝑜𝑛,𝑛

∗ 𝑚 ∗ 𝑛) (78) 

3. Convert power to current using cell voltage 𝑣𝑐𝑒𝑙𝑙: 

 𝑖1 =
𝑝2
𝑣𝑐𝑒𝑙𝑙

 (79) 

4. Take the minimum of demanded current, maximum current 𝑖𝑚𝑎𝑥, current incurring 

maximum voltage 𝑣𝑚𝑎𝑥 and current incurring nominal converter power 𝑃𝑐𝑜𝑛,𝑛: 

 𝑖2 = min(𝑖1, 𝑖𝑚𝑎𝑥,
𝑣𝑚𝑎𝑥 − 𝑣𝑜𝑐
𝑅𝐷𝐶

,
𝑃𝑐𝑜𝑛,𝑛

𝑚 ∗ 𝑛 ∗ 𝑣𝑐𝑒𝑙𝑙
) (80) 

5. Take the maximum of demanded current, minimum current 𝑖𝑚𝑖𝑛, current incurring 

minimum voltage 𝑣𝑚𝑖𝑛 and current incurring nominal converter power 𝑃𝑐𝑜𝑛,𝑛: 

 𝑖3 = max(𝑖2, 𝑖𝑚𝑖𝑛,
𝑣𝑚𝑖𝑛 − 𝑣𝑜𝑐
𝑅𝑑𝑐

,
−𝑃𝑐𝑜𝑛,𝑛

𝑚 ∗ 𝑛 ∗ 𝑣𝑐𝑒𝑙𝑙
) (81) 

6. Check if power is still above minimum converter power 𝑃𝑐𝑜𝑛,𝑚𝑖𝑛: 

 𝑖4 = {
0 𝑓𝑜𝑟 |𝑖3 ∗ 𝑣𝑐𝑒𝑙𝑙| <

𝑃𝑐𝑜𝑛,𝑚𝑖𝑛
𝑚 ∗ 𝑛

𝑖3 𝑓𝑜𝑟 |𝑖3 ∗ 𝑣𝑐𝑒𝑙𝑙| >
𝑃𝑐𝑜𝑛,𝑚𝑖𝑛
𝑚 ∗ 𝑛

 (82) 
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When determining the provided power 𝑝𝑝, the function 𝑓𝑛 is applied in reverse: 

 
𝑝𝑝 =

𝑖4 ∗ 𝑣𝑐𝑒𝑙𝑙

𝑓𝜂 (
𝑖4 ∗ 𝑣𝑐𝑒𝑙𝑙
𝑃𝑐𝑜𝑛,𝑛

∗ 𝑚 ∗ 𝑛)
 

(83) 

For the 𝑘𝑑𝑠 estimation, only the voltage and current limitations apply. 

Acceleration of 𝒌𝑫𝑺 Estimation 

In its default state the 𝑘𝐷𝑆 estimation would need to calculate 10-15 years of utilisation. Since 

this time frame would take a significant calculation time (>1 hour), a method to speed up this 

process has been chosen. 

Since the degradation factor 𝑘𝐷𝑆 is a linear acceleration of degradation speed and the profile 

for the 𝑘𝐷𝑆 estimation is generally repeating, the time period can be shortened by accordingly 

increasing 𝑘𝐷𝑆: 

 𝑘𝐷𝑆,𝑠ℎ = 𝑘𝐷𝑆,𝑖𝑔 ∗
𝑡𝑒𝑜𝑙
𝑡𝑠ℎ

 (84) 

𝑘𝐷𝑆,𝑖𝑔 is the initial guess for 𝑘𝑑𝑠, 𝑡𝑒𝑜𝑙 is the normal profile length, 𝑡𝑠ℎ is the shortened profile 

length and 𝑘𝐷𝑆,𝑎𝑐 is the accelerated 𝑘𝐷𝑆. After the estimation, 𝑘𝐷𝑆 is then determined as 

follows: 

 𝑘𝐷𝑆 = 𝑘𝐷𝑆,𝑠ℎ ∗
1

1 − 𝑆𝑜𝐻𝑙𝑖𝑛
∗
𝑡𝑠ℎ
𝑡𝑒𝑜𝑙

 (85) 

The results for 𝑘𝐷𝑆 for an arbitrary storage system for various time periods has been 

determined in Table 20. Overall the acceleration method has, as expected, very little impact 

on the overall results, but loses precision below 𝑡𝑠ℎ of 1 month.  

Time (months) 𝑘𝐷𝑆 

12 0.1448 

6 0.1449 

3 0.1442 

1 0.1428 

Table 20: 𝑘𝑑𝑠 for different simulation times 

Stability Measures 

Several measures had to be taken to ensure a reliable simulation. The impact of each measure 

has been assessed as well: 
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- Several 1 TΩ resistances have been inserted to avoid errors incurred by isolated 

capacitors. At the given voltages up to maximum 5 V this would incur error currents of 

5 pA which is regarded as neglectable. 

- The minimum SoC had to be set to 0 %. The potential impact is only applicable to 

cases where the storage system is fully discharged (which due to the converter’s 

minimum power cannot happen solely through operation) for a prolonged time period. 

Considering the size of the discharge current this has also been considered negligible.  

- Some exponents were limited due to initial estimation of voltages as 0. This only 

affected pre-calculation and not the actual results. 

- Gear was set as integration method. In tests results did not change between default 

trapezoidal and Gear integration. 

Without these measures the simulation would run into errors before finishing.  

5.4 Example Case Study 

To provide an example on how to use and apply the tool to a case study, the data for an 

arbitrary residential storage system (260–262) has been collected and inserted into the Excel 

file. Most of the general information is directly provided within the datasheet and product book 

as shown in Figure 73.  

 

Figure 73: Datasheet data on RESU 6.5 and Sunny Island 4.4M 

As battery capacity the full capacity is used as reference. Since the efficiency is quoted 

as >95% it likely considers degradation effects and 97% has been chosen as estimate for a 

starting value. As maximum current the continuous value is used. As nominal temperature the 

room temperature has been chosen. “Natural convection” implies no active cooling system.  
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The reference profile is generated based on the warranted throughput of 20 MWh and the 10 

year lifespan. Although the rated current is 100 A, the datasheet explicitly states that 2.2 kW 

should be used for maximum battery life. This is in this case considered more realistic than 

applying the maximum warranted stress conditions, since those are unlikely for real world 

applications. The throughput is equally distributed across all days using that power. 

Figure 74 displays the data implemented as well as a 48h cut of the reference profile detailed 

on the respective page. Using the 𝑘𝐷𝑆 estimator, three iterations determined 0.269 as 

approximate value.  

  

Figure 74: Residential storage system data and reference profile 

Having determined the value for 𝑘𝐷𝑆 the base battery data is complete. As a simple example 

application, the self-consumption profile from testing series one for one year (see 3.1.2) has 

been scaled to the size of the storage system. Since the profile starts in winter with no use, 

the initial SoC has been offset to 20% to prevent self-discharge below 0. The general data for 

year one is shown in Figure 75. 
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Figure 75: Example case study technical data for year one 

It is apparent that the storage system is barely used during the winter months. Based on the 

expiration of the feed-in tariff scheme, the value generation is entirely based on electricity 

costs. The saved energy is the provided power integrated over time. All relevant cost/revenue 

data is given in Table 21. 

ELEMENT PRICE REFERENCE 

LG CHEM RESU 6.5 £3,448.23 (263) 

SMA SUNNY ISLAND 4.4M £2,198.57 (264) 

ELECTRICITY £0.172 per kWh (265) 

DISCOUNT RATE 1.5 % (266) 

Table 21: Example case study cost data 

Ten years are chosen as scope for this example since it is the warranty limit. The cashflow is 

given in Table 22.  

Year Energy [kWh] Cashflow 𝑆𝑜𝐻𝑙𝑖𝑛 

0 
 

-£5,646.80 100% 

1 418.3993 £71.96 97% 

2 417.276 £71.77 94% 

3 416.3847 £71.62 90% 

4 415.7196 £71.50 87% 

5 414.7693 £71.34 84% 

6 413.9472 £71.20 81% 

7 413.141 £71.06 78% 

8 412.3694 £70.93 74% 
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9 411.5776 £70.79 71% 

10 410.8738 £70.67 68% 

Table 22: Energy and Cashflow for 10-year period 

The Net Present Value (NPV) for this application is -£4,989.24, resulting in an Internal Rate of 

Return (IRR) of -27 %. The battery degraded linearly by 32 %, while only returning 12 % of 

the initial investment. Thus, even if the timespan was extended the BESS would never be able 

to amortise. 

A similar assessment has been performed on a case study for EDF Energy in submission six. 

The objectives of the case study were: 

- Forecast of value generation 

- Determination of approximate lifetime 

- Determination of the amortisation period 

- Determination of system weak points for amortisation and amortisation conditions 

The workflow is provided in Appendix E. 

5.5 Commercial Application 

Due to the provision of details on all cell parameters, the tool can be used for a variety of 

purposes, depending on the primary point of interest of the user. However, the main purpose 

is the ability to judge different BESS systems, different BESS services and the overall 

feasibility of the BESS. The process for this evaluation is shown in Figure 76. The individual 

steps are discussed in the following.  

 

Figure 76: BESS Project Planning and Evaluation Process with DREMUS 

BESS Evaluation 

To select the best BESS for an application requires a thorough comparison of all options. In 

most cases, price and long-term performance are the most important factors. Comparing the 
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long term performance is most difficult, since different systems quote different time frames 

and utilisation conditions for their degradation.  

The factor 𝑘𝐷𝑆 offers the advantage of comparing these specifications against each other in 

the context of the specific BESS. A lower value results in a lower degradation speed and thus 

longer life under the same utilisation. If the remaining capacity has a significant impact on the 

long term value of the system 𝑘𝐷𝑆80 can be chosen as reference instead. 

Although not compared, 𝑘𝐷𝑆 has been determined in submission six for two storage systems. 

In both cases the values were much lower than 1, meaning they outperform the tested cells 

significantly.  

BESS Service Evaluation 

Battery services are, as established in 2.2.5, complex to compare due to their differences in 

utilisation and contract period. For the application of DREMUS a utilisation profile for each 

service must be predetermined and (due to calendric ageing aspects) must cover the same 

time period.  

The linear degradation is the best indicator to establish the impact of each service. Using 

additionally the monetary value each service generates in that time period, a more relative 

term of value generation can be determined: 

 
𝑉𝑎𝑙𝑢𝑒

𝐷𝑒𝑔𝑙𝑖𝑛
= 𝐷𝑒𝑔𝑟𝑎𝑑𝑎𝑡𝑖𝑜𝑛 𝑉𝑎𝑙𝑢𝑒 (86) 

The degradation value not only describes how much value the system generates per lost linear 

health but also provides an indication on the total unadjusted value generated by a BESS 

dedicated solely to that service. 

In the case study the degradation value of the dedicated service would have amounted to 

approximately five times the capital expenses. However, this does not take into account any 

of the components and aspects of the BESS that must be included in the lifetime assessment. 

Lifetime Assessment 

To perform a lifetime assessment of the BESS, which is essential for the overall economic 

evaluation, it is necessary to put the investment costs against the expected value generation 

of the system. However, several additional aspects need to be taken into account: 

- Prediction reliability: The assessment relies on a stable and/or predictable source of 

value for the BESS over its lifetime. As pointed out in 2.4, these circumstances can 

change quickly and are market dependent. An overhead should be considered to 

include value loss. 
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- Discount rates: Since the BESS is a long term investment, more stable investment 

alternatives need to be taken into account for the evaluation. This can be done through 

the inclusion of discount rates for the determination of the net present value, or 

alternatively through the comparison of the internal rate of return.  

- Surrounding system: Although being the most crucial asset and being the only one 

majorly affected by the changes in provided services, the battery itself is not the only 

cost factor to be taken into account. Surrounding electronics such as the converter 

have a limited lifespan as well. Further additional running costs such as maintenance 

and operation will have an effect as well.  

In the case study the last point in particular had a crucial impact. While the BESS was 

predicted to have a very long lifespan it was unreasonable to assume that the remaining 

system would reach similar lifetimes. This overall extended the required amortisation period 

significantly.  

Overall DREMUS provides a tool for the analysis of BESS and the short- and long-term 

estimation of its value. It should, however, only be used in the context of a realistic and 

wholistic assessment.  
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6 Project and Outcome Evaluation 

This section serves as overall conclusion for both this report and the project. In the first part 

the project objectives and targets as well as the overall progression are evaluated. Then an 

overview on the learning achieved in this project is provided. The third part describes the 

perspectives for future work, potentially extending the insights and results achieved. Finally 

the prospects of this project on a macroscopic scale conclude this report. 

6.1 Project Conclusion 

The outlined project objectives in 1.2 have been addressed in this report as follows: 

- Chapter 2.2 investigated the individual perspectives of the primary stakeholders in 

stationary energy storage systems. From these perspectives power- and energy-

oriented value streams for BESS have been identified. Most of these value streams 

are of partial or full commercial interest to EDF. 

- Chapter 2.3 compared the available UK energy storage technologies regarding their 

ability to provide the outlined value streams based on costs, space, ramping and 

efficiency requirements. Battery storage, and specifically Li-Ion has been identified as 

the most capable storage system for this purpose. As operator of existing Li-Ion BESS 

this technology was of primary interest to EDF as well. 

- In chapter 2.5 the physicochemical mechanisms of Li-Ion cells have been discussed 

as part of the investigation into battery modelling. This investigation provided an 

overview on the state of the art of BESS modelling and identified that the current 

modelling approaches lack detail and/or flexibility and adaptability. It further provided 

the foundation for the development of a BESS model fulfilling those requirements. 

- Section 3 and 3.3 in particular described the battery cell tests performed to confirm 

and identify the in literature displayed battery cell behaviour. Although valuable data 

has been provided on the electrical and thermal behaviour, no reliable ageing data for 

the model development could be generated, due to excessive acceleration of ageing 

processes using elevated temperature.  

- Section 4 described the development and reasoning of a universally applicable and 

adaptable BESS model based on externally and internally generated experimental 

data, literature and the expected known variables on a BESS. 

- In section 5 a Python tool has been developed based on the model. The tool has been 

designed to be flexibly applied to any storage system and any use case and to fit the 

requirements and preferences of the EDF Energy R&D UK centre. 

- In chapter 5.5 the commercial application of the tool is discussed and the case study 

performed in submission six is referenced. The analysis of the case study provided an 
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improvement of the value forecast and statements regarding amortisation and lifetime 

value of the storage project. The benefit to EDF has been proven by improving value 

projection accuracy by 4 % and identifying amortisation projection and risk.  

With the development of DREMUS, the target of developing a universally applicable BESS 

model has been accomplished. Using this tool, BESS solutions can be directly compared 

against each other regarding long term performance. Further, the value streams generated by 

BESS can be optimised and the overall lifetime assessment can be reliably performed. The 

key advantage of this tool is that it provides the best possible approximation of the BESS 

based on the manufacturer data.  

It should be pointed out that with the tool provided the initial purpose of assessing the techno-

economic feasibility of micro-generation co-located battery storage can still be fulfilled.  

6.2 Learning and Contribution 

There are several insights gained from this project. The biggest and main insight is the core 

methodology of abstracting a BESS from the generally available information on the system 

given by the manufacturer. This was previously not sufficiently investigated and will help both 

EDF and other third parties to improve the approach of BESS modelling. The modelling 

approach has been peer-reviewed and accepted by the “Journal of Energy Storage”. 

In connection to this, it has been shown that the electrical parameters 𝜏 and 
𝑅1

𝑅0
 may vary over 

lifetime and between cells, but are generally very stable within a similar range. Although this 

should ideally be confirmed through more cell tests, this allows for an acceptable 

approximation of cell properties even without detailed knowledge on the cell.  

Experimentally a thermal dissipation model for a pouch cell module has been generated. This 

is considered an improvement over a single cell thermal model due to the common structure 

of a BESS. It can be referenced directly or potentially be integrated in a larger thermal model 

if the data is given.  

Another particular contribution to be pointed out is the ageing model, which is unique in the 

fact that it is: 

- Based on the chemical first-principles of SEI formation 

- Fitted by experimental data to reflect the sensitivities of real cells  

- Split into an absolute and a linear component allowing direct degradation comparison 

of operation and 

- Adjustable to the specific degradation speed of a storage system based on its 

datasheet. 
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No existing ageing model has been identified fulfilling all four of these requirements.  

Further insight gained is the data on the capacitive utilisation of Li-Ion cells. A new frequency 

measure, the CDTF, has been introduced that allows to distinguish electrical and chemical 

utilisation of the battery cell. Although the implications for battery degradation must be 

investigated further, it has been shown that specifically for power-oriented applications BESS 

operation may partially be driven by the capacitive, and not the chemical capabilities of the 

cells. The dependency of those properties on current amplitude, SoC, configuration and 

degradation has also been shown. The results from this investigation have been peer-

reviewed and published in the “Journal of Energy Storage”. 

6.3 Limitations and Recommendations for Future Work 

There are several aspects of this model that can be improved upon through additional data 

and research. Firstly, additional data on cell, battery or converter behaviour can improve and 

validate the presented model. It is designed with future modification in mind and can be 

improved through any additional data given on the storage system.  

A crucial part to mention would be multi-cell modelling. There are technical restrictions in the 

current modelling approach that make multi-cell modelling impossible. However, parallel 

computation, e.g. using a graphics card and a different tool could enable this. This would 

further require a more detailed investigation into cell-to-cell variability regarding electrical, 

thermal and degradation behaviour.  

Further improvements can be made through a more widespread experimental confirmation of 

the relative parameters determined for the electrical model. Relative parameters are a key 

method of estimating the behaviour of an arbitrary Li-Ion cell and thus essential for a modelling 

approach like the one presented.  

The impact of the capacitive utilisation of Li-Ion cells on the degradation may potentially play 

an important role in the ageing estimation, particularly when focussing on SEI formation. This 

will require several further tests ideally with different cell types and with pulses at adjusted 

frequencies. This may also affect the necessary resolution of cycling data and thus the 

computation time of the model.  

Overall this model was constructed based on the principles of converter and battery behaviour 

and data obtained from individual cells. Ideally this model should also be validated for a full 

BESS by comparing the predicted performance from the datasheet to the actual performance 

change over time under the exact conditions.  
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While this is not the primary function of the model, after installation of a BESS it would also be 

possible to dynamically adapt the model to the use case through comparison between 

prediction and measured behaviour. This should ideally be compared again to existing models 

based on this principle.  

The current ageing model is based on carbon-based Li-Ion cells. However, as long as the 

parameters don’t change it can be replaced in the tool through any other ageing model and 

can potentially be extended towards other battery technologies. Associated changes to the 

electrical and thermal components must then be considered as well.  

When trying to improve on the given modelling approach, it is necessary to consider the 

primary given limitation of data availability. Any degree of precision that is added may increase 

the assumptions necessary for a reliable approximation and must therefore be confirmed for 

all considered technologies. The assumptions made in this project were only accepted if they 

were either necessary or considered reliable based on data from experiments and/or literature.  

6.4 Prospects and Outlook 

The primary outcome of this project, the Li-Ion DREMUS model and tool, has promising 

outcomes for a wide variety of stakeholders. Primarily this is of interest to EDF from a 

commercial perspective. Angeliki Loukatou, research engineer at the EDF Energy R&D UK 

centre has already confirmed that the tool will be integrated into an existing battery storage 

optimisation tool for case studies such as optimal valuation of energy storage assets co-

located with renewable energy sources. She also confirmed that the tool will be useful to 

mitigate the frequent lack of available battery data from manufacturers and will support the 

assessment of storage installations planned within the next 15-20 years.  

Outside of EDF the model can be used by any other potential investor in BESS to make the 

same assessment. This way, BESS can be used more economically. Only using the general 

behaviour outlined in the degradation formula it would also be possible to optimise the 

utilisation for an extension of life of BESS. This would make them more sustainable.  

Since DREMUS increases the tangibility of BESS this may lead to higher and widespread 

implementation of battery storage, which in turn also increases the general flexibility of the GB 

power grid or other regions where increasing investment in renewable energy requires the 

replacement of large generator inertia.  

In a contrary perspective, being able to accurately assess the value of battery storage allows 

for the determination of the overall most economical solution for the assurance of grid stability. 

Where battery storage provides a necessity to the grid but has been proven to be financially 
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disadvantageous to investors, the investment needs to be incentivised or the service 

remuneration needs to be increased appropriately.  
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Appendix A 

Reference ID Types   Reference ID Types 

(164) Ecker NMC   (161) Groll LFP 

(185) Omar LFP   (172) Su NMC 

(174) Muenze N/A   (157) Stroe1 LFP 

(110) Abdul N/A   (158) Stroe2 LFP 

(166) Wang LFP   (175) Li1/2 LFP 

(167) Han LFP, LMO   (159) Schma NMC 

(168) Lee NMC   (151) Xu LMO 

(169) Groot LFP   (163) Farzi N/A 

(170) Forma LFP   (173) Hoog NMC 

(171) Forte LFP, LCO   (133) Redon NMC 

 

Figure 77: Adjusted FEC dependency of the ageing models 
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Figure 78: Time dependency of the ageing models 

 

Figure 79: Temperature dependency of the ageing models 
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Figure 80: C-Rate dependency of the ageing models 

 

Figure 81: SoC dependency of the ageing models 
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Figure 82: DoD dependency of the ageing models 
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Appendix B 

 

Figure 83: Solartron auto- (blue) vs manual (orange) Lissajous analysis of a Nickel-Metal-Hydride cell 
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Appendix C 
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Appendix D 

This appendix outlines the 28 day cycling programs used in the experiment outlined in chapter 

3.3. They have been applied using a Digatron battery cycler and are processed sequentially. 

Each step is executed until the limit conditions are met. The relevant operator types are as 

follows: 

- SET: Setting conditions and variables. 

- PAU: Time-limited pause step.  

- CHA: Charge step. 

- DCH: Discharge step. 

- TABLE: Execution of profiles provided in text format. The tables themselves can for 

reasons of confidentiality not be provided. 

- BEG: Start of a profile to be cycled. 

- CYC: Cycle previous defined profile given number of times. 

- STO: Completion of test. 

 

Figure 84: Cycling Programme for ARB 
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Figure 85: Cycling Programme for CAL 

 

Figure 86: Cycling Programme for EFR 
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Figure 87: Cycling Programme for MCY 
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Figure 88: Cycling Programme for FCY 
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Appendix E 

 

Figure 89: BESS Case Study Workflow (blue: process; green: input files; yellow: outputs) 
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