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Abstract

From hydrodynamics alone, shock ignition (SI) achieves the largest fusion
energy output per energy input, using current inertial confinement fusion (ICF) fa-
cilities (Betti et al. [2007]). This gain margin is critical if ICF is to be used for
energy generation. The National Ignition Facility (NIF, Miller et al. [2004]) is the
world’s largest laser facility, with a 1.8MJ laser energy. It has not yet achieved
ignition and although not designed to work in the same direct drive configuration
as SI there are simulations showing an alignment called polar direct drive (PDD)
could be used to ignite an implosion (Anderson et al. [2013]). Strong shock experi-
ments intended to investigate the fundamental principles of SI have shown that hot
electrons generated from laser plasma instabilities (LPI) can degrade shock creation
(Theobald et al. [2012]; Nora et al. [2015]), but LPI are a phenomenon that do not
scale (Rosenberg et al. [2018]) and so further investigation is required at SI relevant
plasma conditions.

SI simulations require accurate hydrodynamics, a laser driver, energy trans-
port and a kinetic model of hot electrons. Odin uses arbitrary Lagrangian-Eulerian
(ALE) methods to accurately capture the hydrodynamics. This thesis introduces
a diffusion operator to model energy transport, as well as, a simplified laser driver
and a full 3D Monte-Carlo scattering model of hot electrons.

This thesis presents Odin’s use in support of two of the first experiments that
characterize the hot electron populations at SI intensities and plasma conditions.
The NIF strong shock solid target (SSS) experiment uses PDD to observe a hot
electron population with a temperature 56keV and a cumulative energy of 35kJ (an
instantaneous energy fraction at ncrit/4 of 0.2) for a SI laser pulse. The Omega laser
(Laboratory for Laser Energetics, Boehly et al. [1997]), with total energy < 40kJ,
was used in a novel geometry to achieve SI plasma conditions and laser intensities
which resulted in a hot electron population with an observed 40keV temperature
and energy fraction 0.025 at ncrit/4. The disparity in observed conversion fractions
is an open problem for SI requiring more experimental investigation. Simulation for
this thesis demonstrates that the NIF SSS population would lead to preheat near the
maximum tolerable limit and require mitigation strategies (Rosenberg et al. [2018])
while the Omega conical target would cause only a minor deleterious effect.
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Chapter 1

Introduction

1.1 Purpose of Fusion Energy

Energy surplus has catalysed every major change in society since the discovery of

fire. The energy surplus of food created by agriculture allowed cities and specializa-

tion of professions, modern society is possible due to the extraction of energy from

the easily accessible coal and oil. The first glimpse of the energy available within

the atom was one of the darkest moments in human history, however it brought

into view the next step for humanities’ energy consumption, nuclear energy. Nu-

clear fission has provided a great opportunity for reduction in harmful atmospheric

emissions, however nuclear fusion offers these benefits in addition to not producing

the radioactive ground pollutants whose storage is an engineering challenge. It will

not come soon enough to solve the current climate emergency and unlike many de-

velopments made in the 20th century, the completion of a productive fusion reactor

may require international collaboration.

Climate change is the greatest existential threat facing humanity in the 21st

century. The crisis which faces us requires the balance of energy usage of 1.2 billion

people living above the poverty line (15% of people live on more than $30 a day,

see Roser and Ortiz-Ospina [2013]) with the finite resources that the world can

provide. Within the next 100 years, humanity should aim to have ∼ 10 billion

people living above the poverty line, sustainably. Despite the great benefits of

solar and wind, these will not provide a long term global solution due to their

material requirements, short life-span and energy storage requirements. Hydro and

geothermal plants present a near perfect solution, however almost all safe sources

have been utilized. Nuclear fission has the required energy density and reactor

longevity to be a transitional solution to climate change, however even if all the
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uranium within mining depth and the sea is utilized it will only provide humanity

with its energy needs for ≈ 100 years (longer with breeder reactors). There are

several possible solutions, including reducing the energy consumption per capita or

controlling global population, but the only solution that does not involve invasive

social intervention is an order of magnitude increase in clean energy production.

It is expensive to research nuclear fusion and countries involved must be

trusted with hazardous material, however we cannot resolve a global energy crisis

without a global approach. An individual nation’s emissions can be large enough to

undo global progress, so international cooperation is required. Since any solution

requires cooperation, we must work toward the one that is most achievable. Nuclear

fusion does not present an easy target; it requires temperatures several times larger

than the centre of the Sun however it does offer a benefit over any comparable

source, a plentiful, distributed supply of fuel. In theory, the fuel extracted from a

glass of seawater can provide as much energy as a barrel of oil. The fuel is deuterium

a naturally occurring isotope of hydrogen, along with tritium (which can be made

in the reactor from lithium).

In order to effectively extract energy from a fuel, a chain reaction must

occur. A chain reaction requires confinement of the fuel so that the reactants aren’t

blown apart by the initial energy release. For fusion the confinement methods are,

gravitational, magnetic, and inertial. Gravitationally confined fusion occurs in stars,

like the Sun, and directly or indirectly supplies humanity with almost all of our

energy. Direct energy extraction is done with solar cells, efficiency can be improved

with location, such as a desert or putting them in space. Better still, proximity to the

Sun increases irradiance further increasing efficiency, however the enormous distance

presents challenges for power transmission. Magnetic and inertial fusion allow us to

create a star of our own and extract energy where it is needed. Magnetic confinement

uses the charged material (plasma) to create a current and applies an external field

to confine the current from the reactor wall by the Lorentz force. Magnetic fusion

aims to keep the material heated over the seconds or minutes required to extract

energy. Inertial confinement fusion for energy will be covered in this Thesis, in

addition to original work presented in order to achieve it.

Inertial confinement fusion (ICF) occurs in nanoseconds, a timescale so small

that when one has passed, light has not yet covered the distance of a metre. The

creation and diagnosis of a high energy density plasma on this timescale constitutes a

scientific and engineering frontier. The near perfect balance of complex phenomena

required to initiate the chain reaction and ignite the plasma is still beyond our

capabilities. Significant improvements are still being made in both creation and
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Figure 1.1: Schematic showing the 4 main stages of laser direct drive, central hotspot
ignition. Figure reproduced from Craxton et al. [2015].

diagnosis of the plasma and once ignition is achieved it is expected that break-

even (energy production) will follow. The road toward creating a full size reactor

is unknown and will test humanities ingenuity, however even the act of igniting a

plasma will tell us about the powerhouses of the galaxy, the stars and the outflow

of technology will improve our lives.

1.2 Inertial Confinement Fusion Energy

There are two main types of inertial fusion, direct and indirect drive. Direct drive

imparts laser light onto the target to heat the outer edges and accelerate material

away. Indirect drive puts the target within a gold can, by illuminating the inner

surface of the can the laser light can be transferred from UV/infrared to x-ray

frequency, and it is the x-ray light that drives the implosion. X-rays are thought

to be a more efficient driver and less prone to create fluid instabilities due to their

deeper target penetration, however the conversion of UV/infrared to x-ray light is

inefficient so both direct and indirect drive are currently being pursued as viable

options. The focus of this Thesis is on energy transport for direct drive fusion.
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Laser direct drive fusion, as seen in the schematic Figure 1.1, uses direct

laser illumination of a hollow sphere (shell/capsule/target) to heat and ablate the

outer edge. The expanding, coronal plasma pushes the hollow shell inward via the

rocket effect. As the laser light interacts with the coronal plasma, it deposits its

energy only as far as the critical surface, beyond which it cannot propagate. The

energy is deposited mostly into free electrons, and transport mechanisms spread the

energy, accelerating and ionizing more of the target up to the ablation front. The

pressure applied at the ablation front creates a wave that exceeds the sound speed,

becoming a shock wave. The shock drives the target inward but also compresses,

increasing the density of the capsule wall. As the shell is pushed inward, the velocity

∼ 300km/s = 300µm/ns, leads to a kinetic energy ∼ 100kJ. The hollow shell is filled

with Deuterium-Tritium (DT) gas and stored at cryogenic temperatures (∼ 18K)

until the laser hits. As seen in Figure 1.1 the gas now pushes back on the imploding

shell, further increasing density and the pressure exerted, until the back pressure is

enough to stop the inflowing shell. Stagnation occurs, and the kinetic energy of the

shell is transferred into internal energy of the central hotspot. The conditions in the

hotspot are primed for nuclear fusion, and the dense DT shell is ready to absorb the

fusion energy, starting a chain reaction and creating a burn wave. This is the basic

theory of central hotspot ignition explored in this chapter, but also in more depth

in Atzeni and Meyer-ter Vehn [2004]; Pfalzner [2006]; and Craxton et al. [2015].

In the first section (1.2.1), the conditions required to ignite the fuel are

explained through the key concept of areal density. In the next section (1.2.2), the

use of velocity to focus energy in the hotspot will be explored. In Section 1.2.3,

the physics of shocks and adiabatic compression will be described. Section 1.2.4

covers laser energy deposition. In Section 1.2.5, energy transport will be discussed,

although more depth will be given in Chapter 2. The issues for central hotspot

ignition will be summarized in Section 1.3 and lastly a brief overview of the high

energy density physics (HEDP) code Odin will be given in Section 1.4.

1.2.1 Alpha Particles and Areal Density

In order to fuse nuclei, first an atom must be stripped of its electrons (which occurs

at temperatures ∼ tens of eV), and then the charge repulsion of the nuclei must be

overcome (temperatures of several keV). The likelihood that two nuclei will fuse is

determined by their reaction cross-section, 〈σv〉 displayed in Figure 1.2 which can be

seen in more detail in Atzeni and Meyer-ter Vehn [2004]. DT has the largest reaction

cross-section at the temperatures currently achievable T < 108K. The products of

DT fusion are a helium nucleus (referred to as an alpha particle), a neutron, and
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Figure 1.2: Nuclear reactivity (or reaction cross-section 〈σv〉) for the three lowest
temperature fusion reactions. The peak of the blue curve (DT) is at a temperature
∼ 108K ∼ 10keV. Figure reproduced from Wikipedia Dstrozzi [2020].
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∼ 18MeV of energy. Of the energy, ∼ 14MeV is carried away by the neutron and

Eα ≈ 3.5MeV ≈ 5.6× 10−13J is carried by the alpha particle.

The rate nuclear fusion releases energy at T ∼ 108K is approximately∝ n2T 2,

where n is the number density of fuel ions (assuming equal parts deuterium and

tritium) and T is the temperature. The fusion energy released can be expressed

Pα = βn2T 2, where β = 1
4Eα〈σv〉 = 1.1 × 10−51[J m3 s−1]. In addition, energy loss

from the area, PL = W/τE = 3nkBT/τE , where W = 3nkBT is the energy stored in

the 2 species at the reaction site (electrons and ions) and τE is the characteristic loss

timescale (energy confinement time). By balancing these (Pα ≥ PL), the conditions

for a self-sustaining fusion reaction can be derived,

nTτE ≥
3kB
β

≥ 3.5× 1028 [K s m−3],

(1.1)

an ICF implosion aims to fulfil this criterion with n ∼ 1031m−3 ∼ 500n0; T ∼
108K ∼ 7keV and τE ∼ 10−10s ∼ 0.1ns where n0 is solid density and 1[eV] =

e/kB[Kelvin]. From Equation 1.1, a dimensionless ignition parameter can also be

defined χ = 3× 1028/(nTτE).

To limit the parameter space further, the mass of the fuel is defined by

the maximum energy that can be contained within a reactor. 1mg of DT can

release about ≈ 0.1% of its mass as energy E = mc2 ≈ 100MJ ≈ 25 kg of TNT.

Converting energy to electrical power has inefficiencies, meaning that a reactor needs

approximately a gain of ×100 the energy input. Putting these two figures together,

we can see that the driver of the ∼ 1mg of fuel must be less than ∼ 1MJ.

Equation 1.1 defines when a fusion reaction site (hotspot for ICF) is self-

sustaining, but it can be rephrased in terms of parameters relevant for an implosion.

A chain reaction (burn) occurs when more energy is captured in the hotspot than

lost. The high energy neutron is uncharged, and the majority will leave the capsule.

In order to create a chain reaction, the alpha particle needs to deposit energy before

leaving the capsule. The term areal density is devised to represent the amount of

material a particle will interact with along its trajectory out of the capsule. Rather

than devising a trajectory specific areal density, we consider the mean free path of

an alpha particle created at the centre of the target and define areal density radially,

ρR =
∫
ρdr, where ρ is density and R is radius. To restate Equation 1.1 in terms of

ρR, the hotspot disassembly time (τE) can be estimated by the speed of sound in
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the hotspot (Cs ∼ vth = (kBT/mi)
1/2), assuming spherical symmetry,

τE =
R

4vth
(1.2)

where R is the radius of the target and the factor of 4 arises due to the spherical

geometry of the target (Fraley et al. [1974]). τE is the time taken for a pressure wave

to travel from the inner surface, of the shell to the centre of the hotspot immediately

after stagnation. Using Equation 1.1, 1.2, and n = ρ/mi = ρ/(2.5mp),

ρR > 3.5× 1028

√
2.5mpT

kB
× 4

> 3.0[kg/m−2] = 0.3[g/cm−2]

(1.3)

a similar derivation can be found in Fraley et al. [1974]. To achieve this areal density

using uncompressed DT at solid density, ρDT ≈ 0.2g/cm3 you would require a sphere

with radius ≈ 1.5cm which would weigh ≈ 3g equivalent to ≈ 300GJ ≈ 30 tons of

TNT. For a reactor, we instead use a hotspot Mhs ≈ 0.01mg compressed to ≈ 500

times solid density, which gives a hotspot radius of ≈ 10−4m = 100µm. The mass

of the hotspot Mhs �Mfuel to achieve efficient drive and energy confinement.

An areal density of ≈ 0.2g/cm−2 is required to ignite the hotspot. The total

burn fraction of the fuel (Φ) is determined by the total areal density (ρRtot, hotspot

and cold fuel),

Φ ≈ ρRtot
7[g/cm2] + ρRtot

(1.4)

requiring ρRtot ≈ 3g/cm2 for ≈ 30% burn efficiency (Fraley et al. [1974]; Atzeni and

Meyer-ter Vehn [2004]) which appears to be a much more limiting criterion. The

cold, dense fuel in the outer shell is required to achieve efficient burn, however the

shell does not reach the temperature required for self-ignition using Equation 1.3.

It is the combination of ignition in the central hotspot (at high temperatures and

low density) and the areal density of the shell (low temperatures and high densities)

which aims to fulfil the criteria in Equation 1.3 and 1.4 giving nuclear burn fractions

> 10%.

Zhou and Betti [2008] use 1D simulation to put an ignition criterion in terms

of total areal density ρRtot and hotspot temperature Ths,

χ ≈
(

ρRtot
0.5[g/cm2]

)( Ths
6[keV]

)2.6
(1.5)

where ρRtot is the areal density of the hotspot and cold fuel. The aim of which is
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Figure 1.3: Capsule energy transfer over the course of an implosion. It shows
≈ 100kJ peak kinetic energy converted with θ < 0.5 efficiency to the hotspot.
Improved efficiency can be achieved with a larger radius, thinner shell, however this
also leads to hydrodynamic instabilities. Figure reproduced from Craxton et al.
[2015].

to give a measurable ignition parameter using neutron diagnostics.

1.2.2 Implosion Velocity

The focusing of energy and density is achieved through spherical convergence of

the imploding shell. The pressure in the hotspot builds until it stops the inertia

of the imploding shell. At stagnation, the energy exchange in the hotspot can be

rearranged to determine the implosion velocity of the shell needed to create fusion

conditions,
4π

3
R3
hsnkBThs =

θ

2
MshV

2
imp

Vimp =

√
8πR3

hsnkBThs
3θMsh

(1.6)

where Ths ≈ 108K is the hotspot temperature, Msh ≈ 1mg is the mass of the

imploding shell, n ≈ 1031m−3 is the number density in the hotspot, Rhs ≈ 10−4m is

the hotspot radius, θ ≈ 0.5 is the fraction of shell kinetic energy converted to hotspot
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Figure 1.4: Image in the rest frame of a shock. The density and pressure of the
fluid increase as it passes through the shock, but velocity decreases, from u1 to
u2, to conserve mass at the shock front. In the lab rest frame the shock would be
travelling at a velocity us left to right into stationary fluid defined by subscript 1
and accelerating it to a velocity u2 − u1.

internal energy, and Vimp is the velocity the shell travels at. Using these numbers,

the hotspot internal energy is ≈ 50kJ and implosion velocity Vimp ≈ 480km/s. The

energy exchange for an ICF simulation is similar and can be seen in Figure 1.3.

1.2.3 Adiabat and Shocks

Before the implosion, the cold DT fuel is nearly electron Fermi-degenerate which can

be maintained throughout the implosion using isentropic compression (maintaining

entropy). Isentropic compression is possible with an infinite number of small shocks

which is experimentally infeasible. Instead, near adiabatic compression (without

heat transfer) is achieved with several strong shocks. To measure the success of

the compression compared to the low entropy initial state, an adiabat is defined

(Craxton et al. [2015]; Atzeni and Meyer-ter Vehn [2004]),

αDT =
P

2.17× 1017ρ5/3
, (1.7)

where P is pressure and ρ is density. An adiabat α = 1 implies the equimolar DT is

electron Fermi-degenerate. The mass averaged adiabat in the cold fuel is commonly

quoted for an implosion and will be used from now on in this work. It is possible

to carry out an ICF implosion with, α < 1.5 however it has been shown to lead to
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more hydrodynamic instabilities (Goncharov et al. [2003]).

In an ideal gas (γ = 5/3), a strong planar shock can achieve a density increase

of 4 ≈ ρshocked/ρunshocked), although with real equations of state (EoS) this is not

exact. Shock physics is critical for the compression required by ICF. The phenomena

of shock creation and propagation will be derived. A more thorough treatment can

be found in Zel’Dovich and Raizer [2002] or Drake [2006]. Starting from single-fluid

hydrodynamics equations,

∂ρ

∂t
= −∇ · (ρu)

∂

∂t
(ρu) = −∇ · (ρuu)−∇P, and

∂

∂t

(
ρu2

2
+ ρe

)
= −∇ ·

[
ρu

(
e+

u2

2

)
+ Pu

]
.

(1.8)

where e is the specific internal energy and u is the velocity. To close the equations

an ideal EoS is used, however more accuracy over a larger range can be achieved

with a semi-empirical, tabulated EoS. The ideal EoS is,

ρe =
P

γ − 1
(1.9)

where γ is the adiabatic index. A shock is a pressure wave that moves faster than the

sound speed. Rather than spreading out, the tail of the pressure wave travels faster

than the front since the sound speed is higher in material that has been compressed.

The wave becomes spatially small until it is almost a discontinuous change in fluid

properties, as shown in Figure 1.4. Pressure waves (sound waves) become shocks if

they exceed a limit in amplitude, approximately twice the pressure of the ambient

fluid.

To resolve the issue of a discontinuous change in a continuous fluid, Equation

1.8 must be matched either side of the shock (dashed line in Figure 1.4),

ρ1u1 = ρ2u2,

ρ1u
2
1 + P1 = ρ2u

2
2 + P2,[

ρ1u1

(
e1 +

u2
1

2

)
+ P1u1

]
=

[
ρ2u2

(
e2 +

u2
2

2

)
+ P2u2

]
,

(1.10)

where we are considering the 1D motion in Figure 1.4 and the material parameters

before and after the shock are described by subscript 1 and 2 respectively. Rear-

ranging (assuming constant γ) for pressure and density ratios respectively we get,
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P2

P1
=
ρ2(γ + 1)− ρ1(γ − 1)

ρ1(γ + 1)− ρ2(γ − 1)
(1.11)

and,
ρ2

ρ1
=
u1

u2
=
P2(γ + 1) + P1(γ − 1)

P1(γ + 1) + P2(γ − 1)
(1.12)

which in the limit of P2 � P1 the density ratio becomes,

ρ2

ρ1
=

(γ + 1)

(γ − 1)
(1.13)

which, with γ = 5/3 gives the value ρ2/ρ1 = 4 for planar shocks. When a shock

converges spherically, the maximum compression ratio for γ = 5/3 is ρ2/ρ1 = 32

derived in Guderley [1942] and generalized in English in Meyer-ter Vehn and Schalk

[1982].

The specific entropy change in the system shown in Figure 1.4 can be written,

s2 − s1 = cV ln

(
P2ρ

γ
1

P1ρ
γ
2

)
(1.14)

in the limit of (P2ρ
γ
1)/(P1ρ

γ
2)→ 1 the shock is isentropic otherwise kinetic energy is

converted to thermal energy as it travels, and the process is irreversible.

1.2.4 Laser Driver

High energy lasers turn materials into plasmas by ionizing the atoms, they also

increase the pressure, ablating the surface. The first instant (< 100ps) of the ex-

pansion/absorption is atypical and will be neglected in this description (see Pfalzner

[2006] for a more thorough investigation). After the initial stage, the ablated plasma

follows approximately an exponential decrease in density away from the target. Once

a plasma has been formed, the material can be split into four regimes where different

phenomena dominate as denoted by the dashed lines in Figure 1.5. The lines demar-

cate the quarter critical surface (nc/4), the critical surface (nc), and the ablation

front respectively. The critical surface can be defined,

nc =
ε0meω

2
L

4πe2
(1.15)

where ωL is the laser angular frequency (more explanation of nc in Chapter 4). At

this density, light incident normal to the density gradient would undergo resonant

absorption (electromagnetic waves resonate with oscillations in the electron fluid).

Laser plasma interactions can occur in the under-dense plasma up to nc however
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Figure 1.5: Schematic of the phenomena that might occur as the electromagnetic
wave created by the laser travels up the density gradient toward the critical surface.
The shorthand “em” denotes electromagnetic wave with the arrow showing the result
of laser plasma interaction giving either, em as backscattered light, “l” meaning
Langmuir (electron plasma) waves or “ia” ion acoustic wave (More detail on plasma
waves can be found in Chapter 4). Image reproduced from Pfalzner [2006].
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Figure 1.6: Schematic of electron’s closest approach b as it collides with an ion in
the plasma. This is a classical reduction of a quantum physics interaction. If the
electron also absorbs a photon as it accelerates around the ion then this is an inverse
bremsstrahlung event.

the type of LPI that occur changes at ≈ nc/4 described in Kruer [2019], after nc/4

is where the majority of the laser energy is deposited for standard ICF conditions,

beyond the critical density is an over-dense plasma through which the laser light

can not propagate, and this region is dominated by energy transport up to the

ablation front (sometimes called the stand-off distance). The ablation front is where

density gradients that slow energy transport balance with temperature gradients,

which increase energy transport. Beyond the ablation front is the shock compressed

ablator (often made of plastic) and the cold fuel.

Most laser photons are not incident normal to the critical surface and undergo

refraction or reflection before reaching the critical density. Inverse bremsstrahlung

(IB) is the dominant absorption process for low intensity lasers (< 1015W/cm2, also

laser frequency dependant, Pfalzner [2006]). In Section 3.8.1 this Thesis presents

original work in developing a laser ray trace model with IB deposition, so a classi-

cal physics derivation will be performed, stating the modification due to quantum

effects. IB occurs when a free electron is accelerated around an ion by a photon.

The schematic in Figure 1.6 shows an electron-ion collision, the mean time τ90 for

an electron to scatter 90◦ from its initial path is required to determine IB energy

deposition. Following the derivation seen in Kruer [2019] the maximum electrostatic

13



force on the electron is,

Fmax =
−Ze2

4πε0b2
≈ me

∆v

2b/v
(1.16a)

∆v =
−Ze2

2πε0meb
(1.16b)

where, Z is the ion’s charge state, b is the electron’s nearest distance to the ion,

the electron’s velocity change ∆v occurs over an interaction time of ∆t ≈ 2b/v.

The ion’s mass is large compared to the electron, and it is assumed to be unaf-

fected in the interaction. For many random interactions, the mean electron velocity

change 〈∆v〉 = 0, since the plasma is isotropic. The mean-squared value for 〈∆v2〉
does change, which reflects the dynamic equilibrium of energy between particles.

Summing for all collisions over path length v∆t,

〈∆v2〉 = 2πni

∫ bmax

bmin

b∆v2db v∆t

= 2πniv
∆v2

b2

∫ bmax

bmin

1

b
db∆t

=
Z2nie

4

2πε20m
2
ev

ln

(
bmax
bmin

)
∆t

(1.17)

the Coulomb logarithm features bmax and bmin which need to be determined since

the function [log b]∞0 is not defined. The derivation so far has relied on a simplified

approach, but the correct derivation of the limits relies on full particle kinetics,

which is seen in Bornath et al. [2001] for dense plasmas of interest to ICF. The

Coulomb logarithm is a key concept for electron interactions and will be seen again

in Equation 1.27 for electron thermal conduction and Equation 5.11b for hot electron

energy deposition. It can be approximated by,

bmax ≈ λD =

√
ε0kBTe
e2ne

(1.18a)

bmin ≈
Ze2

4πεmev2
(1.18b)

ln Λ ≡ ln

(
bmax
bmin

)
≈ ln

(
12π(εkBTe)

3/2

Ze3n
1/2
e

)
. (1.18c)

where the Debye length λD is described in Chapter 4 and bmin is the point at which
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the coulomb potential energy equals the electron’s kinetic energy. From Equation

1.17 we can get τ90 the 90◦ collision time by equating the root-mean-squared (RMS)

change in velocity to the electron’s velocity, 〈∆v2〉 ≈ v2 and ∆t = τ90 resulting in

the 90◦ turning time for a single particle,

τ90 =
4πε20m

2
ev

3

Z2e4ni ln Λ
(1.19)

where it is useful to define the electron thermal speed vT =
√

2kBTe/me and average

over a Maxwellian distribution resulting in a factor 3
√
π/4 to get the 90◦ turning

time for a thermal distribution,

τei =
3ε20
√
me (2πkBTe)

3/2

Z2e4ni ln Λ
(1.20)

which is the expression needed to calculate the laser energy deposition by inverse

bremsstrahlung absorption, however it is a fundamental part of plasma physics since

it also determines electron-ion equilibration time.

Inverse bremsstrahlung, is the absorption of laser light into a thermal popu-

lation of electrons. The thermal collision time between electrons and ions (τei) has

been defined, but to determine deposition, the interaction between the electromag-

netic (EM) field and the plasma must also be quantified. The acceleration of an

electron due to a laser created electric field |E| = E0 sinωLt is,

ẍ = −e|E|
me

= −eE0

me
sinωLt

ẋ =
eE0

meωL
cosωLt.

(1.21)

The kinetic energy given to the electron averaged over an EM oscillation is,

〈1
2
meẋ

2〉 =
me

4

(
eE0

meωL

)2

, (1.22)

using this, the rate of energy lost from the laser (dUL/dx) to electrons (ne) within

an area A can be defined (per unit length),

dUL
dx

= − t

τei
neA

(
e2E2

0

4meω2
L

)
(1.23)

where the electron-ion collision time τei is defined in Equation 1.20. The total laser
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energy in an area A over time t can be written in terms of laser intensity I,

UL = IAt =
1

2

√
1−

(
ωpe
ωL

)2

ε0E
2
0cAt (1.24)

the term in the square root is the dielectric permittivity εr which for a plasma is

defined by the electron plasma wave ωpe =
√
e2ne/meε0 (defined in Chapter 4).

Rearranging Equation 1.24 for E0 and substituting into Equation 1.23 we get,

dUL
dx

= −κIBUL = − nee
2

2cτeimeω2
L

√
1−

(
ωpe
ωL

)2
UL (1.25)

which gives laser energy absorption into a medium in terms of the inverse bremsstrahlung

absorption coefficient κIB and where τei is from Equation 1.20. The derivation given

above is simplified. A complete derivation (Bornath et al. [2001]) gives the coeffi-

cient,

κIB =
Z2ninee

6 ln Λ

3ε30c(2πmekBTe)3/2ω2
L

(
1− ω2

p/ω
2
)1/2 (1.26)

and is the same coefficient given in Equation 3.31.

Alongside IB absorption, Laser plasma instabilities (LPI) can occur up to

the critical surface (nc) however these will be explored more fully in Chapter 4.

LPI lead to less laser energy being coupled into thermal energy in the plasma.

Figure 1.5 shows that LPI can produce backscattered light (electromagnetic waves),

hot electrons (electron plasma waves/langmuir waves) or ion acoustic waves. LPI

become worse at higher intensities and longer wavelengths. Energy coupling of laser

light to target has long been a focus of high energy plasma research, resulting in

the use of frequency tripled Nd:YAG lasers at the National Ignition Facility (NIF,

Miller et al. [2004]), Laser Megajoule (LMJ, Fleurot et al. [2005]) and OMEGA Laser

(Boehly et al. [1997]) which is the shortest wavelength laser that can be scaled to

Megajoule facilities currently. Shock ignition schemes, discussed in Section 1.3,

enter a new intensity regime (I > 1015W/cm2) which has now brought focus onto

the amount of hot electrons generated and their effect on the target. The effects of

hot electrons will be explored in Chapters, 4, 5 and 6.

1.2.5 Energy Transport

Energy transport occurs throughout an ICF implosion, however there are two key

points where it plays a dominant role: transferring energy from where the laser

16



Figure 1.7: Three fluid system used to simulate HEDP, made up of free electrons,
ions and a radiation fluid. The (dominant) interactions between the fluids are shown
with arrows, including the looping arrows which represent relaxation time to estab-
lish thermodynamic equilibrium and set the particle distribution to a Maxwellian.

deposits via IB (at ne < nc) to the ablation front, and transferring energy from the

hotspot to the cold fuel. There are also two main types of energy diffusion that occur

in HEDP, radiation transport and electron thermal conduction (ion conduction also

occurs but due to the high ion mass and fast ion-electron equilibration time it is

secondary to electron conduction). The terms diffusion and conduction will be used

interchangeably in this Thesis. The focus of Chapter 3 will be electron thermal

conduction, which can be directly applied to ion conduction (with modification

of a coefficient shown in Chapter 2) and less directly to radiation transport (using

multi-group diffusion). A derivation of electron thermal conduction from the plasma

kinetic equation will be demonstrated in Chapter 2, but this section will continue

to outline some key features assuming the result of the derivation.

On a macroscopic scale, it is common to apply a three fluid approximation

as seen in Figure 1.7 where each fluid is individually in thermodynamic equilibrium,

but the temperature of each fluid can be different. When the collisions shown in

Figure 1.7 take place in the presence of a temperature gradient, there is a favoured

direction of motion (mean free path is longer in one direction than another) and

energy transport occurs. The transport is diffusive, reducing maxima and increasing
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minima. The equation governing electron thermal diffusion is,

ρcv
d(Te)

dt
= − d

dx

(
κ(T )

dTe
dx

)
(1.27)

where the spatial axis x is aligned with the temperature gradient dTe/dx, ne is

the electron number density, cv = (∂e/∂T )v is the specific heat capacity (and e

is the internal energy per unit mass) and κ is the conduction coefficient given by

(Braginskii [1965]),

κ(T ) = κ0T
5
2
e (1.28a)

κ0 = f(Z)
12π3/2ε20k

7/2
B

e4
√

2me ln Λ
(1.28b)

where κ0 has units [J m−1 s−1 K−1], ln Λ is the Coulomb logarithm and f(Z) is a

charge dependant term defined in Chapter 2 (Epperlein and Haines [1986]). The

equation above is for an unmagnetized plasma. Modification to the electron thermal

conduction model shown in Equation 1.27 is required for, Fermi-degenerate, strongly

coupled and relativistic plasmas. In addition, changes must be made for steep

temperature gradients (which violate λmfp � L).

Thermal conduction moves energy from where it is deposited by the laser to

the ablation surface. It also helps to smooth non-uniformities in energy deposition,

which can be due to laser beam alignment or target non-uniformities. Despite the

smoothing effect of thermal conduction asymmetries are one of the most disrup-

tive factors in an ICF implosion, moving experimental energy yields far from 1D

simulation. These issues will be explored in the next section.

1.2.6 Summary of Issues

The most significant issue for direct drive laser fusion are asymmetries, leading to

hydrodynamic instabilities. ICF implosions require high velocities and low adiabats

creating the perfect environment for hydrodynamic instabilities (Lindl and Mead

[1975]). These instabilities can seed from sub-micron surface roughness on the target,

from laser imprint or the target stalk (used to fill the target and hold it in place).

The instabilities disrupt an implosion by mixing materials, reducing the purity of

the fuel and cooling the hotspot, but they can also lead to loss of confinement if the

shell breaks apart.

The Rayleigh-Taylor (RT) instability occurs when a dense fluid is accelerated

by a less dense fluid. A small perturbation grows into the characteristic “fingers”
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Figure 1.8: Target and laser pulse shape predicted to give energy gain of 48 times
larger than incident laser energy of 1.5MJ. (Top, Left) Capsule layout with DT
central gas region, DT shell and CH plastic ablator all cooled to cryogenic tempera-
tures. (Axes) A laser pulse shape assumed to be emitted with spherical uniformity.
The power is from all incident beams. The drive phase which generates the major-
ity of the kinetic energy is between 6.0 − 10.5ns. All features before 6ns are to set
the adiabat of the implosion and create compressional shocks. There are 3 “picket
pulses” at ≈ 0.5ns, ≈ 1.9ns and ≈ 3.7ns (Goncharov et al. [2003]). There is a “foot”
between 4.8 − 6.0ns (Dittrich et al. [2014], terminology more common to indirect
drive ICF). Peak velocity of the shell occurs at ≈ 10.0ns and stagnation occurs at
≈ 11.5ns. Ignition occurs at ≈ 11.3ns and the burn fraction is predicted to be 20%
of the DT fuel. Figure reproduced from Craxton et al. [2015].
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Figure 1.9: Predictive capabilities of 1D (blue) and 2D (green) simulations com-
pared to experiment for different implosion velocities. Dashed lines represent the
loss in yield compared to experiment. They also correspond approximately to in-
creased implosion velocities. The high velocity implosions that show large yields in
1D, but the growth of hydrodynamic instabilities mean that both experiment and
2D simulation see no net benefit from increasing implosion velocity to the speeds
required for ignition. Figure reproduced from Presentation by Richard Town, NIF,
2017
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of RT, and finally the movement of the two fluids past one another seeds a Kelvin-

Helmhotz instability. The rate of RT growth (γ) is governed by (Lindl and Mead

[1975]; Takabe et al. [1983]),

γ =
√
Akg − βkvabl (1.29a)

A =
ρ1 − ρ2

ρ1 + ρ2
(1.29b)

where k is the wave-mode, g is the acceleration, vabl is the ablation velocity, A is

the Atwood number (where ρ1 is the heavier fluid and ρ2 the lighter) and β is a

constant, dependent on the interface and defined empirically (see Craxton et al.

[2015] for values). Stabilization of the highest modes is achieved by ablating mass

from the target (“Fire-polish”) thus it is the intermediate modes that cause the

most disruption. It was found Craxton et al. [2015] that modes with approximately

the same length as the shell thickness were the biggest issue for ICF experiments.

Laser pickets, seen in Figure 1.8, can be used to increase the ablation velocity vabl

without increasing acceleration g (Goncharov et al. [2003]).

A lower implosion velocity leads to lower acceleration and deceleration miti-

gating RT. Figure 1.9 shows that experiment (with indirect-drive) can achieve stable

implosions with vimp < 300kms−1 however these implosions have neither the kinetic

energy nor areal density required to ignite. Higher velocities cause faster instability

growth, degraded yield and no net benefit. The velocity limit for stable implosions

is, vimp < 300kms−1 and a similar limit for adiabat α > 3 can be found empirically

(Craxton et al. [2015]). A higher adiabat reduces fuel compressibility, but it also

increases ablation velocity and reduces RT growth.

1.3 Shock Ignition

The aim of shock ignition is to ignite a low velocity and low convergence implosion

with a large impulse of laser energy as the shell reaches peak velocity. This mitigates

many of the hydrodynamic issues discussed in the previous section. The impulse

generates a shock that travels through the shell and collides with the back pressure

wave from the stagnating inner surface. The collision of the shocks creates a non-

isobaric hotspot with pressure and ion temperature peaked at the centre, starting

fusion. The shock also compresses the cold fuel to an areal density necessary to

stop the alpha particles and ignite the target Betti et al. [2007]. Shock ignition is

explained in more detail in Chapter 6.
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Figure 1.10: Shock ignition (SI) target and pulse shape to contrast with conventional
target and pulse in Figure 1.8. (a) Target cross-section, CH foam “wetted” with
DT ice, pure DT ice and a central DT gas region. The radius of the SI target is
much less than that of the target in Figure 1.8. (b) As shown in Figure 1.8 the laser
power against time but with a second axis indicating the approximate intensity of
the laser in units of 1015W/cm2. The solid line corresponds to SI with a gain of ×55
the input laser energy of ≈ 300kJ and the dashed line corresponds to a conventional
laser pulse that does not ignite. Figure reproduced from Betti et al. [2007].

22



A shock ignition laser pulse and target are shown in Figure 1.10 which enters

a higher intensity regime (1015 − 1016W/cm2) that causes a large fraction of laser

energy to be coupled into LPI. The increase in LPI increases backscattered light and

increases hot electron generation (Seaton and Arber [2020]). The possible drawback

of such high intensities will be explored in Chapter 4 and Chapter 6.

1.4 Summary of Odin’s Conservation Equations

Odin is a 2D radiation-magnetohydrodynamics code (Mihalas and Mihalas [2013])

with an Arbitrary Lagrangian-Eulerian (ALE) mesh refinement (Caramana et al.

[1998b,a]; Benson [1992]). Odin simulates a single fluid with multiple species. There

is a single electron species, but a simulation may have many ion species defined

by the material. Quasi-neutrality within a cell fixes the colocation of the species

as a single neutral fluid with ne = Z∗ni (where ne is the number density of free

electrons, ni is the number density of ions and Z∗ is the mean ion charge state over

the different ion species). There are separate equations which govern the internal

energy within the electrons and ions (similar to Equation 1.40). But the mass and

momentum equations (Equations 1.37 and 1.38) for the cell are solved with the

combined pressure P = Pi + Pe and density ρ = ρi + ρe of the electrons and ions

(in this quasi-neutrality is invoked). This means that the electrons and ions flow

together as a single fluid.

A complete description of radiation-magnetohydrodynamics and Arbitrary

Lagrangian-Eulerian (ALE) mesh refinement is beyond the scope of this Thesis (see

Goffrey [2014] and Bennett et al. [2021]). Below is a brief outline of the method

used to derive the mass and momentum equations used by Odin’s hydrodynamic

solver. The form of the energy equation is not enlightening for energy transport as

Odin is operator split, so the hydrodynamic step is solved with a compatible energy

update (see Caramana et al. [1998b] or Goffrey [2014]), then energy is deposited by

the (laser or hot electron) drivers and finally energy is diffused between cells (by

conduction or radiation diffusion, using a form similar to Equation 1.27) all within

one time step but in stages. Equation 1.40, presents a form of the energy equation

that is true for Odin and shows the energy terms relevant for this Thesis in a single

expression, although it is not one of Odin’s governing equations.

To evaluate the flow in a Lagrangian frame, it will be useful to define the

convective derivative,
Df

Dt
=
∂f

∂t
+ u · ∇f (1.30)

for a scalar variable f . Each of the Euler Equations 1.8 can be put in the Lagrangian
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form (see Goffrey [2014]), here without derivation, the mass equation,

Dρ

Dt
= −ρ∇ · u, (1.31)

the momentum equation,

ρ
Du

Dt
= −∇P, (1.32)

and the energy equation,

ρ

(
De

Dt
+

1

2

Du2

Dt

)
= −∇ · (uP ). (1.33)

a more relevant form for Odin’s energy equation can be achieved using the momen-

tum equation to eliminate the kinetic energy,

ρ
De

Dt
+ ρu · Du

Dt
= −∇ · (uP )

ρ
De

Dt
− u · ∇P = −u · ∇P − P∇ · u

(1.34)

which leaves the convective derivative of the internal energy,

ρ
De

Dt
= −P∇ · u, (1.35)

internal energy per unit mass is used within Odin’s core solver.

For the momentum and mass equations, Reynolds transport theory (3D ver-

sion of the Leibniz rule, see Marsden and Tromba [2003]) is required to attain the

final form used in Odin. Reynolds transport theory,

D

Dt

∫
Ω
fdV =

∫
Ω

[
Df

Dt
+ f(∇ · v)

]
dV (1.36)

can be used to evaluate the flux into a cell volume Ω(t) that changes with time.

It is also useful to define the volume averaged f̄ = 1/V
∫
fdV and mass averaged

f̃ = 1/M
∫
fρdV quantities for each cell Ω bounded by the surface (S). Using

Equations 1.36 and 1.31, it is possible to rephrase the mass equation (Equation

1.31),
D

Dt

∫
Ω
ρdV =

D

Dt
ρ̄V =

D

Dt
M = 0 (1.37)

where the cell mass is defined by M = ρ̄V . Using Equations 1.36, 1.32 and the
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divergence theorem, the momentum equation (Equation 1.32) becomes,

D

Dt

∫
Ω
ρudV = M

Dũ

Dt
= −

∫
∂Ω
PdS. (1.38)

where ∂Ω(t) is the time dependant surface of the cell and dS is normal to it. Equa-

tions 1.37 and 1.38 give the final form in which the mass and momentum equations

are evaluated in Odin. The equivalent energy equation (Equation 1.35) is,

M
Dẽ

Dt
= −P̄

∫
∂Ω

u · dS (1.39)

although it is not used in Odin (the solver uses sub-zonal pressures defined within

quadrants of the cell to solve conservatively, see Goffrey [2014] or Caramana et al.

[1998b] for details) it is in a form which will allow us to state the various energy

contributions and transport mechanisms. Equation 1.39, although not used by the

solver is still approximately true for Odin.

The focus of Chapters 3 and 5 is energy transport, so it is useful to state an

energy equation. Starting with Equation 1.39, energy transport within the electron

species can be defined by,

M
Dẽe
Dt

= −P̄e
∫
∂Ω

u · dS −
∫
∂Ω

Q · dS +
dEequil
dt

+
dElaser
dt

+
dEhot
dt

, (1.40)

where ẽe and Pe are the mass averaged internal energy and volume averaged pres-

sure for the electron species (fluid velocity u is defined for all the mass within a

cell); the energy flux, Q = κ(T )∇T , is in brackets on the RHS of Equation 1.27

(used explicitly in Equation 2.13); Eequil is the energy passed between the ion and

electron species (equilibration as seen in Spitzer [2006] and dependent on the ion-

electron collision time in Equation 1.20), Elaser is the energy deposited by the laser

(see Equations 1.25 and 3.31) and Ehot is the energy deposited by hot electrons

(see Equation 5.11). In Equation 1.40, several terms have been neglected includ-

ing, radiation diffusion, ohmic heating and viscous heating. The heat flux Q is

conservative and redistributes energy within the electron species down temperature

gradients whereas, Eequil, Elaser and Ehot are all source terms, putting energy into

the fluid from an external source. For Eequil the external source is the ion species

within the cell. An equation similar to Equation 1.40 can be defined for ions but

without the laser and hot electron terms, since Odin models energy deposition from

these sources as exclusively into the electron population. Then it is possible to solve

Equation 1.38 for the cell using the combined ion and electron pressure.
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The original work presented in Chapters 3 and 5 are code developments on

the Odin project. The original work in Chapters 4, 6 and 7 are simulations and

analysis using the code.
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Chapter 2

Theory: Thermal Conduction

The first section (Section 2.1) will present derivation of the transport coefficients

from the 1D plasma kinetic equation (where the magnetic field B = 0). Section

2.2, show the isotropic coefficients obtained in Spitzer Jr and Härm [1953] with a

more sophisticated collision operator. Following this Section 2.2.1 is dedicated to

extensions of isotropic conduction for a magnetized plasma or in the presence of

steep temperature gradients. In Section 2.3, the modifications needed to compute

ion conduction will be highlighted. Presented in this chapter is a literature review

of previously published work, and no original work is provided. It is presented as

context for original work in Chapter 3.

2.1 Simplified Derivation from Plasma Kinetic Equa-

tion

The aim of this section is to derive from kinetics the form and dependencies of Equa-

tion 1.27, by a simplified collision operator. The coefficients will be approximate,

but the general form of the equation will be correct.

The plasma kinetic equation for electrons (without the subscript e) can be

approximated, in 1D space and B = 0 as,

∂f

∂t
+ vx

∂f

∂x
− e

m
E
∂f

∂vx
= −f − fM

τc
, (2.1)

where the electron particle distribution (f) only varies by a small amount from a

Maxwellian (fM ), E is the electric field, and τc is the collision time-scale. The RHS

is called the Krook operator and if collisions are negligible it is zero in which case

the LHS is the Vlasov equation. Equation 2.1 is set up with an applied tempera-
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ture gradient assuming enough time has passed to reach a state of equilibrium and

pressure balance has occurred with a density gradient,

∂n

∂x
= −n

T

∂T

∂x
, (2.2)

which removes the time dependence of Equation 2.1, so we can set ∂f
∂t = 0 and

rearrange to give,

f = fM − τcvx
∂fM
∂x

+
τce

m
E
∂fM
∂vx

(2.3)

where the modification from a Maxwellian is given by the two terms on the right

of the RHS. Thermal motion is random in direction so the contribution from all

three spatial dimensions, including the two ignorable directions for this problem,

are necessary therefore a 3D Maxwellian is used,

fM (x, v) = n(x)

(
m

2πkBT (x)

) 3
2

exp

(
− mv2

2kBT (x)

)
(2.4)

to find the change in the x direction we take,

∂fM
∂x

=
∂fM
∂T

∂T

∂x
+
∂fM
∂n

∂n

∂x
=

(
mv2

2kBT 2
− 5

2T

)
fM

∂T

∂x
(2.5)

and with respect to vx,
∂fM
∂vx

= −mvx
kBT

fM . (2.6)

Combining Equations 2.5 and 2.6 with Equation 2.3 we get,

f = fM −
(
τcmv

2vx
2kBT 2

− 5τcvx
2T

)
fM

∂T

∂x
+
τcevx
kBT

fME (2.7)

which is the modified distribution function in the presence of a temperature gradient

and/or electric field. The second term on the RHS shows that the particle distri-

bution has some spatial dependence from the temperature gradient. To change

from particle quantities to macroscopic properties, we define the current density,

jx ≡ −e
∫
vxfdv and the heat flux, Qx ≡ 0.5

∫
mv2vxfdv. The integral

∫
fMvdv = 0

since the velocity is randomly distributed around 0 but this is also true for
∫
fMv

idv

where i is odd. Both jx and Qx are odd moments hence the first term of Equation

2.7 goes to zero hence, the current density and heat flux can be written,

jx = τcne

(
〈v2v2

x〉
aT

− 5〈v2
x〉

2T

)
∂T

∂x
− 2τcne

2

ma
〈v2
x〉E (2.8a)
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Qx = −τcmn
(
〈v4v2

x〉
2aT

− 5〈v2v2
x〉

4T

)
∂T

∂x
+
τcne

a
〈v2v2

x〉E (2.8b)

where a = 2kBT/m and 〈vik〉 = 1/n
∫
vikfMdvk, which are called velocity moments.

The moments can be evaluated,

〈v2
k〉 =

∫ ∞
−∞

1

πa

1/2

v2
x exp

(
v2
x

a

)
dvx = a/2 (2.9)

which results in 〈v4
k〉 = 3a2/4 and 〈v6

k〉 = 15a3/8. Using the calculated moments,

the current density becomes,

jx = δ
∂T

∂x
+

1

ν
E, (2.10a)

δ = 0, (2.10b)

ν =
m

ne2τc
, (2.10c)

and the heat flux becomes,

Qx = −κ∂T
∂x
− βE, (2.11a)

κ =
5nk2

bTτc
2m

, (2.11b)

β =
5nkbTeτc

2m
, (2.11c)

where δ = 0 occurs due to the Krook collision model but with the full Vlasov

Fockker-Plank (VFP) calculation it would be non-zero. δ 6= 0 would allow us to set

jx = 0 and use Equation 2.10a rearranged for E to be substituted into Equation

2.11a to getQx ∝ ∂T/∂x only. The correct form and dependencies have been derived

however the coefficients are approximate due to the simplified collision operator. The

collision time τc cannot be determined by the Krook model.

2.2 Isotropic

Spitzer Jr and Härm [1953] is accredited with first determining the isotropic elec-

tron thermal transport coefficients, and later improvement came from Braginskii
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[1965]. Manheimer et al. [2008] more recently devised an analytic function to match

the empirically tabulated dependencies of the transport coefficients on charge state

(f(Z) below). Both of these will be used where Equation 1.27 will be restated below

in terms of flux (Qx),

ρcv
d(T )

dt
= − d

dx
Qx (2.12)

where the spatial axis x is aligned with the temperature gradient dTe/dx, ne is the

electron number density, cv = (∂e/∂T )v is the specific heat capacity (and e is the

internal energy per unit mass) and the flux is defined as,

Qx = κ(T )
d

dx
T (2.13a)

κ(T ) = f(Z)
nk2

BTτc
m

(2.13b)

τc =
12ε20

ne4 ln Λ

√
me(πkBT )3

2
(2.13c)

f(Z) = 13.6
Z + 0.24

Z + 4.24
. (2.13d)

where ln Λ is the Coulomb logarithm and f(Z) is an ion charge state dependant

term (Epperlein and Haines [1986]). The term f(Z) ≈ 13.6 is constant for large Z,

heavy nuclei, but as Z → 1 it varies to account for the increasing role that electron-

electron scattering plays on angular deflection (Epperlein and Haines [1986]). All of

this is for an unmagnetized plasma.

2.2.1 Beyond Spitzer-Härm

For a magnetized plasma, the heat flux has two more terms, one perpendicular to

the temperature gradient and one perpendicular to the magnetic field Braginskii

[1965].

To define a steep temperature gradient, we first must define the electron

mean free path, λmfp ≡ vτc (where τc is the collision time with any species) and

temperature length scale is defined by L = T/dTdx . In steep temperature gradients

(where 0.01 >
λmfp
L ) the thermal conduction described by Spitzer Jr and Härm

[1953] no longer agrees with experiment or kinetic theory. The first fix was to set a
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maximum flux defined by the free streaming limit,

Q∗ = nevrmsEth =
ne(3kBTe)

3/2

2
√
me

(2.14)

where Q∗ assumes all particles are in a Maxwellian distribution travelling down the

temperature gradient at the RMS velocity (vrms =
√

3kBT/me) depositing the mean

thermal energy (Eth = 3/2kBT ) (Malone et al. [1975]). To match observations, the

flux limit is often set as some fraction of the free-streaming limit fflQ
∗. The factor

ffl is a free parameter that is problem dependant. An example of this problem

dependency can be seen as it is common for simulations of direct driven targets to

use ffl ≈ 0.05 (Malone et al. [1975]) and indirect drive (x-ray driven targets) to use

a “high flux” model with ffl ≈ 0.15 (Rosen et al. [2011]).

Even for an electron population that remains nearly Maxwellian the high

energy tail of the distribution can lead to non-local transport (Bell et al. [1981]).

The best solution to this issue was to add a non-local flux to fluid simulations

(Schurtz et al. [2000]).

2.3 Conduction by Ions

Ion thermal conduction can play a role, especially in the hotspot where the ion

temperature can exceed the electron temperature. However, electrons quickly equi-

librate to the ion temperature and due to their lower mass they provide more rapid

energy transport. Ion conduction can be applied by modifying Equation 2.13,

Qi = κi(Ti)
d

dx
Ti (2.15a)

κi(Ti) =

[
3.906

√
2me

mi
fi(Z)

]
nk2

BTiτc
me

(2.15b)

τc =
12ε20
ne4Λ

√
me(πkBTi)3

2
(2.15c)

fi(Z) =
1

Z4
(2.15d)

where Ti is ion temperature and all other modifications have been enclosed in square

brackets.
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Chapter 3

Application and Tests: Thermal

Conduction

Thermal conduction in extreme environments presents considerable challenges for

any numerical method and the wide range of possible uses for Odin limits the choice

of method. The thermal conduction module took approximately 18 months of work

to develop and test, furthermore the additional features Odin required to simulate

ICF (such as the ray model and the quiet start feature in Section 3.8) took at

least 6 months to implement and test. Developing core code for an ALE code is

difficult, and the extreme environments make tolerances very small. Details about

the challenges and requirements will be covered in Section 3.1. Having detailed

the design brief, the possible implementations of thermal conduction will be listed,

all aiming to achieve the same well-defined result. However, the finite difference

methods vary considerably, and the selection criteria are in the next section, 3.2.

The chosen method will be outlined and its modification from the original source

(Sheng and Yuan [2008]) discussed in Section 3.3. Alongside the method developed

for this Thesis, a method written by Tony Arber based on Pert [1981] and the

issues it faces in extreme conditions, will be covered in Section 3.4. Having laid

out the spatial differencing, the choice of an implicit time stepping routine and the

matrix inversion are in Section 3.5. Section (3.6) will contain a list of desired future

work on this project. The choice of regression tests and other applied tests used

to check the thermal conduction module will be covered in Section 3.7. Lastly, in

Section 3.8 additional features such as radial ray tracing and Odin’s quiet start will

be covered which made possible the simulation of full ICF implosions. Implosions

comprise the final test of the conduction model which will also be required for

simulation of experiments in Chapters 6 and 7. The conduction model presented

32



below follows closely work by Sheng and Yuan [2008] however the implementation

and modifications were completed by the author as original work for this Thesis in

addition to the matrix inversion, quiet start and ray tracing models.

3.1 Design Brief

The fluid approximation states that a volume contains enough particles that it no

longer acts as a series of discrete points and can be treated as a continuous material,

with continuous properties, viewed on a macroscopic scale. In this chapter we will

assume the fluid approximation holds (shocks and non-local transport are possible

exceptions) but even within fluids there are significant challenges for the chosen

numerical method. Odin is designed to simulate the most extreme environments

created on the planet. Temperatures high enough to not just melt but ionize any

material (> 107K); Densities and pressures that squeeze matter to degeneracy (>

100Gbar); and material flows that are greater than 1% the speed of light.

Firstly, the extreme conditions. The chosen method needs to produce stable

(non-fluctuating, non-negative) diffusion in all conditions, this is a significant barrier

when the temperature difference for experiments can vary from cryogenic (< 20K)

to hotter than the core of the sun (> 1keV ≈ 106K) over a distance of microns.

Alone the temperature gradient is a challenge but with the additional requirement

that thermal conduction must not dictate the time step and must not be the slowest

step we have a significant hurdle that points to a clear solution as seen in the section

on explicit vs implicit methods (Section 3.5). The method will be first order in time.

A major benefit of selecting a first order in time method is the diffusive nature of

the error. For a model designed to achieve diffusion, diffusive error is an asset.

A phenomenon critical for ICF is shock propagation. As discussed in the

introduction, compression to the required densities relies on spherical convergence

of the shell and shock compression. Shocks occur in all fluids on a macroscopic scale

but is a microscopic process, often just hundreds of atoms in width. Fluid codes must

apply careful corrections to make sure they are non-diffusive to the narrow shock

front (Caramana et al. [1998b]) but what is critical for thermal conduction is that

these shocks are discontinuities in density, pressure, fluid velocity and temperature

meaning that any calculation of diffusion must be robust to these. Another common,

discontinuity that must also be modelled consistently is contact discontinuities i.e.

material boundaries.

Additional challenge is presented by the grid used to capture the flow. There

are two “standard” ways of simulating fluids, Eulerian and Lagrangian. Eulerian
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enforces an unmoving grid on the domain being simulated and allows material to

pass through it. Eulerian codes must track material boundaries beyond the cell

resolution otherwise they will cause numerical mixing of materials.

The other method is called Lagrangian. Simply put, the mesh follows the

fluid. Lagrangian is the method of choice for 1D HEDP simulations as numerical

mix is not an issue however, when extended to two spatial dimensions a new problem

arises. The issue is called “grid tangling”; it occurs in Lagrangian simulations where

cells overlap, often due to a fluid instability (mixing on many scales that worsens as

it grows) but does not occur in Eulerian simulations with a stationary grid.

The advantages of both these methods can be harnessed with an Arbitrary

Lagrangian-Eulerian mesh refinement scheme (ALE). With ALE mesh refinement,

as the grid tangles, the user can specify a remapping of the grid onto the material or

hold the grid stationary and allow the material to flow through. An example of when

this might occur, if a simulation started with a Lagrangian mesh becomes Rayleigh-

Taylor (RT) unstable and the grid can no longer follow the non-linear growth, it

is then switched to an Eulerian grid for the fluids to mix and then switched back

to Lagrangian for the conservative properties it bestows. The remap need not be

spatially uniform, but can be focused on the area that featured the RT growth.

The drawback of ALE methods is that a Lagrangian mesh can have mixed material

cells (and an Eulerian mesh can be non-uniform). This is important for thermal

conduction, as the most extreme environments must be simulated without a regular

grid and with mixed material cells. The chosen thermal conduction method must

be robust to all these complications.

Finally, the diffusion routine will be implemented in a research code that

will be drastically modified by multiple developers and users. We know from the

outset that the model will later be augmented with both non-local transport and

anisotropic thermal conduction, furthermore, at time of writing, the solver has been

used for multi-group radiation diffusion. Simplicity and clarity will be a great asset

in such a changeable, team based environment.

In summary, the greatest challenges for the chosen method are: extreme envi-

ronments, discontinuities, computational efficiency, non-uniform grids and material

boundaries.

3.2 Finite Difference Method Selection

In the preceding section, the difficulties presented by the simulation grid and by the

environments simulated were covered; in this section the numerical schemes designed
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to cope with the challenges will be discussed and although there is no single clear

“best” method a reasoned choice will be described.

A concise and clear way of comparing diffusion finite difference methods was

described by Morel et al. [1998]. In the paper, four desirable characteristics were

given:

1. Spatially second order accurate on all grids

2. Only cell-centred unknowns

3. Local stencil

4. Symmetric positive-definite inversion matrix

and a list of which methods exhibit which behaviour. Of all the methods evalu-

ated in Morel et al. [1998] and in this Thesis, none exhibit all four characteristics.

The mutually exclusive nature has not been proven but without the possibility of

achieving all four, the reasoning for the three selected will be outlined.

Considering the key characteristics and the project brief, by process of elim-

ination, the choice of the three key characteristics will be explained. Firstly, second

order accuracy on all grids is not required, but convergence on all grids is. All

the desirable schemes explored in this literature review that do not achieve second

order accuracy also do not converge for random or discontinuous grids, Pert [1977];

Kershaw [1981]; Breil and Maire [2007]. For convergence some require additional

limiters that are an issue for simplicity and clarity but in practice, are also an issue

for robustness in extreme environments, see tests in Section 3.7. The second point,

only cell-centred unknowns; to use edge or vertex centred unknowns would require

a bottom up rewrite of the entire code, since Odin operates off cell centred state

variables. The work required and the payoff prohibits this choice. The third point,

gives the option to work without a local stencil. There are several key fundamental

issues with a non-local stencil: the code requires parallelisation for computational

speed which is much more challenging with a non-local stencil; the simplicity and

clarity of the code is lost and later augmentations will be far more difficult; finally

a non-local method is computationally more expensive.

The only one of the four properties that can be sacrificed is point 4. A

symmetric positive definite inversion matrix provides a known symmetry that can

be used to accelerate convergence and allows improved preconditioning. Although

not having a symmetric positive definite matrix is a substantial loss our selection

fits the priorities laid out in the design brief.

35



Ideal Properties

Paper Citations Family 1 2 3 4

Kershaw [1981] 177 ECCFDM X X X
Pert [1981] 34 ECCFDM X X
Shashkov et al. [1996] 230 SOM X X
Morel et al. [1998] 131 SOM X X X
Aavatsmark [2002] 553 MPFA X X X
Breil and Maire [2007] 134 MPFA X X X
Sheng and Yuan [2008] 64 MPFA X X X
Basko et al. [2009] 39 ECCFDM X X X

Table 3.1: A brief literature review of which finite difference methods exhibit which
ideal properties. Citations recorded at time of writing. X means that the method
has the property.

Table 3.1 shows the desirable properties for several of the most prominent

finite difference methods for thermal diffusion. The methods fit into several main

families: support operators methods (SOM), enhanced cell-centered finite difference

methods (ECCFDM), and multi-point flux-approximation (MPFA), see Klausen and

Russell [2004] where the relationship between these families are discussed.

From Table 3.1 both Aavatsmark [2002]; Sheng and Yuan [2008] have all

the key characteristics except for a symmetric positive definite inversion matrix.

Aavatsmark [2002] is a theoretical paper that acts as an introduction to the family

of MPFA methods with their strengths and weaknesses; it is a great resource for

further references. Sheng and Yuan [2008] is a specific example of MPFA that has

been tested and is laid out clearly and concisely for a programmer.

MPFA has several additional features that make it a desirable scheme. As

standard, the method consists of a 9 point stencil where energy flux is passed from

the centre cell in Figure 3.1 to all 8 neighbours, however, it reduces to a 5 point

stencil on a rectangular grid. The resulting 5 point stencil is one that has been

extensively tested and is widely accepted as the best method for a rectangular grid

(Morel et al. [1998]). The chosen method Sheng and Yuan [2008] has a clear and

simple geometric explanation, from this point we can show that all corner fluxes will

cancel.

Monotonicity has not been proven for many of the methods discussed, as

show in Sheng and Yuan [2012], including for the selected method Sheng and Yuan

[2008]. For the non-local mimetic methods, Shashkov et al. [1996] and Morel et al.

[1998], it was demonstrated by Lipnikov et al. [2011]. For linear, control volume,

nine-point methods it is impossible to have monotonicity, local conservation and
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Figure 3.1: Schematic detailing 5 and 9 point stencil. Blue dashed lines represent
cell boundaries, black dots are the cell centred values and the solid lines represent
inter-cell flux.
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Figure 3.2: Diffusion notation. Left: image showing the grid with cell centres
K,KA,KB, L, LA and LB, vertices A and B, and the edge σ. Right: Centred and
reoriented is the line joining the vertices A and B. The key vectors for the flux
calculation from K are the edge normal ~nK,σ and the non-orthogonal basis ~τBA
and ~τKI (one parallel to the edge and the other parallel to an extension of a line
joining cell centre to edge centre) with cell L also having a face normal ~nL,σ and
non-orthogonal basis ~τLI and ~τAB. Reproduced from Sheng and Yuan [2008].

exact reproduction of linear solutions (Nordbotten et al. [2007]). It is possible

that time steps causing large temperature changes (large time steps) will also cause

nonphysical oscillations, breaking monotonicity. Thermal conduction is a non-linear

parabolic differential equation, meaning that large times steps must be avoided to

ensure accurate conduction.

3.3 Sheng et al 2008: Applied Method

The method in full can be seen in Sheng and Yuan [2008], a summary (using the

same notation) and the modifications will be presented. Modifications were aimed to

make it more effective for HEDP in an ALE code. Starting from the static diffusion

problem,

−∇ · (κ(x)∇u) = f(x), (3.1)

where κ(x) is the diffusion coefficient (thermal conduction coefficient), u is the

diffused variable (temperature) and κ(x)∇u is the (energy) flux. We can subdivide

the plane into cells (K,KA,KB, L, LA and LB), vertices (A and B) and an edge (σ),

laid out as in Figure 3.2. Using Green’s formula, we can find the integral of f(x)
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over the region of the cell K and create a flux problem for the edge σ,

FK,σ = −
∫
σ
κ(x)∇u(x) · ~nK,σdl, (3.2)

where the direction of the unit normal ~nK,σ to the edge σ can be seen in Figure 3.2

and dl is the length of the edge. Sheng and Yuan [2008] proceeds with the geometric

argument that the face normal ~nK,σ can be split into a non-orthogonal set,

~nK,σ =
1

cos θK,σ
~τKI − tan θK,σ~τBA, (3.3)

where the set is made from a term parallel to a line joining cell centre and edge

centre ~τKI , and a term parallel to the edge ~τBA (on a rectangular grid ~τKI = ~nK,σ

and tan θ = 0 hence recovering a 5 point stencil). This step and the finite difference

method is only valid for convex quadrilaterals. Taking a finite difference, first order

Taylor expansion approximation of ∇u(x) in the direction of ~τKI ,

∇u(x) · ~τKI =
u(I)− u(K)

|I −K|
, (3.4a)

and ~τBA,

∇u(x) · ~τBA =
u(A)− u(B)

|A−B|
. (3.4b)

Combining equations 3.3 and 3.4 into 3.2 we get,

FK,σ = −κ(K)|A−B|
(

1

cos θK,σ

u(I)− u(K)

|I −K|
− tan θK,σ

u(A)− u(B)

|A−B|

)
. (3.5)

We have made the additional assumption that κ(x) can be approximated by κ(K).

Equation 3.5 can be rewritten as,

FK,σ = −τK,σ
(
u(I)− u(K)−DK,σ(u(A)− u(B))

)
(3.6)

where τK,σ = |A−B|κ(K)
|I−K| cos θK,σ

and DK,σ =
|I−K| sin θK,σ
|A−B| . We can determine a similar

condition for flux from cell L through the edge σ,

FL,σ = −τL,σ
(
u(I)− u(L)−DL,σ(u(B)− u(A))

)
, (3.7)

with similar definitions for τL,σ and DK,σ. Finally we can use the flux matching

condition FK,σ = −FL,σ and get,

FK,σ = −τσ
(
u(L)− u(K)−Dσ(u(A)− u(B))

)
, (3.8a)
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FL,σ = −τσ
(
u(K)− u(L)−Dσ(u(B)− u(A))

)
, (3.8b)

where,

τσ =
1

2(τK,σ−1 + τL,σ−1)
(3.9)

half the harmonic mean and,

Dσ = DL,σ +DK,σ =
(A−B) · (L−K)

|A−B|2
(3.10)

twice the arithmetic mean (Sheng and Yuan [2008] features a minor typographical

error which has been corrected here).

With an expression for the flux through the edge σ, the issue remains that

Odin does not define temperatures at the vertices (u(A) and u(B)). Sheng and

Yuan [2008] give two methods for calculating the vertex temperatures, the first is

a distance weighted average of the surrounding cell centres, the second is also a

weighted average but aims to correctly evaluate temperature for a vertex on or near

a discontinuity. The distance weighted average is applied to Odin, and the other

method is left for future work.

Using the notation defined in Figure 3.2 the vertex values can be approxi-

mated from the surrounding cell centres and a weight,

u(A) ≈ ωAKAu (KA) + ωAKu(K) + ωALu(L) + ωALAu (LA) (3.11)

where the terms ω are the weights which can be calculated from the distance of the

cell centre to the vertex using,
ωAKA + ωAK + ωAL + ωALA = 1

xKAAωAKA + xKAωAK + xLAωAL + xLAAωALA = 0

yKAAωAKA + yKAωAK + yLAωAL + yLAAωALA = 0

(3.12)

where the x and y correspond to orthogonal distances. This is a 3 by 4 matrix M,

that can be solved via a conjugate gradient (CG) method with a single iteration Saad

[2003]. The method involves finding the transpose M
T

and creating a 3 by 3 matrix

A = MM
T

. The inverse A
−1

is computed and multiplied by vector v0 = (1, 0, 0)

(defined by the RHS in Equation 3.12) giving a 3 by 1 vector, v1 = A
−1
v0. The 4

by 1 solution vector is obtained by, M
T
v1 = ω = (ωAKA , ωAK , ωAL , ωALA ). The CG

method minimizes the L2 norm (described by Equation 3.29).

We can now write the final form of the Sheng and Yuan [2008] flux calculation,
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Figure 3.3: Energy conservation test (no hydrodynamics). Left: initial temperature
state with a hot quadrilateral Th = 105K and a cold background Tc = 2 × 104K.
Right: final diffused state. Images of explicit simulation. The final state breaks
monotonicity with minima lower than Tc visible in the right image at top left and
bottom right of the diffused heat. Both arithmetic averaging for implicit and explicit
conduction were susceptible to violate the lower extremum depending on time step
size. In the test arithmetic and harmonic averaging for implicit conduction achieved
a relative energy conservation 10−10 while explicit conduction achieved 10−16.

FK,σ = −τσ {uL − uK −Dσ [ωA1uKA + ωA2uK + ωA3uL + ωA4uLA

−
(
ωBKuK + ωBKBuKB + ωBLBuLB + ωBLuL

)]}
,

(3.13)

where the notation has been modified to indicate that all the temperatures (u) are

defined in the code and not calculated.

3.3.1 Modifications

A runtime option was added for a modification to the calculation of value τσ (Equa-

tion 3.9). As stated in Basko et al. [2009] there are several possible benefits to

using an arithmetic average instead of a harmonic average to calculate edge centred

coefficients. The calculation,

τσ =
1

4
(τK,σ + τL,σ), (3.14)

was added to Odin. In tests, see Section 3.7, several benefits from the arithmetic

version were observed, in addition full scale ICF implosions appear to be more

stable to spacial asymmetries if an arithmetic average is used. In the limit of small,
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δ = τK,σ − τL,σ the harmonic and arithmetic averages converge. However, the

harmonic method is derived to be conservative while the arithmetic version has no

derivation. When tested, both arithmetic and harmonic averaging give similar levels

of energy conservation, as described by Figure 3.3.

Flux limiters were added to Odin. In Section 2 the concept of the free stream-

ing limit Q∗ for thermal energy was discussed (Equation 2.14). HEDP simulations

commonly use flux limiters to regulate thermal conduction to a multiple of the free

streaming limit (Colvin and Larsen [2013]). In Odin a runtime option was added

such that the user can specify an asymptote for thermal flux, the definition Olson

et al. [2000] is for a radiation flux limiter however with modification,

κfl =

((
1

κ

)2

+

(
∇T
Q∗ffl

)2
)− 1

2

, (3.15)

where κfl is the flux limited coefficient and the empirically determined limit ffl is

often found to be 0.01 < ffl < 0.1. This version is preferred as it gives a smooth

transition from unlimited to limited conduction.

Other notable modifications are the correction for a non-Cartesian geometry

(using cylindrical polar coordinates) which allows the 2D Odin to simulate spherical

targets, implementation of boundary conditions and the corrections required to have

multiple materials in a cell. Thermal conduction is a non-linear process (κ ∝ T 5/2),

linearity was assumed in Sheng and Yuan [2008] and I will outline my solution in

Section 3.5.2.

3.4 Pert 1981: Comparison Method

The method described in Pert [1981] was already applied to thermal conduction

in Odin before this Thesis. The method was applied using an explicit time step

with super-stepping as described in Section 3.5.1, this is in contrast to the implicit

time step used for the Sheng and Yuan [2008] as described in Sections 3.3 and

3.5.2. The weaknesses and strengths of the Pert [1981] compared to the Sheng and

Yuan [2008] will be examined. Pert [1981] is one of the earliest diffusion methods

that attempts to work on a 2D Lagrangian grid, along with the seminal work by

Kershaw [1981] significant improvement was not attained until more than a decade

later with introduction of SOM by Shashkov et al. [1996] and then another half

decade until the wide spread adoption of the MPFA family (Aavatsmark [2002]) of

method described in Section 3.3. Even with the significant time and increase in

computational performance that separates the two methods applied to Odin they
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both offer different benefits and drawback but as will be demonstrated in Section

3.7 the benefits of Sheng and Yuan [2008] are better targeted toward the needs of

ALE codes and extreme conditions.

The drawback of Sheng and Yuan [2008] is that it produces a non-symmetric

inversion matrix which is computationally more expensive per step. There are three

main fundamental issues with Pert [1981], it does not suggest a method for finding

vertex unknowns, it requires monotonicity and extrumum limiters (see Pert [1981]),

and it relies on assumptions of smooth mapping (see Sheng and Yuan [2008]). Each

of these issues individually make Pert [1981] poorly suited for our design brief but

together, when tested the method fails with simulations giving negative energies in

some cells (including attempts to simulate ICF).

3.5 Time Stepping Options

In addition to the selection of a finite difference method discussed in the previous

sections, a temporal solver is allocated to Sheng and Yuan [2008] method. The choice

of solver is within a continuum, explicit methods at one end and implicit methods

at the other, all points between are called semi-implicit methods. The environment

and computational limitations determine which is the best choice. Without the

limitation of computational expense the continuum of options all give the same

answer. The problem arises when you have extreme conditions as described in

Section 3.1 and limited compute (limited by the largest supercomputer, simulation

time and the problems inherent ability to be parallelized).

Numerical stability increases along the continuum of solvers with implicit

methods being unconditionally stable (regardless of input and time step size) and

explicit methods requiring careful monitoring of environment to calculate a valid

step size. Implicit routines are more difficult to code and generally more expensive

per time step. The latter point means that improved computational accuracy can be

achieved with more, faster explicit steps than the expensive implicit steps. However,

in Odin the time step size is dictated by the fluid flow (advective time step limit),

∆tad ∼
∆x

|v|
, (3.16)

though in many systems the thermal gradients (conductive time step limit),

∆tcond ∼
∆x2

κ
, (3.17)
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Figure 3.4: Left: Explicit stencil for 1D. 3 point spatial stencil and 1 output at
t = n + 1. Right: Implicit stencil for a 1D code. Spatial 3 point stencil this time
at t = n+ 1 which have to be solved as a series of simultaneous equations with the
boundary condition and the 1 input point at t = n providing closure. Crossing the
orange dotted line implies a change in time step. A semi-implicit method would use
all 6 points from the two schematics (i.e. 3 spatial point stencil from t = n and 3
points from t = n+ 1). The weighting of the t = n vs t = n+ 1 is what determines
how implicit a method is.

can be far more limiting to time step size meaning that to run a simple explicit

solver for thermal conduction in an ICF problem the code’s time step might need to

be reduced by 106. Such large reductions in time step render simulations untenable.

There are many methods for improving the stability (time step limitations) and

accuracy of an explicit solver of which super-stepping is one (which was applied to

Pert [1977] method in Odin). Super-stepping will be briefly explored in 3.5.1 but to

achieve a valid answer with the least possible compute for an arbitrary sized time

step we must select an unconditionally stable method hence an implicit time step

was applied.

Now the choice of time step solver has been justified, the explicit and super-

stepping method will be summarized for the context of the tests and comparisons.

3.5.1 Explicit Super-stepping: Comparison Method

The super-stepping routine was not developed for this Thesis. The routine is based

on the paper Meyer et al. [2012, 2014] and is part of an established family of numer-

ical methods called Runge-Kutta methods (Kutta [1901]). Runge-Kutta methods

probe the change over time (temporal gradient of a function) with a number of

smaller steps (super-steps) in time, with more information about the gradient they

can make a more accurate full sized time step. Super-stepping is designed to use
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these smaller steps to drastically soften the stability condition, in addition to improv-

ing the accuracy. The super-steps do come at a computational cost, but critically

the cost is designed to be less than a stable non super-stepping method.

The stability of super-stepping scales with the square of the number of super-

steps Meyer et al. [2014]. For example if a time step of 1ps is required for stability

than by using n = 50 super-steps that time step can be increased to 1ps×502 = 2.5ns

with minimal loss in accuracy Meyer et al. [2014].

There are two reasons that led to the adoption of implicit over super-stepping.

Firstly, the domain of stability, for non-linear parabolic equations it is not well

characterized and is more limited than the linear stability. Currently, the time step

size is calculated based off the stability of the linear problem and although it has

been tested in Meyer et al. [2014] for a specific non-linear problem this provides a

significant risk to robustness. Secondly, the increase in stability of super-stepping

has only been proven up to n = 64 (Meyer et al. [2014]). Using a larger value for

n would risk robustness and a time step dtss = 642dt ≈ 5000dt is too limiting for

the extreme conditions commonly found in Odin. In our tests (Figure 3.9), it was

found that the implicit and super-stepping method would take a similar duration

for a single time step (n = 64) however neither method was optimized (see Meyer

et al. [2014] for a more formal tests).

3.5.2 Implicit: Applied Method

Starting from the diffusion equation,

∂u

∂t
= ∇F , (3.18)

where F is the energy flux. We can apply Green’s formula over a cell and discretise

to get,
∆uK
∆t

=
∑
σ∈EK

FK,σ, (3.19)

where EK is all the edges of cell K and F is the flux through an edge described by

Equation 3.13. Explicit methods are intuitive, the spatial stencil used in the current

time step to calculate a flux for the next step and then the grid is updated. Using

the diffusion equation the RHS is at time t = n and the left side is the difference

between t = n and t = n+ 1 (dropping the the K),

un+1 − un
∆t

=
∑
σ∈E

Fσ,n (3.20a)
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un+1 =

(∑
σ∈E

Fσ,n

)
∆t+ un (3.20b)

this is an explicit discretisation of time. Implicit methods apply the spatial stencil

to the future step (see Figure 3.4) and then require a matrix inversion to calculate

the contributions for flux from the current step; using the method described below

the flux is never explicitly calculated and the output is the “relaxed” temperature

system after diffusion has taken place. The energy change must be calculated from

the final temperatures. The fluxes are never calculated because the inverse of a

sparse matrix is not necessarily sparse so rather than handling an object of size

9 × Nx × Ny (which is true for the number of flux terms in a 9 point explicit

diffusion step) the flux calculation could be of order (Nx × Ny)
2 which would be

computationally expensive.

The diffusion equation for implicit methods,

un+1 − un
∆t

=
∑
σ∈E

Fσ,n+1, (3.21a)

un = un+1 −
(∑
σ∈E

Fσ,n+1

)
∆t, (3.21b)

which is a problem since the desired output is un+1 in order to resolve this issue, a

system of linear equations must be solved,

un = Aun+1, (3.22)

where A is a 9 diagonal banded matrix, size (NxNy)
2, where each non-zero element

is equivalent to a term in Equation 3.13. A matrix inversion will give the desired

output, un+1 in terms of our input un,

un+1 = A
−1
un. (3.23)

A full term on the lead diagonal is given to illustrate how Equation 3.13 is formed

into linear equations (there are 4 edges involved: σ1, σ2, σ3 and σ4; 4 vertices:
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A,B,C and D; and the cell (1, 1) corresponds to the cell labelled K in Figure 3.2),

A11 = 1− (τσ1(1 + (Dσ1(ωAK − ωBK )))

τσ2(1− (Dσ2(ωCK − ωBK )))

τσ3(1− (Dσ3(ωDK − ωCK )))

τσ4(1 + (Dσ4(ωDK − ωAK ))))∆t

(3.24)

this is one term, each cell has nine terms. Overall, these terms create a nine diagonal

banded matrix which must be inverted and applied, as in Equation 3.23.

For ideal linear conduction the diffusion coefficient κ (see Equation 3.1) is

independent of the temperature, however plasma theory gives κ ∝ T 5/2 (Spitzer Jr

and Härm [1953]). An explicit method time-step could evaluate κ(T ) at time step t =

n but for an implicit method κ(T ) must be evaluated at t = n+1 (see Equation 3.23),

the most accurate way to resolve this problem is to use an iterative solver which

improves the guess for κ(Tn+1) and Tn+1 on each iteration (Basko et al. [2009]).

This can be considered a case for future work, in this Thesis the approximation

κ(Tn+1) = κ(Tn) is made, which will be valid in the majority of cases since the

time step should limit ∆T but the larger the time step (given a fixed temperature

gradient) the less accurate the approximation and the more non-linear conduction

should be.

Matrix Inversion

The inversion of a large sparse matrix can be achieved directly, however the com-

putational expense led Sheng and Yuan [2008] to choose an iterative method that

can be parallelized. This Thesis follows the method outlined in Sheng and Yuan

[2008] using Bi-CG-STAB inversion Van der Vorst [1992] and a Hypre BoomerAMG

preconditioner Falgout and Yang [2002]. The method was applied using the PETSc

matrix inversion library Balay et al. [2018].

Once the thermal conduction module for Odin was complete, some high fre-

quency noise was observed in large parallel simulations. It is a known issue that for

non-symmetric matrices, AMG preconditioners can fail to remove high frequency

noise Wathen [2015]. It is the nature of a large multi-physics hydrodynamic simula-

tion that makes identifying the source of numerical noise non-trivial. It is possible

that small fluctuations are not being diffused effectively with the current choice of

solver and preconditioner and that with a different combination and optimization

the issue could be reduced for some problems or even removed. In the next section,

an alternative solution will be highlighted that provides diffusion robust to grid scale
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Figure 3.5: Left: Numerical asymmetries present in a late stage capsule implosion
without filtering (left half) and with a median filter (right half) the noise is reduced
several orders of magnitude. The image includes the coronal region, which is very
susceptible to tangling due to the high velocity flows and low densities. Right:
Two simulations using the median filter focusing on the high density capsule during
peak compression, a uniform implosion (left half) compared to a simulation that
was driven asymmetrically with laser perturbations (right half). This demonstrates
median filtering capabilities with non-uniform simulations.

noise.

Addition: Median Filter

All tests done in this section and the majority of the simulations run for this Thesis

were without any filtering. The method presented above is robust to extreme tem-

perature gradients, discontinuities and distorted grids, it fits the design brief and

the requirements of HEDP on high performance (parallel) computers. It is noted

however that large simulations run in parallel with significant target convergence

can exhibit the growth of high frequency noise (specifically at the boundaries be-

tween parallel processed domains). The method devised in this section is presented

to reinforce the robustness of large simulations in Odin. The filter is a non-physical

addition that will reduce energy conservation but with the benefit of dampening

non-physical disruptive grid scale noise.

A median filter was applied,

ei = sum(ei−1, ei, ei+1)−min(ei−1, ei, ei+1)−max(ei−1, ei, ei+1) (3.25)

where ei is the energy density in cell i. This is in 1D that can then be applied again

in more directions or on other parameters featuring grid noise. The median filter is
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Figure 3.6: The figures show for simulation of a target implosion the differences
between an unfiltered (solid blue line) and a filtered (dashed orange line) simulation.
Left: shell density, slight differences are visible at the ablation front (630 microns).
Right: electron temperature throughout the target and ablation plasma, there is a
difference in temperature in the coronal plasma (800microns).

a destructive process since information is irretrievably removed from the system. It

is a process that does not conserve energy by definition, however the median filter is

designed to only remove noise on the grid scale and preserve larger features such as

well resolved, lower mode non-uniformities. These features are both demonstrated

in Figure 3.5. The energy conservation of a system can be measured by taking the

initial system as a zero point and accounting for all inputs and outputs. Odin’s

energy conservation for a full physics implosion is approximately ≈ 1% (≈ 1.5kJ

for 150kJ of input laser energy at the snapshot pictured in Figure 3.5 left). When

the same simulation is run with median filtering the additional variation is of order

≈ 0.01% (≈ 15J for 150kJ input, this minor loss of energy is also observed in simu-

lations which have been intentionally driven asymmetric such as Figure 3.5 right).

Figure 3.6 depicts the small variations in density and temperature that might be

observed when running a simulation with or without a median filter. These varia-

tions have been acceptable for the non-predictive simulations, however the thermal

conduction module is fully functional without a median filter but the preconditioner

and solver will require optimisation when run on large parallel systems.
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3.6 Future Work

Several significant additions have been made to the selected numerical methods,

including a median filter and the arithmetic face centred unknowns. Some additions

were discussed as future work such as improved weighting for discontinuous vertex

unknown and an iterative solve for non-linear conduction coefficient κ(T ), further

work is outlined below.

For large temperature gradients in HEDP particle kinetics becomes impor-

tant for energy transport. Kinetic physics cannot be modelled on a macroscopic

scale with a fluid code however there is a well established improvement to Spitzer Jr

and Härm [1953] known as the SNB model, (Schurtz et al. [2000]; Sherlock et al.

[2017]) this model can be added to the current implementation of thermal conduc-

tion as a piece of further work. The correction becomes important as particle mean

free path approaches 1% of the temperature scale length.

Another improvement would be the addition of a Braginskii [1965] transport

model which accounts for magnetic fields. When applied Braginskii [1965] transport

creates a component of energy transport perpendicular to the temperature gradient

and suppresses some of the component parallel.

3.7 Tests

The two diffusion solvers described above were implemented, Sheng and Yuan [2008]

implicit method (referred to here onward as the implicit method) and Pert [1977]

super-stepping method Meyer et al. [2012] (referred to as the explicit method) in

Odin. The tests described aim to evaluate: correct implementation, accuracy, con-

vergence and robustness of each diffusion model. There is a tradition in diffusion

numerics of testing each model on the Z-grid (Kershaw [1981]), it was intentionally

designed to be challenging with distorted cells as seen in Figure 3.7, this grid was

used to demonstrate correct implementation, accuracy and limits of robustness in

Section 3.7.1. Section 3.7.2 uses a uniform grid to show the convergence rate of

the implicit method. In Section 3.7.3, the harmonic mean and arithmetic mean of

edge centred coefficients were tested to show the accuracy and robustness of each.

In the last section (3.8), the use of the implicit conduction model in full scale ICF

simulations will be demonstrated, in addition to the ray tracing model and the quiet

start features which were added to simulate implosions.
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Figure 3.7: Left: Implicit conduction using a 5 point method. Right: Implicit
conduction using Sheng and Yuan [2008] full 9 point method. Both images are a
snapshot of a heatwave propagating from right to left. Simulation using the 5 point
method leads to the grid affecting the diffusion front despite the uniform material
properties and boundaries in the y-direction. The nine point method shows improved
uniformity.

3.7.1 Kershaw’s Z grid

In Figure 3.7 the Z-grid is used to show the improvement of a nine-point stencil

over a five point method (five point stencil in Figure 3.1 and Z-grid from Kershaw

[1981]). The figure gives a qualitative idea of the difference between the five and

nine point stencils. The five point scheme does not converge for non-uniform grids.

The problem is designed to have no hydrodynamics (stationary) and an easily de-

rived static analytic solution for long times. The warped grid structure is meant to

replicate the complexities of diffusion for Lagrangian flow. The material is uniform,

and so should be the heat-front and static solution. The right boundary is held

at a high temperature (TR = 108K ≈ 8.6 keV) and the left at a low temperature,

TL = 2 × 107K ≈ 1.7 keV with the starting temperature in the domain also TL. A

heat wave travels from hot to cold and then reaches an equilibrium state. Qualita-

tive improvement is seen from the Sheng and Yuan [2008] method compared to the

five point method.

Figure 3.8 shows a Z-grid comparison between simulation and an analytic

model,

T (x) = (ax+ b)
2
7 , (3.26a)

a =
T

7
2
R − T

7
2
L

xR − xL
, (3.26b)
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Figure 3.8: Implicit method comparison between harmonic averaging (blue dots)
and arithmetic averaging (red dots) for edge centred coefficients compared to an
analytic solution at infinite time (black line). The simulations are at an equilibrium
state for the Z-grid diffusion problem. All cell centres (dots) should converge to the
black line.

b = −xL
T

7
2
R − T

7
2
L

xR − xL
+ T

7
2
L , (3.26c)

where xL and xR are the spatial positions of the left and right boundaries. The

analytic solution (Equation 3.26) is derived from,

ρ
dε

dt
=

d

dx
(κ0T

5/2 d

dx
T ) (3.27)

where κ0T
5/2 = κ(T ). If the LHS of the equation is set to zero (equilibrium hence

no change in time) it can be integrated to get,

C2x =
2

7
κ0T

7/2 + C3 (3.28)

using the temperatures and positions for the left and right boundaries the constants

cancel to get Equation 3.26.

In Section 3.3.1 an arithmetic averaging modification to the harmonic method

by Sheng and Yuan [2008] was described. Figure 3.8 shows that the harmonic aver-

age technique achieves lower accuracy when compared to the arithmetic average.

Despite this, harmonic averaging is used for Odin’s regression test since it the
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method described in Sheng and Yuan [2008]. The regression test can be run in

∼ 1s and provides a clear analytic comparison. Explicit super-stepping (not shown)

required 100 times longer (≈ 100s, both run in serial, not in parallel) to run the

test problem but achieved a similar level of accuracy to arithmetic averaging (it

required ≈ 100 times more steps with n = 64 to remain stable). When run with

this test problem, the super-stepping was susceptible to breaking if the number of

super-steps exceeded 100 per explicit step.

The tests run in this section suggest that the implicit method based on Sheng

and Yuan [2008] with an arithmetic average modification provides the best accuracy

and robustness for minimal computational expense. But both methods are provided

to the user as options.

3.7.2 Convergence

A second test was devised to check the convergence of the time step methods (also

without hydrodynamics). A uniform grid was used to reduce each method to a 5

point stencil (eliminating the difference between Sheng and Yuan [2008] and Pert

[1981] methods). The test case is a heat front moving into a cold medium, which

enables the evaluation of the accuracy for dynamic problems (non-equilibrium).

Rather than solving analytically, the highest resolution super-stepping simulation

Nx = Ny = 256, was used as the “exact” solution and convergence with increasing

resolution was tested for these Nx = 2, 4, 8, 16, 32, 64, 128 seven resolutions. A 2D

simulation was run to ensure each solver reduced to a 5 point method (preserving

spatial symmetry). Figure 3.9 shows the results of the convergence test, and the

gradients give the order of convergence. In the convergence test shown a non-

linear conduction problem (κ ∝ T
5
2 ) was tested and the three most commonly used

measures of error were calculated, L1,L2 and L∞ norms whose value can be found

using:

|Lp| ≡
1

n

(
n∑
i

|Ti − Ti,exact|p
)1/p

(3.29)

where p dictates which norm is calculated, Ti,exact is the exact solution for cell

i and Ti is the solution for cell i determined by the model being tested. In the

case of p =∞ the maximum error (difference to the exact value) on the grid is the

Norm. For the gradients in Figure 3.9, the scaling was taken from the 3rd data point

onward as it is where the gradient becomes most linear, but it is clear that no straight

line will map perfectly onto the curve. Both the super-stepping and implicit show

somewhere between first and second order convergence for this problem. The error
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(a) L1Norm, black=1.46, red=1.22 (b) L2Norm, black=1.36, red=1.22

(c) L∞Norm, black=0.95 red=1.02
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Figure 3.9: Convergence test for the implicit and explicit models. Gradients (Order
of convergence) is given below each plot except (d) which shows the test problem
at the point the test was taken, this is a snapshot of a heat wave travelling across
the domain. The initial temperature of the domain is, Tc = 108K and the right
boundary is held at Th = 109K.
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for super-stepping was on average lower, but the test was intentionally optimized to

show the explicit method at its best, this can be explained by the choice of time-step

size which was the same for both implicit and explicit methods but selected at the

limit of stability for the explicit method with the number of super-steps at n = 64

(the maximum proven stable for linear problems Meyer et al. [2014]) and that the

“exact” solution was taken from the explicit method. The computation was done

in serial (not parallel) and both method took approximately the same duration to

compute a solution.

In Figure 3.9, that the explicit method can be used to achieve an error

roughly half the size of the implicit method. It shows that both methods feature

between first and second order convergence. The larger error of the implicit method

is expected as it does not use super-steps to improve accuracy and although the

difference in error is significant, this test was aimed to show the largest possible

difference between the two methods. If the time step was increased further, the

explicit method would no longer be stable, but the implicit method would only

continue to reduce in accuracy. This test demonstrates an important distinction

between the methods and demonstrates why only the implicit method fulfils the

robustness criterium of the design brief in Section 3.1.

3.7.3 Heat-front into Cold Medium

In Section 3.3.1 the use of arithmetic averaging was examined, in Section 3.7.1 the

benefit to accuracy for a static solution were examined, in this section the original

impetus for an arithmetic average will be demonstrated. In Basko et al. [2009]

the extreme example of a heat-front into a cold medium (T = 0) is tested against

an analytic solution. They find that an arithmetic method achieves near perfect

agreement with the analytic model while a harmonic based solution features numeric

artefacts. In Figure 3.10, harmonic method’s issues are reproduced for the Sheng

and Yuan [2008] method. Basko et al. [2009] evaluates the location of the heat front

for a non-linear problem analytically and then with a modified harmonic average

(following the notation from Equation 3.9),

τσ =
1

2

( 1

τK,σ−1 + τL,σ−1
+ δ ·max(τK,σ, τL,σ)

)
(3.30)

and finds it converges to the analytic solution (arithmetic solution) as δ → 0.5

(i.e the arithmetic method). Figure 3.10 shows a harmonic average will not allow

conduction of heat into a cold medium and even with the modification will not

properly replicate the heat front until it converges with the arithmetic average.
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Figure 3.10: Simulation of a heat-front moving into a cold medium. Reproduction
of a test shown in Basko et al. [2009] to highlight the benefit of an arithmetic
average over the harmonic average derived from the flux matching condition. Using
a harmonic average heat cannot flow into a cold medium Tc = 0.
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Figure 3.11: Full scale ICF simulation, a cross-section of a 2D simulation. Density
is plot in black and temperature in red, the blue dashed lines correspond to, the
ablation front at the edge of the shell (left) and the critical density beyond which
laser light cannot propagate (right). The blue arrow indicates the region where
thermal conduction plays its most critical role in direct drive ICF (transporting
energy to ablate the target).

This problem is critical since HEDP regularly exhibits extreme temperature

differences, comparable to a heatwave into a cold medium. It is important that the

chosen numerical method achieves accurate and robust diffusion in such extreme

environments, hence arithmetic conduction is given as a user option in Odin.

3.8 Inertial Confinement Implosion

The final test is something which has not been achieved with Pert [1981] explicit,

super-stepping method due to issues with robustness, it is a full scale ICF simulation

and subsequent observation of the phenomena known as the stand-off distance or

conduction zone. Figure 3.11 depicts thermal conduction transporting laser energy

from the critical surface (the maximum depth light rays can propagate) to the

ablation front (defined by material velocity). This marks an important milestone,

as Odin can now be used to effectively simulate ICF implosions. In order to create

this simulation, Odin required a direct laser driver, and code to zero the pressure

for a “quiet” start before the driver hits, these additions were original work for this

Thesis and will be described in more detail below.
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Figure 3.12: Laser rays (red, where darker corresponds to more energy deposited,
normalized per ray) travelling on radial trajectories across 2D Odin mesh (purple).
The target shell is visible at |Z| ∼ 300µm and the hotspot |Z| < 250µm.

3.8.1 Simplified Laser Model

In order to simulate direct laser driven ICF Odin required a laser model. The module

implemented is designed to be a temporary stopgap before a full 3D model is added.

The purpose is to be able to investigate hydrodynamics of a target without being

held back by the computational expense of a 3D laser model. The rays used in the

module trace simple straight paths depositing energy via inverse bremsstrahlung

(IB) as they travel, when they reach a material that is over-dense (can no longer

propagate) the module has 2 options; it can either deposit all of the energy via

idealized resonant absorption (“dumpall”) or the ray can be “reflected” at the critical

surface depositing a user defined fraction of its energy and follow the same trajectory

back continuing to deposit via IB. The rays do not refract, diffract or perform any

of the wavelike behaviour of light, it is a simple straight line model often used with

58



radial convergence. Figure 3.12 shows radial rays depositing the majority of their

energy near the critical surface, also visible is a 2D representation of the conduction

zone shown by the gap between the location where the rays deposit their energy

(≈ 550 microns) and where the ablation occurs (≈ 320 microns). The simplified

trajectories are designed to be computationally efficient, but this is at the expense

of accuracy.

The formula for inverse bremsstrahlung was derived in Section 1.2.4 to give

deposition,
dEL
ds

= −κIBEL (3.31a)

κIB =
e6

3ε30c(2πmekB)3/2

Z2nine log Λ

T 3/2ω2
L

(
1− ω2

p/ω
2
L

)1/2 (3.31b)

where EL is the energy in the laser, ln Λ is the Coulomb logarithm, Z is the ionic

charge state, ne is the electron number density, T is the electron temperature, ωL

is the laser angular frequency and ωp is the plasma frequency (see Chapter 4). In

Equation 3.31, the first fraction is all physical constants and the second fractions

parameters must be determined from the simulation. It is worth noting that as

Z → 0 so does κIB, meaning that a different mechanism is required for unionized

material. In reality, unionized material is rapidly ionized by high-powered lasers, so

it is common to put a lower limit on charge state (Zmin = 0.02 was used as default

for our model). For uniform illumination when Odin is run in cylindrical geometry

weights are applied to the ray’s energy depending on their start location.

3.8.2 Cold Start (Quiet Start)

Fluid codes are designed to model liquids, gases and plasmas (and other exotic states

like warm dense matter), the correction for a solid EoS is to reduce pressure to zero

in the region where a material would behave like a solid. The region of transition

between states are more difficult to model and ICF is commonly initiated at the

triple point for DT. For DT the solid, liquid, gas triple point is ≈ 18.7K (Grilly

[1951]) and this is the cryogenic temperature at which many ICF experiments are

started. The reason for starting at the triple point is to have a solid DT shell with

a gaseous DT fill. The difficulty arises when trying to simulate a material for a

long duration (many time-steps) at a transition region. The states should exist

in an equilibrium with very little pressure gradients and no bulk sublimation (or

the reverse process), however in simulations it is common for materials to slightly

deviate one way or another and without the exothermic or endothermic balance on
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a microscopic level the system can deform significantly.

Cold start (commonly referred to as “Quiet Start”, see Larsen and Lane

[1994a]) is a widely adopted method to force zero pressure in certain regions of the

EoS. The EoS itself is not modified since a DT gas beyond T ≈ 18.7K, should exert

a pressure therefore it is not wrong it is just numerically sensitive to fluctuations.

The method selected to prevent sublimation was to reduce pressure to,

pcold =
pi
2

(
1 + tanh

5(Ti − Tcut)
c

)
, (3.32)

where the pressure in a cell with cold start (pcold), is equal to the pressure taken

from EoS tables pi multiplied by a factor that tends to 1 as the temperature in the

cell Ti is greater than the temperature cut-off for the cold start Tcut with a user

defined factor c which controls the width of the tanh function. To ensure, under

cooling, no cell will re-enter cold start there is also a binary mask for the grid. Once

a cell has reached Ti = Tcut + 2c then the pressure is set to pi and cold start feature

is off for the rest of the simulation for that cell (no cell can re-enter cold start once

heated).

With the addition of the modules shown in this Chapter (including thermal

conduction, the diffusion operator for radiation transport, simplified ray tracing and

cold start). Odin is capable of simulating ICF implosions to a standard required

for experimental analysis and theory. Until a full 3D ray tracking and refraction

module is implemented Odin will not have predictive capabilities.
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Chapter 4

Theory: Hot Electrons

The introduction described mass ablation due to high energy lasers used to accelerate

targets. The ablated plasma follows a roughly exponential decrease in density as you

travel away from the target. Section 4.1 will describe the conditions and collective

behaviour in the plasma, the next section (4.2) will cover how plasma waves can

resonate and if undamped lead to laser plasma instabilities (LPI). Lastly, Section

4.3 examines attempts to characterize generated hot electron populations from PIC

simulations and experiments.

Presented in this chapter is a literature review of previously published work,

except Section 4.3 which includes figures and analysis of the impact of hot electrons

on shock ignition (SI) which is original to this Thesis. It is all presented as context

for original work in Chapters 5, 6 and 7.

Plasmas consist of free moving electrons and ions. If we assume a hydrogen

plasma in thermal equilibrium, the kinetic energy of the particles can be matched

so that, mev
2
e = miv

2
i → ve/vi = (mi/me)

1/2 ≈ 43 giving an electron speed ap-

proximately 43 times that of the ions. In laser driven ablation plasmas the ratio

can be much higher, as it is the electrons that absorb most of the energy from the

laser in a much shorter time (≈ 1/ωpe, Equation 4.2) than the electron-ion collision

time (≈ τei, Equation 1.20). Therefore, it is the fast moving electrons that act to

neutralize charge imbalance in the plasma. The scale this occurs over is called the

Debye length,

λD =

√
ε0kBTe
e2ne

. (4.1)

Interactions on shorter lengths than the Debye length are called “thermal” colli-

sions, which distinguishes them from the plasma’s collective behaviour that give

rise to plasma waves. If a small charge imbalance arises, the electrons will move to

neutralized but if undamped, they will overshoot and oscillate around the imbalance
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at the electron plasma frequency,

ωpe =

√
nee2

ε0me
, (4.2)

which is a standing wave. Damping takes the form of particle collisions that thermal-

ize (randomly distribute) the energy away from the oscillation or Landau damping

which accelerates electrons in the thermal population with speeds similar to a plasma

wave’s propagation speed also damping energy away from the wave (Kruer [2019]).

If an incoming light wave oscillates at the same frequency as the plasma,

collisionless absorption will transfer energy to the electrons. This is distinct from

the collisional absorption called inverse bremsstrahlung (Section 1.2.4). Equation

4.2 can be rearranged for the wave resonance that defines the critical density for an

incoming light wave with frequency ωL,

nc =
ε0meω

2
L

e2
. (4.3)

The resonant absorption of laser light that occurs at the critical surface transfers

laser energy directly into a small population of electrons (the part of the thermal

population that happens to oscillate near the laser frequency ωL). This population is

accelerated from a thermal distribution and so also has a near thermal distribution

but at a much higher temperature. They are often referred to as hot electrons.

This is the most direct method of creating a hot electron population from laser

light. However, laser light rarely reaches the critical surface in ICF plasmas due to

the dominance of inverse bremsstrahlung and refraction before reaching the surface.

The next two sections will investigate less direct ways of creating a hot electron

population.

4.1 Plasma Waves

Figure 4.1 shows frequency (ω) against wave-number (k) for electron plasma waves

(EPW, or langmuir wave), ion acoustic waves (IAW) and electromagnetic waves

(EM). The point EM meets EPW is the electron plasma frequency ωpe, it is at this

point that resonant absorption could occur between the waves. However, the plot

is normalized to the laser frequency in a vacuum, so laser energy will be focussed

at ω/ω0 ≈ 1. The laser propagates toward the target with wave-number kc/ω0 ≈ 1,

which defines the positive direction. As the light propagates up the density ramp

kc will become smaller, but ω will remain near constant. The EPW will increase

62



Figure 4.1: The 3-wave dispersion relation of a Maxwellian plasma interacting with
light. The three waves are the electromagnetic wave (EM, blue), the electron plasma
wave (EPW, green), and the ion-acoustic wave (IAW, red). The dispersion relation
depends on the plasma parameters, ne = 0.15nc, Te = 3.5keV, Ti = 1.7keV and
Z = 1 which is typical for LPI in ICF, except Z = 3.5 for the CH plastic material
ablated from the targets. The frequency and wave number have been normalised
with the laser wave frequency in a vacuum (for λL = 351nm), ω0 = ck0 = ωL. This
image is reproduced from Seaton [2019]

in frequency (as density increases) until resonance occurs at ωpe ≈ ωL and, k ≈ 0

which defines a standing wave at the critical density seen in Equation 4.3.

The equation governing the relationship between frequencies and wave-numbers

for EM waves in a plasma can be found from a linearized fluid or kinetic description

of the interactions (see Kruer [2019]),

ω2
EM = ω2

pe + c2|kEM|2 (4.4)

where ωEM and kEM are the frequency and wave-number of the EM wave and the

vacuum frequency (ω0 = ck0 = ωL) of the laser is distinguished from all the EM

oscillations that could occur in a plasma ωEM .

The EPW dispersion relation can be derived by linearizing the two-fluid

equations,

ω2
EPW ' ω2

pe + 3v2
th|kEPW|2 (4.5)

where v2
th = kBT/me which is the thermal velocity for electrons and kEPW is the

wave-number of the EPW wave. The equation is accurate for kEPWλD � 1. Where

EPW with kEPW > 0.25λD are strongly damped for a Maxwellian distribution.

The IAW can be derived in the same fashion as the EPW however IAW are

strongly damped by collisions with electrons unless Ti � Te. For kIAWλD � 1 the
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dispersion relation can be given as,

ωIAW ' cs|kIAW| (4.6)

where kIAW is the wave-number and cs is the speed of sound in the plasma,

cs =

√
ZkBTe + 3kBTi

mi
. (4.7)

Equation 4.6 is the same equation that governs sound waves. A more detailed

investigation of IAW can be found in Kruer [2019] or Williams et al. [1995].

Equations 4.4, 4.5 and 4.6 correspond to the lines drawn in Figure 4.1. Each

point on the line corresponds to an oscillation that would continue if undamped.

They do not describe how energy is coupled to the waves from the laser. There

are many mechanisms which couple energy to a plasma wave, including resonant

absorption the 2-wave interaction described above. The next section will describe

the most common 3-wave interactions for ICF (assuming energy starts in the EM

wave), although derivation of the growth rates is beyond the scope of this work.

4.2 Laser Plasma Instabilities

Considering Figure 4.1 the only way energy can be transferred from the laser with

ωL/ω0 ≈ 1 and kc/ω0 ≈ 1 to another wave is if the momentum, p = h̄k, and the

energy, E = h̄ω, are conserved. To balance energy and momentum, at least 3-waves

are needed (except resonant absorption at the critical density). The main 3-wave

interactions for ICF and their names:

EM→ EPW + EPW (two plasmon decay,TPD)

EM→ EM + IAW (stimulated Brillouin scattering,SBS)

EM→ EM + EPW (stimulated Raman scattering,SRS).

(4.8)

In 1D there is forward and backward SRS and backward scattering SBS, the direction

refers to the EM wave-number (where k > 0 is forward). A useful tool for identifying

a conservative interaction is to draw a parallelogram on Figure 4.1 where each corner

aligns with a line (blue, green or red) and one corner is on the origin. In order for

it to disperse energy from the laser one of the corners also must align with the laser

energy at ωL/ω0 ≈ 1 and kc/ω0 ≈ 1. This method and Figure 4.1 only consider

1D solutions, however LPI can balance k in 3D which gives rise to side-scatter SRS

and TPD. For TPD the resultant EPW are not parallel or anti-parallel to the initial
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laser propagation. Cross-beam energy transfer (CBET) which is common in ICF

is a special case of Doppler shifted SBS with energy transferred between two EM

waves travelling in opposite directions and creating an IAW to balance momentum

and energy.

For an SRS event that occurs at the nc/4 we can use Equation 4.2 to find,

ωEPW =

√
nce2

4meε0
=
ωL
2

(4.9)

this can be combined with energy conservation in an interaction, ω0 = ω1 + ω2 to

give,

ωL = ωEM + ωEPW = ωEM +
ωL
2

(4.10)

showing that SRS that occur near the nc/4 surface distributes energy evenly between

backscatter (EM) and hot electrons (EPW). SRS is the dominant LPI for SI (Seaton

and Arber [2020]; Rosenberg et al. [2018]) and it mostly occurs near the quarter

critical surface (but always at n < ncrit/4). In the rest of this Thesis it will be

assumed that hot electrons and backscattered light are given equal amounts of energy

unless otherwise stated.

Density scale length (Ln) is a key parameter that along with laser intensity

(I), electron temperature (Te) and density (n) indicate which LPI might dominate in

a plasma. LPI also relies on a full description of the laser (phase, polarity, etc.) and

other factors, making LPI growth and saturation very difficult to predict. Density

scale length is defined as,

Ln = ne/
dne
dr

(4.11)

where ne is the electron number density and r is the spatial dimension over which

the density changes. For SI the key parameters are commonly density scale length

Ln ∼ 500µm, intensity between I = 1015 − 1016W/cm2 and electron temperature

Te = 4keV.

LPI in general are non-linear interactions that occur on many scale lengths,

requiring collective behaviour and particle dynamics. They are very computation-

ally expensive to simulate on the scales seen in ICF. Experimental diagnostics and

Particle-in-cell (PIC) simulation can help diagnose the hot electrons (∼ EPW) and

backscatter light (EM) that they produce. The next section will briefly outline some

observed properties of the hot electron population and the inconstancies.
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Figure 4.2: (a) A cross-section of the target used in implosion simulations. The
capsule shell features a plastic outer layer (CH) ρ = 1.05g/cm−3, a DT inner layer
ρ = 0.25g/cm−3, and a DT gas filled core ρ = 0.06g/cm−3. (b) black, solid line
shows the laser power deposited due to IB and (“dump-all”) resonant absorption
of radial rays at critical density. This is equivalent to laser power emitted after
losses due to CBET, target convergence and SRS backscatter are considered and
the red, dashed line shows the time integrated power deposited (energy) equivalent
to ≈ 350kJ. As in Atzeni et al. [2019] the predicted laser power at the source
to achieve the implosion is between, 500− 700kJ which corresponds to laser-target
coupling of ∼ 50−75% typical of ICF and SI. The peak power of 220TW corresponds
to a laser intensity at ncrit/4 (≈ 1100µm) of I ≈ 1016W/cm2.
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(a) t = 12.2ns (b) t = 11.8ns (c) t = 11.8ns

Figure 4.3: Simulations investigating the effect of hot electrons on SI. Blue solid
lines are from a SI simulation without hot electrons. Orange dashed lines are from
a simulation without a SI spike. All simulations are run without alpha heating.
Green dash-dot lines are from a simulation which will be the base of a parameter
scan of hot electron characteristics. The base hot electron characteristics are beam
size corresponding to a uniform solid angle of 2π(2 −

√
2)/2 sr equivalent to a half

cone angle of 45◦, laser to hot electron conversion percentage 10% and temperature
of 40keV. (a) shows the density at peak compression, a simple measure of implosion
success, (b) shows the background electron temperature near peak velocity in the
cold fuel demonstrating hot electron preheat, and (c) shows the fluid pressure near
peak velocity. Also visible is the hot electrons’ effect on the SI shock (≈ 175µm,
green, dash-dot), spreading it over a larger length to appear more like a pressure
wave (as seen in the orange, dashed line).
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(a) t = 12.2ns (b) t = 12.2ns

Figure 4.4: The same simulations as Figure 4.3 but looking at the ignition pa-
rameters, (a) areal density and (b) ion temperature from Equation 1.5 during peak
compression. The maximum areal density decreases ≈ 15% when hot electrons are
simulated and again by ≈ 15% when the SI spike is removed, however there is very
little change in hotspot ion temperature. The areal density and ion temperature
of the SI simulation without hot electrons (blue line) is comparable to direct drive,
central hotspot ignition simulation seen in Craxton et al. [2015], (fig.3–5) which
achieves a gain of ∼ 50.

4.3 Hot Electron Characteristics

At the intensities of interest to SI, I ∼ 1015W/cm2 to 1016W/cm2 for laser wave-

length 351nm, hot electrons are predicted to have a thermal distribution with

20keV < Th < 100keV. The hot electrons are thought to be generated with a

total population kinetic energy between 1% and 30% of the incident laser energy

increasing with intensity (scattered light takes between 5% and 80%) Shang et al.

[2017]; Scott et al. [2021]; Coläıtis et al. [2016]. The most common notation in the lit-

erature is, η = Ehe/EL where Ehe is the total energy deposited by the hot electrons

and EL is the total emitted laser energy in the pulse (see Rosenberg et al. [2018]).

This measure is very sensitive to target geometry, and laser pulse shape. Due to

the variety of experiments being modelled and the practicalities of programming a

hot electron model, this Thesis will use a different metric. The instantaneous laser

to hot electron conversion fraction at the quarter critical surface ηqc (by definition

ηqc > η), is used as a user input into Odin and is directly comparable across laser

pulse shapes and target geometries. Values for ηqc are approximately within a range

0.01 < ηqc < 0.3.

There are many experiments aimed at investigating backscatter fraction, hot
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Figure 4.5: Hot electron characteristics parameter scan examining preheat at 12.0ns
(time-integrated preheat). Centralized is the blue dashed vertical line which indi-
cates the separation between hotspot and shell. The solid blue line is the base hot
electron characteristics shown in Figure 4.3, a uniform beam over a cone with half
angle of 45◦, laser to hot electron conversion percentage 10% and temperature of
40keV. Preheat is most deleterious in the cold fuel between 50− 75µm.
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electron energy fraction (η) and hot electron temperature (Th) for direct drive ICF

(a good summary can be found in Craxton et al. [2015]) but there is currently

no published studies reporting hot electron parameters for the plasma conditions

and intensities seen in SI ∼ 1015W/cm2 to 1016W/cm2 (Scott et al. [2021]). PIC

simulations on the relevant scales for SI are computationally expensive due to the

volume of plasma needed to model growth, saturation and pump depletion of LPI,

but attempts can be seen in Seaton [2019], Yin et al. [2012], Klimo et al. [2010]

and Myatt et al. [2014], to name some of the most relevant to ICF and SI. The

hot electron’s angular distribution is not well characterized by experiment, with

the only relevant experiment (Yaakobi et al. [2013]) giving an estimate of ∼ 1/4

of hot electrons incident on the target. PIC simulation (Seaton [2019]) shows a

large faction of the hot electrons are beamed. There is still a large uncertainty in

the angular distribution of the hot electrons and whether it is sensitive to plasma

parameters or laser intensity. For the purpose of this work, the hot electrons will

emit uniformly over a solid angle (cone) characterized by a half cone angle θ.

4.3.1 Parameter Scan Setup and Comparison Simulations

To investigate SI implosion sensitivity to a range of hot electron characteristics, a

parameter scan changing hot electron energy conversion fraction from laser energy

η, temperature Th, and cone angle θ was performed using Odin simulations (with

target and pulse shape based on Atzeni et al. [2019]) and the hot electron model

described in Chapter 5. The target layout and laser pulse shape are shown in

Figure 4.2 and will be used for SI simulations throughout chapters 6 and 7. The

parameter scan shown in this section differs from other SI simulations in this Thesis

as radiation transport was not modelled, and a lower radial resolution was used

(due to computational expense). The target is uniformly illuminated using the ray

model discussed in Section 3.8.1. The hot electrons are emitted from each ray at the

quarter critical surface (schematic in Figure 5.1) meaning that they too are incident

uniformly on the target. The entire implosion keeps close to spherically symmetric.

To evaluate the effect of hot electrons on a SI implosion, a comparison sim-

ulation without the final igniter shock was also simulated. The “worst-case” for SI

is that the hot electrons generated disrupt the implosion to the extent that the late

stage spike offers no benefit to achieving ignition.
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4.3.2 Base Hot Electron Simulation for Parameter Scan

Figure 4.3 shows the two comparison implosions and a “base” simulation for the

parameter scan with hot electron characteristics approximately in the middle of the

ranges predicted for SI, with a beam size corresponding to a uniform solid angle of

2π(2 −
√

2)/2 sr ≈ 1.84sr equivalent to a half cone angle of θ = 45◦, laser to hot

electron energy conversion at quarter critical 10% (ηqc = 0.1) and temperature of

Th = 40keV. Due to the uncertainty in hot electron characterization from exper-

iment and PIC simulation, the selection of hot electron characteristics could also

be made to cause a peak compression density halfway between the no hot electron

simulation and the “worst-case” mentioned above. The author is not claiming this

is the most likely hot electron population, it is just roughly in the middle of char-

acterizations seen in literature and when SI is simulated causes a peak compression

density in between the unaffected implosion and “worst case” implosion densities.

Figure 4.3 (a) shows density at peak compression, ≈ 12.2ns (near stagnation), but

capsule temperature (b) and shock pressure (c) at peak velocity 11.8ns a critical

time for SI as the igniter shock is about to collide with the hotspot back pressure

shock.

In the plot of areal density shown in Figure 4.4 (a) areal density of the

simulation with hot electrons is also halfway between the comparison simulations.

There is a reduction in peak areal density of 15% due to hot electrons and so using

the simple implosion metrics given in Equation 1.5, χ ∝ ρR, the degradation in χ

due to hot electrons is also ∼ 15% (since Figure 4.4 (b) shows ion temperature at

peak compression is almost unmodified by the hot electrons). To understand the

cause of the implosion degradation, it is useful to define target preheat.

4.3.3 Target Preheat

Preheat occurs when hot electrons from the high energy tail of the thermal distri-

bution penetrate into the cold fuel and deposit their energy. It is commonly quoted

as hot electrons with kinetic energy > 100keV (Rosenberg et al. [2018]). They heat

the cold fuel of the target before peak convergence, increasing the target adiabat

and reducing compressibility. Another definition more relevant for SI would be the

amount of hot electron energy that is deposited beyond the igniter shock. Preheat

is visible as the change of the capsule temperature in Figure 4.3 (b). The maximum

acceptable levels of preheat for a direct drive implosion is given in Radha et al.

[2016] as ∼ 0.1% of laser drive energy, which is ∼ 1kJ for a Megajoule laser pulse.

The limit ∼ 0.1% and an estimated cold fuel mass of ∼ 1.0mg can be used to give
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a preheat limit per unit mass of cold fuel ∼ 1.0kJ/mg which are the units used in

Figure 4.5.

4.3.4 Preheat Variation in Parameter Scan

Time integrated hot electron energy deposition is shown in Figure 4.5 for a capsule

starting to decelerate toward stagnation. The Figure shows the change in preheat

if the parameters: θ, ηqc or Th are varied from the “base” values one at a time

(an OAT parameter scan). Energy deposition between 50 − 75µm in Figure 4.5 is

particularly harmful as that is in the unshocked material at the edge of the hotspot.

The material at the edge of the shell is susceptible to melt/ablate into the hotspot

increasing hotspot mass and the energy required to ignite it (Coläıtis et al. [2016]).

All simulations that exceed ≈ 1kJ/mg at 50µm do not appear to benefit over the

“worst-case” implosion that is simulated without a SI spike.

Figure 4.5 shows that changing either hot electron beam size (θ) or total

energy fraction (ηqc) can cause very similar amounts of preheat. To calculate why,

we can investigate target geometry. During the SI spike (11.3 − 11.8ns) the radius

of the ablation front is ≈ 300µm and the quarter critical is ≈ 1000µm, giving a

target solid angle of ≈ 0.84sr (cone half angle 30◦) which means for the base hot

electron angular distribution (≈ 1.84sr) that ≈ 46% of hot electrons are initiated

pointing within the ablation front (capable of causing preheat, twice the amount

seen in Yaakobi et al. [2013]). When the angle of the cone is reduced to 30◦, as

denoted by the orange dashed line in Figure 4.5, then ≈ 100% of hot electrons are

initiated pointing within the ablation front and the line matches closely with the

brown dashed line corresponding to doubling the number of hot electrons. A similar

argument can be made for the alignment of the green dash-dot line solid angle π sr

and the purple line, which corresponds to half the total number of hot electrons.

The equivalence is not exact because hot electron energy that misses the target will

not increase shock pressure.

4.3.5 Parameter Scan Implosion Analysis

Figures 4.6, 4.7 and 4.8 plot peak compression density (a), peak velocity capsule

temperature (b) and pressure (c) as was done for the “base” simulation in Figure

4.3, but each displays what occurs when a different hot electron characteristic is

varied. Laser to hot electron energy conversion fraction ηqc is varied in Figure 4.6,

hot electron cone angle θ is varied in Figure 4.7 and, hot electron temperature Th is

varied in Figure 4.8. Each time, only one parameter is varied from the “base” value
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(a) t = 12.2ns (b) t = 11.8ns (c) t = 11.8ns

Figure 4.6: Parameter scan of hot electron energy fraction at quarter critical (ηqc),
where modification is made from the “base” hot electron characteristics simulation
shown in Figure 4.3. From peak compression density (a) it is visible that a ηqc = 0.4
(pink, dash-dot line) is worse than the simulation without a SI spike (orange, dashed
line) despite having a stronger shock in (c). Also visible is the increase in shell width
at peak compression as η increases. The background electron temperature in (b)
shows ηqc < 0.1 does not significantly preheat ahead of the shock at ≈ 150µm. The
igniter shock pressure (c) demonstrates that hot electrons can modify shock timing
ηqc = 0.4 (pink, dash-dot line).

(a) t = 12.2ns (b) t = 11.8ns (c) t = 11.8ns

Figure 4.7: Parameter scan of hot electron beam size where angles quoted corre-
spond to a half cone angle (θ). Emission is uniform over the cone/beam. Modifica-
tion is made from the “base” hot electron characteristics simulation shown in Figure
4.3. The target (defined by material within the ablation surface), when viewed from
quarter critical, occupies a solid angle of ≈ 0.84sr (cone half angle 30◦) meaning
that the green dash-dot line corresponds to the most deleterious angle. If the an-
gle were further reduced, the change in deposition would be small (although path
length and incident angle to the target would be reduced) since the dominant effect
of modifying beam size appears to be the fraction of hot electrons that are incident
on the target. An isotropic distribution of hot electrons would result in preheat four
times smaller than the purple solid line, which occupies a solid angle of ≈ π sr. More
drive energy would be wasted, so even an isotropic distribution would not improve
peak compression density much compared to that of the purple line.
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(a) t = 12.2ns (b) t = 11.8ns (c) t = 11.8ns

Figure 4.8: Parameter scan of hot electron temperature (Th), where modification is
made from the “base” hot electron characteristics simulation shown in Figure 4.3.
It is expected that a low hot electron temperature would improve shock formation,
but the green dash-dot line in (c) shows even a cold population is deleterious to
shock formation. This is not due to preheat as very little is visible in (b) but is
better explained by wasted laser drive energy from hot electrons not incident on
the target or not making up the density ramp to the ablation front. The peak
compression density shown in (a) is almost unaffected by the low temperature hot
electrons Th = 20keV. High temperature hot electrons Th = 80keV, purple solid line
appear to leave the shock front in (c) unaffected compared to the base characteristics
(red dotted line) and cause near uniform preheat throughout the target. The high
temperature population would be easy to model (with a straight line model or
preheat multiplier over the entire grid) due to its near uniform energy deposition
and would likely not prevent SI if ηqc < 0.05 or θ > 60◦ taking it below the 1kJ/mg
limit on Figure 4.5
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at a time (an OAT parameter scan). Each simulation corresponds to a line in the

preheat comparison shown in Figure 4.5.

All hot electron populations modelled in Figures 4.6, 4.7 and 4.8 have a

deleterious effect on the implosion, achieving ignition. It is possible to modify two

or more parameters to create a hot electron population that causes shock support

that outweighs the deleterious effects of preheat. Shock support is defined for SI

as the energy of hot electrons deposited behind the shock front. Some simulations

(Shang et al. [2017]) have shown that energy deposited in this region can drive the

igniter shock more efficiently. The parameters explored here show little explicit

shock support, however in Figure 4.7 (c) the strongest shock (of the hot electron

simulations) has the smallest cone angle. Shock timing modification is visible in

Figure 4.6 (c) where ηqc = 0.4 and is often attributed to either preheat or shock

support. Modification in shock timing is critical for SI and can compound the

deleterious effects of preheat if not accounted for. Chapter 6 will explore the role

hot electrons have on shock timing in more detail.

Figure 4.8 reveals the importance of a full kinetic particle tracking and scat-

tering model for hot electrons ∼ 40keV. Much hotter and uniform energy deposition

occurs, implying a large portion of the population deposit energy without scattering

(a straight line model could achieve high accuracy). Much cooler and the hot elec-

trons don’t penetrate to the ablation front, implying a diffusive model could provide

sufficient accuracy.
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Chapter 5

Application and Tests: Hot

Electrons

This Thesis presents original work to create a 3D Monte-Carlo hot electron model

for simulation in the hydrodynamic code Odin. The particle paths were tracked and

scattered in 3D space, but the resulting energy deposition is done on the 2D Odin

grid. Listing the sections in order and the contributions made by the author to

each: the application will be described in Section 5.1, followed by the tests used to

verify the model in Section 5.2. The application is split into path tracking (Section

5.1.1, which was work primarily done by Keith Bennett with some contributions

and bug fixes from the author); energy sampling (Section 5.1.2), deposition (Section

5.1.3) and scattering (Section 5.1.4) all of which were original work with some minor

contributions and bug fixes from development team; hot electron refluxing (Section

5.1.5) is not well quantified in the literature and the novel approach was implemented

by the author (with theoretical discussion from Philip Bradford); and the final part

of the application (Section 5.1.6) will cover possible future work. The test section will

be split into a test focused on checking energy deposition (Section 5.2.1), followed

by a test comparing scattering to the MCNP code (see Werner et al. [2018], Section

5.2.2).

5.1 Application

The aim of the project is to model hot electrons generated from LPI near the

quarter critical surface, propagate them to accurately capture energy deposition

(including preheat) and determine the effect they have on an implosion, especially

shock dynamics. Figure 5.1 gives a schematic of hot electron generation, scattering
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Figure 5.1: Top: Schematic demonstrating how hot electrons are generated from
laser rays at the quarter critical surface. Bottom: Odin diagnostic showing the
density of a solid plastic target (colour bar not shown) with electrons paths emitted
from a single ray overlaid (for more details on the target, see Chapter 6). The colour
axis refers to the hot electron path energy.
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and deposition in addition to an Odin diagnostic output. The method selected to

trace the particles is a hybrid scheme where alongside Odin’s charge neutral, fluid

of ions and electrons, there is a smaller population of non-local, kinetically modelled

hot electrons (which aren’t confined to a cell). The hot electrons also have a thermal

population, which is modelled with a number of mono-energetic macro-particles.

The creation of hot electrons breaks particle and charge continuity (it is a source

and their final stopping location is a sink). The size of the hot electron population is

small (< 1011 particles) compared to the number of electrons in a single cell (> 1015

particles) so the movement of mass is neglected in this approach. A return current

is inferred which locally preserves charge neutrality (Robinson et al. [2014]) but is

not modelled. The calculation of ohmic heating due to the return current in Section

5.1.3 demonstrates that it is small compared to the deposition of hot electron kinetic

energy and so its addition is left for future work.

There is a comprehensive particle tracking toolkit, called GEANT4 (Agostinelli

et al. [2003]), which can be coupled to a fluid code. This would provide state-of-

the-art kinetics, however it would mean that the fields generated by the particles

could not contribute to MHD in Odin. The field contribution has not been added

in this work, but its addition is seen as a critical future step for Odin’s hot electron

module, and so GEANT4 was not used. Field contributions will be discussed in the

future work Section 5.1.6.

The majority of the application section follows the literature with little modi-

fication, however there is no published work describing the addition of a reflux model

to a Monte-Carlo particle tracker in a fluid code as seen in Section 5.1.5.

5.1.1 Path Tracking

The particle tracking was performed in 3D, it required the rotation of the 2D Odin

domain and the mapping of the hot electron energy deposition output back onto

the 2D domain. Odin’s cylindrical polar “RZ” coordinate system is rotated about

the z-axis to create a mesh of hexahedrons (irregular cuboids). The total number

of nodes in the direction of rotation is defined by Nθ = (NrNz)
1/2 the number of

nodes in Nr and Nz. The faces of the hexahedrons that are in the radial plane

are all exact reproductions of Odin’s RZ plane and the other faces are created by

simply joining the vertices (cylindrical symmetry). Each cell in the RZ Odin grid

forms a discretized torus in 3D space, after the energy is deposited on the 3D grid

the rotation can be reversed (collapsing the torus to 2D) and the energy summed

around each rotation. The routine is written to operate with shared memory in

OpenMPI since the problem is not easily parallelized on distributed memory, the
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(a) (b)

Figure 5.2: (Left) Linear and (Right) logarithmic particle distributions. The his-
togram represents a 40 keV thermal hot electron emission distribution using Odin’s
direct sampler with 10,000 paths, each path is mono-energetic. Direct/Monte-Carlo
sampling gives each path an equal number of electrons and uses the cumulative
distribution function to weight initial electron energy.

rest of Odin is MPI parallel.

The path tracking updates the electron trajectory at mesh faces (of the hex-

ahedrons). The issue with updating only at mesh faces is that scattering will be less

accurate on poorly resolved grids when compared to the method described in Atzeni

et al. [2008]. If the particle trajectory is poorly resolved, the energy deposition will

also be less accurate.

5.1.2 Sampling

In Chapter 4 it was discussed that the hot electron populations can be modelled with

a Maxwellian distribution. In order to represent a Maxwellian, a number of mono-

energetic groups can be sampled from the particle distribution. As the number of

groups tends to the particle number, the accuracy of the sampling converges. The

energy taken from the laser path was split into the groups, each allocated an initial

energy per electron and a number of electrons. Since each group had a different

initial energy per electron they deposit energy and scatter at different rates, so each

group was allocated a separate path.

In Odin, the two methods of sampling are defined by: an equal number

of particles per group, with initial electron energies determined using inversion of

the particle cumulative distribution function (Monte-Carlo/direct sampling) or uni-

formly distributing groups across energy space, and using particle weighting to form

a Maxwellian (uniform sampler). The two options have complimentary strengths,

79



(a) (b)

Figure 5.3: (Left) Linear and (Right) logarithmic particle distributions. The his-
togram represents a 40 keV thermal hot electron emission distribution using Odin’s
uniform sampler between 0 and 300 keV with 10,000 paths, each path is mono-
energetic. Uniform sampling spread the paths uniformly in energy space (initial
electron energy) and use particle number weighting from the probability distribu-
tion function.

a uniform sampler covers energy space most effectively and is recommended for

1D/symmetric problems whereas the Monte-Carlo sampler allocates the most paths

to the region of the particle distribution that has the most energy, and it will give the

fastest convergence for asymmetric problems. The Maxwellian energy distribution

being sampled is,

f(x) = 2

√
x

πθ3
exp

(
−x
θ

)
, 0 < x (5.1)

where x = 1/2mv2, the kinetic energy of a particle and θ = kBT . Equation 5.1

is used to find the probability of a particle with kinetic energy x from a thermal

distribution defined by θ. The total number of particles in the distribution can be

defined,

Npart =
Etot
〈x〉

(5.2)

where 〈x〉 = 3/2kBT , the mean particle kinetic energy and Etot is the total energy

in the system (defined by the LPI).

Direct (Monte-Carlo) sampling is achieved through inversion of the cumula-

tive distribution function (CDF) to find each sample’s initial particle kinetic energy

x. Direct inversion of a CDF for a Maxwellian is given in Vujic [2008],

x = θ
(
− log ξ1 − log ξ2 cos2 π

2
ξ3

)
(5.3)
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where ξ are three independent pseudo-random numbers. The number of particles

per sample/group is equal and defined by,

Ni =
Npart

ngroups
(5.4)

where Ni is the number of particles in a group, Ndist is the total number of particles

(in a distribution), and ngroups is the number of groups per distribution. There

are two computational issues with this method, pseudo-random number generation

can be expensive and if a new particle distribution is required (non-Maxwellian)

the CDF must be inverted which can be non-trivial. Energy sampling done via the

Monte-Carlo, direct inversion method can be seen in Figure 5.2. As seen on the

logarithmic plot, there is a lack of paths representing the high energy electrons.

Uniform sampling is performed by,

xi =
xcut

ngroups
i (5.5a)

Ni = 2

√
xi
πθ3

exp

(
−xi
θ

)
Npart

ngroups
(5.5b)

where xi is the expected energy of a particle in group i, Ni is the number of particles

in a group, Npart is the total number of particles, ngroups is the number of groups

per distribution and the distribution must be sampled with an energy cut-off xcut.

For accurate sampling the cut-off should be sufficiently high to include the majority

of the distribution’s energy. For example a 50 keV thermal distribution of electrons

has ≈ 26% of particles above 100 keV energy per particle, but they carry ≈ 54%

of the distribution’s energy, for many simulations this would represent too much

of the population unaccounted for. The same distribution has < 1% of particles

with energy over 300keV and they carry ≈ 3% of the distribution’s energy. Figure

5.3 shows uniform sampling, and it’s strength in comparison to direct sampling in

Figure 5.2.

5.1.3 Energy Deposition (Stopping Power)

Energy deposition is discretized per cell. The model used is reduced from a full

physics kinetic model, as there is no collective behaviour or return current. A rough

calculation of return current and ohmic heating can be estimated using Figure 5.3 for

the hot electron number emitted in ∆t ≈ 0.1ps which is ne ∼ 1011 and information

about the surface they were emitted from A ∼ 2π × 1mm × 20µm ≈ 10−7m2. The
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surface is similar to Figure 5.1 where the cell width at quarter critical is ≈ 20µm

and the quarter critical surface is at ≈ 1mm but in cylindrical polar coordinates

giving the factor 2π. The current density of the hot electrons is,

jh =
ene
At

= 1012[Am−2]. (5.6)

Following the method shown in Robinson et al. [2014], this current density will

generate an electric field at the rate,

E

t
= − 1

4πε0

∫
jdΩ ≈ −jh

ε0
≈ 1012[Vm−1ps−1] (5.7)

within picosecond the field strength would be large enough to stop MeV hot electrons

(assuming a wide hot electron beam angle). Hot electrons have been observed, so a

return current, jb must be created that cancels the hot electron current (Bell et al.

[2006]),

jh + jb = 0. (5.8)

The return current cancels locally otherwise large magnetic fields would be gener-

ated, that are not observed. Using a plasma resistivity, η ∼ 10−7 and ohms law the

resistive electric field is,

E ≈ −ηjf ≈ 105Vm−1 (5.9)

which results in ohmic heating of (power P per volume V ),

P

V
= −ηj2

f = 1017Wm−3 (5.10)

which is equivalent, at solid density, to ∼ 1J/mg or ∼ 0.5eV. This amount of ohmic

heating from the return current and hot electrons is not significant compared to the

∼ 1kJ/mg that the hot electron deposit from their kinetic energy. The deposition

depends only on fluid properties and the 3D path length. The equation of energy

deposition (stopping power per unit distance travelled) dE/dr is the same for all

states of matter and is given by,

dE

dr
= − nee

4

4πε2
0mec2β2

Ld (5.11a)

Ld = ln
pv√

γ + 1h̄ωp
− ln 2

2
+

9

16
+

(1/2) ln 2 + 1/16

γ2
− ln 2 + 1/8

γ
(5.11b)
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notation from Robinson et al. [2014] but equation from Seltzer and Berger [1984],

where ne is the electron number density (bound and free), γ, v and p are the

relativistic parameter, velocity and momentum of the hot electron, ωp is the plasma

frequency (applying Equation 4.2 but ne corresponds to all electrons bound and

free). Ld is a dimensionless parameter called the drag term. At lower electron

energies, it is called the Coulomb logarithm and assigned the symbol ln Λ. The

equation does not account for bremsstrahlung or atomic binding energies.

For ionized material, Equation 5.11b relies on the approximation that the

hot electrons have kinetic energy several times greater than the average background

population (mev
2
h > kTe). For a Maxwellian distribution of hot electrons at Th =

40keV and a coronal plasma at Te = 4keV not all the electrons will fulfil this

requirement (≈ 15% of the energy in the Th = 40keV Maxwellian distributions is

below 15keV) however the low energy hot electrons deposit their energy within a

single cell, meaning accuracy at low energies is less important to the hydrodynamics

(the same argument can be applied to higher energy hot electrons as they cool, and

their kinetic energy approaches that of the background population).

For unionized material, Equation 5.11b is only true if the hot electrons are

highly relativistic, due to the approximation used for the density effect, an effect

which was first published in Fermi [1940]. The density effect corresponds to a

reduction in energy deposition due to the material polarization modifying the electric

field of the incident particles. In general, the density effect is measured empirically

and then fit numerically using an implicit calculation of the electron excitation

states. The approximation used in this work starts with,

Ld = ln

(√
γ + 1

E

Iex

)
− ln 2

2
+

1

16
+

(1/2) ln 2 + 9/16

γ2
− ln 2 + 1/8

γ
− δ

2
(5.12)

in place of Equation 5.11b and uses,

δ

2
→ ln

(
γh̄ωp

Iex

)
− v2

c2
v → c (5.13)

(as seen in Solodov and Betti [2008]; Robinson et al. [2014]), to remove the de-

pendency on Iex, the mean electron excitation energy, from the stopping formula

resulting in Equation 5.11b. The model is only accurate when γh̄ωp � Iex. For

solid density plastic γh̄ωp ≈ 15eV and Iex ≈ 60eV (Davies [2002]) so unless the

material is ionized the electron will need γ � 4.

A further approximation, is that hot electrons travel instantaneously, within

a single hydrodynamic time step, distance travelled and electron velocity are used to
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discretize Equation 5.11. The impact of the issue for ICF is thought to be small, and

the fix is computationally expensive, so the instantaneous approximation is upheld

by this Thesis, but further correction is left to future work. This approximation also

affects the scattering.

5.1.4 Scattering

Hot electron scattering is discretized by the mesh faces, the equation below shows the

change in RMS scatter angle per unit distance travelled d
〈
θ2
〉
/dr from interaction

with a fully ionised fluid,

d
〈
θ2
〉

dr
≈ nee

4

2π(ε0pv)2

[
(Z + 1)Ls −

1

2
ln
γ + 3

2

]
, (5.14a)

Ls ≈ ln
2λDp

h̄
− 0.234− 0.659

v2

c2
,

2λDp

h̄
� 1, (5.14b)

taken from Robinson et al. [2014] the equation also follows a similar form to Equation

5.11, where λD is the Debye length for the plasma and Ls is specific for a hot

electron moving through fully ionized material. The Debye length is given by, λD =√
ε0kBT/nee2. Scattering due to free electrons can be ignored for most materials

as it is small compared to the ion contribution, except in hydrogen; the last term

in the square brackets accounts for hot electron - free electron scattering. There

is no electron binding energy correction to scattering, since scattering from nuclei

dominates. Equation 5.14 assumes that all materials the hot electrons interact with

are fully ionized, which is not correct, especially in the cold fuel. For unionized

material the only difference to Equation 5.14 is that the screening potential λD is

changed to a the atomic radius. There is no equation given in Robinson et al. [2014]

for partially ionized materials, but an approximation which relies on tabulated ion

radii which is left for future work. The effect is small since the term is within

a logarithm and during the late stages of an implosion (when hot electrons are

emitted) even the cold fuel which is not fully ionized is at a temperature of several

eV (see Figure 4.3 (b)) where λD ∼ a.

Equation 5.14 is only true for multiple small scatterings, for the implementa-

tion described above this is dependent on mesh resolution and hot electron energy.

The lower the hot electron energy, the greater the required mesh resolution to de-

termine particle trajectory. However, at lower hot electron energies and lower mesh

resolutions, deposition is more likely to be correct since the trajectory need not be

as well-defined. Most low energy electrons stop within the first cell, making sub-cell
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trajectory irrelevant in many cases. If a grid is well resolved in one direction but

not in another, this may lead to significant scattering and deposition errors given

the implementation.

To calculate the half cone angle from RMS angle we use,

〈
θ2
〉
≈ arccos

(
cos θcone + 1

2

)2

, (5.15)

which can be inverted algebraically and has a maximum error of 3% for angles〈
θ2
〉
< pi/2 when compared to,

〈
θ2
〉

=
2θcone sin θcone − (θ2

cone − 2) cos θcone − 2

1− cos θcone
(5.16)

the correct derivation for the RMS angle of a uniform cone. Equation 5.14 is only

correct for multiple small scatterings, and the approximation is more accurate as

θcone → 0. It is possible for
〈
θ2
〉
> π/2 or even worse

〈
θ2
〉
> π, since the calculation

has been used over large distances. To resolve this issue 0 < θcone) < π is enforced

(the upper limit corresponds to uniform scattering over a solid angle 4π).

Scattering is carried out over a solid angle relative to the electron’s velocity

vector. Unbiased 3D vector rotation from a random starting direction vector is

non-trivial. The initial direction of the hot electron’s velocity is described by angles

θ and φ adhering to the physics convention; the scattering angle will be given by

polar rotation 0 < α < θcone and azimuthal rotation 0 < β < 2π which can be

distributed uniformly using two-pseudo random numbers and an algorithm described

in Fong [2019]; Reynolds [2017]. The scattering rotation is done in 3 steps which

were reduced in Maple (Maplesoft [2019]) before adding to the code. First the initial

vector is rotated to align with (0, 0, 1) (in spherical polar coordinates using rotations

θ and φ), then the result is scattered by α then β, finally the scattered vector is

rotated back by θ and φ. The resulting vector is scattered by an angle α from

the initial vector, but about a random axis defined by β. The reduced form of the

rotations is,cos (φ) cos (θ) cos (β) sin (α)− sin (β) sin (φ) sin (α) + cos (φ) sin (θ) cos (α)

sin (φ) cos (θ) cos (β) sin (α) + cos (φ) sin (β) sin (α) + sin (φ) sin (θ) cos (α)

− sin (θ) cos (β) sin (α) + cos (θ) cos (α)


(5.17)

which can be tested in the limit of small scattering where sinα = sinβ = 0 and

cosα = cosβ = 1 the initial vector direction is retrieved.
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(a) (b) (c)

(d) (e) (f)

Figure 5.4: 40 keV thermal hot electron energy distribution for 45◦ (top) and 27.5◦

(bottom) half cone angle. The distribution was taken at the edge of the simulated
domain which was ≈ 10mm for this snapshot. Uniform sampling between 0 and 300
keV with 10,000 paths, each path is mono-energetic.

5.1.5 Reflux

This Thesis would like to acknowledge the theoretical guidance and references pro-

vided by Philip Bradford on the topic of hot electron reflux. Hot electrons travel

along 3D paths until they deposit all their energy or leave the simulation domain.

The amount of hot electrons leaving the domain depends on many factors. However

it is clear that the domain will become charged if electrons leave at a faster rate than

ions (assuming hydrogen ions). As the domain or target becomes charged there are

three mechanisms restoring equilibrium, a return current through the experimen-

tal apparatus holding the target (stalk), outflow of ions, and the returning flow of

hot electrons (reflux). The first of these mechanisms is described by Sinenian et al.

[2013] for ICF relevant experiments, target discharging is expected to occur on a 1ns

timescale. Ion (charged plasma) outflow is considered in 1D by Mora [2003] where

reflux potential is related to the temperature of the escaping population. Hot elec-

tron reflux has been examined in several experiments varying from reduced models

(Armstrong et al. [2019]) to more complete models (Poyé et al. [2015]), the former

successfully applies a reflux model similar to the one presented below. Although

there has been much work into the amount of refluxing that occurs the literature
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is dominated by target normal sheath acceleration at regimes too high energy and

short pulse to be relevant for this model. Wilks et al. [2001] shows that on short

timescales (shorter than return current) the electric field E can be approximated

by,

E ≈ Thot
eL
≈ Thot
eλD

(5.18)

where Thot is a hot electron temperature and the plasma scale length L is approx-

imated as the Debye length λD. Resulting in a potential barrier of size Thot[eV] ∼
V[eV]. Although for ICF and shock ignition the timescales considered are not short

compared to the return current, the hot electron reflux approximation is added as

a user option.

The reflux cut-off energy was thus selected as the temperature of the escape

distribution seen in Figure 5.4. An approximation of Tescape = Tinitial = Ecutoff was

made, resulting in a reduced reflux model that can be applied to the Monte-Carlo

particle tracker without fine-tuning by the user.

5.1.6 Future Work

During the description of the model several improvements were defined as future

work. These include the improvement to: hot electron stopping increasing the

range of validity of the density effect approximation (Equation 5.13), the scattering

model assuming fully ionized background material, removal of instantaneous travel

approximation, sub-cell scattering for hot electron paths and improvements to the

reflux model to accurately capture electric potential. In addition to these, the model

currently lacks electric and magnetic field creation and interaction.

Electric and Magnetic Field Interactions

To summarise, the missing physics can be split into two sections: fields created

by the fluid (background fields) that the hot electrons interact with and the fields

created by the hot electrons. Odin has an MHD module, the fields created should

modify the hot electron trajectories. The motion of hot electrons will also modify

the electric and magnetic fields. The resistive heating created by the return current

(approximated by Equation 5.10) is small compared with the hot electron heating,

but can be added to improve the model. This is a coupled system with many

interacting parts, and the physics is not limited to the phenomena listed here.
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Figure 5.5: Direct comparison between Odin hot electron deposition (black line) to
Fox [2014] (green dots) of 1D hot electron energy deposition for a Maxwellian beam
at 30keV. The hot electron beam travels from a low density region, 0.1g/cm3 on the
left to a high density, 10.0g/cm3 region on the right with the material boundary at
50µm. The total energy deposition error compared to prior work was L1 < 0.4%.

5.2 Tests

The tests listed below aim to evaluate the correct implementation of hot electron en-

ergy deposition in Section 5.2.1 and scattering in Section 5.2.2. The work presented

is original work for this Thesis.

5.2.1 Deposition Test

A simple 1D hot electron deposition test presented in Fox et al. [2013] and Fox

[2014] but originally in Gus’kov et al. [2012]. Replication of the test can be seen

in Figure 5.5. Hot electrons deposit energy into a dense slab of material, starting

at 50µm with low density plasma before. The test ensures hot electron transport

through low density regions and accurate stopping. Energy deposition matches Fox

[2014] to L1 < 0.4% (see Equation 3.29 for definition of Lp Norms). This level of

agreement for a Maxwellian distribution of hot electrons tests both the sampling

and the deposition in Odin.
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Figure 5.6: Code comparison to Werner et al. [2018]. (Left) Problem setup, a colli-
mated electron beam with a thermal distribution of electrons at 40keV enters dense
uniform material (ionized ideal gas hydrogen, at 1g/cm3 and 7eV) centred on the
point Z = 0, R = 0 and a beam width of 200 microns (simulation grid was 200x200
cells). (Right) Amount of energy deposited per source particle averaged radially, the
black line is MCNP’s energy deposition (rescaled 30% so that deposition at 1000µm
is the same), the orange dashed line is Odin’s hot electron energy deposition with
scattering, and the blue line is Odin’s hot electron deposition without scattering.
There is a significant difference in the amount of hot electron dispersion that oc-
curs, which is partially due to MCNP’s improved trajectory updating with sub-cell
resolution.

5.2.2 MCNP Code Comparison: Scattering Test

Scattering is tested with a collimated hot electron beam with temperature 40keV

hitting a uniform slab of material, shown in Figure 5.6. The hot electrons scatter and

deposit energy across the slab. The rate at which energy deposition reduces in the Z

direction tests the dispersion of hot electrons over distance travelled, and therefore

the scattering routine. The comparison model from MCNP seen in Figure 5.6 relies

on atomic scattering, whereas Odin assumes fully ionized background material, so

the screening distance for nuclei is different. The screening distance for MCNP is

the atomic radius a0 and for Odin is the Debye length λD (as seen in Equation

5.14b). At the point of overlap for the two models a0 = λD(T ) which can be used

to find the temperature at which the fully-ionized and atomic scattering models

should agree (see Equation 4.1). For ρ = 1g/cm3 hydrogen, ne ≈ 6.0 × 1029m−3

89



with an empirical atomic radius, a0 ≈ 25.0 × 10−12m the models should match

at T ≈ 7eV which was used as the temperature for these simulations. Figure 5.6

shows that exact agreement is not achieved, this could be due to two main factors;

Odin’s scattering and deposition is not as accurate as the routine seen in MCNP

Werner et al. [2018] due to trajectory updates only occurring at mesh faces; and the

approximation of the density effect (Sternheimer et al. [1984]) in Equation 5.11b

which is most accurate for highly relativistic electrons and/or ionized material (see

Section 5.1.3). The material in this simulation is not ionized nor are the hot electrons

highly relativistic, which likely contributed to the disparity in energy deposition in

Figure 5.6 (at Z = 1000µm) which required rescaling of Odin’s energy deposition

by 30%.

Energy deposition was tested against published results in Section 5.2.1 which

gave close agreement (error < 1%) for an ionized material. Future work for this

project is to improve accuracy of the scattering and deposition formula used in

Odin for unionized material. This involves the addition of an approximation of the

density effect that has a wider range of validity than Equation 5.11b and a smooth

transition between screening distances (atomic radius and Debye length) as charge

state increase in Equation 5.14b (see Robinson et al. [2014]).
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Chapter 6

NIF Solid Target Experiment

The National Ignition Facility (NIF, Miller et al. [2004]) is the largest laser facility

in the world. It has not yet achieved ignition and although not designed to work

in the same direct drive configuration as shock ignition (SI), there are simulations

showing an alignment called polar direct drive (PDD) could be used to ignite a

SI implosion (Anderson et al. [2013]). Scaled down SI experiments have shown

that laser plasma instabilities (LPI) are a significant unknown not captured in the

hydrodynamics, which can reduce laser drive and degrade implosion performance

(Theobald et al. [2012]; Nora et al. [2015]). LPI lead to laser backscatter, and hot

electron generation. The wasted drive energy that laser backscatter causes can be

modelled effectively, however the impact of the hot electron population is less clear.

Hot electrons are predicted to cause target preheat and reduce compression critical

for ignition (Coläıtis et al. [2016]; Rosenberg et al. [2018]; Radha et al. [2016]) but

depending on the hot electron temperature, they also may lead to more efficient

drive and stronger shocks (Betti et al. [2008]; Shang et al. [2017]).

Experimental characterization of a hot electron population in the 1015 −
1016W/cm2 intensity regime relevant to SI is presented in this chapter. The hot elec-

tron population was diagnosed in a PDD experiment at the NIF, using a solid plastic

(CH) target rather than a hollow implosion capsule. The hot electron population

was observed with a thermal distribution of energies at a temperature Th = 56keV,

and a total population kinetic energy of 35kJ. The latter corresponding to an in-

stantaneous laser energy conversion of 20% at the quarter critical surface (ηqc = 0.2,

laser to hot electron energy fraction at ncrit/4 or η = 0.043) during the high inten-

sity peak of the laser pulse shape. The solid target experiment was simulated using

Odin and agreement with experimental diagnostics was achieved. The hot electron

characteristics were then applied to a SI simulation to investigate the implosion’s
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susceptibility. This Thesis finds that hot electrons heat volumetrically beyond the

ablation front and modify shock timing by changing energy transport. More than

preheat or shock support, it is the depth the electrons penetrate and deposit their

energy that effects shock timing. The modified energy transport and shock timings

were observed in both the experimental simulation and the SI simulations. In addi-

tion, preheat and shock timing offset were detrimental to achieving ignition in the

SI simulations, although some mitigation could be achieved with a delay of the SI

spike in the laser pulse.

In Section 6.1 some context is given for why the experiment was done. Section

6.2 describes briefly the experiment, although more detail is found in the pre-print

experimental paper, Anderson and Theobald [2021]. The next section (6.3), uses

Odin to simulate the experiment and match experimental observations. Section 6.4

describes how the experimentally diagnosed hot electrons are applied to SI simu-

lations, and the final section (6.5) analyses the simulations. This Thesis presents

original work in the simulation presented below for analysis of the NIF strong shock

solid target experiment (SSS). The use of experimental hot electron characteriza-

tion being applied to SI simulations is also original work. The author would like to

acknowledge the work of the experimentalists and collaborators Wolfgang Theobald

and Ken Anderson alongside the experimental team at the National Ignition Labo-

ratory. The work is being written for submission to Physics Review Letters.

6.1 Background

The National Ignition Facility (NIF) Miller et al. [2004] is investigating polar direct

drive (PDD) inertial confinement fusion (ICF) to achieve more efficient coupling of

laser energy to the target (Skupsky et al. [2004]; Collins et al. [2012]; Hohenberger

et al. [2015]; Radha et al. [2016]). In direct drive ICF (Craxton et al. [2015]), laser

ablation drives the capsule and the inertia of the capsule wall confines the implosion

for the required nanosecond time-scale to achieve thermonuclear burn. Central

hotspot ignition (Atzeni and Meyer-ter Vehn [2004]) relies on the capsule wall to

carry the kinetic energy necessary to initiate isobaric ignition in the gas filled core.

To create a burn wave in the colder capsule wall, an areal density of 0.3g/cm2 must

be achieved to reduce energy losses (Rosenberg et al. [2018]). The compressibility

of the target is increased by cryogenically cooling it before the implosion and shocks

are used to increase pressure and density near adiabatically. SI (Betti et al. [2007];

Theobald et al. [2008]; Ribeyre et al. [2008]; Perkins et al. [2009]) separates the

assembly from the ignition phase with a late stage shock, leading to non-isobaric
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Figure 6.1: (a) GXD data showing the shock propagation. (b) FFLEX data showing
x-ray bremsstrahlung temperature used to infer hot electron temperature (Th =
56keV) and total kinetic energy (35kJ) overlaid. National Ignition Facility (NIF)
direct drive solid target strong shock (SSS) experiment N190204-002. Measurement
of X-ray emission using the filter-fluorescer diagnostic system (FFLEX, McDonald
et al. [2004], in the range 20− 500keV). The peak intensity of the laser at quarter
critical is I ∼ 1016W/cm2.

hotspot ignition. The SI shock requires an increase in laser intensity above that

used in the drive phase, often exceeding the 1015W/cm2 limit (Myatt et al. [2014])

where laser plasma instabilities are thought to dominate laser absorption. Sub-scale

experiments and scaling simulations have been carried out (Palaniyappan et al.

[2020]) however the physics of LPI depend on plasma density scale length and laser

intensity making them scale dependant (Kruer [2019]; Rosenberg et al. [2018]).

LPI generate hot electrons that can penetrate the target and preheat material

ahead of the shocks, reducing the compressibility and preventing ignition. Deter-

mining the hot electrons’ temperature and laser energy fraction (Bell and Tzoufras

[2011]; Gus’kov et al. [2012]; Batani et al. [2014]; Rosenberg et al. [2018]) determines

whether they will cause harmful preheat (Nicoläı et al. [2014]; Coläıtis et al. [2016])

or be beneficial in shock creation (Betti et al. [2008]; Shang et al. [2017]). The

balance of these factors rests on the characterization of the hot electron population.

From linear theory, stimulated Ramen scattering (SRS) (Liu et al. [1974])

and two plasmon decay (TPD) (Simon et al. [1983]) are expected to be the dominant

LPI at this intensity. However, both particle-in-cell (Seaton and Arber [2020]) and

experimental observation of backscatter light (Rosenberg et al. [2018]) indicate that

SRS pump depletes other LPI and is responsible for the majority of hot electrons

93



generated. Simulation of LPI has been attempted in fluid codes (Coläıtis et al. [2015,

2016]) however experimental observations currently lead theory in distinguishing the

dominant LPI mechanisms, meaning there is benefit to reducing the LPI model and

simulating the experimentally diagnosed hot electrons which are predicted to impact

the implosion.

6.2 Simulation to Match NIF SSS Experiment

This Chapter presents the combination of nanosecond time-scale, 1015−1016W/cm2

intensity regime experimental characterization of hot electrons carried out on the

NIF with a fluid simulation including an integrated 3D hot electron Monte-Carlo

deposition and scattering model. Furthermore, we apply the hot electron character-

ization to near ignition scale implosions thought to be achievable with PDD on the

NIF.

The hot electron characteristics used in this Chapter are based on diagnostics

from a NIF direct drive strong shock solid target (SSS) experiment (N190204-002).

The experiment featured a 1100µm plastic target, and a 800kJ laser pulse with peak

intensity in excess of 1015W/cm2. The aim of the experiment was to investigate the

effect of hot electrons on the formation and propagation of spherically convergent

strong shocks relevant for SI. Figure 6.1 shows droop corrected, gated x-ray detec-

tor data (GXD, Kyrala et al. [2010]) indicating shock position and filter-fluorescer

diagnostic system (FFLEX, McDonald et al. [2004]) hot electron characterization

(McDonald et al. [2004]).

The experiment was simulated using Odin, a 2D radiation-hydrodynamics

ALE code, and its 3D Monte-Carlo hot electron tracking routines. The deposition

and scattering routines are based on Robinson et al. [2014] (Seltzer and Berger

[1984]; Atzeni et al. [2008]). The reduced laser and LPI model were used to gener-

ate hot electrons at quarter critical surface (ncrit/4). Coronal physics was reduced

with the aim of reproducing experimental observables, not the full physics of LPI

and thus removing the largest unknown. In addition, the laser rays are modelled

as simple radial paths that do not refract or diffract but deposit energy via inverse

bremsstrahlung and idealized resonant absorption (depositing all remaining energy

at critical density). These reductions allow input of experimental hot electron char-

acteristics and the simplified driver makes the observation of their effect on the

target and shock clear.

Hot electron angular distribution was not measured at the NIF SSS experi-

ment and represents the largest unknown in this work. A uniform distribution over
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Figure 6.2: (a) Inverse pressure length scale (d(lnP )/dr) showing the shock propa-
gation in the simulation and the red circles representing the shock timing extracted
from Figure 6.1 with corresponding error bars. (b) Power emitted: dashed black
is the experimental measure, solid black is the simulation after CBET and SRS
backscatter and red solid is the hot electrons, equivalent to 35kJ.

a full cone angle of 90◦ was used. The value is in broad agreement with prior ex-

periment and simulation seen in Yaakobi et al. [2013]; Coläıtis et al. [2016]; Seaton

and Arber [2020] however there is no consensus and for diffusive hot electrons an

isotropic distribution was preferred in Betti et al. [2008]; Perkins et al. [2009]; Nora

et al. [2015] or a 180◦ uniform distribution in Theobald et al. [2012] which did not

feature scattering. The hot electron temperature was set at 55keV, and sampled

with 200 energy bins per laser ray. The energy fraction taken from the laser at

ncrit/4 was 20% giving the 35kJ observed in Figure 6.1.

6.3 Analysis of NIF SSS simulation

Figure 6.2 shows the simulation and experimental shock timing. Close agreement

was achieved with a flux limiter of 6%, a CBET backscatter multiplier of 40% loss

and an SRS backscatter term of 20% at ncrit/4 during the high intensity part of the

laser profile matching the hot electron energy fraction. The free parameters are not

uniquely constrained by the experiment, as an increase in shock pressure achieved

by increasing the CBET multiplier can be offset by reducing the flux limiter and
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(a) (b)

Figure 6.3: (a) Shows the density profile of the target in black and the hot electron
deposition in red. The critical surface is at ≈ 1050µm, the ablation front is at
≈ 900µm but between 850 − 900µm there is a hot electron pressure front. (b)
Comparison of the density profile (black) and pressure profile (red) for simulations
with (solid) and without (dashed) hot electrons. The change in shock timing is
approximately equivalent to 0.1ns at this point, but will be 0.3ns by the time the
two shock coalesce. After coalescence, the shock will travel at the same velocity
(with the same pressure) as the simulation with hot electrons.

vice versa. The driver for the shock in this model is not accurate as the ray tracing

has been simplified to a radial ray model but matching shock timing means that

the radiation-hydrodynamics that occurs within the target should be representative

of the experiment and so should the impact of the hot electrons. SRS is predicted

to dominate over TPD when the intensity exceeds 1015W/cm2 (Seaton and Arber

[2020]; Rosenberg et al. [2018]) and the FABS diagnostic used in the experiment

reinforce the theory seen in PIC simulation Anderson and Theobald [2021].

From 3ns onward in Figure 6.2, hot electron preheat is visible, and also

in Figure 6.3, which are snapshots of the same simulation from 4ns. Figure 6.3 (b)

shows two shock fronts the second of which is created due to the increase in power at

3ns but the second shock was not formed when hot electrons were simulated. Instead,

hot electrons transfer their energy past the ablation front and support the existing

shock pushing it ahead in time. When the two shock fronts have coalesced at 5.7ns

(at a radius of ≈ 500µm) there is a 0.3ns timing difference between the shocks in

the two simulations which is maintained until peak convergence (as the shocks have

the same velocity and peak pressure). Due to the size of the error bars on the shock

timing measurement (Figure 6.2) both simulations with and without hot electrons

are compatible with the experimental diagnostics. There are two factors effecting
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shock timing, hot electrons volumetrically applying pressure behind the shock front

and preheating ahead. The hot electron temperature or sampling can be modified

to remove preheat revealing that hot electron energy deposited behind the shock is

responsible for the change in shock timing. Figure 6.3 (a) demonstrates that the

majority of hot electron energy is deposited behind the shock front. Critically the

simulations demonstrate that hot electrons deposit their energy over an area between

the ablation front and shock front, volumetrically heating and supporting the shock,

in addition they modify the density profile expanding the outer edge of the target.

Hot electrons support the shock to the same total shock strength as simulations run

without hot electrons (after they coalesce at 5.7ns), implying the change in shock

timing is due to a modified energy transport mechanism not an increase in shock

strength. If SRS backscatter is removed, the shock strength can exceed that of the

simulation without hot electrons as described in Shang et al. [2017]. Shock support

is more likely in a TPD dominated model (or where the hot electron beam size is

narrow, and the hot electron temperature is low). The amount of support provided

by hot electrons depends on the free parameter: angular distribution, which was not

observed in the experiment. The narrower the emission angle the greater the shock

size and the wider the angle, the less the effect of the hot electrons.

6.4 Shock Ignition Implosion Setup

The observations above are important for energy transport on nanosecond scales in

the 1015−1016W/cm2 intensity regime. Specifically, the interaction of hot electrons

with the shock front gives a unique insight into near ignition scale hot electron

energy transport for SI (and electron shock ignition) which bears great relevance

for PDD experiments on the NIF. The hot electron characterization is applied to

a near ignition implosion, which is representative of what might be expected with

NIF PDD.

The reduced ray and LPI model is used for the implosion as it is not intended

to be predictive, however the result should make clear the importance of accurately

modelling hot electrons in the 1015 − 1016W/cm2 intensity regime. The implosion

target and laser profile, seen in Figure 4.2 were selected from Atzeni et al. [2019] for

it’s similarity to the NIF SSS experimental pulse shape. SI simulations here differ

from Chapter 4.3 in the use of better resolution, radiation transport and a higher

peak power of 300TW for the SI spike (not the 220TW seen in Figure 4.2). A large

adiabat implosion (α ∼ 4) was used as it is expected in PDD experiment to improve

robustness to hydrodynamic instabilities (Tabak et al. [1990]). In addition, alpha
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Figure 6.4: Hotspot thermodynamic path using the same hotspot definition as Ref.
Coläıtis et al. [2016] (hotspot edge Tedge = Ti/10 where Ti is the core temperature).
The isobaric ignition criteria is displayed as a dashed black line. The simulation
without hot electrons and without a SI spike lie at the extremum, with two simu-
lations including hot electrons between. The difference is the timing of the shock
ignition spike. We find the least degraded implosion requires a delay of 0.2ns on the
shock ignition spike when compared to the optimal design without hot electrons.

98



Figure 6.5: (a) The areal density (black) and cumulative hot electron energy depo-
sition (red) of two simulations with hot electrons. The solid lines correspond to a
simulation with a laser pulse shape optimized without hot electrons and the dashed
line is the reduced preheat found by delaying the ignition pulse by 0.2ns. Both
snapshots are taken 0.1ns into the shock pulse and are therefore 0.2ns offset. (b)
Density (black) and pressure (red) achieving optimal shock timing for a simulation
with (dashed) and without (solid) hot electrons. The shock timing offset is 0.1ns due
to the volumetric heating of the hot electrons as seen in the NIF SSS experiment.

heating was not simulated to give a clean hotspot thermodynamic path (Figure

6.4). The hot electron characteristics were all the same as used for the NIF SSS

simulation, however the shorter SI spike means that the 20% conversion efficiency

at ncrit/4 corresponds to a hot electron energy of ≈ 15kJ. Due to the design aims

of the NIF SSS and the similarity of the implosion pulse shape the hot electron

characteristics are expected to be applicable. The most significant difference is the

implosion’s late stage convergence, meaning that plasma density scale length and

beam overlap may lead to a difference in LPI.

6.5 Applying Hot Electron Characterisation to Shock

Ignition

The hotspot thermodynamic paths of four simulations can be seen in Figure 6.4 at

each extreme is a simulation without hot electrons (nearest ignition) and without

a SI spike (furthest from ignition). Within the limits of the experimental char-

acterization we found that hot electrons degrade SI implosions, the extent of the

degradation depends on the angular distribution of the hot electron population and,

critically for experimental design, the timing of the ignition spike. We found the

least detrimental SI implosion with hot electron required a delay of 0.2ns for the SI
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spike when compared to the optimal simulation without hot electrons.

The optimal delay for SI with hot electrons seen in Figure 6.4 is partially due

to volumetric heating changing the shock timing as seen in the SSS NIF experiment.

However, Figure 6.5 (a) demonstrates that a further increase in time delay is optimal

to allow areal density to increase and reduce hot electron preheat. The inner shell

preheat can be reduced from ≈ 3kJ/mg to ≈ 1kJ/mg (by the end of the shock

pulse) using a delay of 0.2ns. The improved laser pulse shape (with SI spike delay)

corresponds to a preheat of ∼ 0.3kJ or ∼ 0.1% of total laser energy which moves

it within the acceptable limits as defined by Radha et al. [2016]; Rosenberg et al.

[2018]. There are other ways to mitigate hot electron preheat which are not explored

in this Thesis including, not ablating all of the plastic, or using a silicon layer to

increase coronal temperature (Radha et al. [2016]).

Figure 6.5 (b) shows that optimal shock timing achieved can be reproduced

with a SI spike delay of 0.1ns when hot electrons are simulated. Volumetric heating

is observed ahead of the ablation front at ≈ 200µm (Figure 6.5 (b)) as was seen in

the NIF SSS simulations. Increased target radius is observed again (as was seen for

the NIF SSS in Figure 6.3 (b)), but critically for implosions it now affects in-flight

aspect ratio (IFAR). Preheat is also visible beyond the capsule wall in the gaseous

region at the centre as an increased pressure in Figure 6.5 (b) and an increased

hotspot temperature in Figure 6.4.
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Chapter 7

Omega Conical Target

Experiment

Similar to Chapter 6, this chapter presents experimental observations aimed at char-

acterizing shock ignition (SI) hot electron populations. The experiment described

below was performed on the Omega laser (Laboratory for Laser Energetics, Univer-

sity of Rochester, Boehly et al. [1997], kilo-Joule class laser facility) not capable of

delivering the Mega-joule energies thought necessary for ignition. Instead of repli-

cating the target geometry (as seen in Chapter 6) a novel laser and target geometry

was required to reach the plasma conditions seen in SI simulations, including a

density scale length Ln ∼ 500µm (Equation 4.11), coronal electron temperature

Te ∼ 4keV and a laser intensity I > 1015W/cm2. The experiment was simulated

on H2D (Larsen and Lane [1994b], by Kevin Glize and Robbie Scott Scott et al.

[2021]) to verify the setup would reach the intended plasma conditions. It is the

first time in published work that these plasma conditions have been achieved along-

side hot electron characterization. The hot electron population was observed with

Th ≈ 40keV temperature, and 0.01 < η < 0.025 of laser energy Scott et al. [2021].

Section 7.1 will outline the target and laser geometry used to achieve the

plasma conditions. Section 7.2 describes the effect of the hot electron population

on SI implosions, and the last section (7.3) will present a discussion of the disparity

between the characterization in this chapter and that seen in Chapter 6. Original

work for this Thesis is presented as the SI implosion simulations which were run

to support the Omega conical shell experiment. The experimentalists and PIC

theorists who contributed are listed in Scott et al. [2021].
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Target

48°

beam
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Figure 7.1: (a) Target setup with beam alignments. The target is a 3.6mm diam-
eter cone with a full cone angle of 152◦. The layered cone was 40µm CH plastic
on which the laser was incident, with a 5µm copper layer and a 30µm CH back.
(b) Simulation of experiment done on H2D gives density scale length (red, solid),
electron temperature (blue, dashed), ion temperature (black, solid) and intensity
(green, solid, read from the right axis). This is the first published experiment to
achieve SI plasma parameters seen in (b) at ≈ 1.2ns. Reproduced from Scott et al.
[2021].

7.1 Conical Target Experiment

The Omega conical target experiment is the closest published experiment to the

plasma parameters and intensities expected in an ignition scale implosion. More-

over, the investigation has direct relevance to PDD SI on the 1.8MJ laser at the

NIF as described by Anderson et al. [2013]. The aim was to achieve a density scale

length Ln = dne
dr /ne ≈ 500µm, electron temperature ∼ 4keV and laser intensities

> 1 × 1015W/cm2 on the kilo-joule class Omega. A spherical direct drive exper-

iment on Omega can typically expect density scale length Ln ≈ 125µm, electron

temperature ∼ 2keV and laser intensities < 1 × 1014W/cm2. As shown in Figure

7.1, the experiment used a novel conical target to improve laser coupling for the 20

beams available (in this geometry). 10 beams delivered 5kJ to the target creating

the coronal plasma with the necessary parameters and then another 10 deliver 5kJ

(focused at a point 200µm from the initial target surface where the quarter critical

surface was simulated to be) which creates the high intensities required.

Full aperture backscatter (FABS, not shown) diagnostics indicate that two

plasmon decay (TPD) dominates until the high intensity beams are incident, at

which point SRS is dominant. This is expected for an experiment that reaches the

correct plasma parameters and intensities, as shown in Rosenberg et al. [2018]. The

backscatter was also observed using a near backscatter imager (NBI) and filtering
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Figure 7.2: (a) Observed hot electron temperature (red, left axis) and laser to
hot electron conversion efficiencies (green, right axis) for different intensity shots
(bottom axis). Hot electron temperature shows little sensitivity to intensity and
is consistently ≈ 40keV. Hot electron fraction shows some sensitivity to intensity,
however the trend is not clear and all are within 2 standard deviations of 1.5%. The
use of imprint mitigating “smoothing by spectral dispersion” phase plates (SSD,
Regan et al. [2000]) have no effect on hot electron characteristics. (b) The SRS
reflectivity (backscatter) observed is affected by the use of SSD. The experiments
done without the SSD (red, diamonds) show more backscatter, ∼ 5%, than those
with the SSD, ∼ 1% (blue, dots). The mitigation of LPI with more spatially uniform
lasers is one of the desired effects of SSD, so it is an expected result. The graph also
shows a trend of increasing SRS backscatter with increasing intensity. Reproduced
from Scott et al. [2021].

(b)(a) 200µm

Low intensity beams only Low and high intensity beams

Figure 7.3: A spherically bent quartz crystal imager (SCI, Stoeckl et al. [2012])
was used to give spatially resolved images of high energy (∼ 8keV) hot electrons.
(a) the low intensity beams show the most intense emission near the quarter critical
surface where the beams are focused. (b) with the high intensity beams, the diag-
nostic shows intense patches with small structure. It is believed that hot electron
emission cones from the non-uniform high intensity beams may cause the structures.
Reproduced from Scott et al. [2021].
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was used to distinguish SBS (∼ 351nm) from SRS/TPD (400− 700nm).

The hot electron characterization was carried out by three diagnostics. Hot

electrons incident on the copper layer (described in Figure 7.1) lead to line emission

as a hot electron displaces a K-shell bound electron, the resulting relaxation leads

to X-ray line emission (8.0478keV) which is observed using the Zinc von Hamos

spectrometer (ZVH, Jarrott et al. [2017], over the range 8−9keV) and a spherically

bent quartz crystal imager (SCI, Stoeckl et al. [2012], over the narrow range 8.045−
8.054keV) shown in Figure 7.3. These diagnostics were used to estimate energy

fraction η using GEANT4 simulations (Agostinelli et al. [2003]) and a Th = 40keV

hot electron temperature. The temperature Th was estimated from bremsstrahlung

emission using a hard X-ray diagnostic (HXIP, Solodov et al. [2016b], 10−200keV).

Figure 7.2 shows the hot electron temperature ≈ 40keV, and laser to hot

electron energy conversion efficiency 0.01 < η < 0.025 generated during the experi-

ment, it also shows the SRS backscatter ≈ 1% of incident laser light. When spatial

smoothing by spectral dispersion (SSD, Regan et al. [2000]) is on. The near equiva-

lence between SRS backscatter energy and hot electron energy is in agreement with

PIC simulation (Seaton and Arber [2020]) and the approximation made in Equation

4.10. Calculation of the instantaneous fraction at the quarter critical surface re-

quires accounting for the fact that only half the energy is in the high intensity pulse

(half the energy is used to create the plasma) giving 0.02 < ηqc < 0.05. This energy

fraction is at the lower end predicted for SI LPI. The Th = 40keV temperature is

more central to the range given in Section 4.3.

In Figure 7.2 (a) there are fluctuations in both hot electron temperature and

fhot the conversion efficiency. With the amount of data and the uncertainty as given

(by the error bars) the assumption is made in this Thesis that both temperature

and conversion efficiency are constant across the range of intensities measured. This

assumption differs from LPI theory, which predicts an increase in conversion effi-

ciency and backscatter at I ≈ 2×1015W/cm2 (Spencer et al. [2020]). The threshold

may be visible as an upward trend of fhot with higher intensities in Figure 7.2 (a)

but there is not enough data to discern a definitive threshold.

Figure 7.3 shows possible direct observation of narrow beamed (non-isotropic)

hot electron emission due to LPI. The small scale structures only arise when the

high intensity beams are turned on and their intensity is correlated with SRS gen-

erated hot electrons observed. Their FWHM (∼ 75µm) is smaller than the focus of

the laser beams (105× 144µm).

104



Figure 7.4: Shock ignition coronal plasma parameters. The quarter critical surface
(blue, dashed) has density scale length ≈ 500µm (black, left axis), electron temper-
ature ≈ 4keV (red, right axis) and peak laser intensity ≈ 2× 1015W/cm2 at quarter
critical. This can be compared to the experimental measured parameters shown in
Figure 7.1 (b).

7.2 Shock Ignition Simulations

The hot electron characteristics observed can be applied to ignition scale simulations.

The shock ignition setup is the same as described in Chapter 6 (and similar to Section

4.3 except for the use of better grid resolution, radiation transport and higher peak

laser power of 300TW during the SI spike). The plasma parameters, seen in Figure

7.4, and the peak laser intensity, ≈ 2 × 1015W/cm2 at quarter critical, were all a

close match to those of the simulated omega conical target experiment (see Figure

7.1 (b)). The SI simulation peak intensity (≈ 2 × 1015W/cm2) is of closest match

to η = 0.0125 as read from Figure 7.2 (ηqc = 0.025 at quarter critical).

The hot electron emission angle was not measured, but observation in Figure

7.3 indicate that the beams may have a narrow spread. The angular distribution was

set as uniform over a 90◦ full angle in agreement with PIC simulation from Seaton

and Arber [2020]. The observed hot electron temperature is ≈ 40keV similar to the

≈ 55keV used to match the diagnostics, from the NIF SSS (Chapter 6). However,

in the Omega conical target experiment, the ≈ 2− 3% (ηqc ≈ 0.025) of laser energy

transferred to hot electrons at quarter critical is approximately ≈ 8 times less than

observed in the NIF SSS (ηqc ≈ 0.2). Figure 7.5 shows that such a small energy

fraction in hot electrons has almost no effect on the creation of the SI shock, and

105



(a)

(b)

Figure 7.5: Shock ignition implosion simulated without (black, solid) and with
(red, dashed) a hot electron population being generated from the quarter critical
surface during the shock ignition spike in laser power. The hot electron population
is simulated with a temperature of 40keV, an energy fraction at quarter critical
of 2.5%, and a full cone angle of 90◦. Simulations are run without alpha particle
heating, and the target and pulse shape are based on Atzeni et al. [2019]. (a)
Pressure in the shock immediately after the laser pulse has ended, approximately at
peak velocity. (b) Density at peak compression. Both (a) and (b) show that the hot
electron population are having a negligible effect during the key phases of a shock
ignition implosion. Reproduced from Scott et al. [2021].
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hot electron preheat has only a minor effect at peak compression.

These hot electron characteristics do not pose an issue for SI and are well

within tolerable levels of preheat for direct drive implosions. The novel experiment

geometry presents an opportunity to explore ignition scale LPI on near future high

repetition kilo-joule facilities, which will improve statistical significance of experi-

mental observations.

7.3 Hot Electron Characterisation Disparity

The hot electron characterization presented in this chapter (ηqc = 0.025, and Th =

45keV) is in stark contrast with that presented in Chapter 6 (ηqc = 0.2, and Th =

55keV). The temperature fluctuations seen in Figure 7.2 give an error ≈ ±10keV

which indicates that the temperature measurements may be compatible, however

the fraction of laser energy converted to hot electrons is not.

Values of η (see definition in Chapter 4.3) between the two experiments are

closer, than ηqc, with NIF SSS η = 0.043 and Omega conical target η = 0.0125 for the

intensities of interest for the SI setup (2×1015W/cm2). The larger difference seen in

ηqc is due to target and beam geometry. The NIF SSS experimental simulation value

for ηqc was modified until 35kJ of hot electron energy was deposited within the target

and ablated material for a laser pulse shape with the ×0.6 CBET multipliers applied.

For the Omega conical target, the experimental setup was not simulated in Odin

meaning that CBET multiplier could not be determined, and a direct extrapolation

from experiment to implosion was necessary. CBET is expected to be less significant

for conical and planar targets (Solodov et al. [2016a]). As a result, the ηqc fraction

calculated for the experiment was applied directly to the SI simulation. Even when

given as, η there is a disparity between the two experiments (> ×3 difference).

There are several possible explanations detailed below.

The predictive capabilities of hydrodynamic simulations are limited, espe-

cially in the coronal region critical for these observations. It is possible that H2D

simulations of the conical target are inaccurate and the conditions at the quarter

critical surface differ from those shown in Figure 7.1. For the NIF SSS experiment

shown in Chapter 6 the issue of predicting coronal physics is not as significant since

the shock timing and electron characteristics were measured independently at the

correct energy scales for SI. This means that the NIF SSS hot electron characteri-

zation can be applied directly to a NIF PDD SI implosion without the need for the

same level of accuracy simulating coronal physics.

Assuming the simulated intensity, density scale length and background elec-
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tron temperature of the two experiments are correct, there are factors which were

not measured (including beam interaction angle, polarization and phase but also

non-Maxwellian particle distributions) that affect LPI. It is possible that both ex-

periments are relevant for SI experiments, and the Omega experimental parameters

will give possible methods for hot electron suppression (such as a beam alignment).

In order to understand physics on this scale, more kinetic simulations are required.

For PDD SI on the NIF the experimental setup shown in Chapter 6 (NIF

SSS experiment) must be seen as the closest match to beam and target geometry.

The beam and target geometry is critical to the type of LPI which occur (Ebrahim

et al. [1980]). The major weakness of the Omega conical experiment is that it

cannot achieve the SI geometry, intensity and plasma parameters. It is not clear

whether this would lead to an over or under prediction of hot electron fraction due

to the non-linear nature of the interactions. Another important distinction is that

the density scale length is a radial parameter for implosions (assuming spherical

symmetry) whereas the density changes, for the Omega experiment, in all three

spatial dimensions. Experiments on kilo-joule facilities would be the best method

for evaluating the sensitivity of these measurements to beam incident angle and the

anisotropic density ramp.

The NIF SSS observation in Chapter 6 relies on the thick target approxi-

mation. The approximation assumes that most of the hot electron population is

stopped by the target, emitting X-ray bremsstrahlung radiation with the same tem-

perature as the hot electron that caused the emission (Hohenberger et al. [2013]).

This means that the X-ray bremsstrahlung temperature seen in Figure 6.1 (b) can

be used directly as the inferred hot electron temperature. The thick target ap-

proximation appears to be valid as the NIF SSS simulations show that that all hot

electrons incident on the target (less than the 300keV cut-off) were stopped by the

solid plastic sphere. Figure 5.1 shows hot electron trajectories for interaction with

the NIF SSS target. The observation of the Omega conical target in this chap-

ter, could not make the same thick target approximation (since its target was too

thin) so instead GEANT4 (Agostinelli et al. [2003]) simulations were used to model

hot electron stopping and diagnostic response (Stoeckl and Solodov [2019]). Both

observation methods are susceptible to inaccuracies depending on the hot electron

beam size, which has not been tightly constrained. If the beam is larger than the

target, then hot electron refluxing becomes critical (see Section 5.1.5) which on the

nanosecond timescales of the experiments is also in need of more experimental ver-

ification. The Omega conical target observation could be improved by repetition

with a thicker target, as seen in Zhang et al. [2020], to verify the measurements.
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The NIF SSS observation could be improved with more independent observations

of X-ray emission (similar to the triple observation HXIP, ZVH, and SCI used with

the Omega conical target). Hot electron beam size and refluxing are significant

unknowns, which may have compounded with the difference in target geometry to

cause the disparity in hot electron characterization. More experimental observation

is needed of hot electron beam size and refluxing in the regime relevant to SI.

Finally, if a Mega-joule direct drive facility were constructed, it would have a

different beam arrangement to those seen at the NIF. The hot electron characteristics

shown in Chapter 6 may be relevant for PDD SI on the NIF but with reduced

beam overlap a Mega-joule direct drive facility may observe different hot electron

characteristics.

In summary, the observations and simulations described in this chapter and

Chapter 6 mark a first step to understanding experimental observation of hot elec-

tron generation at SI intensities. Hot electron energy fraction and beam angle need

to be constrained before predictive SI simulations can be run, however the suscep-

tibility of the implosion to diagnosed populations has been explored. For the pop-

ulations investigated, hot electrons have a deleterious effect on achieving ignition.

The magnitude of mitigation depends on more experimental characterization, but

neither of the populations made SI an untenable approach to ignition (mitigating

strategies could be implemented to reduce preheat and/or re-time shocks).
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Chapter 8

Conclusion

The computational aim of this project was to develop the energy transport routines

used in the radiation-hydrodynamics ALE code Odin. The scientific goal of the

project was to begin investigating the role of electron energy transport in shock

ignition implosions. This Thesis presents the development of two core modules,

in addition to simulations of a NIF experiment to characterize the hot electron

population and the impact it would have on shock ignition. The Omega conical

target experiment aims to achieve the same conditions, but the two observations

present a significant contrast in hot electron characteristics.

The thermal conduction module was presented in Chapter 3 in addition to

developing the code, it was tested and supplementary modules such as the radial

ray tracing package and the cold (“quiet”) start function were written to allow Odin

to run ignition scale simulations. The tests and ignition simulations all demonstrate

the functioning of the module. Electron and ion thermal conduction were added as

original work in this Thesis, furthermore the routines developed were also applied to

radiation diffusion. Future work for this module is needed to improve accuracy in the

proximity of contact discontinuities, mixed material cells, near steep temperature

gradients and strong magnetic fields.

The hot electron module was presented in Chapter 5 with the sampling and

deposition tested to agree with literature. The scattering of hot electrons, although

functioning, has not finished testing due to the inadequate comparison. The scat-

tering test shows some agreement, but differences may be in part explained by the

simplified tracking routine. To fully diagnose the scattering of hot electrons, an

ionized comparison model is required. 3D Monte-Carlo hot electron tracing with

deposition and scattering in a radiation-hydrodynamics code is work not seen in the

literature. The nearest comparison being Coläıtis et al. [2015] which uses beamlet
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instead of particle tracking. Future work for the path tracing module include a ray

tracing and alpha particle tracking. The hot electron module could be improved by

the addition of the atomic corrections (including binding energies), modelling return

currents and magnetic fields generated by the particles.

Chapter 6, uses hot electrons characterized by a nanosecond, 1015−1016W/cm2

intensity NIF experiment (SRS dominated, 55keV and 35kJ cumulative kinetic en-

ergy) to investigate the energy transport and preheat mechanisms. In this regime

hot electrons preheat ahead of shocks but they also volumetrically heat and can

support existing shocks. Shock timing is modified, even if shock strength and pre-

heat are unchanged, since hot electrons deposit energy beyond the ablation front.

The latter of which is not seen in the literature, as shock timing was attributed to

preheat (Coläıtis et al. [2016]) or support of shocks (Shang et al. [2017]). When the

hot electron characteristics are applied to Megajoule scale implosions we find that

they are degraded by preheat, the shock timing is modified but can be corrected

with a SI spike delay. In addition, preheat appears to reach the maximum tolerable

amount of 3kJ/mg seen in the literature (Rosenberg et al. [2018]), and needs to be

mitigated either via further delaying the SI spike allowing areal density to increase

or via other methods to maximize the potential for ignition.

The laser to hot electron conversion efficiency at quarter critical seen in

Chapter 7 ≈ 2.5%, contradicts that presented in Chapter 6 which was ≈ 20%. The

two experiments aim to achieve the same plasma parameters and laser intensities,

however they vary drastically in experimental setup. The difference in observation

indicates that there needs to be more experimental observations in this regime.

Neither experiment was able to quantify hot electron cone angle, however Scott et al.

[2021] does present experimental observation indicating tight beams. Hot electron

angular distribution is a free parameter that needs to be further constrained by

experiment.
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LF Berzak Hopkins, S Le Pape, T Ma, JL Milovich, et al. Design of a high-foot

high-adiabat icf capsule for the national ignition facility. Physical review letters,

112(5):055002, 2014.

R Paul Drake. High-energy-density physics: fundamentals, inertial fusion, and ex-

perimental astrophysics. Springer Science & Business Media, 2006.

Dstrozzi. Nuclear fusion cross-sections, fusion rxnrate.svg. https://commons.

wikimedia.org, 2020. Accessed: 2021-05-06.

NA Ebrahim, HA Baldis, C Joshi, and R Benesch. Hot electron generation by the

two-plasmon decay instability in the laser-plasma interaction at 10.6 µm. Physical

Review Letters, 45(14):1179, 1980.

EM Epperlein and MG Haines. Plasma transport coefficients in a magnetic field by

direct numerical solution of the fokker–planck equation. The Physics of fluids, 29

(4):1029–1041, 1986.

Robert D Falgout and Ulrike Meier Yang. hypre: A library of high performance

preconditioners. In International Conference on Computational Science, pages

632–641. Springer, 2002.

Enrico Fermi. The ionization loss of energy in gases and in condensed materials.

Physical Review, 57(6):485, 1940.

Noel Fleurot, Claude Cavailler, and JL Bourgade. The laser megajoule (lmj) project

dedicated to inertial confinement fusion: Development and construction status.

Fusion Engineering and design, 74(1-4):147–154, 2005.

Chamberlain Fong. Analytical methods for squaring the disc, 2019.

TE Fox, APL Robinson, and J Pasley. Strong shock generation by fast electron

energy deposition. Physics of Plasmas, 20(12):122707, 2013.

Thomas Edward Fox. Strong shock wave generation by fast electron energy deposition

in shock ignition relevant plasmas. PhD thesis, University of York, 2014.

GS Fraley, EJ Linnebur, RJ Mason, and RL Morse. Thermonuclear burn character-

istics of compressed deuterium-tritium microspheres. The Physics of Fluids, 17

(2):474–489, 1974.

115

https://commons.wikimedia.org
https://commons.wikimedia.org


Thomas Goffrey. A cylindrical magnetohydrodynamic arbitrary Lagrangian Eulerian

code. PhD thesis, University of Warwick, 2014.

VN Goncharov, JP Knauer, PW McKenty, PB Radha, TC Sangster, S Skupsky,

R Betti, RL McCrory, and DD Meyerhofer. Improved performance of direct-drive

inertial confinement fusion target designs with adiabat shaping using an intensity

picket. Physics of Plasmas, 10(5):1906–1918, 2003.

ER Grilly. The vapor pressures of hydrogen, deuterium and tritium up to three

atmospheres1. Journal of the American Chemical Society, 73(2):843–846, 1951.

G Guderley. Powerful spherical and cylindrical compression shocks in the neigh-

bourhood of the centre and of the cylinder axis. Lufifahrtforschung, 19:302–312,

1942.

S Gus’kov, X Ribeyre, M Touati, J-L Feugeas, Ph Nicoläı, and V Tikhonchuk.
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