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Abstract

Unmanned aerial vehicles (UAVs) have been considered as a promising tech-

nology in both military and civil communications. This thesis studies UAV-enabled

wireless communications considering UAV propulsion consumption which has not

been well studied in the existing literature.

To this end, first, wireless power transfer (WPT) efficiency in UAV-enabled

wireless powered communication networks (WPCNs) is studied, where a rotary-

wing UAV is dispatched as an energy carrier to charge the remote sensors after

it is charged by a charging station such as a base station (BS). In the study, the

propulsion consumption for different UAV manoeuvres has been taken into ac-

count. Two schemes for UAV-enabled WPT have been proposed and compared

with the conventional scheme without using a UAV. By solving the energy equa-

tions, a distance threshold beyond which the new schemes show superiority over

the conventional scheme is derived.

Then, in order to maximize the sum-energy received by all sensors, the

optimal strategy for UAV deployment is studied. In this study, the UAV power

consumption, the radio frequency to direct current (RF-to-DC) energy conversion

efficiency and the BS charging process have all been taken into account. Both

x



one-dimensional (1D) and two-dimensional (2D) topologies of sensors have been

considered. By maximizing the sum-energy received by all sensors, the optimal

locations for the UAV have been derived.

Next, the use of UAVs in a WPCN as an energy transmitter and a data

collector is investigated. In the study, the UAV is first charged from a BS before

it flies to the sensors for data collection. Upon arrival, the UAV first charges the

sensors via WPT in the down-link, followed by data transmission from the sensors

in the up-link. After that, the UAV flies back to the BS to offload data to the

BS. Both distance-dependent path loss and small-scale fading are considered. To

maximize the amount of data offloaded to the BS given a fixed total time, the

optimal time allocation in different phases has been derived.

In the aforementioned studies, we focus on the full process of UAV-enabled

WPCN where wireless charging from the BS to the UAV and the UAV return trip

have been considered. To maximize the available energy when the UAV arrives at

destinations, the optimum battery weight in UAV-enabled wireless communication

networks is studied. Numerical results show that both vertical flight and horizontal

flight speeds and the gross weight of the UAV have a great impact on the optimal

battery weight.

Motivated by studying the optimal battery weight, it is found that accurate

and convenient energy consumption models (ECM) for rotary-wing UAVs are also,

or even much more important for UAV-enabled wireless communications because

energy is the guarantee of UAV operation. As a result, a simple and easy-to-use

model with closed-form expression as a function of the initial velocity, acceleration

and time duration is further studied. Numerical results show the validity and

reliability of the new derived ECM.
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Chapter 1

Introduction

1.1 Background

Over the past few decades, unmanned aerial vehicles (UAVs), well known as drones,

have seen a growing interest as enablers in many public, military and civil applica-

tions [1–3]. Due to their advantages of flexibility, mobility, rapid deployment and

high adaptability, UAVs have been widely studied by researchers from a range of

areas in both academia and industry. In general, typical examples include, but not

limited to, search and rescue (SAR), wireless coverage, mobile relay, aerial base

station (BS), remote sensing and monitoring, emergency response, smart agri-

culture and delivery of goods, etc. [3–5]. Recently, UAVs have been presenting

a promising technology in wireless networks, i.e., the fifth-generation (5G) and

beyond 5G (B5G) communication networks, Internet of Things (IoTs) and the

sixth-generation (6G) communication networks [6–12]. In this section, the basic

background of UAV-enabled wireless communications, UAV-enabled wireless pow-

ered communication networks (WPCNs) are presented, followed by discussions of

1



the potential challenges.

1.1.1 UAV-enabled Wireless Communications

Throughout the evolution history from the first-generation (1G) to 5G and B5G

technology, it is a process of continuously meeting users’ experiences and require-

ments including higher data rate, lower latency, more connections and higher reli-

ability, etc. As supplements and extensions of 5G and B5G, UAV-enabled wireless

communications have been playing an important role due to the fact that deploy-

ing more 5G BSs will require higher costs. For example, the UAV can be deployed

on-demand as an aerial BS to provide service where needed. In particular, for ar-

eas where communications infrastructure is damaged because of natural disaster,

UAV can be deployed to provide communication service with fast response to the

emergency. A typical example is that a Wing Loong-2H UAV was deployed to suc-

cessfully restore telecommunications services [13–15] in China’s Henan Province in

July 2021, where an exceptionally heavy rainfall inundated the city Zhengzhou,

leaving communications infrastructure damaged and people without access to the

network. Besides, UAVs are also the best candidates to operate in environments

which are dangerous or hard to reach [9], and in cases where the communication

signals are blocked or inaccessible due to obstacles such as mountains.

Under such circumstances, plenty of researchers from both academia and

industry had started their technical research in theory and practice. Accord-

ing to [4], three typical application scenarios for UAVs in wireless communica-

tions—Coverage, relaying and information dissemination/data collection have been

highlighted, and there have been quite a few works on optimization in UAV-enabled

Wireless communications [16–22]. With further research and extensive application
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exploration. New opportunities and challenges coexist.

1.1.2 UAV-enabled Wireless Powered Communication

Networks

Similar to UAV technologies, IoTs have also been playing an extremely important

role in 5G and B5G wireless communication networks and thus have underpinned a

large number of applications including smart agriculture, environment monitoring,

and geological explorer, etc. In these applications, IoT end devices, well known as

sensor nodes, have been deployed for wireless sensing, including collecting data and

communicating with other sensor nodes or IoT gateway. Take smart agriculture

as an example, sensors are deployed to collect environment data such as temper-

ature and humidity and then transmit these data to the IoT gateway for further

computing and decision-making. Here, another concept worth mentioning is wire-

less sensor network (WSN). A WSN is by definition a wireless network composed

of a set of sensors, and it is usually deployed for wireless sensing. In this field,

data collection, data transmission and data processing have been widely studied.

Besides, different wireless technologies such as ZigBee, wireless fidelity(Wi-Fi),

blue-tooth low energy (BLE), near field communication (NFC), ultra wide band

(UWB), etc. have also been studied for communications among sensors. Neverthe-

less, sensors are generally energy-limited nodes due to their small size and limited

battery capacity. As a result, periodically changing battery is needed. This is

not an efficient way and thus lower power wide area network (LPWAN) has been

proposed, where different wireless technologies such as long range (LoRa), narrow

band IoT (NB-IoT), sigfox and enhanced machine-type communication (eMTC),

etc. have been widely used in LPWAN applications. In LPWAN applications, the

lifespan of batteries can reach ten years, which is considered to be a more efficient
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way than changing battery frequently. However, the data rate is low due to long

distance transmission compared with Wi-Fi or UWB, etc.

To overcome the dilemma of unbalanced battery life and data rate, WPCNs

[23] have been studied, where radio frequency (RF) based wireless energy transfer

(WET) has been regarded as a promising solution. Thanks to the flexibility and

high adaptability of UAVs, there has been recently an increasing interest in study-

ing UAV-enabled WPCN [24], [25], where the UAV is deployed as a flying charger

to power sensors wirelessly. Besides, UAVs, in fact, have also been widely studied

as flying gateways [26], mobile BSs or relays [18–20] and data collectors [25,27–29].

1.2 Research Motivation and Objectives

1.2.1 Motivation

Although UAVs have been widely studied as enablers in both military and civil

applications, and also have been providing promising solutions for future wire-

less networks, several challenges in this field remain. This thesis mainly focuses

on UAV-enabled WPCNs considering these challenges motivated by the following

issues.

• First of all, in the earlier studies, there were quite a few works on UAV-

enabled wireless communications, but UAVs were usually assumed to have

inexhaustible energy for convenience. However, this is unrealistic in prac-

tical applications and thus, the UAV onboard energy should be carefully

considered. Generally speaking, the energy consumption of the UAV mainly

comes from two parts. The first part is from communication-related en-
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ergy consumption, such as data receiving and transmitting. The second

part comes from manoeuvre-related consumption, such as hovering, acceler-

ation or deceleration. In practice, the manoeuvre-related energy is usually

much larger than the energy required for communications [30]. Therefore,

communication-related energy is usually ignored in the study [30]. Instead,

manoeuvre-related energy cannot be ignored and must be considered. In

particular, for the applications where the UAV trajectory optimization is

considered, more propulsion energy is needed. As a result, it is necessary to

consider the power consumption of the UAV for various manoeuvres in these

applications, because it affects the operational efficiency of the UAV.

• Secondly, the UAV is also an energy-limited node that does not generate

energy itself. Hence, it needs to be charged by a charging station wirelessly

or with wire before being dispatched. However, this issue has been largely

ignored by many existing works. Although renewable energy harvesting from

solar energy or wind energy is a low-cost alternative and has been studied

in [31], the amount of energy harvested is uncertain. As a result, it may

not be enough as the main energy source of the UAV, instead as a supple-

ment it could be a good choice. Compared with wired charging, wireless

charging shows many advantages. For example, wireless charging can charge

different brands of UAVs on demand, while wired charging needs the spe-

cific charger matched with brand [32]. At this point, wireless charging has

better user experience. Another example is wireless charging provides much

greater freedom of movement and supports simultaneous charging of multi-

ple UAVs [33]. Considering wireless charging for UAVs has been regarded as

a promising solution [34] and has achieved some initial successes in indus-

try [35], the research field of UAV-enabled WPCNs will be further expanded.
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• Then, in earlier researches on UAV-enabled wireless power transfer (WPT),

radio frequency to direct current (RF-to-DC) conversion efficiency has been

ignored [36–39] by assuming perfect conversion at the energy receiver. How-

ever, this is not practical in real applications. Afterwards, some of researchers

started to consider RF-to-DC conversion efficiency, but only a linear conver-

sion model [40] was simply considered in earlier researches [24, 41–47]. Ac-

cording to [48], the RF-to-DC conversion efficiency actually depends on the

input RF power, which means the RF-to-DC conversion efficiency is non-

linear. Therefore, it is necessary and important to bridge this gap, whether

for the wireless charging from the charging station to the UAV, or WPT

from the UAV to the sensors.

• Last but not least, the purpose of collecting data from sensors is to offload

them to the BS for further computing or decision making. In particular, for

monitoring and data sampling applications, data processing is as important

as data collecting, or even more important. Hence, data offloading at the

BS is also an important process that ignored in existing works. To the best

of the author’s knowledge, work on UAV-enabled WPCNs considering UAV

wireless charging, UAV propulsion consumption and data offloading has not

been studied yet.

1.2.2 Objectives

The main objective of this thesis is to study the performance of UAV-enabled

WPCNs considering the UAV energy consumption, charging, discharging and

round-trip flight, including the UAV-enabled WPT efficiency, the optimal UAV

locations and the optimal time allocation, etc. The specific research objectives are
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listed as follows.

1. Taking the conventional long distance direct WPT as a baseline, we first

need to study the UAV-enabled WPT, and aim to derive a critical distance

beyond which the UAV-enabled WPT may show better performance over the

conventional scheme in terms of energy transfer efficiency.

2. Based on the research results of the first objective, we continue to opti-

mize the UAV locations, aiming to maximize the sum-energy received by all

ground sensors.

3. Considering the purpose of data collection and data offloading to the BS for

further computing and decision-making in UAV-enabled WPCNs, the opti-

mal time allocation between different processes, i.e., time for UAV wireless

charging from a charging station, WPT, data collection and offloading, is

studied to maximize the data offloading to the BS. This can be used as a

performance index of the UAV-enabled WPCNs system.

4. To save the time cost of the UAV charging, a battery-powered UAV also

needs to be considered. Since the UAV is usually restricted by operation

time due to limited onboard energy, it is necessary and meaningful to study

the optimal battery weight that maximizes the available energy for WPT or

communications.

5. In order to calculate the energy consumption of UAV in different manoeuvres

more simply and accurately, a new energy consumption mode (ECM) with

closed-form expression needs to be further studied.
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Figure 1.1: The overall structure of the thesis.

1.3 Thesis Outline and Contributions

Motivated by the above observations and objectives, in this thesis, UAV-enabled

WPCN is studied, whilst taking UAV energy replenishment and propulsion con-

sumption into consideration. The rest of this thesis is organized as follows. In

Chapter 2, some fundamental concepts and related works are introduced. Then,

we successively construct five technical chapters, i.e., from Chapter 3 to Chapter 7,

to deal with the challenges and issues observed from the motivations in Section 1.2.

Finally, the conclusions and some suggested future work are summarized in Chap-

ter 8. Fig. 1.1 shows the overall structure of the thesis. The main contributions

of each chapter is summarized below.

Chapter 2: Fundamental Concepts and Related Works. In this

chapter, we first introduce some fundamental concepts used in this thesis, followed

by a comprehensive literature review where the start-of-the-art of UAV-related

works in wireless communications is presented, based on which our work emerged.

8



Chapter 3: Performance Analysis of UAV-Enabled WPT. Energy

transfer efficiency of a UAV-enabled WPT system, where the UAV is deployed

as an energy charger to charge the remote sensors considering UAV propulsion

consumption is studied in this chapter. In the study, we propose two new schemes

following a Load-Ferry-and-Charge (LFAC) paradigm for UAV-enabled WPT, and

they are compared with the conventional schemes where long distance direct wire-

less charging without using a UAV is adopted. In the comparison, RF energy

transfer model, UAV energy consumption model and RF-to-DC conversion effi-

ciency model are analyzed. A critical distance beyond which the new schemes have

a higher energy transfer efficiency than the conventional direct charging scheme is

derived. Numerical results are also presented to show the influences of the RF-to-

DC conversion efficiency and the UAV flight heights on the critical distance of the

new schemes.

Chapter 4: Optimal Location for UAV-Enabled WPT. This chapter

explores the optimal location of the UAV in a UAV-enabled WPT system, where

the UAV is deployed to charge the ground sensors after being charged by a BS.

The same paradigm as in Chapter 3 is considered, but the difference is that the

power consumption at the UAV in this chapter is calculated using the energy

consumption model firstly reported in [49]. Two different charging schemes for

1D and 2D topologies of the ground sensors are considered. By maximizing the

sum-energy received by all ground sensors, the optimal location of the UAV is

derived. Numerical results show that the optimal locations of the UAV have to be

closer to the BS than what was reported in previous works that did not consider

the propulsion consumption of the UAV.

Chapter 5: Optimal Time Allocation in UAV-Enabled WPCNs.

In this chapter, the use of the UAV in a WPCN serving as both a data collector
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and a wireless energy transmitter is investigated. In the study, the data offloading

from the UAV to the BS is considered along with other processes, i.e., LFAC,

as in Chapters 3 and 4. Both distance-independent path loss and small-scale

fading are considered to maximize the data volume and transmission efficiency,

defined as the ratio of the amount of data offloaded to the BS to the amount of

data collected from the ground sensors, given in a fixed total time. The closed-

form expression for the optimal time allocation between different processes, i.e.,

Loading-Ferry-Charging-and-Offloading (LFCAO), is derived. Simulation results

are also presented to show that the optimal time allocation can maximize the

amount of data at the BS without wasting any time and energy.

Chapter 6: Optimal Battery Weight for UAV-Enabled Wireless

Communications. In Chapter 3, Chapter 4 and Chapter 5, wireless charging

from the BS to the UAV is considered. For applications in practice if wired charg-

ing at the BS is convenient and available, the results in above studies are still valid

by assuming a very high RF-to-DC conversion efficiency. However, for some emer-

gency response applications such as UAV-aided SAR, fast deployment on-demand

is needed. Battery-powered UAVs with an automatic replacement mechanism [50]

could be the best candidate because they reduce a large amount of time for charg-

ing from the BS. In this chapter, from the perspective of UAV onboard-energy

maximization, we study the optimum battery weight for maximizing available en-

ergy in UAV-enabled wireless communication networks, where both vertical and

horizontal flights are considered. Both numerical and approximate solutions to the

optimal battery weight are derived. Numerical results are presented to show that

the optimal battery weight that optimizes the flight performance is determined

by the flight height, flight distance, vertical/horizontal flight speed and the gross

mass of the UAV excluding battery mass.
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Chapter 7: New ECM for Rotary-Wing UAV Propulsion. From

the perspective of UAV onboard energy consumption, this chapter aims to derive

a new ECM for UAV that overcomes the shortcomings of the existing models,

i.e., there is no closed-form expression, and neither acceleration nor deceleration

are considered. To this end, we decompose the power consumption of the UAV

with acceleration/deceleration into vertical and horizontal directions using force

analysis, based on which a new UAV ECM for arbitrary 2D level flight with closed-

form expression as a function of the initial velocity, acceleration and time duration

is derived. Using this model, the UAV flight control parameters such as polling

force and tilt angle are also analyzed in analytical form. Numerical results show

the validity and reliability of the new derived ECM.

Chapter 8: Conclusions and Future Work. In this chapter, we first

summarize the main conclusions of this thesis. Then, possible future work is

discussed and suggested based on this thesis.

1.4 Summary

In this chapter, we first introduced the background of UAV-enabled applications

and pointed out there are some challenges and potential opportunities in UAV-

aided wireless communications. Then, we clarified the research motivation and

objectives in this thesis. Finally, the thesis outline has been provided and the

main contributions of each chapter have also been summarized.
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Chapter 2

Fundamental Concepts and

Related Works

2.1 Wireless Channel Models

In wireless communications, electromagnetic waves are used to carry and transmit

information. As it is well known that there is a reduction when the electromagnetic

wave propagates through space, and that refraction, diffraction and reflection exist

when encountering obstacles. As a result, the physical properties of electromag-

netic wave determine the characteristics of wireless communications channel. In

the following, some channel models used in this thesis are introduced.
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2.1.1 Free Space Path Loss and Fading

Due to the air filtration, there is a power loss when the RF wave is transmitted

from a transmitter to a receiver through free space. This power loss is defined as

free space path loss (FSPL). According to [51], the FSPL model is given by

PLFS = 20 lg{f}+ 20 lg{d} − 147.55 dB, (2.1)

where d (d > 1) is the distance between the transmitter and the receiver, and

f is the carrier frequency. Note that in the FSPL model d > 1, because the

received power per unit area starts at a reference distance of 1 m [51]. Apart

from being influenced by distance, the transmitting signal also experiences fading

caused by refraction, diffraction and reflection, etc. As a result, the propagation

model encompasses both the distance-dependent path loss and small-scale fading.

In UAV-enabled WPCNs, the air-to-ground (A2G) communication links

between the UAV and ground sensors are mainly dominated by line-of-sight (LoS)

and thus, Rician fading is a reasonable model to describe the fading in UAV

communications. Let X denote a Rician random variable, the probability density

function (PDF) of X is described in terms of the mean µ and variance σ as

fX(x) =
x

σ2
e−

x2+v2

2σ2 I0(
xv

σ2
), x ≥ 0 (2.2)

where v is non-central parameter, I0(x) is the zero-th order modified Bessel func-

tion of the first type [52, eq.(8.406.1)].

For the environment where both LoS and non-LoS (NLoS) channels exist,
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a new path loss model is derived in [16] as

PL =
A

1 + aeexp(−be[arctan( h
Rc

)− ae])
+10 lg

{
h2 +Rc

2
}

+20 lg

{
4πf

c

}
+ηNLOS,

(2.3)

where A = ηLOS−ηNLOS, ηLOS and ηNLOS refer to the mean value of the excessive

path loss caused by LoS channel and NLoS channel, respectively, h and Rc are

vertical and horizontal distances from the transmitter to the receiver, ae and be

are constants related to the propagation environments.

2.1.2 Channel Capacity

According to the Shannon theorem, the maximum achievable rate R in bits/Hz

can be expressed as

R = B log2

(
1 +

S

N0

)
, (2.4)

where B is the bandwidth, S is the received power in watts (W), N0 denotes the

additive white Gaussian noise (AWGN) in W, and S
N0

is the signal-to-noise ratio

(SNR) at the receiver.

2.2 Wireless Charging

2.2.1 Wireless Power Transfer

In UAV-enabled WPCNs, there has been a growing interest in studying WPT from

the UAV to ground sensors, where RF signal is regarded as a promising solution.

Considering the UAV is also an energy-limited node that does not generate energy
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itself, wireless charging to UAVs has also been highlighted in both academia [34]

and industry [35]. Denote the transmit power in dB by PTx, the received power

PRF can be expressed as

PRF = PTx +GTx +GRx − PLFS, (2.5)

where GTx and GRx are the antenna gains of the transmitter and the receiver in

dBi, respectively, PLFS is the path loss defined in (2.1). However, the received

RF power PRF needs to be converted into DC before it can be used directly. In

practice, this conversion is usually implemented by a rectifier, and the RF-to-DC

conversion efficiency varies with different received power.

2.2.2 RF-to-DC Conversion Efficiency

In [40] and [48], both linear and non-linear models for the RF-to-DC conversion

efficiency have been discussed. Wherein, the linear model has been adopted in

most existing works [24, 41, 42, 44–47] for simplifying the calculation. Denote the

converted DC power at the receiver by PDC , using (2.5), one has the relationship

between PRF and PDC as

PDC = η · 10

PRF
10 , 0 < η < 1. (2.6)

The above model assumes that the RF-to-DC conversion efficiency is a constant

that is linear and independent of the input RF power. However, in practice, the

converted DC power actually depends on the input RF power, which means the

RF-to-DC conversion efficiency is non-linear. One has the relationship between
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the received RF power PRF and the converted DC power PDC as [48]

PDC = f(PRF ) =
a010

PRF
10 + b0

10
PRF

10 + c0

− b0

c0

, (2.7)

where a0, b0 and c0 are constants obtained by standard curve-fitting. As a result,

the non-linear RF-to-DC conversion efficiency η can be expressed as

η =
PDC

10
PRF

10

=

a010
PRF

10 +b0

10
PRF

10 +c0

− b0
c0

10
PRF

10

, 0 < η < 1. (2.8)

2.2.3 Energy Harvesting

According to the received RF power in (2.5) at the UAV, and the RF-to-DC

conversion efficiency η in (2.8), the received DC energy can be calculated as

EDC−harvest = PDC · Tcharge = η · 10
PRF

10 · Tcharge, (2.9)

where Tcharge is the charging time, and it is usually less than or equal to the time

to fully charge the UAV.

2.3 UAV Types

In the past decade, there has been an increasing development in UAVs, resulting

in a wide variety of UAVs. In the light of different metrics, UAVs can be divided

into many different categories. For example, UAVs can be classified into military

and civil according to the purpose. Other classifications such as by weight, by size

or by fuel type have been detailed in [3, Table. (3)]. However, UAVs enabling in
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the field of wireless communications are generally grouped by flight altitude [3,11]

and wings type [7, 12].

2.3.1 By Flight Altitude

• Low altitude platform (LAP): UAVs with flight height less than 10 km can

be seen as a LAP for communications [3]. LAPs are generally easy to deploy,

but limited by onboard energy.

• High altitude platform (HAP): Accordingly, HAP operates at an altitude of

more than 10 km [3]. UAVs with this altitude show better performance on

endurance, whist higher operational cost is needed.

2.3.2 By Wings Type

• Fixed-Wing: Fixed-wing UAVs usually have higher maximizing flying speed

and payload. However, a runway is indispensable for taking off and landing.

• Rotary-Wing: Compared with fixed-wing UAVs, rotary-wing UAVs show

advantages in taking off and landing vertically. In particular, they are able to

hover somewhere in the air, which allows them to show more flexible mobility

in communications. Nevertheless, the key limitations of rotary-wing UAVs

are their low payload and endurance.
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Table 2.1: Parameters for fixed-wing and rotary-wing UAVs

Notations Description

ρ Air density
m the total mass of the UAV
g Gravitational acceleration
W W = mg is the weight of the UAV
CD0 Zero-lift drag coefficient
S Wing area of the fixed-wing UAV
e0 Oswald efficiency
A< The ratio of the fixed-wing span to its aerodynamic breadth
b Number of blades
R Rotor radius in meter m
A Rotor disc area in m2, A = πR2

c Blade or airfoil chord length

s Rotor solidity, s
∆
= bc

πR

δ Profile drag coefficient
Ω Blade angular velocity in radians/second
k Incremental correction factor to induced power

Utip Tip speed of the rotor blade, Utip
M
= ΩR

v0 Mean rotor induced velocity, v0 =
√

W
2ρA

SFP Fuselage equivalent flat plate area in m2

d0 Fuselage drag ratio, d0
M
= SFP

sA

2.4 UAV Propulsion Energy Consumption Mod-

els

In UAV-enabled WPCNs, in addition to the energy transferred to the ground

sensors via WPT and the energy for communications, the UAV also requires energy

for various manoeuvres such as hovering, acceleration/deceleration and flying at a

constant speed of V . According to the existing works, fixed-wing and rotary-wing

UAVs are two main types of UAVs that have been widely studied. In the following,

the energy consumption models of these two types of UAVs are introduced.
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2.4.1 Energy Consumption Model for Fixed-wing UAVs

According to [30], the propulsion consumption energy for a fixed-wing UAV with

level flight without abrupt acceleration/deceleration Ē can be expressed as a func-

tion of a given trajectory q(t) [30, eq. (5)], one has

Ē(q(t)) =

∫ T

0

c1‖v(t)‖3 +
c2

‖v(t)‖

1 +
‖a(t)‖2 − (aT (t)v(t))2

‖v(T )‖2

g2

 dt

+
1

2
m
(
‖v(T )‖2 − ‖v(0)‖2

)
,

(2.10)

where v(t) , ∂q(t)
∂t

and a(t) , ∂2q(t)
∂t2

denote the instantaneous velocity and ac-

celeration of the UAV, respectively. c1 = 1
2
ρCD0SV

2 and c2 =
2W 2

(πe0A<)ρS
are

two constants related to the UAV’s weight W , wing area S, air density ρ, etc.,

g = 9.8 m/s2 is the gravitational acceleration, m is the total mass of the UAV.

Other parameters are detailed in Table 2.1.

2.4.2 Energy Consumption Model for Rotary-wing UAVs

Compared with fixed-wing UAVs, rotary-wing UAVs show better flexibility and

mobility due to its characteristics of hovering and vertical flight. In [49], an ana-

lytical propulsion power consumption model for rotary-wing UAVs in forward level

flight with speed of V, P (V ), was reported as

P (V ) = P0

(
1 +

3V 2

U2
tip

)
+ P1

(√
1 +

V 4

4v4
0

− V 2

2v2
0

) 1
2

+
1

2
d0ρsAV

3, (2.11)

where P0 = δ
8
ρsAΩ3R3 and P1 = (1 + k)

√
(mg)3

2ρA
are two constants related to the

physical properties of the UAV and the flight environment, including profile drag
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coefficient δ, air density ρ, rotor solidity s, etc., as detailed in Table 2.1. Denote

the energy consumption during hovering, acceleration (deceleration) and flying at

speed of V as Ehover, EAcc(EDec) and EV , respectively. By substituting V = 0 into

(2.10), the power consumption for hovering, Phover, can be derived as

Phover = P (0) = P0 + P1, (2.12)

and thus, the energy required for hovering during period of Thover can be calculated

as

Ehover = P (0) · Thover. (2.13)

For flying at speed of V , one has

EV = P (V ) · Tflying, (2.14)

where Tflying is the flying time at constant speed of V . For linear acceleration or

deceleration, one has the relationship between the speed V (t), initial velocity v0

and acceleration a as

V (t) = ‖v0‖ ± ‖a‖t, (2.15)

where t is the time for acceleration (deceleration). As a result, the energy consumed

by the UAV during the acceleration can be approximately calculated as

EAcc =

∫ V−‖v0‖
‖a‖

0

P [V (t)] . (2.16)

Similarly, the energy consumed during deceleration can be derived using symmetry.

It is unnecessary to go into details. Note that, (2.16) is only valid for forward level

flight as specified in [49].

For vertical flight, the authors in [53] derived a power consumption model
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as

Pv (Vv, a) = P2 +
T

2

(
Vv +

√
‖Vv‖2 +

2T

ρA

)
, (2.17)

where T = m(a + g) is the rotor thrust, Vv is the velocity of vertical flight,

P2 = δ
8
ρsAΩ3R3 + k

√
(mg)3

2ρA
, g = 9.8 m/s2 is the gravitational acceleration, a > 0

(upward) is the acceleration for ascending and a < 0 (downward) for descending.

2.5 UAV-Related Works

2.5.1 UAV-enabled WPT

There have been quite a few works on the use of UAVs for WPT. In these works,

the UAV is deployed to broadcast wireless energy to ground sensors. Due to the

LoS links between the UAV and ground sensors, UAV-enabled WPT system can

improve the energy transfer efficiency greatly by deploying UAV as a mobile energy

transmitter. For example, in [41], a WPT system with a UAV-mounted energy

transmitter was considered and for a basic two-user scenario, the energy region and

the amount of energy transferred over a fixed period of time were studied jointly

with the mobility and trajectory design of the UAV. In [42], the authors extended

the two-user scenario in [41] to more users and maximized the minimum of the en-

ergy harvested by all users via optimizing the trajectory of the UAV. In [36], both

UAV’s optimal hovering locations for the sum-energy maximization and UAV’s

optimal hovering time allocations for maximizing the minimum received energy

among all energy receivers were investigated by trajectory optimization. In [37],

a one-dimensional (1D) UAV trajectory was designed for a multi-user WPT sys-

tem, where all ground users stay on a line, such as a motorway or river. Also,
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reference [38] considered a two-user scenario, but the UAV was equipped with a

directional antenna for improving the energy transfer efficiency. In [54], the sce-

nario was further extended to the case of multi-UAVs and multiple ground users,

and the throughput was maximized by optimizing the user scheduling through

considering the UAV trajectory and power control jointly. In [24], a new UAV-

enabled wireless powered communication network was studied, where a UAV is

deployed as a mobile access point to charge the ground users in the A2G link and

collect information from ground users in the ground-to-air (G2A) link. The up-

link minimum throughput was maximized by optimizing both the UAV trajectory

and other resources. In [39], the maximum network throughput was discussed in

a UAV-enabled relaying system where the UAV receives both energy and infor-

mation from a BS, and then forwards the information to the ground user. The

authors in [55] studied the use of a rotary-wing UAV as an energy transmitter to

charge a set of energy receivers (ERs) taking into account the UAV’s flight altitude

and coverage performance. The energy harvested by all ERs was maximized via

jointly optimizing the UAV’s placement, beam pattern and charging time. Finally,

in [56], a UAV-aided A2G cooperative non-orthogonal multiple access system for

cellular users was studied, where the energy efficiency and spectrum efficiency were

improved by jointly scheduling cellular users and the UAV. Reference [57] stud-

ied the energy trade-off between the up-link transmission energy of the ground

terminals and the propulsion energy for UAV’s movement. In [58], the authors

considered a framework for UAV-aided wireless charging of sensor nodes using

RF energy transfer. Other works include the related technologies, principles and

applications of wireless charging in [32, 33, 59–62], RF energy models and energy

transfer channel models in [63,64], mobile charging technologies [65–67] and wire-

less energy harvesting [68]. All these works have provided very valuable guidance

on the use of UAV-enabled WPT system.
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2.5.2 UAV-aided Data Collection

In view of the fact that UAVs can be flexibly deployed on-demand when required,

UAV-aided data collection has attained significant research attention. To name a

few, the authors in [69] proposed a novel UAV-aided sensor network, where a UAV

was employed as a mobile data collector for data collection and also as an anchor

node to help terrestrial BS with sensor positioning. Similarly, a UAV-aided data

collection scheme for WSNs was studied in [70], where both single UAV and mul-

tiple UAVs were considered. In [71], a UAV-enabled WSN was studied, where a

flying UAV was dispatched to collect data from multiple sensors, and the minimum

average data rate was maximized via optimizing the UAV communication schedul-

ing and 3D trajectory. In [72], the shortest path for UAV-aided data collection was

derived to achieve a high delivery rate and a low energy usage. Reference [73] stud-

ied UAV-aided data collection from time-constrained sensors via jointly optimizing

the trajectory of the UAV and the radio resource allocation. In [74], UAV opera-

tions and traffic data collection have been reviewed for driving behavior analysis.

In [75], energy-efficient data collection was studied, where sensor wake-up sched-

ule and UAV trajectory were jointly optimized to minimize the maximum energy

consumption for all sensors. Furthermore, reference [76] extended the work in [75]

to multiple UAVs, in which the mission completion time among all UAVs was

minimized. In [77], a UAV was dispatched to collect data from a set of sensors

distributed on a straight line. The total flight time of the UAV was minimized via

jointly optimizing sensor transmit power and the UAV speed. The authors in [78]

proposed four UAV-aided data collection algorithms considering the dynamic net-

work topology where sensors were mobile with constant velocities. In [79], a UAV

trajectory planning model for data collection was proposed taking into account the

message expiration. Also, in [80], age of information was considered as a perfor-

23



mance metric to measure the data freshness in UAV-aided IoT networks. In [81],

a UAV-aided data collection design was proposed, where the UAV’s trajectory,

velocity, altitude and data link were all considered to minimize the mission time.

In [82], a UAV acting as a mobile sink was dispatched to collect data from the clus-

ter node of a WSN, and a direct future prediction model was proposed for UAV’s

trajectory plan. In [83], a rotary-wing UAV with limited onboard energy was em-

ployed to collect data from sensors. The maximum energy consumption among

all sensors was minimized by jointly optimizing the communication schedule, the

transmit power and the UAV trajectory.

As sensors deployed in IoTs are energy-limited nodes and they need to be

charged until the energy exceeds the circuit activation threshold to start transmit-

ting data [25], works on UAV-enabled WPCNs [25, 27–29, 44, 45] began to study

the performance of combining WPT and data collection. Similarly, considering the

UAV consumes energy in different manoeuvres, some recent works have started to

take UAV propulsion energy into account [46, 47]. In [46], a rotary-wing UAV

equipped with a hybrid access point was employed to serve energy-limited sensors,

where sum throughput problem, total time minimization problem and total en-

ergy minimization (TEM) problem were optimized. For the TEM problem, UAV’s

propulsion energy was considered. Similarly, in [47], a rotary-wing UAV consid-

ering propulsion energy was considered to serve multiple ground users, where the

ground users first harvested radio frequency energy from the UAV, and then trans-

mitted information to the UAV. The energy-time trade-off was solved by jointly

optimizing the user scheduling, UAV trajectory and mission completion time. All

these works have provided very valuable insights on the use of UAV-enabled WPT

and data collection.
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2.6 Summary

In this chapter, some basic concepts and mathematical models to be used in this

thesis have been first introduced in detail. Then, UAV-related works including

UAV-enabled WPT and UAV-aided data collection have also been reviewed and

discussed.
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Chapter 3

Performance Analysis of

UAV-Enabled WPT

This chapter is based on our work published in [J1]. ( [43])

3.1 Introduction

In recent years, there has been increasing popularity in UAVs, as it has been

widely used in many public, military and civil applications [1, 2, 4]. For example,

UAVs have been adopted in environmental and natural disaster monitoring, for

area or network coverage, as aerial BSs or relays, and for delivery of goods and

construction.

In particular, as an aerial BS or relay, UAVs play a very important role in

UAV-enabled wireless networks. The authors in [16] optimized the altitude of a

LAP to provide the maximum radio coverage for the ground users. In [17], the
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authors considered this problem in a relaying setting and studied the optimum

placement of a relaying UAV for the maximum reliability. Furthermore, works

on mobile relaying and mobile BS were also studied in [18] and [19], respectively.

Zeng et al. [18] studied the throughput maximization problem in mobile relaying

system by optimizing the transmit power, while Lyu et al. [19] focused on min-

imizing the number of mobile BSs needed to provide effective wireless coverage

for several distributed ground terminals so that each ground terminal can have an

effective communication connection with the mobile BS. In the seminal paper [20],

the authors proposed a new cyclical multiple access (CMA) scheme to explore the

periodic channel variations between a mobile BS served by a UAV and ground

terminals for maximum throughput. The results show that there exists a trade-off

between throughput and access delay in their proposed CMA scheme. For UAV

relaying networks or systems, the authors in [21] jointly investigated the optimiza-

tion problem of UAV node placement and communication resource allocation to

achieve the maximum throughput. In [22], a solution that jointly optimizes the

trajectory design and power control was proposed to minimize the outage prob-

ability of the UAV relaying network. All of the above works have provided very

useful insights on the applications of UAV as a relay or a BS to provide information

relay or information coverage. However, energy is as important as information in

communications systems, especially in wireless sensor networks where the sensors

are of limited battery life.

Although works on UAV-enabled WPT in 2.5.1 have considered the sce-

nario where the UAV acts as a traditional static relay or an aerial BS to provide

energy relay or energy coverage by WPT, a realistic and important issue that

has been largely ignored is the power consumption of UAV. Some of these works

(i.e., [36], [37], [38] and [39]) have also ignored the RF-to-DC energy conversion

efficiency at energy receivers. Besides, the path loss caused by the transmission
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distance seriously reduces the energy transfer efficiency. To improve the energy

transfer efficiency, one efficient method is to reduce the path loss caused by long

transmission distance. For this purpose, one interesting work is data ferry, where

a third transceiver receives the data from the BS in its close proximity and then

carry the data to the sensors for another transmission in close proximity. For

example, in [84], the authors considered the method of using one or more UAVs

to relay messages between two distant ground nodes. A ”load-carry-and-deliver”

(LCAD) paradigm was proposed to let the UAV load data from a source node,

carry the data to the destination node, and finally deliver the data to the desti-

nation node. It has been shown in these works that data ferry is more efficient

than traditional direct transmission. Moreover, works on cooperative communi-

cations, such as two-way multi-antenna cooperative relaying with comparison of

one-hop direct transmission and two-hop relay-aided transmission [85–89], have

also provided very valuable insights on relay-aided transmission strategies, and it

is interesting to use UAV as a mobile relay following the idea of these works.

Motivated by the above observations, in this chapter, we study the WPT

efficiency in a UAV-enabled wireless network, where a UAV is used to charge the

remote unmanned ground vehicle (UGV). We propose two new schemes for UAV-

enabled WPT. The new and conventional schemes (long distance direct wireless

charging without using a UAV) are compared by analyzing their RF energy trans-

fer model, UAV energy consumption model and RF-to-DC conversion efficiency

model. A critical distance beyond which the new schemes have a higher energy

transfer efficiency than the conventional direct charging is derived. Numerical re-

sults are presented to show the influences of the RF-to-DC conversion efficiency

and the UAV flight height on the critical distance of the new schemes. Specifi-

cally, the critical distance is reduced from 192.99 m to 75.0 m when the RF-to-DC

conversion efficiency increases from 0.6 to 1.0 for a fixed UAV height of 6.4 m
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Table 3.1: Symbols in Chapter 3

Notations Description

Ls1−1
FS path loss from the BS to the UAV in Scheme 1

Ls1−2
FS path loss from the UAV to the UGV in Scheme 1

Ls2−1
FS path loss from the BS to the UAV in Scheme 2

Ls2−2
FS path loss from the UAV to the UGV in Scheme 2

ds1−1 transmission distance from the BS to the UAV in Scheme 1
ds1−2 transmission distance from the UAV to the UGV in Scheme 1
ds2−1 transmission distance from the BS to the UAV in Scheme 2
ds2−2 transmission distance from the UAV to the UGV in Scheme 2
L1 horizontal distance on both sides of the BS during the load stage
L2 horizontal distance on both sides of the UGV during the charge stage
P s1
uav−r received RF power at the UAV in Scheme 1
P s2
uav−r received RF power at the UAV in Scheme 2
P s1
uav−t transmit RF power from the UAV in Scheme 1
P s2
uav−t transmit RF power from the UAV in Scheme 2
P s1
ugv received RF power at the UGV in Scheme 1
P s2
ugv received RF power at the UGV in Scheme 2
Es1
uav−DC received DC energy of UAV from the BS in Scheme 1

Es2
uav−DC received DC energy of UAV from the BS in Scheme 2

Es1
fly−to energy consumption during the carry stage in Scheme 1

Es2
fly−to energy consumption during the carry stage in Scheme 2

Es1
fly−back energy consumption for flying back in Scheme 1

Es2
fly−back energy consumption for flying back in Scheme 2

above ground level. Also, when the RF-to-DC conversion efficiency is set to 0.6,

the critical distance increases from about 59.69 m to 192.99 m when the UAV

height increases from 6.0 m to 6.4 m. The main contributions of this work can be

summarized as follows:

• We propose two new schemes for UAV-enabled WPT in wireless networks.

• We derive and quantify the exact critical distance and the effective range

beyond which the new schemes have superiority over the conventional direct

charging.
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Figure 3.1: The conventional direct energy transfer scheme.

• We examine the effects of different system parameters on the performance

of the proposed schemes to give useful guidance for system designs.

The remainder of this chapter is organized as follows. In Section 3.2, the

system models used in the proposed schemes are introduced. The new schemes and

the critical distance are studied in Section 3.3. Numerical results are presented in

Section 3.4. Finally, we conclude the work in Section 3.5. Some frequently used

symbols in this chapter are summarized in Table 3.1.

3.2 System Model

Consider three wireless charging scenarios as depicted in Figs. 3.1, Fig. 3.2 and

Fig.3.3. In Fig. 3.1, an UGV, located L meters away from the BS, is charged via

direct RF energy transfer. This is the conventional direct energy transfer scheme.

In Fig. 3.2 and Fig. 3.3, a multi-rotor UAV is used to load the energy near the

BS and then deliver the energy to the UGV by charging it from a short distance.

These are the two new schemes.
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Figure 3.2: The proposed Scheme 1.

To determine which scheme is more energy efficient, we need to know the

energy consumption of different parts of the system. For the conventional scheme,

the energy consumption only comes from the transmission loss from the BS to

the UGV and the conversion loss from RF to DC at the UGV. For the proposed

schemes, the energy consumption comes from the transmission loss from the BS

to the UAV and from the UAV to the UGV, the conversion loss from RF to DC at

the UAV and at the UGV, and the UAV internal loss due to hovering, acceleration,

deceleration and flying operations.

3.2.1 Transmission Loss

We assume a LoS communication link between the BS and the UAV, and between

the UAV and the UGV as in [36–38,41,42]. Also, the communication link between

the BS and the UGV comes with extra power loss caused by shadowing and NLoS.

Denote the heights of the BS and the UGV as Ht and Hr, respectively. According

31



Base station L UGV

Ht

Pdec

V
Pacc

Pacc

Pdec

Load Carry Charge

L-(L1+L2)

Hcharging

Hr

VChargingVLoading

Hloading

L2L2L1L1

Figure 3.3: The proposed Scheme 2.

to the FSPL model [51], the transmission loss LFS is expressed as

LFS(dB) = 20lg {fc}+ 20lg {d} − 147.55 dB, (3.1)

where d (d ≥ 1 m) is the distance between the transmitter and the receiver and

fc is the operating frequency.

In Fig. 3.1, for the conventional direct transfer scheme, since the distance

between the BS and the UGV is L, one has

d0 =

√
L2 + (Ht −Hr)

2, d0 ≥ 1 m. (3.2)

Hence, the transmission loss is

LcFS(dB) = 20lg {fc}+ 20lg {d0} − 147.55 +X dB, (3.3)

where X represents the extra power loss caused by shadowing.

In Fig. 3.2, for the proposed Scheme 1, the transmission distance from the
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BS to the UAV is

ds1−1 = Hloading −Ht, ds1−1 ≥ 1 m, (3.4)

and the distance from the UAV to the UGV is

ds1−2 = Hcharging −Hr, ds1−2 ≥ 1 m, (3.5)

where Hloading > Ht and Hcharging > Hr. Therefore, the transmission loss from the

BS to the UAV can be expressed as

Ls1−1
FS(dB) = 20lg {fc}+ 20lg {ds1−1} − 147.55 dB, (3.6)

and the transmission loss from the UAV to the UGV can be expressed as

Ls1−2
FS(dB) = 20lg {fc}+ 20lg {ds1−2} − 147.55 dB. (3.7)

For the proposed Scheme 2 in Fig. 3.3, the UAV is charged while flying

over the horizontal distance of L1 meters on both sides of the BS. We denote each

L1 meters as one flight. Then, the flights within a horizontal distance of L1 on

both sides of the BS are symmetric, and thus we only need to consider the process

within one L1 meter distance. In essence, Scheme 2 charges and discharges the

UAV while it is flying instead of hovering. In order to simplify the calculation, we

use the average speed of vloading to approximately calculate the energy obtained

during the load stage. Since the UAV flies at a fixed speed of vloading around the

BS within a distance of L1 meters during loading and we denote the instant time

within L1 meters as t, the instantaneous transmission distance at time instant t

33



from the BS to the UAV can be expressed as

ds2−1 (t) =

√
(Hloading −Ht)

2 + (L1 − vloadingt)2, (3.8)

where Hloading > Ht and L1 ≥ vloadingt so that 0 ≤ t ≤ L1

vloading
, and ds2−1 (t) ≥ 1

m. Similarly, if the UAV flies at a fixed speed of vcharging around the UGV within

a distance of L2 meters during charging, the instantaneous transmission distance

at time instant t from the UAV to the UGV can be expressed as

ds2−2 (t) =

√
(Hcharging −Hr)

2 + (L2 − vchargingt)2, (3.9)

where Hcharging > Hr and L2 ≥ vchargingt so that 0 ≤ t ≤ L2

vcharging
, and ds2−2 (t) ≥ 1

m. Accordingly, the instantaneous transmission loss from the BS to the UAV can

be expressed as

Ls2−1
FS(dB) (t) = 20 lg {fc}+ 20 lg {ds2−1 (t)} − 147.55 dB, (3.10)

and the instantaneous transmission loss from the UAV to the UGV can be ex-

pressed as

Ls2−2
FS(dB) (t) = 20 lg {fc}+ 20 lg {ds2−2 (t)} − 147.55 dB. (3.11)

3.2.2 UAV Internal Loss

In [90], the authors reported some computational models for the energy consumed

by a UAV for its various manoeuvres (i.e. hovering, acceleration, deceleration and

flying) based on experimental results. We will use these models here. Assume

that the energy consumption during UAV acceleration is Eacc, and during UAV
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deceleration is Edec. Also, Ehover and Ev denote energy consumption during hov-

ering and during normal flight at an average speed of v, respectively. According

to the results in [90], the internal energy consumption at the UAV during different

manoeuvres can be calculated as

Ehover = Phovert1, (3.12)

Eacc = Pacc (t2 − t1) , (3.13)

Ev = Pv (t3 − t2) , (3.14)

Edec = Pdec (t4 − t3) , (3.15)

where Phover (watt) is the hovering power, Pacc (watt) is the average acceleration

power, Pv (watt) is the average flying power at a speed of v and Pdec (watt) is the

average deceleration power. Also, t1 is the hovering time at a speed of 0, t2 − t1
is the acceleration time, t3 − t2 is the flying time at a speed of v, and t4 − t3 is

the deceleration time. In this case, the UAV hovers for t1 seconds, followed by an

acceleration for t2 − t1 seconds to a fixed speed of v, a flying time of t3 − t2 and

finally a deceleration for t4 − t3 seconds to become static again.

For the proposed Scheme 1 in Fig. 3.2, the UAV hovers above the BS for

charging, then accelerates to a constant speed of v to deliver the energy. When it is

close to the UGV, the UAV decelerates and then hovers above the UGV to deliver

the energy before flying back to the BS. Thus, hovering, acceleration, deceleration

and flying are the only four operations that need to be considered for this scheme.

For the proposed Scheme 2 shown in Fig. 3.3, the UAV flies at a fixed

speed of vloading around the BS within a distance of L1 meters for charging, then

accelerates to a constant speed of v to carry the energy. When it flies close to the
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UGV, it decelerates to a fixed speed of vcharging and within a distance of L2 meters

for energy delivery before flying back to the BS. Hence, flying (i.e. at a fixed

speed of vloading, v and vcharging, respectively), acceleration and deceleration are

the only three operations that need to be considered for this scheme. No hovering

is performed in this case.

3.2.3 RF-to-DC Conversion Loss

The RF-to-DC model in (2.6) is adopted in this Chapter, because it can simplify

the calculation without affecting the simulation results. Assume that the input

power is denoted as PRF , and that the constant RF-to-DC conversion efficiency is

η. Therefore, the received DC power PDC can be expressed as

PDC = η ∗ 10
PRF

10 . (3.16)

3.3 The Proposed New Schemes

In this section, two wireless charging schemes using RF energy harvesting are

proposed, where a UAV used as a carrier is studied. Specifically, four different

cases, a conventional scheme with a single receiver on UGV, the new schemes

with a single receiver on UGV, the conventional scheme with multiple receivers on

UGV and the new schemes with multiple receivers on UGV, will be compared and

discussed.
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3.3.1 Conventional Scheme with a Single Receiver

In this case, the RF energy from the BS is harvested by a single receiver on the

UGV located L meters away directly, as shown in Fig. 3.1. Accordingly, the

received RF power at the UGV can be expressed as

Pugv = Pt +Gt +Gugv − 20lg {fc} − 20lg {d0}+ 147.55−X dB, (3.17)

where Pugv (dB) is the received RF power at the UGV, Pt (dB) is the transmit

power, Gt and Gugv are the transmitting antenna gain and receiving antenna gain

(dBi), respectively, X is the extra power loss, d0 =
√
L2 + (Ht −Hr)

2 is the

transmission distance between the BS and the UGV, and the transmission loss

LcFS(dB) in (3.3) has been used here. If the charging time is denoted as Tloading, the

converted DC energy at the UGV is

Eugv DC = ηEugv RF = η10
Pugv

10 Tloading, (3.18)

where η is the constant RF-to-DC conversion efficiency defined in (3.16) and Tloading

is the loading time which equals to the charging time in this case. Note that, when

Pt and Tloading are fixed, the received DC energy is affected by the path loss, which

is mainly determined by the transmission distance.

3.3.2 New Schemes with a Single Receiver

For the new schemes. a UAV is used to charge the remote wireless sensors after it

is charged by the BS. This method reduces the transmission distance and therefore

may be more energy-efficient due to the reduced path loss. In this case, the UAV

has to hover above the BS to be charged by the BS. After it has been charged, it
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flies towards the UGV and then hovers above the UGV to charge the UGV. Fig.

3.2 and Fig. 3.3 illustrate the process of the proposed new schemes.

From Fig. 3.2 and Fig. 3.3, the process of the new schemes can be divided

into three stages: load, carry and charge, which is similar to the paradigm in [84]

for data ferry. In the first stage, the UAV is charged with certain amount of energy

by the BS. This is the load stage. The second stage is the carry stage in which

the UAV carries the stored energy and flies towards the UGV. Then, the UGV will

be powered by the UAV. This is the charge stage. We consider the two different

schemes in the following.

The Proposed Scheme 1 in Fig. 3.2

a) Load

During the first stage, the UAV stays static above the BS at a height of Hloading.

In this case, the received RF power at the UAV can be expressed as

P s1
uav−r = Pt +Gt +Guav − Ls1−1

FS(dB), (3.19)

where Guav is either transmitting or receiving antenna gain of the UAV and P s1
uav−r

(dB) is the received RF power at the UAV. Ls1−1
FS(dB) is the transmission loss from

the BS to the UAV in (3.6). Then, the received DC energy is

Es1
uav−DC = η10

Ps1uav−r
10 T s1loading. (3.20)

Note that, during the load stage, the UAV hovering operation consumes energy as

well, because it has to stay above the BS with a power of Phover (dB). This energy
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consumption can be calculated as

Es1
hover = PhoverT

s1
loading. (3.21)

Besides, in order to ensure that the UAV does not fall and is in the state of

charge, the received DC power should be greater than the hovering power Phover.

i.e., η10
Ps1uav−r

10 > Phover.

b) Carry

During the second stage, an acceleration-fly-deceleration operation of the UAV

will be performed to carry energy to the destination. The energy consumption of

the carry stage can be calculated as

Es1
fly−to =


Es1
acc + Es1

v + Es1
dec = P s1

acc

(v
a

)
+ P s1

v

(
L− v2

a

)
v

+ P s1
dec

(v
a

)
, L >

v2

a
,

Es1
acc + Es1

v + Es1
dec = P s1

acc

(v
a

)
+ P s1

dec

(v
a

)
, L ≤ v2

a
(3.22)

where v is the final constant flight speed, a is the acceleration and L is the total

distance from the BS to the UGV. Note that, there is no carry stage when L ≤ v2

a

from (3.22). Since the UAV needs to fly back to its initial position after each deliv-

ery, to ensure that the UAV has enough energy to fly back, the energy consumption

for flying back should at least be the same as that for flying to the destination.

Thus, this energy consumption of flying back can be given by Es1
fly−back = Es1

fly−to,

assuming that the flying back operation is symmetric to the flying to operation.
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c) Charge

In the third stage, the UAV is hovering above the UGV at a height of Hcharge ,

which is chosen to be the same as the height of loading Hloading in the first stage

to reduce flight distance and simplify the flight process because we are not aiming

at trajectory optimization [22,36–38,41,42,54]. Then, the UAV charges the UGV

with a transmitted RF power of P s1
uav−t (dB). In this way, the received RF power

at the UGV can be derived as

P s1
ugv = P s1

uav−t +Guav +Gugv − Ls1−2
FS(dB), (3.23)

where Ls1−2
FS(dB) is the path loss between the UAV and the UGV given by (3.7)

before. The final amount of energy that is available for charging can be derived as

Es1
available = Es1

uav−DC − Es1
hover − Es1

fly−to − Es1
fly−back. (3.24)

Note that, during the charge stage the UAV also consumes energy with a power

of P s1
hover for hovering, similar to the load stage (i.e. hovering consumption). Thus,

the charging time in this stage can be calculated as

T s1charging =
Es1
available

10
Ps1uav−t

10 + Phover

. (3.25)

As a result, the energy that the UGV can receive is derived as

Es1
ugv−DC = ηEs1

ugv RF = η10
Ps1ugv

10 T s1charging. (3.26)

Comparing (3.18) and (3.26), it can be seen that the conventional scheme is mainly

affected by the transmission distance, while the proposed Scheme 1 is mainly
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affected by the UAV’s own energy consumption and the RF-to-DC conversion (i.e.

from the BS to the UAV and from the UAV to the UGV) efficiency. The proposed

Scheme 1 saves energy by significantly reducing the transmission distance but has

extra energy consumption due to hovering and flight operations. Thus, there might

exist a trade-off between the transmission loss and the extra UAV operations. We

will investigate this trade-off by finding the transmission distance beyond which

the proposed Scheme 1 will have advantages over the conventional direct transfer.

To do this, we need to study the critical distance beyond which the cost

of UAV-enabled WPT is lower than the transmission loss caused by path loss in

the conventional direct transfer. Using (3.18) for the conventional direct transfer

scheme, one has

Eugv−DC =
ηTloading10

Pt+Gt+Gugv−20lg{fc}+147.55−X
10

10
20lg

{√
L2+(Ht−Hr)2

}
10

=
ηTloading10

Pt+Gt+Gugv−20lg{fc}+147.55−X
10

L2 + (Ht −Hr)
2 .

(3.27)

Since all parameters in (3.27) are constants except L, denote A =

Tloading10
Pt+Gt+Gugv−20lg{fc}+147.55dB

10 and let H = Ht −Hr, one has

Eugv−DC = η
A

L2 +H2
. (3.28)

Similarly, using (3.26) for the proposed Scheme 1, one has

Es1
ugv−DC = η10

Ps1ugv
10

Es1
available

10
Ps1uav−t

10 + Phover

. (3.29)

Denote B = 10
Ps1ugv

10 , C = η10
Ps1uav−r

10 T s1loading − Es1
hover − 2

(
P s1
acc(

v
a
) + P s1

dec
( v
a
)
)
, D =
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10
Ps1uav−t

10 + Phover, E = 2Pv
v

and F = v2

a
. Then from (3.29), one has

Es1
ugv−DC = η

B

D
(C − E (L− F )) . (3.30)

Using (3.28) and (3.30), the critical distance can be found by letting Eugv−DC =

Es1
ugv−DC and Tloading = T s1loading (i.e. assuming that the energy released from the

BS to UAV is fixed.) to give

A

L2 +H2
=
B

D
(C − E (L− F )) . (3.31)

It can be seen that (3.31) is an equation of the distance L only, and it can be

solved by transforming it using the Cardano formula. The solution to (3.31) can

be found in Appendix A.1. This gives the two critical distances as

cd1 = 2
3

√√
−
(p

3

)3

cos

(
1

3
arccos

(
−q

2

)
+ 240◦

)
, (3.32)

and

cd2 = 2
3

√√
−
(p

3

)3

cos

(
1

3
arccos

(
−q

2

))
− b

3a
, (3.33)

where cd1 < cd2, a = BE, b = − (BC +BEF ), c = BEH2, d = −BCH2 −

BEFH2 + AD, p = c
a
− b

3a2 , q = 2b3

27a3 − bc
3a2 + d

a
, and A, B, C, D, E, F , H are

defined as before. Accordingly, the critical range is derived as

cd1 ≤ critical range ≤ cd2. (3.34)
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The Proposed Scheme 2 in Fig. 3.3

Now consider the proposed Scheme 2 in Fig. 3.3. In this scheme, instead of

hovering above the BS in a static position for charging or discharging, the UAV

starts at L1 meters to the right of the BS and flies along both sides of the BS

within a distance L1 meters to be charged, and similarly within a distance of L2

meters to be discharged. The main reason for this is that it is found that the

hovering power Phover is higher than the flying power Pv when the flying speed of

v is relatively low [49] so that it may save more energy if the UAV stays mobile

than staying static. The process of Scheme 2 in Fig. 3.3 can also be divided into

three stages, load, carry and charge.

a) Load

During this stage, within a horizontal distance of L1 meters on both sides of the

BS, the UAV is being charged. In order to ensure that the received power at the

UAV is not too small or the amount is reasonable when the UAV is located at a

horizontal distance of L1 meters from the BS, we set a threshold of Pε, so that the

maximum value of L1 when P s2
uav−r = Pε can be calculated according to

P s2
uav−r (t) = Pt +Gt +Guav − L

s2−1

FS(dB) (t) = Pε dB, (3.35)

where L
s2−1

FS(dB) (t) is the transmission loss from the BS to the UAV given in (3.10).

The threshold of Pε can be changed to any other value, depending on the applica-

tion. Thus, the maximum L1 can be derived as

L1 =

√
10

Pt+Gt+Guav−20lg{fc}+147.55−Pε
10 −H1

2, (3.36)
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Figure 3.4: Different loading cases (Scheme 2).

where H1 = Hloading −Ht. Also, we assume that the UAV flies at a fixed speed of

vloading during loading. The instantaneous distance between the UAV and the BS

within a horizontal distance of L1 meter is

ds2−1 (t) =

√
H1

2 + (L1 − vloadingt)2, (3.37)

where L1 ≥ vloadingt so that 0 ≤ t ≤ L1

vloading
. Accordingly, the received instanta-

neous power at the UAV can be expressed as

P s2
uav−r (t) = Ω− 20 lg {ds2−1 (t)} dB, (3.38)

where Ω = Pt + Gt + Guav − 20 lg {fc} + 147.55. Denote tmax = L1

vloading
as the

maximum flight time on both sides of the BS. Since the received power at the

UAV is changing with the time due to the flight, the total energy loaded during

this time is

Etmax = η10
Ω
10

∫ tmax

0

1

H1
2 + (L1 − vloadingt)2 dt

= η10
Ω
10

[
ξtan−1vloadingtmax − L1

H1

− ξtan−1−L1

H1

]
,

(3.39)
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where ξ = 1
vloadingH1

, and we have used the integral in [52, eq. (2.103.4)]. It can be

seen that the flight of the UAV is symmetric about the center point right above

the BS. In other words, the time that is taken to fly to the right or the left is the

same and the total energy loaded is also the same. It takes four flights for the

UAV to complete a cycle and go back to the starting position. Thus, the total

energy loaded for a complete cycle is 4Etmax . Also, denote the total loading time

as T s2loading, Thus, it takes
⌈
T s2loading
tmax

⌉
flights to finish the energy loading. Several

cases can be discussed as shown in Fig. 3.4.

In the first case, in addition to the full cycles, there is some time t′ (t′ < tmax)

left due to an incomplete flight when the UAV flies towards the BS. We calculate

the energy loaded within t′ that is less than tmax as

Es2−1
t′ = η10

Ω
10

∫ t′

0

1

H1
2 + (L1 − vloadingt)2 dt

= η10
Ω
10

[
ξtan−1vloadingt

′ − L1

H1

− ξtan−1−L1

H1

]
,

(3.40)

where 0 ≤ t′ < tmax. In this case, denote the total number of full cycles as n4tmax .

Then , we can calculate the total energy loaded within T s2loading as

Es2
uav−DC = n4tmax ∗ 4Etmax + Es2−1

t′ . (3.41)

In the second case, there is tmax + t′ left due to one complete flight and one

incomplete flight. For time t′, since the UAV flies away from the BS, we calculate

45



the energy loaded for this time as

Es2−2
t′ = η10

Ω
10

∫ t′

0

1

H1
2 + (vloadingt)

2 dt

= η10
Ω
10

[
1

vloadingH1

tan−1

(
t′
vloading
H1

)]
,

(3.42)

where we have also used the integral [52, eq. (2.103.4)] in (3.42). Thus, the total

energy loaded in this case can be calculated as

Es2
uav−DC = n4tmax ∗ 4Etmax + Etmax + Es2−2

t′ . (3.43)

In the third case, there is 2tmax + t′ left due to two complete flights and one

incomplete flight. According to the Fig. 3.4, the total energy loaded in this case

can be calculated as

Es2
uav−DC = n4tmax ∗ 4Etmax + 2Etmax + Es2−1

t′ . (3.44)

In the last case, there is 3tmax + t′ left due to three complete flights and one

incomplete flight. Thus, the total energy loaded in this case can be calculated as

Es2
uav−DC = n4tmax ∗ 4Etmax + 3Etmax + Es2−2

t′ . (3.45)

The following Algorithm 1 can be used to calculate the total energy loaded by

the UAV during the first stage with a loading time of T s2loading in different cases.

Denote N as the total number of flights within T s2loading, n4tmax as the total number

of full cycles and ntmax as the number of complete flights beyond the number of full

cycles. Note that, during the load stage the UAV also consumes energy for loading

at a fixed speed of vloading with a power of Pvloading (watt). Thus, the consumption
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Algorithm 1: Calculate the total energy loaded within T s2loading

1: Calculate the total number of flights for a loading N =
⌊
T s2loading
tmax

⌋
.

2: Calculate the number of full cycles during the
loading process n4tmax =

⌊
N
4

⌋
. Each full cycle has four flights.

3: Exclude the number of flights during loading that does not make
a full flight t′ = T s2loading −N ∗ tmax.

4: The total energy loaded during T s2loading can be calculated as:
5: if ntmax = 0 or ntmax = 2 then
6: Es2

uav−DC = n4tmax ∗ E4tmax + ntmax ∗ Etmax + Es2−1
t′

7: else if ntmax = 1 or ntmax = 3 then
8: Es2

uav−DC = n4tmax ∗ E4tmax + ntmax ∗ Etmax + Es2−2
t′

9: end if

during load stage can be derived as

Es2
vloading

= PvloadingT
s2
loading. (3.46)

2) Carry

In this stage, after being charged by the BS in the above four different cases,

an acceleration-fly-deceleration operation of the UAV will be performed to carry

energy. Here is a summary of operations —the UAV starts to accelerate from

vloading to a higher flight speed of v to deliver the energy. Then, it starts to

decelerate from v to vcharging. As a result, the energy consumption of the carry

stage can be expressed as

Es2
fly−to =

Φ + Pvloadingt
′,

Φ + Pvloading (tmax − t′) ,
(3.47)
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where Φ = P s2
acc

(
v−vloading

a

)
+ P s2

dec

(
v−vcharging

a

)
+ P s2

v

(
L−(L1+L2)−

v2−vloading
2

a

)
v

and

L− (L1 + L2)− v2−vloading2

a
> 0. Otherwise, there is no carry stage, similar to what

discussed in (3.22), Pvloadingt
′ and Pvloading (tmax − t′) in (3.47) are the consumption

during the rest of the load stage caused by incomplete flights when ntmax = 0, 2

and ntmax = 1, 3 respectively.

3) Charge

In the third stage, we firstly derived the received RF power at the UGV as

P s2
ugv = P s2

uav−t +Guav +Gugv − Ls2−2
FS(dB) (t) , (3.48)

where Ls2−2
FS(dB) (t) is the transmission loss from the UAV to the UGV given in

(3.11). And the instantaneous distance in this case is given as

ds2−2 (t) =

√
H2

2 + (L2 − vchargingt)2, (3.49)

where H2 = Hcharging−Hr, Hcharging > Hr, L2 ≥ vchargingt so that 0 ≤ t ≤ L2

vcharging
,

L2 is the maximum distance when t = 0 by letting P s2
ugv = −33 dBm to give

L2 =

√
10

Ω′−16
10 −H2

2, (3.50)

where Ω′ = P s2
uav−t +Guav +Gugv − 20 lg {fc}+ 147.55. Hence, the received instan-

taneous power at the UGV can be expressed as

P s2
ugv (t) = Ω′ − 20 lg {ds2−2 (t)} . (3.51)
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Figure 3.5: Different charging cases (Scheme 2).

Similar to the load stage, denote the t′max = L2

vcharging
as the maximum flight time

on both sides of the UGV. Since the received power at the UGV is changing with

the time because of the flight. the total energy received at the UGV during this

time is

Et′max = η10
Ω′
10

∫ t′max

0

1

H2
2 + (L2 − vchargingt)2 dt

= η10
Ω′
10

[
ξ′tan−1vchargingt

′
max − L2

H2

− ξ′tan−1−L2

H2

]
,

(3.52)

where ξ′ = 1
vchargingH2

and [52, eq. (2.103.4)] is used here again. Note that, in

order to make sure that the UAV can fly back to its initial position, the energy

consumption for flying back, which is denoted as Es2
fly−back, need to be considered.

Then, Es2
fly−back can be calculated as

Es2
fly−back =

Φ′ + Pvchargingt
′′,

Φ′ + Pvcharging (t′max − t′′) ,
(3.53)

where Φ′ = P s2
acc

(
v−vcharging

a

)
+P s2

dec

(
v−vloading

a

)
+P s2

v

(
L−(L1+L2)−

v2−vcharging
2

a

)
v

, L−

(L1 + L2) − v2−vcharging2

a
> 0, Pvchargingt

′′ and Pvcharging(t
′
max − t′′) in (3.53) are the
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power consumption during the rest of the charge stage due to incomplete flights

when nt′max = 0, 2 and nt′max = 1, 3, respectively. However, it is difficult to calculate

Es2
fly−back without knowing t′′, because t′′ is derived from Es2

available which is derived

assuming knowledge of Es2
fly−back. Thus, for convenience and in order to make sure

the UAV has enough energy for flying back, the upper bound time t′max is used, i.e.

Pvchargingt
′
max, to calculate the power consumption in the rest of the charge stage

in Section 3.3. Consequently, the available energy for charging can be derived as

Es2
available = Es2

uav−DC − Es2
vloading − Es2

fly−to − Es2
fly−back. (3.54)

Fig. 3.5 shows different charging cases. It can be also seen that the flight of the

UAV is symmetric about the center point right above the UGV. Thus, the time

taken to fly to the right or the left is the same and the total energy to be charged

is the same as well. It takes four flights for the UAV to complete a cycle and go

back to the initial position. Therefore, the total energy received at the UGV for

a complete cycle is 4Et′max . Denote the total charging time as T s2charging and in this

case it can be calculated as

T s2charing =
Es2
available

10
Ps2uav−t

10 + Pvcharging

. (3.55)

Thus, it takes
⌈
T s2charging
t′max

⌉
flights to finish the energy discharging. Several cases in

Fig. 3.5 can be discussed.

In the first case, there is only t′′ (t′′ < t′max) seconds left for an incomplete

flight when the UAV flies towards the UGV. The energy received at the UGV
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during t′′ is

Es2−3
t′′ = η10

Ω′
10

∫ t′′

0

1

H2
2 + (L2 − vchargingt)2 dt

= η10
Ω′
10

[
ξ′tan−1vchargingt

′′ − L2

H2

− ξ′tan−1−L2

H2

]
,

(3.56)

where H2 = Hcharging − Hr and 0 ≤ t′′ < t′max. Denote the total number of full

cycles as n4t′max . Then, we can calculate the total energy discharged during T 2
charging

as

Es2
ugv−DC = n4t′max ∗ 4Et′max + Es2−3

t′′ . (3.57)

In the second case, there is t′max + t′′ left due to one complete flight and

one incomplete flight. For time t′′, since the UAV flies away from the UGV, we

calculate the energy discharged during t′′ as

Es2−4
t′′ = η10

Ω′
10

∫ t′′

0

1

H2
2 + (vchargingt)

2dt = η10
Ω′
10

[
ξ′tan−1

(
t′′
vcharging
H2

)]
, (3.58)

where 0 ≤ t′′ < t′max. In this case, the total energy discharged can be calculated

as

Es2
ugv−DC = n4t′max ∗ 4Et′max + Et′max + Es2−4

t′′ . (3.59)

In the third case, there is 2t′max+ t′′ left due to two complete flights and one

incomplete flight. According to Fig. 3.5, the total energy discharged in this case

can be calculated as

Es2
ugv−DC = n4t′max ∗ 4Et′max + 2Et′max + Es2−3

t′′ . (3.60)

In the last case, if there is 3t′max + t′′ left due to three complete flights
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Algorithm 2: Calculate the total energy charged within T s2charging
1: Calculate the total number of flights for charging process

N ′ =
⌊
T s2charging
t′max

⌋
.

2: Calculate the number of full cycles during charging process
n4t′max =

⌊
N ′

4

⌋
. Each full cycle has four flights.

3: Exclude the number of flights during charging that does not make
a full cycle t′′ = T s2charging −N ′ ∗ t′max

4: The total energy charged within T s2charging can be calculated as
5: if nt′max = 0 or nt′max = 2 then
6: Es2

ugv−DC = n4t′max ∗ E4t′max + nt′max ∗ Et′max + Es2−3
t′′

7: else if nt′max = 1 or nt′max = 3 then
8: Es2

ugv−DC = n4t′max ∗ E4t′max + nt′max ∗ Et′max + Es2−4
t′′

9: end if

and one incomplete flight, Thus, the total energy discharged in this case can be

calculated as

Es2
ugv−DC = n4t′max ∗ 4Et′max + 3Et′max + Es2−4

t′′ . (3.61)

Algorithm 2 can be used to calculate the total energy received by the UGV

during the charge stage within time T s2charging. Denote N ′ as the total number of

flights within T s2charging, n4t′max as the total number of full cycles and nt′max as the

number of complete flights beyond the number of full cycles.

Next, We will investigate the trade-off by finding the transmission critical

distance beyond which the proposed Scheme 2 has advantages over the conven-

tional direct transfer. According to Algorithm 2, the total energy harvested by

the UGV with T s2charging can be expressed as

Es2
ugv−DC =

⌊
bΨc

4

⌋
∗ E4t′max + (bΨc mod 4) ∗ Et′max

+ (((bΨc mod 4) + 1) mod 2) ∗ Es2−3
t′′ + ((bΨc mod 4) mod 2) ∗ Es2−4

t′′ ,

(3.62)
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where Ψ =
T s2charging
t′max

. Using (3.28) and (3.62) (i.e.Eugv−DC = Es2
ugv−DC), we have

η
A

L2 +H2
=

⌊
bΨc

4

⌋
∗ E4t′max + (bΨc mod 4) ∗ Et′max

+ (((bΨc mod 4) + 1) mod 2) ∗ Es2−3
t′′ + ((bΨc mod 4) mod 2) ∗ Es2−4

t′′ .

(3.63)

It is not easy to solve the above equation. The critical distance in Scheme 2 can

be obtained numerically. We next consider the more general case when multiple

receivers are charged.

3.3.3 Conventional Scheme with Multiple Receivers

In this case, n receivers on the UGV need to be powered. Assume that these

receivers are very close to each other on the UGV so that their distance to the BS

are approximately the same. Then, the total energy harvested by n receivers in

this case can be calculated as

Eugvs−DC =
n∑
i=1

Eugvi−DC =
n∑
i=1

η10
Pugvi

10 Tloading, (3.64)

where i = 1, 2, ..., n index different receivers, Pugvi is the received power of the i-th

UGV, Eugvi RF is the received RF energy of the i-th UGV and Eugvi−DC is the

converted DC energy of the i-th UGV. One has

Pugvi = Pt +Gt +Gugvi − 20lg {fc} − 20lg {d0}+ 147.55−X dB, (3.65)

Eugvi RF = 10
Pugvi

10 Tloading, (3.66)

Eugvi DC = ηEugvi RF . (3.67)
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3.3.4 New Schemes with Multiple Receivers

Similar to the above case, there are n receivers in this case. They are approximately

of the same distance to the UAV. For the proposed Scheme 1, the total energy

harvested by n receivers can be derived from (3.26) as:

Es1
ugvs−DC =

n∑
i=1

Es1
ugvi−DC =

n∑
i=1

η10
Ps1ugvi

10 T s1charging, (3.68)

where i = 1, 2, ..., n index different receivers. For the proposed Scheme 2, the total

energy harvested by n receivers can be derived based on Algorithm 2 as

Es2
ugvs−DC =

n∑
i=1

⌊
bΨc

4

⌋
∗ E4t′max + (bΨc mod 4) ∗ Et′max

+ (((bΨc mod 4) + 1) mod 2) ∗ Es2−3
t′′ + ((bΨc mod 4) mod 2) ∗ Es2−4

t′′ .

(3.69)

It is noted that the case when multiple receivers are not close to each other is

an interesting issue for future works. Since this issue will lead to many optimiza-

tion problems, such as optimal hovering position, trajectory design and power

optimization, etc., it is beyond the scope of this work.

3.4 Numerical Results and Discussion

In this section, numerical examples are presented to show the energy performances

of the proposed schemes. First, we compare the conventional scheme and the

proposed schemes for a single receiver on the UGV. Then, we expand the discussion

to the case of multiple receivers on the UGV. In the comparison, we set Pt = 35.68
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Figure 3.6: The comparison of the proposed Schemes 1 and 2.

dBw, Gt = 15 dBi [91], Guav = 2 dBi, Gugv = 5 dBi, P s1
uav−t = P s2

uav−t = 40 dBm,

Hloading = 6 m, Ht = 5 m, Hr = 0.5 m, fc = 915 MHZ, Tloading = T s1loading =

T s2loading = 1200 s, Phover = 32.65 W, Pv = P s1
v = P s2

v = 20 W, P s1
acc = P s1

dec = P s2
acc =

P s2
dec = 28 W, V = 10 m/s, a = 1 m/s2, X = 18 dB and the RF-to-DC conversion

efficiency η = 0.6, if not stated otherwise1. Our expressions are general enough for

arbitrary parameters and hence, these values are only used for illustration purpose.

The value of the distance L is set from 100 m to 1600 m with a step size of 25 m.

Fig. 3.6 shows the amount of the received energy at the UGV versus distance

1Considering the distance between the BS and the UAV has a major impact on the efficiency of
RF energy transfer, we try to select the parameter values as small as possible within a reasonable
range, such as height Ht and power for different manoeuvres.
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L. Firstly, we consider the proposed Scheme 1. One can see that, when the

total energy transmitted by the BS is fixed, the energy received by the UGV

decreases with the distance in both the conventional scheme and the proposed

Scheme 1 because of the path loss and UAV internal loss. However, as seen in Fig.

3.6, the total energy obtained in the conventional scheme decreases exponentially

with the transmission distance. This is due to the fact that the path loss is a

logarithmic function of transmission distance. Beyond a transmission distance of

about 1500 m, the received energy is very close to 0. On the other hand, the

straight line with asterisks representing the proposed Scheme 1 shows that its

received energy decreases linearly with a fixed slope and hence is a linear function

of the transmission distance. This can be explained as follows. The UAV first

harvests a certain amount of energy from the BS and then flies to the UGV.

Due to the values of UAV speed and flight height are constants, the propulsion

consumption is proportional to the distance. As a result, the available energy

for charging UGV is in inverse proportion to the distance. This makes UAV-

enabled WPT improve the energy transfer efficiency greatly. As shown in Fig.

3.6, there are two intersection points between the conventional scheme and the

proposed Scheme 1. The corresponding X coordinates are the critical distances,

which are 192.99 m and 1569.62 m in this case derived from (3.32) and (3.33).

Thus, when the transmission distance is within this range, the proposed Scheme

1 shows superiority over the conventional direct transfer scheme. For the critical

distance 192.99 m, beyond which the proposed scheme shows better performance

than the conventional scheme over the distance. However, for the critical distance

1569.62, since the received energy at receivers is almost 0, the discussion is of little

significance. Hence, the critical distance we discuss will refer to the X coordinate

value of the left intersection, i.e., cd1 in (3.34), if not stated otherwise.

Next, we investigate the proposed Scheme 2. In this case, we set Pvloading =
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Figure 3.7: The comparison of received power using linear model and non-linear
model.

25.5 W, and the minimum value of P s2
uav−r is set to 21 dBw (i.e. Pε = 21 dBw). Fig.

3.6 also compares the conventional scheme and the proposed Scheme 2 represented

by the straight line with plus signs. Similar observations can be made. Again,

the received energy in the conventional scheme decreases exponentially with the

distance, while it decreases linearly in the proposed Scheme 2. Also, compared with

the Scheme 1, we can see that the energy loaded from the BS of Scheme 2 is higher

than that of Scheme 1. For Scheme 1, the UAV hovers over the BS during loading.

Although the path loss between the UAV and the BS is minimum and remains

unchanged, it consumes larger energy to keep hovering with a power of Phover. For

Scheme 2, the UAV no longer hovers over the BS with a power of Phover, but flies
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around the BS during loading with at a fixed speed of Vloading, which means it

suffers from larger path loss with longer distance. The path loss becomes larger

when the UAV flies farther away from the BS. Although the distance between the

UAV and the BS changes with time and in general is larger than that in Scheme

1, the propulsion power of Pvloading is smaller than Phover. From Fig. 3.6, we can

see that the critical range of Scheme 2 is between 188 m and 1490 m. This critical

distance is smaller than that in Scheme 1.

From Fig. 3.6, one can see that the critical range in Scheme 1 is between

192.99 m and 1569.62 m, and that in Scheme 2 is between 188 m and 1490 m.

The critical distances cd1 and cd2 in Scheme 2 is smaller than that in Scheme

1 (188<192.99 and 1490<1569.62), which means the Scheme 2 has advantages

than Scheme 1 by having shorter distance cd1. As shown in this figure, there is

one intersection point between Scheme 1 and Scheme 2. The corresponding X

coordinate value is about 942 m, beyond which Scheme 1 has better efficiency

than Scheme 2. This is due to the fact that, although the energy loaded by the

UAV in Scheme 2 from the BS during load stage is larger than that of Scheme

1 since the Pvloading is small than Phover, it suffers from an even larger path loss

during the charge stage. Although the UAV in Scheme 1 suffers from an even

larger consumption of hovering in these two stages. the path loss between the

UAV and the UGV is minimum and remains unchanged. Next, we will examine

the effects of different system parameters on the critical range.

Fig. 3.7 compares the received DC power over distance using linear and

non-linear RF-to-DC models. In this figure, the horizontal distance between the

UAV and the receiver is set from 2.5 m to 0 m with a step size of 0.5 m. One

can see that, for both models, the received DC power increases with the decrease

of the distance between the UAV and the receiver. This is because the reduction
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Figure 3.8: Comparison of the conventional scheme and the proposed Scheme 1
with multiple receivers. (The number is 1, 4 and 8 respectively.)

of the distance reduces the path loss and increases the received power. However,

the received DC power using non-linear model is smaller than using linear model.

This means that with the increase of received power, the non-linear RF-to-DC

conversion efficiency decrease.

Fig. 3.8 uses the proposed Scheme 1 as an example to compare the con-

ventional scheme and the proposed Scheme 1 for multiple receivers. We set the

number of the receivers to 1, 4 and 8 using (3.64) and (3.68). As shown in this fig-

ure, the curves in Fig. 3.8 have exactly the same trend as those in Fig. 3.6, except

that the rate of decrease is proportional to the number of receivers. There are six

59



0.6 0.65 0.7 0.75 0.8 0.85 0.9 0.95 1

RF-to-DC conversion efficiency 

20

40

60

80

100

120

140

160

180

200
C

ri
ti
c
a

l 
d
is

ta
n
c
e
 (

m
)

The critical distance for proposed scheme

Hloading=6.0m

Hloading=6.1m

Hloading=6.2m

Hloading=6.3m

Hloading=6.4m
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1 performance for different flight heights.

intersection points in the figure. Note that the critical range observed in Fig. 3.6

remains the same in this figure, as all the parameters are the same except for the

number of receivers but this number does not change the intersection points.

Fig. 3.9 examines the effect of the RF-to-DC conversion efficiency η on

the critical distance. First, one can see that the critical distance decreases with

η. This is because a higher conversion efficiency leads to more loaded or charged

energy and hence, gives the proposed Scheme 1 more advantages with a shorter

critical distance. It can also be seen that the higher the flight altitude is, the

greater the critical distance will be. In these curves, we consider the starting point
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of the critical range. When the transmission distance exceeds this critical distance

without exceeding the critical range, the Scheme 1 shows better energy transfer

efficiency performance. The same performance can also be seen for Scheme 2.

Fig. 3.10 examines the change of non-linear RF-to-DC conversion efficiency

when the transmission distance decreases. In the figure, the transmission distance

is set from 2.5 m to 0 m as in Fig. 3.7. One sees that the non-linear efficiency

decreases as the distance reduces. In other words, the reduction of transmission

distance means that the received power increases, but the conversion efficiency

decreases. This can be also observed by comparing the efficiency under different

transmit power when the distance is fixed. Taking the transmission distance of
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1.5 m as an example. one can see that when Puav−t = 40 dBm, the efficiency η

is smaller than that when Puav−t = 35 dBm, and the efficiency when Puav−t = 35

dBm is smaller than that when Puav−t = 30 dBm. As a result, increasing the

transmission power can improve the energy harvested by the receiver, but it is at

the cost of large conversion loss.

Fig. 3.11 examines the effect of the flight height on the critical distance.

The height of the BS is assumed to be 5 m, and the height of the UGV is set

as 0.5 m. First, one can see that the critical distance increases with the flight

height of loading. This is because a lower height of loading leads to more loaded

62



or charged energy and thus, gives the proposed Scheme 1 and Scheme 2 more

advantages with a shorter critical distance. When the loading height increases,

the path loss increases. As a result, the energy obtained by the UAV is reduced,

which is unfavorable to the proposed schemes. Note that, the conventional direct

transfer scheme is the existing algorithm. There is no other energy ferry work in

the literature.

3.5 Summary

In this chapter, we have studied the WPT efficiency in UAV-enabled wireless

networks. We have proposed two schemes for UAV-enabled WPT. By solving the

energy equations, critical ranges have been derived. Numerical results have shown

that the energy received by the UGV decreases with the transmission distance

because of the path loss and UAV internal loss in both schemes. Within the critical

range, the proposed two schemes have been shown to have better performances

than the conventional scheme. The lower the loading height or the larger the RF-

to-DC conversion efficiency is, the smaller the critical distance will be. To improve

the performance of the proposed schemes further, one needs to carefully adjust

parameters, such as task time, antenna gain, transmit power, energy conversion

efficiency, battery capacity on the UAV, and the UAV velocity, which could require

optimization with extra costs.
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Chapter 4

Optimal Location for

UAV-Enabled WPT

This chapter is based on our work published in [J2]. ( [92])

4.1 Introduction

In recent years, UAVs have found a significant number of applications in wireless

communication and transportation systems due to their decreasing expense and

increasing functionality [2, 4]. From the viewpoint of communications, the UAV

can be used as an aerial BS for wireless coverage, or as a mobile relay to provide

reliable communication links for distant users [17, 93]. For example, in remote

areas when the communication infrastructure is damaged by natural disasters,

UAVs can serve as an aerial BS to provide wireless services [94]. Other UAV

applications include UAV-aided wireless networking [95–97], future intelligent and
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secure UAV networks for 6G [98]. This chapter mainly focuses on the application

where a UAV employs RF WPT to charge a set of ground sensors in a remote

area, that is, UAV-enabled WPT.

Wireless charging [32, 33] has been recognized as a promising technique to

provide energy supply for battery-limited nodes, such as IoT devices and sensors.

For example, works reviewed in Section 2.5.1 have provided very valuable guidance

on the use of UAV-enabled WPT system. However, several challenges in this field

remain. Firstly, the power consumption of the UAV (i.e., power consumption from

its hovering for charging and discharging, and from its propulsion for flight) is very

important in these applications, but this issue has been largely overlooked in the

existing works. Secondly, the UAV is an energy-limited node itself. Thus, it has

to be charged by a BS wirelessly without landing [35] before transferring power to

remote nodes. Most works only consider the power transfer from the UAV to the

remote sensors but do not consider the power transfer from the BS to the UAV.

In [43], the energy transfer efficiency from BS to sensors by employing UAV as a

mobile energy transmitter has been analyzed without optimizing the location of

UAV in multiple sensors case. Thirdly, many of the previous works (i.e., [36–38]

and [39]) have ignored the RF-to-DC energy conversion efficiency by assuming

perfect discharging at the energy receiver. Due to the increased use of UAVs in

communication systems [99–101], these issues require urgent attention. To the

best of the authors’ knowledge, the UAV-enabled WPT problem considering all

these three issues has not been studied yet.

Motivated by these observations, in this chapter, we study the use of the

UAV in a UAV-enabled WPT system, where the UAV is deployed to charge the

ground sensors after being charged by the BS. In the study, we take into account

the power consumption at the UAV, the power transfer from the BS to UAV and
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the practical conversion efficiency at the energy receiver. To do this, we will first

derive the optimal location of the UAV when the ground sensors are deployed in

a 1D topology, as the case in [37]. Then, we will investigate the more complicated

case when the ground sensors are deployed in a two-dimensional (2D) topology.

For both cases, the optimal locations of UAVs will be derived by maximizing the

sum-energy received by all ground sensors. Numerical results will be presented

to show that the optimal locations have to be closer to the BS than what was

reported in previous works that did not consider the power consumption of the

UAV. The main contributions of this work can be summarized as follows:

• Two different charging schemes for both 1D and 2D topologies in UAV-

enabled WPT systems are studied by considering the BS charging process

and the UAV power consumption.

• The optimal locations of the UAV in WPT system in these two different

cases are derived analytically.

• The effects of different system parameters on the energy transfer performance

are examined to give useful guidance for system designs.

The remainder of this chapter is organized as follows. In Section 4.2, the

system model is explained. Section 4.3 and 4.4 derive the optimal location of UAVs

in WPT system in 1D and 2D cases, respectively. Section 4.5 presents numerical

results. Finally, the work is concluded in Section 4.6.
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(a) WPT system with 1D topology of ground sensors

(b) WPT system with 2D topology of ground sensors

Figure 4.1: 1D and 2D topologies.

4.2 System Model

Consider two typical scenarios, where the ground sensors are distributed either in

a 1D or 2D topology, as shown in Fig. 4.1. A rotary-wing UAV is first charged by

a BS wirelessly in its close proximity, then flies to K > 2 remote ground sensors

to charge them wirelessly for sustained operations. Let k index the sensors with

1 6 k 6 K. In our study, only the locations of the sensors are needed. The

structure and topology of the ground sensor network will not affect the derivation.

In Fig. 4.1(a), all ground sensors are located on a straight line, as the case in [37].

In Fig. 4.1(b), they are assumed to be located on a 2D surface. Let (0, 0, Hbs)

denote the location of the BS with a height of Hbs, and the kth ground sensor is

located at (xk, yk, Hsr) with a common antenna height of Hsr, i.e., (xk, 0, Hsr) for
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1D and (xk, yk, Hsr) for 2D. The UAV is assumed to fly at a fixed height H above

the ground [24, 36–38, 41, 42], because there is always a ”near-far” issue which

may aggravate the fairness among sensors. Thus, its location can be denoted as

(x, y,H). Also, it is assumed that all sensors have enough battery capacity for

charging.

In this work, we assume wireless charging by the BS to the UAV. This is

the case when there is no dedicated landing dock at the BS for wired charging,

as in conventional BSs. This is also the case when it is not convenient or safe

for the UAV to land due to the complicated environment surrounding the BS. In

the case when wired charging is available at the BS, the following results are still

valid by ignoring the Load stage of the BS charging or assuming zero loss from the

BS to the UAV. In order to quantify the energy consumption of the UAV during

the WPT from the UAV to ground sensors, the energy consumption in different

phases of the process will be analyzes. The energy consumption mainly comes

from the transmission loss from the BS to the UAV, and from the UAV to the

ground sensors, the conversion loss from RF to DC at both the UAV and ground

sensors, and the UAV power consumption due to the UAV manoeuvre, such as

hovering, acceleration, deceleration and flying at a constant speed. These will be

discussed in the following.

4.2.1 Transmission Loss

As the UAV hovers above the BS in its close proximity to be charged, a LoS link

can be established between the BS and the UAV1. Similarly, we assume a LoS link

1Note that fading or probability of LoS may exist when H is large [17,24,29,32,33,35–39,41–
43,55,56,93–101]. When H is small, as in works [24,36–39,41,42], fading and probability of LoS
can be ignored because H is small and the channel link is dominated by LoS. We use the same
system model as [24, 36–39, 41, 42] by ignoring fading and LoS probability. However, the result

68



between the UAV and ground sensors, as in [24, 36–39, 41, 42]. According to the

FSPL model, the transmission loss in these links can be expressed as

PLFS = 20 lg {f}+ 20 lg {d} − 147.55 dB, (4.1)

where d (d > 1) is the distance between the transmitter and the receiver, and f is

the carrier frequency. Note that in FSPL model d > 1, because the received power

per unit area starts at a reference distance of 1 m [51].

As the channel between the BS and the UAV is dominated by LoS, the

transmission loss from the BS to the UAV in both Fig. 4.1(a) and Fig. 4.1(b) can

be expressed as

PLbs−uav = 20 lg {f}+ 20 lg {H −Hbs} − 147.55 dB, (4.2)

where H −Hbs > 1 m is the distance between the BS and the UAV.

Also, since the wireless channel between the UAV and each ground sensor

is dominated by LoS, similar to [24, 36–39, 41, 42], the transmission loss from the

UAV to the kth sensor in Fig. 4.1(a) can be expressed by adopting the FSPL model

in (4.1) as

PL1D
uav−gs = 20 lg {f}+ 20 lg

{
d1D
uav−gsk

}
− 147.55 dB, (4.3)

and in Fig. 4.1(b) as

PL2D
uav−gs = 20 lg{f}+ 20 lg{d2D

uav−gsk} − 147.55 dB, (4.4)

of this chapter can be extended to the scenario considering fading or LoS probability where the
channel link is dominated by both LoS and NLoS.
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where d1D
uav−gsk =

√
(x− xk)2 + (H −Hsr)

2 is the distance between the UAV and

the kth sensor in the 1D case, d2D
uav−gsk =

√
(x− xk)2 + (y − yk)2 + (H −Hsr)

2 in

the 2D case, and H −Hsr > 1.

4.2.2 UAV Power Consumption

In addition to the energy transferred to the ground sensors, the UAV also requires

energy for various manoeuvres (i.e. hovering, acceleration, deceleration and flying

to fly to the sensors). For example, the authors in [102] studied the trade-off

between power consumption and flight performance of fixed wing UAV. We will

calculate the internal energy consumption of UAV using the model in (2.11). In this

study, for forward level flight, we consider the process when the UAV accelerates

from an initial velocity of 0 to V and continues to fly to the sensors at the speed

of V , and finally decelerates from V to 0 to hover over the sensors for charging.

Hence, the energy consumed by the UAV during the acceleration can be calculated

as

EAcc =

∫ V
a

0

P (t) dt, (4.5)

where V
a

is the acceleration time, as v0 = 0, P (t) = P [V (t)] = P0

(
1 + 3(at)2

U2
tip

)
+

Pi

(√
1 + (at)4

4v4
0
− (at)2

2v2
0

)1/2

+ 1
2
d0ρsA(at)3 by substituting (2.15) into (2.11). Since

acceleration and deceleration in this study are symmetric, the energy consumed

during deceleration is the same as that during acceleration, i.e., EAcc = EDec. The

calculation of (4.5) is given in Appendix B.1.

For both the 1D case in Fig. 4.1(a) and the 2D case in Fig. 4.1(b), the

UAV hovers above the BS to be charged wirelessly, then accelerates to a constant

speed of V and flies to the sensors. When it approaches the ground sensors, it
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decelerates from V to 0 and then hovers above the sensors to charge them before

flying back to the BS in the same way. Thus, hovering, acceleration, deceleration,

and flying are the four operations that need to be considered in our study.

4.2.3 RF-to-DC Conversion Loss

From the simulation results in [40], it was found that the conversion efficiency

depends on the input power. When the input power is below a threshold, the

output power increases linearly with the input power. Thus, we assume that the

energy harvester works in this linear region and the linear model is used in this

case as assumed in [24,41–43]. Using (2.6), one has

PDC = η · 10
PRF

10 , (4.6)

where PRF is the received RF power, η is the constant RF-to-DC conversion effi-

ciency and PDC is the converted DC power at the harvester.

Remark 1

Note that many factors could affect the optimal location of the UAV that maxi-

mizes the sum-energy received by all sensors, such as the number of sensors, the

trajectory and the velocity of the UAV, etc. The UAV has to fly back to the BS

after charging the sensors but needs to maximize the energy delivered to sensors.

Firstly, the actual topology of the 1D and 2D WPT systems may be less impor-

tant, as long as they are within the coverage area of the UAV WPT. If the area is

too large, although the sum-energy is maximized, it may lead to unfairness among

the sensors, especially those at the edge of the cell. Secondly, placing the UAV at
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Figure 4.2: Schemes 1 and 2 of 1D case.

different optimal locations for different sensors by exploiting the UAV’s trajectory

designs, such as [42] and [36], will inevitably consume much more energy because

of the extra propulsion power. This is not energy-efficient compared with our

scheme that fixes the UAV at some point during charging and discharging to only

consume hovering power.

4.3 Optimal Location of UAV for Maximizing

Sum-Energy in 1D Case

In this section, in order to study the optimal location of UAV that maximizes the

sum-energy received by all sensors, the 1D case is considered first. As mentioned

before, the UAV hovers above the BS to be charged, and then accelerates to a
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constant speed of V to fly to the destination. When it approaches the ground

sensors, it decelerates and finally hovers above these sensors to charge them. Two

schemes are considered, as shown in Fig. 4.2. In Scheme 1, the UAV only charges

the sensors when it arrives and hovers at their top. This minimizes the transmission

loss by having the shortest distance but limits the charging time. In Scheme 2, the

UAV starts to charge the sensors before it arrives at their top, that is, the UAV

starts charging while it is flying close to the sensors. This increases the charging

time but suffers from possible larger transmission loss for each sensor.

4.3.1 1D Scheme 1

This scheme can be divided into three stages: load, fly, and charge. In the first

stage, the UAV is charged by the BS. This is the load stage. In the second stage,

the UAV carries the stored energy and flies towards the ground sensors. This is

the fly stage. Finally, the UAV hovers above these sensors to charge them by

transferring wireless power. This is the charge stage.

a) Load

In the first stage, the received RF power in dB by the UAV can be derived as [43]

P 1Ds1
uav−r = Pt +Gt +Guav − PLbs−uav, (4.7)

where Pt is the transmitted power in dBw, Gt is the gain of the transmitting

antenna at the BS in dBi, Guav is the receiving antenna gain at the UAV in dBi

(assumed to be the same as the transmitting antenna gain later), PLbs−uav is

the path loss between the BS and the UAV in dB, as defined in (4.2). Then, the
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received DC energy can be calculated by applying the RF-to-DC conversion model

in (4.6) as

E1Ds1
uav−r = η10

P 1Ds1
uav−r
10 T 1Ds1

loading, (4.8)

where T 1Ds1
loading is the loading time. Note that, during the load stage, the UAV

also consumes energy as it needs energy to keep aloft above the BS. This energy

consumption can be calculated as

E
T 1Ds1
loading

hover = P (0) · T 1Ds1
loading. (4.9)

Also, to ensure that the UAV does not fall and is being charged, the received DC

power must be greater than the hovering power P (0), i.e., η10
P 1Ds1
uav−r
10 > P (0).

b) Fly

Then, an acceleration – fly(v) – and – deceleration operation will be performed by

the UAV to carry the charged energy to the sensors. We denote the final hovering

position of the UAV as (xh, 0, H) in 1D Case since the BS and all sensors are

located in a straight line. The energy required during the second stage can be

calculated according to the propulsion power consumption model in (2.11) as

E1Ds1
fly−to = E1Ds1

Acc + E1Ds1
V + E1Ds1

Dec

= 2

∫ V
a

0

P (t) dt+ P (V )
xh − V 2

a

V
,

(4.10)

where V is the final constant flight speed, a is the acceleration, and P (t) is the

power consumption at time t. Note that, in order to ensure that the UAV has

enough energy to fly back to the BS after charging the sensors, the energy for

flying back should be considered and must not be less than that in the fly stage.
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Thus, the minimum energy required for flying back is E1Ds1
fly−back = E1Ds1

fly−to, assuming

that the flying back operation is symmetric to the flying to operation.

c) Charge

After the UAV decelerates to a speed of 0 and hovers at (xh, 0, H), it starts to

transfer wireless power to the ground sensors. In this case, the amount of energy

available for transfer can be derived as

E1Ds1
available = E1Ds1

uav−r − E
T 1Ds1
loading

hover − 2E1Ds1
fly−to. (4.11)

During this stage, the received RF power at the kth sensor can be expressed as

P 1Ds1
gs−k = Puav−t +Guav +Ggs − PL1D

uav−gsk , (4.12)

where Puav−t is the transmission power of the UAV in dBw, Guav is the transmitting

antenna gain, the same as the receiving antenna gain Guav in (4.7), Ggs is the

receiving antenna gain at each sensor in dBi, assumed to be the same for all

sensors, PL1D
uav−gsk is the path loss between the UAV and the kth sensor in dB,

defined in (4.3). Note that, during this stage, the UAV also consumes energy with

a power of P (0) in watt to stay aloft, similar to the load stage. As a result, the

charging time can be obtained as

T 1Ds1
charging =

E1Ds1
available

10

Puav−t
10 +P (0)

. (4.13)
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Consequently, the DC energy received by the kth sensor when the UAV hovers at

(xh, 0, H) can be derived as

Q1Ds1
gs−k (xh, 0, H) = η10

P 1Ds1
gs−k
10 T 1Ds1

charging. (4.14)

The sum-energy received by all sensors can be calculated as

E1Ds1
sum (xh, 0, H) =

K∑
k=1

Q1Ds1
gs−k (xh, 0, H). (4.15)

The optimization problem can be formulated as

(x∗, 0, H) = arg max
xh

E1Ds1
sum (xh, 0, H) , (4.16a)

s.t.: E1Ds1
available ≥ 0, (4.16b)

where x∗ in (4.16a) is the optimal UAV location which maximizes the sum-energy

function E1Ds1
sum (xh, 0, H), (4.16b) is the constraint on available energy to ensure

the UAV can fly back.

d) Optimization

The solution to (4.16) is summarized in Algorithm 3, as it is challenging to derive

its closed-form solution when K is large. The step-size setting in the algorithm

determines the accuracy of x∗, and it can be changed according to the accuracy

requirement. As a result, the complexity of Algorithm 3 can be calculated as

O (X × S) , (4.17)
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Algorithm 3: Optimization of (4.16)

Input: Sensors’ location array S = [x1, · · · , xk, · · · , xK ], Pt, Gt,
Guav, Ggs, Puav−t, V , a, H, X = min(S) : Step-size : max(S)
and T 1Ds1

loading.
Output: Optimal location x∗.

1 for i=1: length(X) do
2 Initialize E1Ds1

sum

3 Calculate E1Ds1
available(i) using (4.11)

4 if E1Ds1
available(i) ≥ 0 then

5 for k=1: length(S) do
6 Calculate Q1Ds1

gs−k(k) using (4.12) – (4.15)

7 E1Ds1
sum (i) = E1Ds1

sum (i) +Q1Ds1
gs−k(k)

8 else
9 break;

Result: x∗ = X(i∗)← i∗ = arg maxE1Ds1
sum (i)

where X is the number of iterations of the first ”for” loop and S is the number of

sensors.

4.3.2 1D Scheme 2

The main difference between Scheme 1 and Scheme 2 is that in Scheme 2 the

UAV starts to charge the sensors before it arrives at the top of sensors. Hence, in

both deceleration and hovering operations, the sensors can receive power from the

UAV. We denote the charging time in these two phases as T 1Ds2
charge1 and T 1Ds2

charge2,

and the energy received by sensors as E1Ds2
received1 and E1Ds2

received2, respectively. Since

the energy harvester has an activation energy, a minimum power of Pε dB needs

to be ensured at the closest sensor. This leads to a threshold value of xstart, at

which the UAV starts energy transfer, as

Puav−t +Guav +Ggs − PL1D
uav−gs1 > Pε dB, (4.18)
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where PL1D
uav−gs1 is defined in (4.3), the distance between the UAV and the first

sensor is d1D
uav−gs1 =

√
(x1 − xstart)2 + ∆H2, ∆H = H −Hsr, and

xstart > x1 −
√

10
Puav−t+Guav+Ggs−20 lg{f}+147.55−Pε

10 −∆H2. (4.19)

Denote the final static hovering position of the UAV as (xh, 0, H). Two sub-cases

needs to be discussed, as shown in Fig. 4.3.

Case a)

In Fig. 4.3(a), when xh − xstart 6 ∆XDec, the UAV is in the deceleration when it

arrives at xstart. Thus, the velocity of the UAV when it starts energy transfer can

be calculated as

Vstart =
√
−2a(xh − xstart), (4.20)

where a (a < 0) is the deceleration. In the special case when xh − xstart = ∆XDec,

we have Vstart = V . Then, the charging time during deceleration is

T 1Ds2
charge1 =

0− Vstart
a

, a < 0. (4.21)

Since deceleration from Vstart to 0 is symmetric to the acceleration from 0 to Vstart,

the received RF power by the kth sensor in T 1Ds2
charge1 period can be calculated as

P 1Ds2
gs−k = Ω− 20 lg{d1D

uav−gsk}, (4.22)

where Ω = Puav−t + Guav + Ggs − 20 lg{f} + 147.55, d1D
uav−gsk =√(

xh − 1
2
at2 − xk

)2
+ ∆H2, 0 6 t 6 T 1Ds2

charge1, and a in d1D
uav−gsk is the accelera-

tion when the UAV accelerates from xh to xstart with the velocity from 0 to Vstart,
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Figure 4.3: Two cases in 1D Scheme 2.

which is the same as deceleration from Vstart to 0 when the UAV decelerates from

xstart to xh. As a result, the total energy received by the kth sensor can be obtained

as

Q1Ds2
gs−k = η

∫ T 1Ds2
charge1

0

10
P1Ds2
gs−k
10 dt

=
η10

Ω
10

4C1q3 sinα
sin α

2
ln

τ2+2qτ cos
α
2

+q2

τ2−2qτ cos
α
2

+q2

+
η10

Ω
10

2C1q3 sinα
cos α

2

(
arctan τ2−q2

2qτ sin
α
2

+ π/2

)
,

(4.23)

where α = arccos(− B1

2
√
A1C1

), τ = T 1Ds2
charge1, q = 4

√
A1

C1
, A1 = (xh − xk)2 + ∆H2,

B1 = −a (xh − xk), C1 = 1
4
a2, and we have used the integral in [52, eq. (2.161.1)].

Finally, the total energy received by all sensors in this case can be calculated as

E1Ds2
received1 =

K∑
k=1

Q1Ds2
gs−k. (4.24)
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Case b)

In Fig. 4.3(b), when xh − xstart > ∆XDec, the UAV has to fly at the constant

speed of V for some time before decelerating, although it has already started

energy transfer. Denote the time flying at a constant speed of V and decelerating

as T 1Ds2−1
charge1 and T 1Ds2−2

charge1 , respectively. Then, one has

T 1Ds2−1
charge1 =

xh − xstart −∆XDec

V
,

T 1Ds2−2
charge1 =

0− V
a

, a < 0,

T 1Ds2
charge1 = T 1Ds2−1

charge1 + T 1Ds2−2
charge1 . (4.25)

If the received RF power at the kth sensor during T 1Ds2−1
charge1 and T 1Ds2−2

charge1 are denoted

by P 1Ds2−1
gs−k and P 1Ds2−2

gs−k , respectively. one has

P 1Ds2−1
gs−k = Ω− 20 lg{d1Ds2−1

uav−gsk},

P 1Ds2−2
gs−k = Ω− 20 lg{d1Ds2−2

uav−gsk}, (4.26)

where

d1Ds2−1
uav−gsk =

√
(xstart + V t− xk)2 + ∆H2,

0 6 t 6 T 1Ds2−1
charge1 ,

d1Ds2−2
uav−gsk =

√(
xh −

1

2
at2 − xk

)2

+ ∆H2,

a > 0, 0 6 t 6 T 1Ds2−2
charge1 . (4.27)
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Denote the total energy received by the kth sensor during T 1Ds2−1
charge1 and T 1Ds2−2

charge1 as

Q1Ds2−1
gs−k and Q1Ds2−2

gs−k , respectively. Then, one has

Q1Ds2−1
gs−k = η

∫ T 1Ds2−1
charge1

0

10
P1Ds2−1
gs−k

10 dt

=
2η10

Ω
10√

4A2C2 −B2
2

arctan
B2 + 2C2T

1Ds2−1
charge1√

4A2C2 −B2
2

− 2η10
Ω
10√

4A2C2 −B2
2

arctan
B2√

4A2C2 −B2
2

,

(4.28)

where A2 = (xstart − xk)2 + ∆H2, B2 = 2V (xstart− xk), C2 = V 2, and the integral

in [52, eq. (2.172)] is used here (or [52, eq. (2.103.4)]). Similarly, during T 1Ds2−2
charge1 ,

one has

Q1Ds2−2
gs−k = η

∫ T 1Ds2−2
charge1

0

10
P1Ds2−2
gs−k

10 dt

=
η10

Ω
10

4C1q3 sinα
sin α

2
ln

T 2+2qT cos
α
2

+q2

T 2−2qT cos
α
2

+q2

+
η10

Ω
10

2C1q3 sinα
cos α

2

(
arctan T 2−q2

2qT sin
α
2

+ π/2

)
,

(4.29)

where α = arccos(− B1

2
√
A1C1

), T = T 1Ds2−2
charge1 , q = 4

√
A1

C1
, A1 = (xh − xk)2 + ∆H2,

B1 = −a (xh − xk), C1 = 1
4
a2, and the integral in [52, eq. (2.161.1)] has been used

here. Hence, the total energy received by the kth sensor during T 1Ds2
charge1 can be

calculated as

Q1Ds2
gs−k = Q1Ds2−1

gs−k +Q1Ds2−2
gs−k , (4.30)

and the sum-energy received by all sensors in this case can be calculated as

E1Ds2
received1 =

K∑
k=1

Q1Ds2
gs−k. (4.31)
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After the UAV decelerates to the speed of 0, the energy available for transfer

can be calculated as

E1Ds2
available =E1Ds2

uav−r − E
T 1Ds2
loading

hover − 2E1Ds2
fly−to

− 10
Puav−t

10 · T 1Ds2
charge1,

(4.32)

where E1Ds2
uav−r, E

T 1Ds2
loading

hover , E1Ds2
fly−to can be calculated using the method in Scheme 1,

Puav−tT
1Ds2
charge1 is the total energy delivered by the UAV from xstart to xh. The

received RF power at the kth sensor can be expressed as

P 1Ds2
gs−k = Ω− 20 lg{d1D

uav−gsk}, (4.33)

where d1D
uav−gsk =

√
(xh − xk)2 + ∆H2. The delivery time can be derived as

T 1Ds2
charge2 =

E1Ds2
available

10

Puav−t
10 +P (0)

. (4.34)

Hence, the DC energy received by kth sensor in this time can be calculated as

Q1Ds2
gs−k(xh, 0, H) = η10

P1Ds2
gs−k
10 T 1Ds2

charge2, (4.35)

and the energy received by all sensors in T 1Ds2
charge2 can be derived as

E1Ds2
received2 =

K∑
k=1

Q1Ds2
gs−k(xh, 0, H). (4.36)

Finally, the sum-energy can be expressed as

E1Ds2
sum = E1Ds2

received1 + E1Ds2
received2, (4.37)
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Algorithm 4: Optimization of (4.38)

Input: Sensors’ location array S = [x1, · · · , xk, · · · , xK ], Pt, Gt,
Guav, Ggs, Puav−t, V , a, H, Pε, X = min(S) : Step-size
: max(S) and T 1Ds2

loading which is equal to T 1Ds1
loading.

Output: Optimal location x∗.
1 for i=1: length(X) do
2 xstart,∆XDec ← calculate xstart using min(S), V , a and Pε
3 Initialize E1Ds2

sum , E1Ds2
received1 and E1Ds2

received2

4 Calculate E1Ds2
available(i) using (4.32)

5 if E1Ds2
available(i) ≥ 0 then

6 if X(i)− xstart ≤ ∆XDec then
7 for j=1: length(S) do
8 Calculate E1Ds2

received1(i) using (4.22) – (4.24)

9 else
10 for j=1: length(S) do
11 Calculate E1Ds2

received1(i) using (4.25) – (4.31)

12 for k=1: length(S) do
13 Calculate E1Ds2

received2(i) using (4.33) – (4.36)

14 E1Ds2
sum (i) = E1Ds2

received1(i) + E1Ds2
received2(i)

15 else
16 break;

17 i∗ = arg maxE1Ds2
sum (i)

Result: x∗ = X(i∗)

which leads to the optimization problem

(x∗, 0, H) = arg max
xh

E1Ds2
sum (xh, 0, H) , (4.38a)

s.t.: E1Ds2
available ≥ 0, (4.38b)

where x∗ in (4.38a) is the optimal UAV location that maximizes the sum-energy

function E1Ds2
sum , (4.38b) is the constraint on the available energy to ensure the

UAV can fly back to the BS. The objective function is determined by the delivery

time allocation, velocity V , acceleration a (a > 0 or a < 0), and the number and
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distribution of sensors. It is too complicated to be solved analytically. We will

solve it numerically. Details on the numerical solution to (4.38) is summarized in

Algorithm 4. For this algorithm, the complexity can be calculated as

O (X × 2× S) , (4.39)

where X is the number of iterations of the first ”for” loop and S is the number of

sensors. Because there are two phases in Case b for sensors to receive energy, it

needs to multiply by 2. Note that, xstart in our work is calculated by using (4.19)

to satisfy the minimum power Pε. However, xstart can also be jointly optimized

with xh. This will be a future work.

4.3.3 Further Discussion

The above results assume the RF-to-DC conversion efficiency is a constant that

is linear and independent of the input power whether the input power is large or

small. Nevertheless, it has been revealed that the RF-to-DC conversion efficiency

actually depends on the input power [48] when the input power is relatively small,

which means the RF-to-DC conversion efficiency is non-linear. Using (2.7), one

has the relationship between the input RF power x and output DC power f(x) of

the energy harvester as [48]

f(x) =
a010

x
10 + b0

10
x
10 + c0

− b0

c0

, (4.40)

where a0, b0 and c0 are constants derived by standard curve-fitting. As a result,

the non-linear RF-to-DC conversion efficiency at the kth sensor can be expressed
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as

ηk =
f(x)

10
x
10

, (4.41)

where PRF is the received RF power at the kth sensor, and PDC = f(x) is the

output DC power changed non-linearly by PRF .

According to [48], it is found that the ηk remains unchanged when the PRF is

below a threshold and thus, the conversion efficiency in (4.8) in Load stage can be

seen as a constant when Pt at the BS is chosen carefully. For the 1D Scheme 1, the

UAV only charges sensors when hovering at the top of sensors. Hence, using (4.40)

and (4.41), the RF-to-DC conversion efficiency in (4.14) is ηk = f(P 1Ds2
gs−k )/10

P1Ds2
gs−k
10 .

For the 1D Scheme 2, as the UAV charges sensors before it arrives at the

top of the sensors. Therefore, the RF-to-DC conversion efficiency changes with

the time in both deceleration and flying operation. In Case a, using (4.40) and

(4.41), the total energy received by the kth sensor in (4.23) can be obtained as

Q1Ds2
gs−k =

∫ T 1Ds2
charge1

0

a0 ∗ 10
P1Ds2
gs−k
10 + b0

10
P1Ds2
gs−k
10 + c0

− b0

c0

 dt

=
(a0c0 − b0)10

Ω
10

4F1q3 sinα
sin α

2
ln

τ2+2qτ cos
α
2

+q2

τ2−2qτ cos
α
2

+q2

+
(a0c0 − b0)10

Ω
10

2F1q3 sinα
cos α

2

(
arctan τ2−q2

2qτ sin
α
2

+ π/2

)
,

(4.42)

where α = arccos(− E1

2
√
D1F1

), τ = T 1Ds2
charge1, q = 4

√
D1

F1
, D1 = c0(xh − xk)2 +c0∆H2 +

c010
Ω
10 , E1 = −a (xh − xk) c0

2, F1 = 1
4
a2c0

2, and the integral in [52, eq. (2.161.1)]

is used. In Case b, since the calculation during the deceleration is the same as that

in Case a, we only calculate the energy received by the kth sensor during T 1Ds2−1
charge1

at constant speed. Using (4.40) and (4.41), the energy received by the kth sensor
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in (4.28) can be obtained as

Q1Ds2−1
gs−k =

∫ T 1Ds2−1
charge1

0

a0 ∗ 10
P1Ds2−1
gs−k

10 + b0

10
P1Ds2−1
gs−k

10 + c0

− b0

c0

 dt

=
2(a0c0 − b0)10

Ω
10√

4D2F2 − E2
2

arctan
E2 + 2F2T

1Ds2−1
charge1√

4D2F2 − E2
2

− 2(a0c0 − b0)10
Ω
10√

4D2F2 − E2
2

arctan
E2√

4D2F2 − E2
2

,

(4.43)

where D2 = c0
2(xstart − xk)2 + c0

2∆H2 + c010
Ω
10 , E2 = 2c0

2V (xstart − xk), F2 =

c0
2V 2, and the integral in [52, eq. (2.172)] is used here. Finally, considering the

non-linear RF-to-DC conversion efficiency, the DC energy received by kth sensor

during hovering in (4.35) can be calculated as

Q1Ds2
gs−k(xh, 0, H) = f(10

P1Ds2
gs−k
10 )T 1Ds2

charge2. (4.44)

4.4 Optimal Location of UAV for Maximizing

Sum-Energy in 2D Case

In this section, we extend the result from 1D to 2D. Two schemes are depicted in

Fig. 4.4.

4.4.1 2D Scheme 1

The charging process is similar to the 1D case in Scheme 1.
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Figure 4.4: Schemes 1 and 2 of 2D case.

a) Load

The received RF power in dB during the load stage can be expressed as

P 2Ds1
uav−r = Pt +Gt +Guav − PLbs−uav, (4.45)

where the symbols are defined the same as before. Thus, the received DC energy

can be calculated as

E2Ds1
uav−r = η10

P2Ds1
uav−r

10 T 2Ds1
loading, (4.46)

where T 2Ds1
loading is the loading time. Since the UAV also consumes energy during

hovering with a power of P (0) in watt, this can be calculated as

E
T 2Ds1
loading

hover = P (0) · T 2Ds1
loading. (4.47)

Again, to ensure that the UAV does not fall, η10
P2Ds1
uav−r

10 > P (0) needs to be satisfied.
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b) Fly

Denote the energy required for carrying the obtained energy to the destination as

E2Ds1
fly−to. In the fly stage, one has

E2Ds1
fly−to = E2Ds1

Acc + E2Ds1
V + E2Ds1

Dec

= 2

∫ V
a

0

P (t) dt+ P (V )
xh − V 2

a

V
, xh >

v2

a
.

(4.48)

Since the UAV also needs energy to fly back after each charging, we let E2Ds1
fly−back =

E2Ds1
fly−to.

c) Charge

In the final stage, the amount of energy available for transmission is

E2Ds1
available = E2Ds1

uav−r − E
T 2Ds1
loading

hover − 2E2Ds1
fly−to. (4.49)

Then, the received RF power at the kth sensor can be expressed as

P 2Ds1
gs−k = Puav−t +Guav +Ggs − PL2D

uav−gsk , (4.50)

where Guav is the transmitting antenna gain at the UAV in dBi, Ggs is the receiving

antenna gain at the sensors in dBi, PL2D
uav−gsk is the path loss between the UAV

and the kth sensor in dB, which is defined in (4.4). Due to the extra energy for

hovering, the charging time can be calculated as

T 2Ds1
charging =

E2Ds1
available

10
Puav−t

10 + P (0)
. (4.51)
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Algorithm 5: Optimization of (4.54)

Input: Sensors’ location array
S = [(x1, y1), · · · , (xk, yk), · · · , (xK , yK)], Pt, Gt, Guav, Ggs,
Puav−t, V , a, H, X = min(S → x) : Step-size : max(S → x),
Y = min(S → y) : Step-size : max(S → y) and T 2Ds1

loading.
Output: Optimal location x∗ and y∗.

1 for i=1: length(X) do
2 for j=1: length(Y ) do
3 Initialize E2Ds1

sum

index(i, j) = (X(i)−min(X)) ∗ length(Y ) +Y (j)−min(Y ) + 1
4 Calculate E2Ds1

available(index(i, j)) using (4.45) – (4.49)
5 if E2Ds1

available(index(i, j)) ≥ 0 then
6 for k=1: length(S) do
7 Calculate Q2Ds1

gs−k(k) using (4.50) – (4.52)

8 E2Ds1
sum (index(i, j)) = E2Ds1

sum (index(i, j)) +Q2Ds1
gs−k(k)

9 else
10 break;

11 index∗(i, j) = arg maxE2Ds1
sum (index(i, j))

12 i, j ← index∗(i, j)
Result: x∗ = X(i), y∗ = Y (i)

Consequently, the DC energy received by the kth sensor during T 2Ds1
charging period can

be obtained as

Q2Ds1
gs−k(xh, yh, H) = η10

P2Ds1
gs−k
10 T 2Ds1

charging, (4.52)

and the sum-energy received by all sensors is

E2Ds1
sum (xh, yh, H) =

K∑
k=1

Q2Ds1
gs−k(xh, yh, H). (4.53)
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Then, the optimization becomes

(x∗h, y
∗
h, H) = arg max

xh,yh
E2Ds1
sum (xh, yh, H), (4.54a)

s.t.: E1Ds2
available ≥ 0, (4.54b)

where (x∗h, y
∗
h, H) in (4.54a) is the optimal location of the UAV that maximizes the

sum-energy received by all sensors, and (4.54b) is the constraint on the energy to

ensure the UAV can fly back to the BS.

d) Optimization

The solution to (4.54) is summarized in Algorithm 5. For this algorithm, the

complexity can be calculated as

O (X × Y × S) , (4.55)

where X is the number of iterations of the first ”for” loop, Y is the number of

iterations of the second ”for” loop, and S is the number of sensors.

4.4.2 2D Scheme 2

Compared with Scheme 1, the UAV in Scheme 2 can fly at any directions as long

as its destination is within the box mentioned earlier, as shown in Fig. 4.5. Let

T 2Ds2
charge1 and T 2Ds2

charge2 denote the delivery time of these two phases, and E2Ds2
received1,

E2Ds2
received2 denote the energy received by sensors, respectively. Since the received
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Figure 4.5: Sub-cases (a) and (b) of 2D Scheme 2.

RF power by sensors is expressed as

P 2Ds2
gs−k = Puav−r +Guav +Ggs − PL2D

uav−gsk , (4.56)

Pε can be calculated through P 2Ds2
gs−k > Pε, where k depends on the flying direction.

Denote the final hovering location of the UAV as (xh, yh, H).

Case a)

In Fig. 4.5(a), when
√

(xh − xstart)2 + (yh − ystart)2 6 ∆XDec, the UAV is in

deceleration when it passes over point (xstart, ystart). Hence, the velocity of the

UAV when it starts to broadcast wireless power can be expressed as

Vstart =

√
−2a

√
(xh − xstart)2 + (yh − ystart)2, (4.57)
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where a (a < 0) is deceleration. When
√

(xh − xstart)2 + (yh − ystart)2 = ∆XDec,

we have Vstart = V . As a result, the delivery time in this case can be expressed as

T 2Ds2
charge1 =

0− Vstart
a

, a < 0. (4.58)

The received RF power by the kth sensor in T 2Ds2
charge1 is

P 2Ds2
gs−k = Ω− 20 lg

{√
(x(t)− xk)2 + (y(t)− yk)2 + ∆H2

}
, (4.59)

where Ω = Puav−t + Guav + Ggs − 20 lg{f} + 147.55, x(t) = xh − 1
2
axt

2, y(t) =

yh − 1
2
ayt

2, 0 6 t 6 T 2Ds2
charge1, ax = a cos arctan( yh

xh
) and ay = a sin arctan( yh

xh
).

Herein, ax and ay are the projected acceleration to x and y coordinates, as shown

in Fig. 4.6, a (a > 0) is acceleration when the UAV accelerates from (xh, yh, H)

to (xstart, ystart, H). Note that, although the UAV can fly in any direction, its

trajectory is still a straight line to save flying time and internal power consumption.

Thus its direction can be given by θ = arctan( yh
xh

) as shown in Fig. 4.6. Then, the

total energy received by the kth sensor during T 2Ds2
charge1 can be calculated as

Q2Ds2
gs−k =

η10
Ω
10

4C3q3 sinα
sin α

2
ln

τ2+2qτ cos
α
2

+q2

τ2−2qτ cos
α
2

+q2

+
η10

Ω
10

2C3q3 sinα
cos α

2

(
arctan τ2−q2

2qτ sin
α
2

+ π/2

)
,

(4.60)

where α = arccos(− B3

2
√
A3C3

), τ = T 2Ds2
charge1, q = 4

√
A3

C3
, A3 = (xh − xk)2 +(yh−yk)2 +

∆H2, B3 = − [ax (xh − xk) + ay(yh − yk)], C3 = 1
4

(ax
2 + ay

2), and we have used

the integral in [52, eq. (2.161.1)]. Finally, the sum-energy received by all sensors

in T 2Ds2
charge1 can be calculated as

E2Ds2
received1 =

K∑
k=1

Q2Ds2
gs−k. (4.61)
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Figure 4.6: Symmetrical process of 2D Scheme 2.

Case b)

In Fig. 4.5(b), when
√

(xh − xstart)2 + (yh − ystart)2 > ∆XDec, the UAV starts

to transfer wireless power at a the speed of V before deceleration. Denote the

time flying at a constant speed of V and decelerating as T 2Ds2−1
charge1 and T 2Ds2−2

charge1 ,

respectively. Then, one has

T 2Ds2−1
charge1 =

√
(xh − xstart)2 + (yh − ystart)2 −∆XDec

V
,

T 2Ds2−2
charge1 =

0− V
a

, a < 0,

T 2Ds2
charge1 = T 2Ds2−1

charge1 + T 2Ds2−2
charge1 . (4.62)
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If we denote the received RF power by the kth sensor as P 2Ds2−1
gs−k and P 2Ds2−2

gs−k ,

respectively, we have

P 2Ds2−1
gs−k = Ω− 20 lg{d2Ds2−1

uav−gsk},

P 2Ds2−2
gs−k = Ω− 20 lg{d2Ds2−2

uav−gsk}. (4.63)

Herein,

d2Ds2−1
uav−gsk =

√
χ1

2 + γ1
2 + ∆H2,

d2Ds2−2
uav−gsk =

√
χ2

2 + γ2
2 + ∆H2, (4.64)

where χ1 = xstart+Vxt1−xk, γ1 = ystart+Vyt1−yk, 0 6 t1 6 T 2Ds2−1
charge1 , Vx = V cos θ,

Vy = V sin θ, χ2 = xh − 1
2
axt2

2 − xk, γ2 = yh − 1
2
ayt2

2 − yk, 0 6 t2 6 T 2Ds2−2
charge1 ,

ax = a cos θ, ay = a sin θ, θ = arctan( yh
xh

). Thus, the total energy received by the

kth sensor during the T 2Ds2−1
charge1 can be expressed as

Q2Ds2−1
gs−k =

2η10
Ω
10√

4A4C4 −B4
2

arctan
B4 + 2C4T

2Ds2−1
charge1√

4A4C4 −B4
2

− 2η10
Ω
10√

4A4C4 −B4
2

arctan
B4√

4A4C4 −B4
2
,

(4.65)

where A4 = (xstart− xk)2 + (ystart− yk)2 + ∆H2, B4 = 2(xstart− xk)Vx + 2(ystart−

yk)Vy, C4 = Vx
2 + Vy

2, and the integral in [52, eq. (2.172)] is used here. For

T 2Ds2−2
charge1 , the total energy received by kth sensor can be expressed as

Q2Ds2−2
gs−k =

η10
Ω
10

4C3q3 sinα
sin α

2
ln

T 2+2qT cos
α
2

+q2

T 2−2qT cos
α
2

+q2

+
η10

Ω
10

2C3q3 sinα
cos α

2

(
arctan T 2−q2

2qT sin
α
2

+ π/2

)
,

(4.66)
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where α = arccos(− B3

2
√
A3C3

), T = T 2Ds2−2
charge1 q = 4

√
A3

C3
, A3 = (xh − xk)2 + (yh −

yk)
2 + ∆H2, B3 = − [ax (xh − xk) + ay(yh − yk)], C3 = 1

4
(ax

2 + ay
2), and we have

used the integral in [52, eq. (2.161.1)].

The total energy received by the kth sensor during T 2Ds2
charge1 can be calculated

as

Q2Ds2
gs−k = Q2Ds2−1

gs−k +Q2Ds2−2
gs−k , (4.67)

and the sum-energy received by all sensors in this period can be obtained as

E2Ds2
received1 =

K∑
k=1

Q2Ds2
gs−k. (4.68)

When the UAV decelerates to the speed of 0, and hovers above sensors at

a location (xh, yh, H), the energy available for transfer can be calculated as

E2Ds2
available = E2Ds2

uav−r − E
T 2Ds2
loading

hover − 2E2Ds2
fly−to

− 10
Puav−t

10 · T 2Ds2
charge1,

(4.69)

where E2Ds2
uav−r, E

T 2Ds2
loading

hover , E2Ds2
fly−to are calculated using the same method as in Scheme

1, P
T 2Ds2
charge1

uav−t is the total energy delivered by the UAV in the process of from

(xstart, ystart, H) to (xh, yh, H). The received RF power at the kth sensor can be

expressed as

P 2Ds2
gs−k = Ω− 20 lg{d2D

uav−gsk}, (4.70)

where d2D
uav−gsk =

√
(xh − xk)2 + (yh − yk)2 + ∆H2. As a result, the charge time

is

T 2Ds2
charge2 =

E2Ds2
availabel

10
Puav−t

10 + P (0)
, (4.71)

where P (0) is the power for hovering. Hence, the DC energy received by the kth
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sensor in T 2Ds2
charge2 can be expressed as

Q2Ds2
gs−k (xh, yh, H) = η10

P2Ds2
gs−k
10 T 2Ds2

charge2, (4.72)

and the total energy received by all sensors in T 2Ds2
charge2 can be derived as

E2Ds2
received2 (xh, yh, H) =

K∑
k=1

Q2Ds2
gs−k (xh, yh, H) . (4.73)
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Algorithm 6: Optimization of (4.75)

Input: Sensors’ location array S = [(x1, y1), · · · , (xk, yk), · · · , (xK , yK)],

Pt, Gt, Guav, Ggs, Puav−t, V , a, H, Pε, X = min(S → x) : Step-size

: max(S → x), Y = min(S → y) : Step-size : max(S → y) and

T 2Ds2
loading which is equal to T 2Ds1

loading.

Output: Optimal location x∗ and y∗.

1 for i=1: length(X) do

2 for j=1: length(Y ) do

3 Calculate xstart, ystart,∆XDec ← using min(S), V , a and Pε

4 Initialize E2Ds2
sum , E2Ds2

received1 and E2Ds2
received2

5 index(i, j) = (X(i)−min(X)) ∗ length(Y ) + Y (j)−min(Y ) + 1

6 Calculate E2Ds2
available(index(i, j)) using (4.32)

7 if E2Ds2
available(index(i, j)) ≥ 0 then

8 if
√

(X(i)− xstart)2 + (Y (j)− ystart)2 ≤ ∆XDec then

9 for k=1: length(S) do

10 Calculate E2Ds2
received1(index(i, j))← using (4.56) – (4.61)

// Case a

11 else

12 for k=1: length(S) do

13 Calculate E2Ds2
received1(index(i, j))← using (4.62) – (4.68)

// Case b

14 for k=1: length(S) do

15 calculate E2Ds2
received2(index(i, j))← using (4.70) – (4.74)

16 E2Ds2
sum (index(i, j)) =

E2Ds2
received1(index(i, j)) + E2Ds2

received2(index(i, j))

17 else

18 break;

19 index∗(i, j) = arg maxE2Ds2
sum (index(i, j))

20 i, j ← index∗(i, j)

Result: x∗ = X(i), y∗ = Y (i)
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Finally, the sum-energy can be derived as

E2Ds2
sum (xh, yh, H) = E2Ds2

received1 + E2Ds2
received2, (4.74)

and the optimization problem is obtained as

(x∗, y∗, H) = arg max
xh,yh

E2Ds2
sum (xh, yh, H) . (4.75a)

s.t.: E2Ds2
available ≥ 0, (4.75b)

where (x∗, y∗, H) in the objective function (4.75a) is the optimal UAV location

which maximizes the sum-energy function E2Ds2
sum , (4.75b) is the constraint on the

energy to ensure the UAV can fly back to the BS. Details on the solution to (4.75) is

summarized in Algorithm 6. For this algorithm, the complexity can be calculated

as

O (X × Y × 2× S) , (4.76)

where X and Y are the number of iterations of the first and second ”for” loops,

respectively, S is the number of sensors. Similar to the Algorithm 4, because there

are two phases for sensors to receive energy, it also needs to be multiplied by 2.

The calculation using non-linear RF-to-DC model is similar to the 1D case, and

they are not discussed here to make this chapter compact.
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Table 4.1: UAV parameters.

Notation Physical meaning Value

m Air-frame mass in kg 0.8

W Aircraft weight in Newton, g = 9.8 m/s2 7.84

ρ Air density in kg/m3 1.225

b Number of blades 4

R Rotor radius in meter m 0.2

A Rotor disc area in m2, A = πR2 0.1256

c Blade or airfoil chord length 0.0196

s Rotor solidity, s
∆
= bc

πR
0.1248

δ Profile drag coefficient 0.012

Ω Blade angular velocity in radians/second 400

k Incremental correction factor to induced power 0.05

Utip Tip speed of the rotor blade, Utip
M
= ΩR 80

v0 Mean rotor induced velocity, v0 =
√

W
2ρA

5.0463

SFP Fuselage equivalent flat plate area in m2 0.0079

d0 Fuselage drag ratio, d0
M
= SFP

sA
0.5009

P0 Blade power, P0 = δ
8
ρsAΩ3R3 14.7517

Pi Induced power, Pi = (1 + k) W
3
2√

2ρA
41.5409

4.5 Numerical Results and Discussion

In this section, numerical examples are presented to show the optimal UAV location

maximizing the sum-energy received by all sensors. In the simulation, we set

Pt = 35.68 dBw, Gt = 15 dBi [91], Guav = 2 dBi, Ggs = 5 dBi, Puav−t = 10 dBw,
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Figure 4.7: Optimal location of UAV in 1D Scheme 1.

Hbs = 4.5 m, H = 5.5 m, Hsr = 0.5 m, f = 915 MHz, a = 1 m/s2, K = 10 and the

RF-to-DC conversion efficiency η = 0.6, if not stated otherwise. Our expressions

are general enough for all possible values of parameters but these values are chosen

as examples. The time for the UAV to load energy from the BS is set to 600 s,

and the parameters of the UAV are summarized in Table 4.1.

Fig. 4.7 shows the optimal location that maximizes the sum-energy in 1D

Scheme 1, and compares it with the optimal location derived in [36]. In this figure,

V is set to 10 m/s. In the upper part of the figure, ten sensors with X coordinates

(1005, 1010, 1015, 1020, 1025, 1030, 1035, 1040, 1045, 1050) are used as a case

study. One can see that the curve of the sum-energy increases first and then
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decreases when the flight distance increases, as expected as, when the UAV flies

from the left side of the sensors to the right side, the distance-dependent path loss

decreases first and then increases. The optimal location derived in [36] marked

by five-pointed star is x = 1028, which is at the center position of the sensors.

However, the optimal location in our study is x = 1020, smaller than that in [36]

or closer to the BS. This is because we have taken the UAV power consumption

and BS charging process into account, while [36] ignored them. When the UAV

flies from x = 1020 to x = 1028, more propulsion energy is needed, which will

reduce the energy harvested by the sensors. Here, the difference, i.e., 8 meters,

seems marginal because of the compact coordinates. When the distance between

sensors is large, the performance improvement will stand out. In the lower part of

the figure, another ten sensors with X coordinates (1042, 1047, 1052, 1057, 1062,

1068, 1073, 1078, 1083, 1088) are used. Similar observations can be made. Note

that the optimal locations of our study and [36] are 1052 and 1065, respectively

in this case. The gap between these two optimal locations is 13 m, which is larger

than 8 m in the upper part. This is due to the fact that, when the sensors are

placed further away from the BS, the UAV needs to consume more extra energy,

which in turn leads to less energy that can be transferred to the sensors, 61.24

mw·s and 72.34 mw·s in the figure. As a result, the optimal location has to be

closer to the BS.
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(a) The effect of the speed on 1D Scheme 1.
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Figure 4.8: The effects of different system parameters on 1D Scheme 1.
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Fig. 4.8 examines the effects of the speed and the UAV transmit power on

the sum-energy received by all sensors at different hovering locations in 1D Scheme

1. Ten sensors with X coordinates (1042, 1047, 1052, 1057, 1062, 1068, 1073, 1078,

1083, 1088) are used as a case study. In Fig. 4.8(a), we fix Puav−t = 10 dBw to

examine the speed. From Fig. 4.8(a), one can see that the sum-energy received

by all sensors increases with the speed. This is because the propulsion power

of the UAV decreases when the UAV speed increases from 0 to the maximum-

endurance speed [49], and hence this reduces the UAV power consumption and the

gap between the optimal location in our study and the one in [36]. However, as

seen from Fig. 4.8(a), the change in energy becomes marginal when the speed

is large. This is because high speed requires more time to accelerate from and

decelerate to the speed of 0 for hovering and acceleration or deceleration consume

extra energy. Next, we examine the transmit power by fixing V = 8 m/s in Fig.

4.8(b). One can see that the sum-energy received by all sensors increases with the

transmit power. This is because the time for hovering decreases with the increase

of the transmit power and the power consumption for hovering can be saved or

reduced to transfer more energy to sensors. Note that there is a valley near the

five-pointed star position. This is because the sensors are not placed equidistant.

As shown in the lower or right part of Fig. 4.7 and Fig. 4.8, the distance between

the 5th sensor and the 6th sensor is larger than others and thus, it leads to a

relatively low sum-energy with local peak points. In this case, the UAV can be

dispatched to the two peak points alternately to charge them in turn to improve

fairness.

For the optimal sum-energy shown in Fig. 4.8, Fig. 4.9 shows the energy

received by the individual sensors. In this figure, V is set to 10 m/s, and Puav−t is

set 10 dBw. Firstly, we compare the optimal location of [36] with the one derived

in our study. As seen from Fig. 4.9, there is unfairness among different sensors.
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Figure 4.9: Comparison of total energy received by each sensors in 1D Scheme 1.

In the upper part of the figure, the sensors located closer to the BS harvest more

energy than those further away from the BS. In the lower part of the figure, the

sensors located in the middle have much more energy than those at the edge. This

is because the optimal location in [36] is the physical center of the sensors. Besides,

the total energy received by 1st, 2nd, 3rd and tth sensor, when x∗ = 1052, is much

higher than that in [36] when x∗ = 1065. From the viewpoint of the sum-energy,

the optimal location derived in our study has a higher WPT efficiency. However,

for a fixed spatial distribution, the unbalanced energy among sensors is a problem.

One possible solution is to use multiple UAVs.
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(b) Comparison of the received energy by each sensor.

Figure 4.10: Simulation results of 1D Scheme 2.
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Fig. 4.10 shows the optimal location that maximizes the sum-energy in 1D

Scheme 2. Ten sensors with X coordinates (1000, 1008, 1011, 1014, 1018, 1022,

1028, 1031, 1038, 1044) are used in this simulation. In Fig. 4.10(a), one can see

that the sum-energy received by all sensors increases with the speed when the

transmit power is fixed. The optimal locations derived in [36] x∗ = 1018. In our

study, when the speed is set to 9 m/s, 10 m/s and 11 m/s, the optimal location is

x∗ = 1013. Again, this is because when the speed increases, the propulsion power

reduces and the flight time reduces to save more energy transferred to the sensors.

This was ignored in [36]. However, the change in energy becomes marginal when

the speed is large, as in Fig. 4.8(a). Next, we examine the total energy received by

individual sensors for V = 9 m/s and Puav−t = 10 dBw. As seen in Fig. 4.10(b),

the first four sensors receive more energy when x∗ = 1013 m than when x∗ = 1018

m. As expected, the maximum sum-energy received by all sensors in our schemes

is much more than that in previous works, and thus it has much higher energy

efficiency. Comparing with Scheme 1 and Scheme 2 of 1D case, as seen from Fig.

4.7 and Fig. 4.10(a), Scheme 2 has much higher energy efficiency than Scheme 1.

Hence, a longer charging time is more beneficial than a lower transmission loss in

this case.
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(a) The sum-energy of hovering at different locations.

Sum-energy of each sensor when UAVx=1022 and UAVy=19
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(b) Comparison of the received energy by each sensor.

Figure 4.11: Simulation results of 2D Scheme 1.
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Fig. 4.11 shows the optimal location that maximizes the sum-energy, and

compares the energy received by individual sensors when the UAV hovering at

the optimal location in Scheme 1 of 2D case. In this simulation, ten sensors

with (1003, 13), (1008, 31), (1016, 11), (1018, 33), (1020, 23), (1022, 18), (1029, 19),

(1055, 29), (1060, 27), (1065, 38) as 2D coordinates are used and we set V = 9 m/s.

As seen from Fig. 4.11(a), the optimal location tends to be above the area where

sensors are denser. In this scheme, the optimal location is (x∗ = 1020, y∗ = 23)

with a sum-energy of 200.7 mw·s. Compared with the one (x∗ = 1030, y∗ = 24)

from the previous works, it tends to be closer to the BS. In Fig. 4.11(b), one can

see that the total energy received by individual sensors decreases as the distance

from the UAV increases. In particular, as the UAV hovers above the 6th sensor,

the sum-energy reaches its maximum, as expected. The 10th sensor receives the

minimum energy as it is the farthest. Next, we investigate Scheme 2.
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(a) The sum-energy of hovering at different locations.

Sum-energy of each sensor when UAVx=1022 and UAVy=19
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(b) Comparison of the received energy by each sensor.

Figure 4.12: Simulation results of 2D Scheme 2.
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Fig. 4.12 shows the optimal location that maximizes the sum-energy in

Scheme 2 of 2D case. Similar observations can be made. Again, the denser the

sensors are, the higher the sum-energy they can receive. As shown in Fig. 4.12(a),

it reaches the maximum 207.8 mw·s when the UAV hovers at (x∗ = 1022, y∗ =

19), and hence (x∗ = 1022, y∗ = 19) is the optimal location in this scheme. In

Fig.4.12(b), the energy received by individual sensors is presented when the UAV

hovering at the optimal location. The 6th sensor receives more energy than others,

as expected, as it is the closest to the UAV. Comparing Scheme 1 and Scheme

2 in 2D case, as can be seen from Fig.4.11 and Fig. 4.12, both the maximum

sum-energy and the energy received by individual sensor in Scheme 2 are larger

than Scheme 1. The optimal locations in Scheme 1 and 2 are the same when V is

not large. Both are close to the BS.

4.6 Summary

In this chapter, we have studied the optimal location of UAV-enabled WPT by

taking the UAV power consumption, the conversion loss and the BS charging

process into account. We have proposed two schemes for UAV-enabled WPT in

both 1D and 2D cases. Algorithms 5 and 6 in the 2D case are similar to Algorithms

3 and 4 in the 1D case. However, the calculations in Algorithms 5 and 6 are more

complicated, because the velocity in the 2D case is decomposed to Vx and Vy, and

so does the acceleration a. By maximizing the sum-energy received by all sensors,

the optimal locations for the UAV have been derived. Numerical results have

shown that the optimal locations of the UAV tend to be close to the BS compared

with the optimal locations in previous works that ignore the BS charging process or

the UAV power consumption. In both 1D and 2D cases, Scheme 2 shows a better
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energy efficiency than Scheme 1. Moreover, the higher the speed and transmit

power, the higher the sum-energy will be.
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Chapter 5

Optimal Time Allocation in

UAV-Enabled WPCNs

This chapter is based on our work published in [J3].

5.1 Introduction

Recently, UAVs have been presenting a promising technology in 5G, IoTs and the

six-generation (6G) communication networks [103], [104]. In particular, there has

been a growing interest in studying UAV-enabled WPCNs [44] – [45], where the

UAV was dispatched to collect data from remote sensors, charge remote sensors or

both [25, 27–29, 44, 45]. For example, the authors in [44] combined the WPT and

wireless information transfer (WIT) in a WPCN, where a UAV with a constant

power supply coordinated the WPT/WIT to/from a set of ground users. The

up-link (UL) sum-rate was maximized by jointly optimizing time allocation and
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the UAV position. In [45], the outage probability of the UAV-enabled WPCN

was analyzed by identifying the optimum time ratio of the WPT and the WIT

under the assumption of the Rician fading channel. The authors in [27] employed

UAVs to collect data from the sensors as well as recharge the sensors. In [28], a

UAV was used as a flying base station to serve battery-limited sensors. Both data

collection and sensor charging have been studied. In [29], a novel energy-efficient

data collection and WPT system using a multiple-input multiple-output (MIMO)

full-duplex (FD) UAV was proposed, where simultaneous wireless information and

power transfer was explored. In [25], the outage and coverage performance of

the UAV-aided WPT and data collection have been studied, where the Rician

fading and path loss caused by UAV’s elevation angle were considered. In practical

applications, one challenge is to schedule the full process of a UAV mission when

considering its own energy supply and propulsion in a given time. That is, the UAV

is first charged with a certain amount of energy by a charging station and then

dispatched to charge the remote sensors, and then collect data from sensors and

bring it back to the charging station. There may exist an optimal time allocation

at different phases of this full process.

Works reviewed in Section 2.5 have provided very valuable insights on the

use of UAV-enabled WPT and data collection. However, in these works, there

are three important issues that have been more or less ignored. Firstly, the power

consumption of the UAV has not been considered in most of these applications [25,

27–29,44, 45, 69–77]. This affects the operational efficiency of the UAV. Secondly,

UAV is an energy-limited node that does not generate energy itself. All these

works [25, 27–29, 44–47, 69–83] have ignored the energy charging process from a

charging station1, such as a BS, to the UAV, either with wired power supply or

1Note that UAV can be recharged wirelessly by a wireless charger without landing, and the
output power of the wireless charger can reach 12 KW [35].
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wirelessly. In [31], UAV energy harvesting from solar energy or wind energy has

been studied. However, the amount of energy harvested is random and thus, it

may not be enough as the main energy source of the UAV, but as a supplement,

it could be a good choice. Also, data collection has not been considered in this

work. Thirdly, the purpose of collecting data from the sensors is to offload them

to the BS, i.e., the mobile edge computing (MEC) server [105,106], for computing

and decision-making [25]. Thus, data offloading at the BS is an important process

that has been ignored in these works. To the best of the authors’ knowledge,

UAV-aided WPT and data collection considering all these three important issues

has not been studied yet and thus, it represents contribution.

Motivated by the above observations, this chapter studies the use of the

UAV in a WPCN serving as both a data collector and a wireless energy transmitter.

In the study, the energy consumption at the UAV, the energy transfer from the BS

to the UAV, and the data offloading from the UAV to the BS will all be considered

along with other processes in the UAV-enabled WPCN. In detail, four phases are

needed to be considered. First, since the UAV does not generate energy itself, it

needs to be firstly charged by a charge station, i.e., a BS, and then flies to the

sensors at the cost of propulsion consumption. Second, the UAV, upon arrival,

first charges all the sensors distributed in a given area in the down-link (DL) as

all sensors are assumed to be in a low power state with solar energy acquisition

capability and can only be used for sensing, followed by data transmission from the

sensors to the UAV in the UL in a time-division-multiple-access (TDMA) manner.

This is the third phase. Note that, for one sensor, simultaneously WPT and data

collection could save time. However, in practical applications, there are usually

multiple sensors. To avoid the inter-user interference caused by data transmission

among different sensors, TDMA is employed [25], [23]. After data collection, the

UAV flies back to the BS with propulsion energy consumption again, and offloads
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the collected data to the BS for further processing in the fourth phase. In the

study, both distance-dependent path loss and small-scale fading are considered

to maximize the data volume and transmission efficiency, defined as the ratio of

the amount of data offloaded to the BS to the amount of data collected from

the sensors, given a fixed total time. The closed-form expression for the optimal

time allocation between different phases will be derived. Simulation results will

be presented to give useful guidance for system designs. The main contributions

of this work can be summarized as follows:

• The UAV-enabled WPCNs is studied by considering energy transfer from

the BS to the UAV, the UAV power consumption and the data offloading

from the UAV to the BS.

• The closed-form expressions of the optimal time allocation are derived ana-

lytically.

• Two TDMA mechanisms, i.e., TDMA with equal transmission times for all

sensors and TDMA with optimal transmission times for all sensors are stud-

ied.

• The effects of different system parameters on the transmission efficiency and

the optimal time allocation are examined to provide useful guidance for sys-

tem designs.

The remainder of this chapter is organized as follows. In Section 5.2, the

system model is explained. Section 5.3 derives the optimal time allocation. Section

5.4 further discusses and analyzes the time allocation problem. Section 5.5 presents

numerical results. Finally, the work is concluded in Section 5.6.
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5.2 System Model
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Figure 5.1: Illustration of system model.

Consider a UAV-enabled WPCN. As depicted in Fig. 5.1, the system con-

sists of one BS, one UAV and K sensors distributed in a given area and denoted

by Sk with 1 ≤ k ≤ K. All the sensors are assumed to be located on a 2D surface.

The position of the BS is denoted as (0, 0, Hbs) with a height of Hbs. The location

of the kth sensor is denoted as (xk, yk, Hsr) with a common antenna height of Hsr.

The UAV is assumed to fly at a fixed height of H above the ground [46, 47, 83],

and hence its location can be denoted as (x, y,H). The UAV-aided data collection

process works as follows. First, a rotary-wing UAV is charged by a BS wirelessly

in its close proximity [35], [43, 92]. After being charged for a period of time, the

UAV flies to the destination area where all sensors are located. Then, the UAV

charges all sensors via WPT in the DL for a certain period of time, followed by the

orthogonal data transmission from the sensors to the UAV in the UL in a TDMA

manner. Finally, the UAV flies back to the BS and offloads data to the BS wire-

lessly. The main reason for the use of UAV, instead of performing WPT and data

collection directly between the BS and the sensors [23,43,92,107], is to reduce the
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transmission range and therefore to improve the efficiency of the BS and sensor

operations, as the path loss will be greatly reduced by performing transmission

and reception in a close proximity [43,92].

In this work, we assume wireless charging by the BS to the UAV [34,43,92].

This is the case when there is no dedicated landing dock at the BS for wired

charging, as in conventional BSs. This is also the case when it is not convenient

or safe for the UAV to land due to the complicated environment surrounding the

BS. In the case when wired charging is available at the BS, the following results

are still valid by ignoring the first phase of the BS charging or by assuming a

very high conversion efficiency. Besides, one wireless charging station can charge

multiple UAVs at the same time, which is an advantage over wired charging on

the ground [35].

As shown in Fig. 5.1, the communication link between the BS and the

UAV as well as that between the UAV and sensors on the ground are assumed

to be dominated by LoS. This is another benefit of using UAVs. In this case,

the propagation model encompasses both the distance-dependent path loss and

small-scale fading. It may be noted that there have been path loss models for

UAVs [108, 109]. However, fading was ignored in these works. In this work, we

assume Rician fading [45], [25], [110]. We consider WPT from the BS to the UAV in

Phase 1 and from the UAV to the sensors in Phase 2. Consequently, data collection

from ground sensors to the UAV is considered in Phase 3 after charging sensors,

and data offloading from the UAV to the BS is considered in Phase 4. Note that

there is also a round-trip flight, i.e., the UAV flies to the sensors after harvesting

energy from the BS in Phase 1, and flies back to the BS after collecting data from

the sensors in Phase 3. The goal is to derive the optimal time allocation for these

four phases given a fixed flight distance and a fixed total time. The round-trip
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process is not included in the time allocation, as the flight time is determined by

the flight distance and UAV speed and both are fixed.

5.2.1 Phase 1 – Energy Harvesting

In Phase 1, the BS charges the UAV, as shown in Fig. 5.1. The received power in

dB at the UAV due to path loss can be expressed as [43,92]

Puav−r = Pbs−t +Gbs +Guav − PLbs−uav, (5.1)

where Pbs−t denotes the transmit power at the BS, Gbs and Guav are the an-

tenna gains of the BS and the UAV in dBi, respectively, PLbs−uav = 20 lg {f} +

20 lg {dbs−uav} − 147.55 dB is the free-space path loss between the BS and the

UAV, f denotes the operating frequency, and dbs−uav = H −Hbs with dbs−uav ≥ 1

is the distance between the BS and the UAV for wireless charging in far-field.

Let gb,u ∼ CN (0, σ2
b,u) denote the complex channel coefficient from the BS to the

UAV, where σ2
b,u is the average fading power. Thus, the far-field wireless energy

harvested by the UAV during Phase 1 can be expressed as

Euav−h = η10
Puav−r

10 |gb,u|2Tphase1, (5.2)

where 0 < η < 1 is the energy conversion efficiency [48], i.e., RF-to-DC, at the

UAV, and Tphase1 is the operating time in Phase 1 or the charging time. For time

sensitive tasks, such as emergency and rescue, Tphase1 is usually less than the time

to fully charge the UAV. Thus, in a given time, reasonable time allocation may

improve the efficiency of UAV missions.

It is worth noting that there are different technologies for UAV wire-

118



0 2 4 6 8 10

UAV flight height (km)

0

0.5

1

1.5

2

2.5

3

3.5
E

n
e
rg

y
 h

a
rv

e
s
te

d
 (

W
*s

)
10

5

 Clear air

 Haze

 Fog

0.1 0.2

3.12

3.14

3.16

3.18

3.2

3.22

10
5

Figure 5.2: Energy harvested via laser vs UAV flight heights.

less charging, such as inductive coupling, magnetic resonance coupling, capaci-

tive coupling, RF power beam-forming and laser beaming [32, 33, 111, 112]. For

wired charging or near-field wireless charging, η is close to 1, gb,u = 1 and

PLbs−uav = Gbs = Guav ≈ 0 dB. For inductive coupling [113], gb,u = 1,

PLbs−uav = Gbs = Guav ≈ 0 dB, the distance dbs−uav in PLbs−uav can be 3 cm [114],

and η can be any value between 0 and 1 depending on Puav−r. For laser beam-

ing [112], gb,u = 1, Gbs = Guav ≈ 0 dB, PLbs−uav = 10Cε
κv

( λ
Cχ

)−ρsddbs−uav lg{e}

and η can be 0.54 [115], Cε and Cχ are two constants, κv is the visibility, λ is

the wavelength, ρsd is the size distribution of the scattering particles and depends

on κv, and e is the Euler number. Thus, Euav−h in (5.2) is general and appli-

cable to different transmission powers and distances from the charger. Fig. 5.2
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shows the energy harvested at the UAV via laser charging versus different flight

heights under three scenarios [115]. In the figure, Pbs−t = 30 dBW, Tphase = 10

minutes, η = 0.54, and other parameters follow [115, Table III]. One can see that

the energy harvested at the UAV decreases with the UAV flight height. This is

due to the fact that PLbs−uav increases with the distance between the BS and the

UAV. Besides, the harvested energy is also influenced by weather. When the UAV

flight height is fixed at 1 km, one sees that the energy harvested at the UAV in

clear air is the largest, followed by in a haze, and in fog. This is because the

laser with high frequency is easily obscured by fog. From the global drone reg-

ulations database (GDRDB), most countries, such as European countries, USA

and China, have a maximum altitude of 120 meters, and Canada of 90 meters

for UAVs [116], and there is no minimum altitude as long as it is reasonable. In

China, the flight height of the UAV for assisting agricultural spraying shall not

exceed 15 meters [116]. Thus, Fig. 2 shows that at least wireless charging of UAV

via laser is promising under the regulations.

5.2.2 Phase 2 – WPT

Upon arrival, in Phase 2, the UAV hovers at a height of H above the sensors and

broadcasts wireless energy to all sensors on the ground to charge them in the DL.

Let Puav−t denote the transmit power at the UAV and hu,k ∼ CN (0, σ2
u,k) denote

the complex channel coefficient from the UAV to the kth sensor, where σ2
u,k is the

average fading power. Thus, the received power at the kth sensor in the DL due

to path loss can be expressed as

Pk−r = Puav−t +Guav +Gk − PLuav−k, (5.3)
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where PLuav−k = 20 lg {f} + 20 lg {duav−k} − 147.55 dB is the free-

space path loss between the UAV and the kth sensor, duav−k =√
(x− xk)2 + (y − yk)2 + (H −Hsr)2 with duav−k ≥ 1 is the distance between

the UAV and the kth sensor, Gk is the antenna gain of the kth sensor and

all other symbols are denoted as before. For convenience, it is assumed that

G1 = · · · = GK = Gsr so that all sensors have the same antenna gains. As a

result, the amount of energy harvested by the kth sensor is

Ek = ηk10
Pk−r

10 |hu,k|2Tphase2, (5.4)

where Tphase2 is the charging time for energy replenishing in Phase 2, 0 < ηk <

1, k = 1, . . . , K, is the energy conversion efficiency at the kth sensor. In most

previous works [44,45], [46,47], it has been assumed that the conversion efficiency

is a constant that is linear and independent of the input power whether the input

power is large or small. However, it has been revealed that the conversion efficiency

actually depends on the input power [48], which means the output harvested power

is non-linear. One has the relationship between the input power PRF and the

output power f(PRF ) of the energy harvester as [48]

f(PRF ) =
a010

PRF
10 + b0

10
PRF

10 + c0

− b0

c0

, (5.5)

where a0, b0 and c0 are constants obtained by standard curve-fitting. In this case,

the conversion efficiency at the kth sensor can be expressed as

ηk =
f(Pk−r)

10
Pk−r

10

, k = 1, . . . , K, (5.6)

which changes with the input power, i.e., Pk−r, at the kth sensor. Thus, for WPT

in Phase 2, we assume an energy conversion efficiency that varies with input power
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at different sensors. Note that the energy conversion efficiency η in Phase 1 is also

non-linear actually, and it is determined by PLbs−uav in (5.1).

5.2.3 Phase 3 – Data Collection

After charging the sensors, the UAV will collect data from the sensors using TDMA

in the corresponding UL in Phase 3 with a total transmission time of Tphase3. It

is assumed that all the energy harvested at each sensor will be used for its UL

information transmission [23] and that the amount of time allocated for each sensor

in the UL is denoted by tk. Since the total time for Phase 3 is Tphase3, we have

K∑
k=1

tk ≤ Tphase3, k = 1, . . . , K. (5.7)

Consequently, the transmission power of the kth sensor, denoted by Pk−t, is pro-

portional to Ek in (5.4). One has

Pk−t =
Ek
tk

=
ηk10

Pk−r
10 |hu,k|2Tphase2

tk
. (5.8)

The received power at the UAV from the kth sensor in the UL due to path loss

can be expressed as

Puav−rk = 10 lg {Pk−t}+Gk +Guav − PLuav−k. (5.9)

We denote gk,u ∼ CN (0, σ2
k,u) as the complex channel coefficient from the kth sensor

to the UAV. The overall received signal at the UAV in the UL is given by

yk,u =

√
10

Puav−rk
10 gk,usk,u + nk,u, k = 1, . . . , K, (5.10)
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where sk,u is the signal transmitted by the kth sensor with E
{
|sk,u|2

}
= 1, and

nk,u ∼ CN (0, σ2
k,u) is the noise at the UAV during tk with mean zero and variance

σ2
k,u. From (5.4) – (5.10), the sum-data received by UAV from K sensors after

Phase 3 can be formulated as

DK,u =
K∑
k=1

tkB log2

1 +
10

Puav−rk
10 |gk,u|2

σ2
k,u

 . (5.11a)

s.t.:
K∑
k=1

tk ≤ Tphase3, k = 1, . . . , K, (5.11b)

where B is bandwidth.

5.2.4 Phase 4 – Data Offloading

In Phase 4, the UAV hovers above the BS for data offloading. The received power

at the BS from the UAV due to path loss can be expressed as

Pbs−r = Puav−t +Guav +Gbs − PLbs−uav, (5.12)

where Puav−t is the transmission power of the UAV during data-offloading as that

in (5.3). During Phase 4, let hu,b ∼ CN (0, σ2
u,b) denote the complex channel

coefficient from the UAV to BS, the overall received signal at the BS from the

UAV considering both path loss and fading is

yu,b =

√
10

Pbs−r
10 hu,bsu,b + nu,b, (5.13)

where su,b is the transmitted signal of the UAV with E
{
|su,b|2

}
= 1, and nu,b ∼

CN (0, σ2
u,b) denotes the noise at the BS. Then, the amount of data that can be
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offloaded at the BS in Phase 4 can be expressed as

Du,b = Tphase4B log2

(
1 +

10
Pbs−r

10 |hu,b|2

σ2
u,b

)
. (5.14)

5.2.5 UAV Propulsion Consumption for Round-Trip Flight

Between Phase 1 and Phase 4, the UAV also requires energy for various manoeu-

vres, such as hovering, acceleration, deceleration and flying at a speed of V . In this

study, we consider the process when the UAV accelerates from an initial velocity of

0 to V and continues to fly to the sensors at the speed of V , and finally decelerates

from V to 0 to hover over the sensors. Hence, using (2.11) and (2.15), the energy

consumed by the UAV during the acceleration can be calculated approximately

as [92] and [117] as

EAcc =

∫ V
a

0

P [V (t)] dt, (5.15)

where a is acceleration. Since acceleration and deceleration in this study are

symmetric, the energy consumed during deceleration is the same as that during

acceleration, i.e., EAcc = EDec. Note that (5.15) is valid only for forward level

flight as specified in [49]. For vertical flight and arbitrary 2D level flight, the

energy consumption can be calculated using [117, eq. (3)] and [118, eq. (12)],

respectively. As a result, complex path planning for the UAV may consume more

energy and thus, affects the system performance. This will be considered as future

work.
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5.2.6 Compound Convex Optimization Problem

It is challenging to directly optimize the time allocation among the above four

phases to maximize the amount of data offloaded to the BS, because this target

is constrained by both time and energy. The convergence of the target function

cannot be guaranteed. However, it is found that more data collected by the UAV

is a necessary condition for maximizing the data offloaded to the BS. Thus, the

target can be regarded as two sub-problems and both are convex. As a result, the

target optimization problem can be solved in the following two steps.

Step 1

We first maximize the data collected by the UAV, i.e., optimize the time allocation

between Phase 2 and Phase 3 [23].

Step 2

Once the optimal time ratio between Phase 2 and Phase 3 is derived, it can be

combined and taken as a whole. In doing so, the original optimization can be

regarded as a time allocation problem with only three processes, i.e., Phase 1,

”Phase 2 and Phase 3”, and Phase 4.

5.3 Problem Formulation and Optimization

In this section, we will solve an optimization problem that maximizes the amount

of data offloaded at the BS to derive the closed-form expression of the optimal time
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allocation for the four phases described in Fig. 5.1. To analyze the performance of

this process, two cases will be studied. In Case 1, TDMA with optimal transmission

times for all sensors is studied. While in Case 2, TDMA with equal transmission

times for all sensors is considered.

5.3.1 Case 1

In Phase 1, the UAV hovers above the BS to be charged. It is assumed that the

initial position of the UAV is (0, 0, H) with the minimum initial energy of the

system Eε. Since the UAV consumes power for keeping aloft (i.e., hovering) while

being charged, the sum energy harvested by the UAV at the end of Tphase1 can be

calculated as

E0 = Eε + Euav−h − Ehover1, (5.16)

where Euav−h is the energy harvested by the UAV from the BS in (5.2) with

Euav−h > Ehover1, Ehover1 = P (0) · Tphase1 is the energy consumed by hovering

in Phase 1, P (0) is the power for hovering and Tphase1 is the hovering time. We

denote as Efly−to and Efly−back the energy consumed by the UAV flying to the

sensors and flying back to the BS, respectively. One has

Efly−to = Efly−back = EAcc + EV + EDec. (5.17)

In Phase 2, the UAV broadcasts wireless energy to the sensors by WPT.

The total energy transferred from the UAV can be calculated as

Ewpt = 10
Puav−t

10 ∗ Tphase2, (5.18)
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and the energy consumed for hovering during this process is

Ehover2 = P (0) ∗ Tphase2. (5.19)

After this, the sensors start to transmit their data to the UAV via TDMA using

the harvested energy.

In Phase 3, the UAV still needs to keep aloft while receiving data from the

sensors. Hence, it continues consuming energy in hovering as

Ehover3 = P (0) ∗ Tphase3. (5.20)

Next, the UAV flies back to the BS with the collected data to consume an amount

of energy Efly−back given in (5.17).

In Phase 4, when the UAV reaches the BS, the available energy at the UAV

is

Eavailable = E0 − Efly−to − Efly−back

− Ewpt − Ehover2 − Ehover3.
(5.21)

To deliver as much data collected from the sensors to the BS as possible, Eavailable−

Eε will be used for offloading. The reason to keep an amount of energy Eε at the end

of offloading is to prepare the UAV for the next round of data collection. Hence,

Eavailable ≥ Eε. Meanwhile, since the UAV has to keep hovering, the offloading

time for Phase 4 can be calculated as

Tphase4 =
Eavailable − Eε
P (0) + 10

Puav−t
10

, Tphase4 ≥ 0. (5.22)
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Based on the above discussion, we can finally formulate the time allocation

problem that maximizes the amount of data received by the BS under the con-

straint of a fixed time τ = T − Tflying, where T is the total time and Tflying is

the time for round trip which is determined by the flight distance and UAV speed

and both are fixed. The variables to be optimized are Tphase1, Tphase2, Tphase3 and

Tphase4. As a result, the problem is formulated as

(P1) : max
Tphase1,Tphase2,Tphase3,Tphase4

Du,b, (5.23a)

s.t.: 0 ≤ Tphase1 ≤ τ, (5.23b)

0 ≤ Tphase2 ≤ τ, (5.23c)

0 ≤ Tphase3 ≤ τ, (5.23d)

0 ≤ Tphase4 ≤ τ, (5.23e)

Eavailable ≥ Eε, (5.23f)

Du,b ≤ DK,u, (5.23g)

τ = Tphase1 + Tphase2 + Tphase3 + Tphase4, (5.23h)

where (5.23a) is the objective function, (5.23b) – (5.23e) are the constraints on

Tphase1, Tphase2, Tphase3 and Tphase4, (5.23f) is the constraint on available energy at

the UAV in Phase 4 given by (5.16) and it has already included the constraint

Euav−h > P (0) ·Tphase1 in (5.16), (5.23g) is the constraint on data volume between

Du,b and DK,u that the amount of received data cannot exceed the amount of

collected data, and (5.23h) is the constraint on the fixed time τ .

The optimization problem in (5.23) is complicated because the objective

function is constrained by both energy and time, and its convergence cannot be

guaranteed. This can be explained as follows. With given Tphase1, Tphase2 and

Tphase3, Tphase4 can be derived by (5.23h). However, Tphase4 is also given by (5.22),

128



the one for offloading data in Phase 4 with energy constraint included in (5.23f).

It does not necessarily imply that the two are equal. When the one from (5.23h)

is greater than the one from (5.22), it means there is a waste of time as the energy

determines the time that can be used to offload data. Besides, it may be noted

that DK,u is actually determined by Tphase2 and Tphase3 as Tphase2 determines the

energy used to transmit data from sensors to the UAV in Phase 3. Thus, the

time allocation between Tphase2 and Tphase3 should be carefully chosen. Once this

optimal allocation is derived, then they can be considered as a whole for optimizing

the allocation of τ . To this end, we decompose this optimization into two steps.

5.3.2 Solution to Case 1

Step 1

In order to maximize the amount of data received at the BS, we first optimize

the time allocation between Tphase2 and Tphase3 to maximize the amount of data

received from sensors by fixing Tphase2 + Tphase3. To do this, denote Tphase2&3 =

Tphase2 + Tphase3 as the sum of Tphase2 and Tphase3, and µ2 =
Tphase2
Tphase2&3

and µ3 =

Tphase3
Tphase2&3

as the proportions of Tphase2 and Tphase3 in the sum, respectively. Once the

optimal values of µ2 and µ3 are derived as µ∗2 and µ∗3, the optimal time allocation of

Tphase2 and Tpahse3 can be obtained as µ∗2 ∗Tphase2&3 and µ∗3 ∗Tphase2&3, respectively,

for fixed Tphase2&3 in this step. Mathematically, this problem after normalization
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of Tphase2&3 can be formulated as

(P1−S1) : (µ∗2, µ
∗
3) = arg max

µ2,µ3

D̄K,u (µ2, µ3) (5.24a)

s.t.: µ2 + µ3 = 1, (5.24b)

0 < µ2, µ3 < 1, (5.24c)

where D̄K,u =
DK,u

Tphase2&3
is the normalized achievable data rate with respect to time.

The optimization problem in (5.24) is different from that in [44] and [23] as they

used fixed energy conversion efficiency. In our work, we assumed that the energy

conversion efficiency is non-linear and depends on the input power as in (5.6), since

the received power at each sensor is different. The transmit power of each sensor,

Pk−t, is determined by its harvested energy from the UAV, as in [44, 45] and [23].

To solve (P1−S1) above, using (5.3) to (5.11) and replacing tk in (5.11) with its

time proportion λk, (P1−S1) can be reformulated as

(P1−S1) : (µ∗2, µ
∗
3) = arg max

µ2,µ3

K∑
k=1

λk log2

(
1 + γk

λ0

λk

)
(5.25a)

s.t.:
K∑
k=0

λk = 1, (5.25b)

λk ≥ 0, k = 0, · · · , K, (5.25c)

µ2 = λ0, (5.25d)

µ3 =
K∑
k=1

λk, (5.25e)

where γk =
ηk10

Puav−t+2Gk+2Guav−2PLuav−k
10 |hu,k|2|gk,u|2

σ2
k,u

, µ2 = λ0 is allocated to the DL

WPT in Phase 2, λk ≥ 0, k = 1, · · · , K, is the time portion assigned to the

kth sensor and µ3 =
∑K

k=1 λk is the total time portion for UL WIT in Phase 3.
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Note that, for an arbitrary topology of sensors, one needs to study the optimal

location of the UAV [92], as the geometric center may not be the middle of the

area. This study is beyond the scope of the current work. Also, we do not consider

UAV trajectory optimization, as in [71] and [73], because these works have ignored

the UAV power consumption and the flying-to and flying-back processes while our

work takes all of these into account. When UAV power consumption is considered,

flying to each sensor may be disadvantageous to staying at a fixed location, due

to the extra propulsion energy. Thus, the UAV will hover at one spot over the

sensors.

From [23], (5.25) is a convex optimization problem and the optimal time

allocation solution for (P1−S1) in each block time of Tphase2&3, denoted by λk
?, k =

0, · · · , K, is given by

λk
? =


z? − 1

Υ + z? − 1
, k = 0,

γk
Υ + z? − 1

, k = 1, · · · , K,
(5.26)

where Υ =
∑K

k=1 γk > 0 and z? is the solution of z ln z − z + 1 = Υ, z ≥ 0 given

in [23]1. Hence, the values for Phase 2 and Phase 3 can be obtained as
µ∗2 = λ0

?,

µ∗3 =
K∑
k=1

λk
?,

(5.27)

1Remarks: Although (5.25) is the same problem as in [23], they are applied in different
scenarios. In our work, the RF-to-DC conversion efficiency is non-linear but in [23] it is linear.
In [23], Rayleigh fading is considered, while Rician fading is assumed in our work. Besides, the
UAV has not been considered as an energy transmitter and a data collector in [23].
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and the optimal time allocation between Phase 2 and Phase 3 can be derived as

T
∗
phase2 = µ∗2 ∗ Tphase2&3,

T ∗phase3 = µ∗3 ∗ Tphase2&3.
(5.28)

Also, the sum achievable data rate can be obtained by substituting (5.26)

into (5.25) as

D̄K,u =
K∑
k=1

λk
? log2

(
1 + γk

λ0
?

λk
?

)
. (5.29)

Step 2

Once the achievable data in the sensor network is maximized in Step 1, the whole

process can be treated as three phases because Tphase2 and Tphase3 can be combined

as one phase denoted by Tphase2&3 = Tphase2 + Tphase3, as Step 1. In this case, we

let α and β be the ratio of Tphase1 and Tphase2&3 to the time τ = Tphase1 +Tphase2 +

Tphase3 + Tphase4, and (1 − α − β) be the ratio of Tphase4 to τ . Thus, α =
Tphase1
τ

,

β =
Tphase2&3

τ
, 1−α−β =

Tphase4
τ

. As a result, the optimization problem in (5.23)

can be rewritten as

(P1−S2) : (α∗, β∗) = arg max
α,β

Du,b (α, β) (5.30a)

s.t.: 0 ≤ α ≤ 1, (5.30b)

0 ≤ β ≤ 1, (5.30c)

0 ≤ α + β ≤ 1, (5.30d)

Eavailable ≥ Eε, (5.30e)

Du,b ≤ DK,u. (5.30f)
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where (5.30a) is the objective function, (5.30b) – (5.30d) are the constraints on

Tphase1, Tphase2&3 and Tphase4, respectively, (5.30e) is the constraint on energy when

the UAV arrives at the top of the BS in Phase 4, and (5.30f) is the constraint on

the data volume between Du,b and DK,u.

Details on the solution to (P1−S2) are summarized in Algorithm 7. In the

Algorithm, some special cases causing Du,b = 0 have also been considered. This

comes from the lack of time ( 1−α−β ≤ 0) or energy (Eavailable ≤ Eε), or the time

proportion (β) for Phase 3 is 0. Once α∗ and β∗ are derived from the Algorithm 7,

the optimal time allocation between Tphase1, Tphase2&3 and Tphase4 can be derived

as 
T ∗phase1 = α∗τ,

T ∗phase2&3 = β∗τ,

T ∗phase4 = (1− α∗ − β∗) τ.

(5.31)

Since the optimal time allocation proportions of Tphase2 and Tphase3 have been

derived in P1−S1, as µ∗2 and µ∗3, the final optimal time allocation for the original

problem (P1) can be obtained as



T ∗phase1 = α∗τ,

T ∗phase2 = µ∗2β
∗τ,

T ∗phase3 = µ∗3β
∗τ,

T ∗phase4 = (1− α∗ − β∗) τ.

(5.32)

Complexity Analysis of Algorithm 7

For Algorithm 7, the complexity to compute Du,b(i, j) mainly comes from the two

“for” loops for parameters α and β, which are determined by the step-sizes of α
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Algorithm 7: Optimization of (5.30)

Input: α = 0: step α : 1, β = 0: step β : 1
Output: Du,bmax , α

∗(i), β∗(j)
1 for i=1 : length(α) do
2 for j=1 : length(β) do

/* E4 is the available energy at Phase 4 calculated by α (i)

and β (j) */

3 if α(j) == 0 || β(j) == 0 ||α(i) + β(j) ≥ 1 then
4 Du,b(i, j) = 0 // Data from the UAV to the BS

5 else
6 E4 (i, j)← calculate the rest of energy using α (i) , β (j)
7 if E4 ≤ 0 then
8 Du,b(i, j) = 0

/* Compare the actual remaining time with the original

planned allocation time */

9 else if E4(i,j)
Puav−t+Phover

≥ (1− α(i, j)− β(i, j)) τ then
/* TPub is the throughput from the UAV to the BS */

10 if (1− α(i, j)− β(i, j))τ ∗ TPub ≥ β(j)τ ∗ D̄K,u then
11 Du,b(i, j) = β(j)τ ∗ D̄K,u

12 else
13 Du,b(i, j) = (1− α(i, j)− β(i, j))τ ∗ TPub

14 else

15 if E4(i,j)
Puav−t+Phover

∗ TPub ≥ β(j)τ ∗ D̄K,u then

16 Du,b(i, j) = β(j)τ ∗ D̄K,u

17 else

18 Du,b(i, j) = E4(i,j)
Puav−t+Phover

∗ TPub

Result: Du,bmax = maxDu,b(i, j), α
∗(i), β∗(j)← (i, j) =

arg maxDu,b(i, j)
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or β. Assume that the number of iterations of the first “for” loop is m, and the

second “for” loop is n. The complexity of Algorithm 7 is

O (m× n) , (5.33)

where m = 1
step α

+ 1, n = 1
step β

+ 1.

5.3.3 Case 2

Compared with Case 1, in this case, the time allocated to each sensor is the same

in Phase 3. Hence, there is no optimal time allocation for each sensor in Phase 3.

This simplifies the network synchronization. As discussed in [23], there is always

a ”near-far” issue that affects the fairness among users. In [23], this was tackled

by imposing a minimum rate on each user.

Now that the time allocated for each sensor in Phase 3 is the same, one has

calculated as

tk =
Tphase3
K

. (5.34)

Consequently, the transmission power by the kth sensor, denoted by Pk−t as in

(5.8) can be calculated by substituting (5.34) into (5.8) as

Pk−t =
Ek
tk

=
ηk10

Pk−r
10 |hu,k|2Tphase2K
Tphase3

. (5.35)

As other processes and the final optimization problem, i.e., maximizing D̄K,u, are

the same as in Case 1, the problem is also solved in two steps.
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5.3.4 Solution to Case 2

Step 1

Step 1 can be formulated by using D̄K,u =
∑K

k=1
µ3

K
log2

(
1−KAk + KAk

µ3

)
and

µ2 = 1− µ3 as

µ∗3 = arg max
µ3

K∑
k=1

µ3

K
log2

(
1−KAk +

KAk
µ3

)
, (5.36a)

s.t.: 0 < µ3 < 1, (5.36b)

where Ak =
ηk10

Puav−t+2Gk+2Guav−2PLuav−k
10 |hu,k|2|gk,u|2

σ2
k,u

. From (5.36), the objective

function is a function of µ3 for a given number of sensors K. This is because ηk

and PLuav−k in Ak can be regarded as constants given the topology of sensors.

Besides, as in [23], it is assumed that both DL and UL channels are quasi-static

flat-fading. Thus, |hu,k|2 and |gk,u|2 remain constant during each block in Phase 3.

Note that Ak (k = 1 . . . K) are different for different sensors. Hence, D̄K,u can be

seen as a function of only one variable µ3.

From (5.36), D̄K,u =
∑K

k=1
µ3

K
log2

(
1−KAk + KAk

µ3

)
is a concave function

of µ3 and thus, this is a convex optimization problem. However, the first order

derivative of (5.36) includes an item in the form of “x lnx”, and it is challenging

to derive its closed-form solution when K is large. Hence, for K sensors with a

given topology, one-dimensional exhaustive search will be used to derive µ∗3 and

corresponding D̄K,u. This is described in Algorithm 8. For the special case of

only one sensor, i.e., K = 1, the optimal time proportion, µ∗3, is also derived in

Appendix C.1.
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Algorithm 8: Optimization of (5.36)

Input: µ3 =Initial value : step µ3 : 1, Gk, Guav, r, R,
K, Puav−t, σ

2
k,u, Sum D̄K,u, Average D̄K,u,

temp D̄K,u, D̄K,u=0
Output: µ∗3, D̄K,u

1 for i=1 : length(µ3) do
2 Initialize Sum D̄K,u = 0
3 for j=1:1000 do
4 for k=1:K do

// PDFRician is Probability Density Function of Rician

distribution

5 hu,k(k) = random(PDFRician, 1, 1)
6 gk,u(k) = random(PDFRician, 1, 1)
7 Calculate Ak

8 Calculate temp D̄K,u(j)=
∑K

k=1 D̄k,u ← using µ3(i)
9 Sum D̄K,u = Sum D̄K,u + temp D̄K,u(j)

10 Average D̄K,u(i) =
Sum D̄K,u

1000

11 if D̄K,u < Average D̄K,u(i) then
12 D̄K,u = Average D̄K,u(i)
13 µ∗3 = µ3(i)

Result: µ∗3, D̄K,u

Complexity Analysis of Algorithm 8

For Algorithm 8, the complexity to calculate µ∗3 and D̄K,u mainly comes from

three “for” loops with indexes i, j and k. The increment index i is determined

by the step-size step µ3, and k depends on the number of sensors K. Note that

the last value of the index j is fixed, assumed to be 1000 as an example. As a

result, denoting l = 1
step µ3

as the number of iterations of the first “for” loop, the

complexity of Algorithm 8 can be calculated as

O (l × 1000×K) . (5.37)
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As a result, the optimal time proportion of Tphase2 can then be calculated

as µ∗2 = 1− µ∗3. Finally, the optimal time allocation for Tphase2 and Tphase3 can be

obtained as (5.28).

Step 2

As other processes are the same as those in Case 1, the optimal time allocation

for Phases 1 to 4 can be derived following the steps in Step 2 of Case 1.

5.4 Further Discussion

5.4.1 Wired Charging

Case 1 and Case 2 are the cases when there is no dedicated landing dock at the BS

for wired charging or when it is not convenient or safe for the UAV to land due to

the complicated environment. They require wireless charging. In this subsection,

we discuss the case when wired charging is available.

Case 3

Following the discussion in Case 1, the UAV is first charged by the BS via a

wired connection and thus, Tphase1 will be greatly reduced because of high energy

conversion efficiency. However, there may be an extra vertical flight when the

height of the BS is lower than H, which in turn increases Tflying and consumes

extra energy. Upon arrival, the method in Step1 of Case 1 is still valid and can

be used to derive the optimal time proportion, µ∗2 and µ∗3, for the WPT phase
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and the WIT phase. In this case, Tphase4 can be ignored because of the wired

connection. As a result, τ = T − Tflying = Tphase1 + Tphase2&3. To maximize

the data offloaded to the BS, one needs to balance the relationship between time

and energy. Specifically, with small Tphase1, E0 is also small. In this regime, as

E0 increases with increasing Tphase1 until it is fully charged. However, as Tphase1

increases, Tphase2&3 is decreased. As a result, the amount of data collected from

sensors will be limited by time. In turn, it will be limited by energy. Therefore,

there exists an optimal time allocation between Tphase1 and Tphase2&3. One has the

following relationship τ = Tphase1 + Tphase2&3,

Eavailable = Eε.
(5.38)

Case 4

In this case, we not only use wired charging to replace wireless charging as in

Case 3, but also allocate equal times to the K sensors, as in Case 2. Thus, the

optimal values of µ∗2 and µ∗3 in this are derived by Algorithm 8, instead of from

equations (5.26) and (5.27). As other processes and steps are the same as those in

the previous subsection, they will not be discussed further. It can be noted that,

for the case of wired charging, Tphase4 can be ignored as the collected data can be

transmitted to the BS by a wired connection. Thus, more time can be used for

WPT and WIT in Phases 2 and 3, respectively.
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5.4.2 Transmission Efficiency

Using (5.11) and (5.14), the transmission efficiency of the UAV-aided data collec-

tion system can be defined as

TE =
Du,b

DK,u

=

Tphase4B log2

(
1 +

10
Pbs−r

10 |hu,b|2

σ2
u,b

)
∑K

k=1 tkB log2

1 +
10

Puav−rk
10 |gk,u|2

σ2
k,u

 . (5.39)

In Section 5.3, we have first maximized DK,u in (5.24) and then maximized Du,b in

(5.30). The value of Du,b is always smaller than or equal to DK,u. Thus, TE ≤ 1.

When TE < 1, there is some data loss, as the amount of data offloaded to the

BS is smaller than the data collected from the sensors. Ideally, all the collected

data should be delivered to the BS so that the transmission efficiency should be

1. Transmission efficiency of 1 does not guarantee that the data received by the

BS is the maximum and vice versa. This is because there are many ways of

achieving a transmission efficiency of 1. For example, the UAV can choose to

collect a minimum amount of data from the sensors to be fully delivered to the BS

so that both Du,b and DK,u are small but no data is lost for reliability to achieve

a transmission efficiency of 1. Therefore, we can let the transmission efficiency be

1, and let time for Phase 4 all be used to offload the data. One has

Du,b = DK,u,

Eavailable − Eε = (1− α− β)τ ∗
(
P (0) + 10

Puav−t
10

)
.

(5.40)
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Therefore, the optimal allocation can be derived by solving (5.40) as

α∗ =
MF −NW
MF −NE

,

β∗ =
MW −ME

MF −NE
,

(5.41)

where M = log2

(
1 +

10
Pbs−r

10 |hu,b|2
σ2
u,b

)
, N = M + D̄K,u, W = Efly−to + Efly−back +

P (0)τ + 10
Puav−t

10 τ , E = η10
Puav−r

10 |gb,u|2 τ + 10
Puav−t

10 τ , F = µ∗3τ10
Puav−t

10 . This

solution ensures that all data collected from sensors will be offloaded to the BS

without wasting any time and energy. For Cases 1 and 2 in wireless charging,

the solution in (5.41) depends on µ∗2 and µ∗3 derived from (5.27) or Algorithm 8

although it has closed-form. Moreover, the random complex channel coefficient

hu,k and gk,u also determines the solution in (5.41). Thus, it is dependent on the

values of hu,k and gk,u.

5.5 Numerical Results and Discussion

In this section, numerical results are presented to show the optimal time allocation

maximizing the amount of data received by the BS. The simulation settings are

similar to [43,49,91,92], and the detailed settings are summarized in Table 5.1. The

average rate is obtained by generating 1000 random values of |hu,k|2 |gk,u|2, adding

them together and dividing the sum by 1000. For |hb,u|2 or |gu,b|2, the average

value of 1000 random values is also taken. The total operating time τ including all

phases and round trip flight is set to 3600 s. The RF-to-DC conversion efficiency

from the BS to the UAV η ≈ 0.8. The flight distance is set to 1000 m and the

parameters of the UAV follow [92, Table I]. These values are only chosen for
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Table 5.1: Simulation parameters

Notation Parameters Values

α The ratio of Tphase1 to the τ —
β The ratio of Tphase2&3 to the τ —
K Rician factor 10 dB
Pbs−t Transmit power at the BS 35.68 dBW
Puav−t Transmit power at the UAV 40 dBm
Gbs Antenna gain of the BS 15 dBi
Guav Antenna gain of the UAV 5 dBi
Gk Antenna gain of the kth sensor 5 dBi
Hbs The height of the BS 4.5 m
Hsr Sensors antenna height 0.5 m
H Flight height of the UAV 5.5 m
f Operating frequency 915 MHZ
B Bandwidth 1 HZ
v UAV speed 10 m/s
a Acceleration/deceleration 1 m/s2

a0 Model parameter in (5.5) 2.463
b0 Model parameter in (5.5) 1.635
c0 Model parameter in (5.5) 0.826
σb,u, σu,b, σu,k, σk,u Noise power -80 dBm

illustration purpose but other values can also be used if different applications are

considered.

Fig. 5.3 shows the effects of α and β on the data volume at the BS. In this

figure, we take one sensor as an example. The upper part of the figure shows the

data volume at the BS versus α, which is the charging time proportion in Phase

1, when β is fixed. One can see that all the curves look like a ”square wave”,

as expected. This can be explained as follows. When α is small, the amount of

energy harvested by the UAV from the BS is small, which will lead to the following

results: i) the UAV has too little energy to fly to the sensors; ii) the UAV has no

energy to receive data from the sensors, otherwise it cannot fly back; iii) the UAV

can only fly back, but there is no energy to offload data to the BS. Therefore, the
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Figure 5.3: The influence of α and β on data volume.

data volume is 0. When α is large, the UAV has enough energy but there is limited

time for WPT and WIT. This may lead to 1) no time to receive data from the

sensors; 2) no time to fly back; 3) no time to deliver the received data to the BS. As

a result, there is no data received by the BS either. When α is medium, reasonable

values of α are available for fixed β. Take β = 0.5 as an example. The data volume

remains unchanged when α increases from 0.22 to 0.49, which means α = 0.22 is

the minimum time portion requirement in this setting. Otherwise, there will be

energy surplus after data delivery, such as when α = 0.4. The lower part of the

figure shows the data volume at the BS versus β, which is the proportion of the

total time of Phase 2 and Phase 3 for WPT and WIT, when α is fixed. One sees

that the data volume firstly increases with the increase of β, but then decreases to
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Figure 5.4: The influence of α and β on transmission efficiency.

0, because when α is fixed, the time for Phase 4, 1−α−β, decreases with increasing

β. Take the case when α = 0.4 as an example. The data volume increases when

the value of β increases from 0 to 0.5. When β = 0.6, the data volume is 0. This

is because there is no time left in Phase 4, i.e. 1 − α − β = 0. According to the

Algorithm 7, the optimal α∗ and β∗ in this example are 0.29 and 0.7, respectively,

as shown in the figure, and the maximum of data volume is 21.01.

Fig. 5.4 shows the effects of α and β on the transmission efficiency. Also,

one sensor is used in this figure as a case study. The upper part of the figure shows

the transmission efficiency at the BS versus α when β is fixed. One sees that all

the curves start from 0 when β changes from 0.3 to 0.5, and then rise from 0 to 1
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and remain unchanged at 1, until it drops from 1 to 0 again. This is explained as

follows. When α is small, the amount of energy harvested by the UAV is also small

so that there is no energy left for WPT and WIT, or for Phase 4. Therefore, no

data can be received by the BS, resulting in an efficiency of 0. For example, when

β = 0.7 and α = 0.3, there is no time for data offloading in Phase 4 and thus, it

makes data efficiency 0. When α is large, although the UAV has enough energy,

there is no time left for Phase 4, as 1− α− β decreases with increasing α when β

is fixed. Besides, when β increases from 0.3 to 0.5, one sees that the range for α

in which the transmission efficiency remains at one narrows. In particular, when

β = 0.6, the transmission efficiency is less than 1. This can also be explained from

1− α− β. The lower part of the figure shows the transmission efficiency versus β

when α is set from 0.3 to 0.7. Similar observations can be made.

Note that, although the transmission efficiency is 1, it does not mean that

the data volume is maximized. On the other hand, a large data volume does

not mean that the transmission efficiency is 1 either. Thus, Figs. 5.3 and 5.4

provide very useful guidance on the choices of α and β to either maximize data

volume or ensure transmission efficiency. For example, in monitoring applications

for prediction, all sensing data are necessary. Hence, it is of great importance to

ensure that all the sensing data collected by the UAV can be delivered to the BS.

In data sampling applications for big data analysis, collecting as much data as

possible and ensuring data diversity are two priorities but there is redundancy in

data to allow loss. Therefore, it is important to choose reasonable values of α and

β to meet different requirements.

Fig. 5.5 compares the optimal time proportion for WPT in Phase 2 and

WIT in Phase 3, i.e., µ∗2 and µ∗3, for Case 1 and Case 2. In the figure, we take five

sensors located on a circle with a radius of 1 meter as an example. The upper part
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Figure 5.5: The optimal time proportion of WPT and WIT, Case 1 versus Case 2.

of the figure shows the optimal time proportion of WPT and WIT for each sensor,

labeled as λ∗0 and λ∗k respectively in (5.26) and (5.27). To maximize throughput,

the time allocated for each sensor for WIT mainly depends on the channel state.

As shown in the figure, the channel state between the UAV and the 1st and 5th

sensors are the best among the five sensors so that their time proportion, i.e.,

0.2786 and 0.27913, is the largest. On the contrary, the 4th sensor has the worst

channel state and thus, its time proportion is the smallest. The lower part of the

figure shows the optimal time proportion in Case 2 with equal times for different

sensors. As shown in the figure, the time proportion for each sensor is equal to

0.178, and the ratio of WPT to WIT is 0.11/0.89, which is a bit small than that

in Case 1.
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Figure 5.6: Data volume of each sensor, Case 1 versus Case 2.

Fig. 5.6 shows the data volume received from each sensor with time propor-

tion from Fig. 5.5 per unit time in Case 1 and Case 2. The upper part of the figure

shows the data sent by each sensor in Case 1, using the same allocation ratio as in

Fig. 5.5. One sees that the data volume sent by each sensor is proportional to its

allocated time and harvested energy. As the 5th sensor is allocated the largest pro-

portion of 0.27913 shown in Fig. 5.5, its transmitted data is 3.5128, which is also

the largest. The lower part of the figure shows the data sent by sensors in Case 2,

the same observation can be made. However, the data volume sent by each sensor

varies due to different channel conditions. From the viewpoint of data volume, the

total amount of data in Case 1 is very close to that in Case 2. However, there is a

data imbalance in Case 1. For example, the data received from the 5th sensor, i.e.,
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Figure 5.7: The influence of Puav−t on α∗ and β∗.

3.5128, is much greater than 0.94586 from the 4th sensor. Case 2 shows a better

balance in terms of data volume among all sensors, because sensors in Case 2 have

the same time allocated for transmitting data. Therefore, it is of great importance

to choose Case 1 or Case 2 to meet different application requirements.

Fig. 5.7 studies the effect of Puav−t on the optimal time allocation (α∗, β∗).

In the figure, we take five sensors located on a circle with a radius of 10 meters

as an example, and Algorithm 8 and equation (5.41) are used. Unless otherwise

specified, this topology is also used as an example in Fig. 5.8 and Fig. 5.9. The

upper part of the figure shows the influence of Puav−t on α∗ when Pbs−t is set as 30

dBw, 32.5 dBw and 35 dBw. One sees that the optimal value of α∗ increases with
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Figure 5.8: The influence of Pbs−t on α∗ and β∗.

increasing Puav−t, because larger transmitting power needs more energy reserve.

When Puav−t is fixed, one can see that the higher the transmitting power of the

BS, the smaller the value of α∗ will be. This is because the power is inversely

proportional to the time when the total required energy is fixed. Note that, when

Pbs−t = 30 dBw, due to the path loss, it is too small to fully charge the UAV.

As a result, it needs more time. This is why the solid line above 1, although it is

not reasonable as 0 ≤ α ≤ 1. The lower part of the figure shows the influence of

Puav−t on β∗ when Pbs−t is set as 30 dBw, 32.5 dBw and 35 dBw. One sees that

the value of β∗ decreases with increasing Puav−t, because the increase of Puav−t

leads to increased α∗, while β∗ decreases with increasing α∗ when the time for

Phase 4, 1 − α∗ − β∗, is fixed. Besides, when Puav−t is fixed, one can see that β∗
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increases with increasing Pbs−t as large Pbs−t leads to smaller α∗, thereby resulting

in increased β∗. Also, the solid line shows that when Pbs−t = 30 dBw, it is not

enough to fully charge the UAV as explained aforementioned.

Fig. 5.8 examines the effects of Pbs−t on α∗ and β∗, respectively. The upper

part and the lower part of the figure show the opposite trend as those in Fig.

5.7. In other words, both Fig. 5.7 and Fig. 5.8 imply that the increase of Pbs−t

will decrease α∗ and increase β∗, whilst the increase of Puav−t will increase α∗ and

decrease β∗. Note that, changes to α∗ and β∗ will have an impact on data volume.

Thus, we next investigate the effects of Pbs−t and Puav−t on the data volume.

Fig. 5.9 examines the effects of Pbs−t and Puav−t on the data volume. In
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this figure, the upper part shows the effect of Pbs−t on the data volume when fixing

Puav−t as 30 dBm, 35 dBm and 40 dBm, and the lower part shows the effect of

Puav−t on the data volume when fixing Pbs−t as 30 dBw, 32.5 dBw and 35 dBw.

One sees that all the curves increase with the increase of either Pbs−t or Puav−t.

As analyzed in Figs. 5.7 and 5.8, increasing Pbs−t will lead to decrease α∗ and

increase β∗, while increasing Puav−t will result in increasing α∗ and decreasing β∗.

According to this, there should be an optimal power allocation of Pbs−t and Puav−t

that can increase the data volume further. However, this power allocated is limited

by the maximum value of Pbs−t allowed and the battery capacity of the UAV itself.

This will be an very interesting future work. Beside, when Pbs−t = 30 dBw, the

data volume is almost 0 as little energy makes the UAV unable to complete the

given task. Since Case 3 and Case 4 are very similar with Case 1 and Case 2

except for the Phase 1, we do not discuss them here.

5.6 Summary

In this paper, we have studied the optimal time allocation for the UAV-aided

data collection, where the BS charging process for the UAV, the UAV’s propul-

sion consumption and the data offloading process are all taken into account. By

maximizing the data volume and analyzing the transmission efficiency, the optimal

time allocation in different phases has been derived. When the total time is fixed,

we have also derived the closed-form expression of the optimal time allocation.

Numerical results have shown that the optimal α∗ and β∗ can maximize the data

volume without wasting any time or energy. These results have provided very use-

ful guidance for UAV-enabled WPCN system designs. As future work, It would be

interesting to consider the impact of hovering fluctuation. To this end, the effect
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of antenna directivity gain under different UAV channel conditions needs to be

considered. Besides, it is also interesting and challenging to consider the age of

information in sensors with limited memory in time-limited UAV tasks.
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Chapter 6

Optimum Battery Weight for

UAV-enabled Wireless

Communications

This chapter is based on our work published in [J4]. ( [117])

6.1 Introduction

Battery-powered electric propulsion systems have been widely used for UAVs [119].

One challenge for battery-powered UAV communications is the choice of battery

weight, as a larger battery weight leads to higher battery capacity for longer flight

[120] but also heavier UAV to consume more propulsion power. There may exist

an optimal battery weight for the best UAV performance, and this applies to both

single and multiple UAV applications [121].
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Several works have been conducted on battery-powered UAV electric propul-

sion systems (EPS). For example, the authors in [122] proposed a systematic de-

sign for EPS considering the UAV’s payload capacity, flight time and battery pack.

In [123], several factors, such as the battery-dumping system and battery packs,

were studied to analyze the performance of UAVs. The authors in [124] extended

the endurance of battery-powered UAVs by grouping battery packs, and the log-

arithmic growth trend of durability extension was obtained. In [125], different

factors in the design of the EPS for UAVs were investigated. In [126], empirical

power consumption models for an Intel Aero Ready to Fly Drone were derived for

energy efficient UAV mission planning. All these works have provided very useful

insights on the design of battery-powered UAVs. However, none of these works has

considered optimal battery weight by accounting for UAV propulsion power con-

sumption, which affects the UAV flight and hence communications performance in

practice.

In this work, we study the optimal battery weight in UAV-enabled wireless

sensor networks. Both vertical and horizontal flights are considered. Numerical

results show that the best battery weight that optimizes the flight performance

is determined by the flight height, flight distance, vertical/horizontal flight speed

and the gross mass of the UAV excluding battery mass.

6.2 System Model

Consider the system shown in Fig. 6.1, where a set of batteries on the parking

apron are used as energy for UAV communications. A battery-powered UAV is first

equipped with the batteries through an automatic replacement mechanism [50],

then flies vertically up to an altitude of H followed by a horizontal flight of distance
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Figure 6.1: System model.

D to the remote sensors with propulsion consumption, denoted as Stages 1 and

2 in Fig. 6.1. Upon arrival, the UAV consumes an energy of EA2G for different

communications tasks, such as data collection/transmission and WPT [43, 92].

Finally, the UAV flies back to the parking apron to replace its batteries for the

next flight, denoted as Stages 3 and 4 symmetric to Stages 2 and 1, respectively.

In this study, it is assumed that the mass of the UAV, including that of

the fuselage and communications system but excluding the battery pack, is m0,

and the mass of the battery pack is mb. Commonly used lithium polymer (LiPo)

batteries are considered because of their high energy density [127]. Thus, the total

mass of the UAV is m = m0 + mb. Using results in [120], [125] and [128], the

battery energy capacity 1 Eb in W·s as a function of the battery mass mb can be

derived as

Eb (mb) = ρe ∗ 3600 ∗mb ∗ ηDC−DC , 0 ≤ mb ≤ mb,max, (6.1)

where ρe is the energy density (W· hr/kg) [120], ηDC−DC is the DC-DC conversion

1The battery energy capacity represents the maximum amount of energy that can be used
from the battery. In this work, the battery energy capacity is measured by W · s.
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efficiency ranging from 0.9 to 0.95 [129], mb,max is the maximum battery mass [125]

limited by the rotor thrust.

Remarks

Note that, from [120], the energy density of the LiPo batteries is currently 150

Wh/kg, and can be increased to 250 Wh/kg. We set it to 150 Wh/kg in this work.

In the case when the parking apron has a height of H, the vertical flight can be

ignored. The following results are still valid by ignoring Stages 1 and 4. Also, in

the case when there is no automatic battery replacement mechanism [50], charging

through a charging station can be considered.

For the manoeuvre of the UAV, the energy consumption models for both

horizontal and vertical flights have been discussed in (2.11) and (2.17). We will

calculate the propulsion energy consumption using these models.

In general, the performance of a UAV depends on the battery weight mb.

For small mb, the total mass m is small so that the amount of energy consumed by

UAV manoeuvre operations is small. However, the available energy Eb is also small,

which results in shorter flight time or less energy for communications. Therefore,

there may exist an optimal mb.

Denote the transmit power at the UAV as Puav−t in dB. Considering path

loss [16], the received power at the ground sensor using (2.3) is

Pr = Puav−t −
A0

1 + a0e−b0(θ0−a0)
−B0, (6.2)

where A0 = ηLOS − ηNLOS, B0 = 20 lg{H}+ 20 lg{4πf/c}+ ηNLOS, c is the speed

of light, θ0 is the elevation angle, ηLOS, ηNLOS, a0 and b0 are constants related to
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the propagation environments. The spectral efficiency in bits/Hz is

R = τ log2

(
1 +

10
Pr
10

10
σ2

10

)
, (6.3)

where τ = EA2G

10
Puav−t

10 +P (0)

is the time for data transmission while hovering, P (0) is

the hovering power when the speed is zero (V = 0 in (2.11)), and σ2 is the received

noise power in dB at the sensor.

6.3 Optimization of Battery Weight

In this section, we will maximize EA2G to derive the optimal battery weight. EA2G

is given by

EA2G = Eb (mb)− 2

∫ Tv

0

Pv(Vv, a) dt− 2

∫ Th

0

P (V ) dt, (6.4)

where 2 comes from the symmetric process of Stages 1 and 4, Stages 2 and 3,

Tv = H
Vv

+ Vv
a

is the time for ascending in Stage 1 or the time for descending

in Stage 4, assumed to be symmetric, Th = D
V

is the time for horizontal flight

in Stage 2 or 3, V is the mean velocity used to calculate the propulsion energy

without considering the acceleration or deceleration, as they are relatively small

compared with the long flight at constant speed. The calculation of
∫ Tv

0
Pv(Vv, a) dt

is divided into three parts, acceleration, constant speed and deceleration, in which

the rotor thrust T are m (a+ g), mg and m (g − a). The integral
∫ Th

0
P (V ) dt can

be calculated directly. And both are provided as (6.5) and (6.6) at the top of the

next page, where Tv1 = Tv3 = Vv
a

, Tv2 = H
Vv
− Vv

a
. respectively. Thus, one has

EA2G = Eb (mb)− EvF − EhF , (6.7)
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∫ Tv

0

Pv(Vv, a) dt =

∫ Tv1

0

Pv(Vv) dt+

∫ Tv2

0

Pv(Vv) dt+

∫ Tv3

0

Pv(Vv) dt

=
m (a+ g)

2

Tv1

2

√
a2T 2

v1 +
2m (a+ g)

ρA
+
m (a+ g)

aρA
ln
aTv1 +

√
a2T 2

v1 + 2m(a+g)
ρA√

2m(a+g)
ρA


+
mg

2

(
Vv +

√
Vv

2 +
2mg

ρA

)
Tv2 +

m (g − a)

4
aT 2

v3

+ P2 (Tv1 + Tv2 + Tv3) +
m (a+ g)

4
aT 2

v1

+
m (g − a)

2

Tv3

2

√
a2T 2

v3 +
2m (g − a)

ρA
+
m (g − a)

aρA
ln
aTv3 +

√
a2T 2

v3 + 2m(g−a)
ρA√

2m(g−a)
ρA

 ,

(6.5)

∫ Th

0

P
(
V
)
dt =

P0

(
1 + 3V

2

U2
tip

)
+ P1

(√
1 + V

4

4v4
0
− V

2

2v2
0

) 1
2

+
d0ρsAV

3

2

Th,
(6.6)

where

EvF =2P2

(
H

Vv
+
Vv
a

)
+mg

(√
Vv

2 +
2mg

ρA

)(
H

Vv
− Vv

a

)
+m (a+ g)

(
Vv
2a
ζ1 +

m (a+ g)

aρA
ln
Vv + ζ1

ξ1

)
+mgH

+m (g − a)

(
Vv
2a
ζ2 +

m (g − a)

aρA
ln
Vv + ζ2

ξ2

)
,

EhF = 2

[
P0

(
1 +

3V
2

U2
tip

)
+ P1ς1 +

d0ρsAV
3

2

]
D

V
,

are the total energy for vertical and horizontal flights, respectively, ζ1 =√
Vv

2 + 2m(a+g)
ρA

, ξ1 =
√

2m(a+g)
ρA

, ζ2 =
√
Vv

2 + 2m(g−a)
ρA

, ξ2 =
√

2m(g−a)
ρA

and
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Algorithm 9: Solving the equation ∂EA2G

∂mb
= 0

Input: m0, H, Vv, a, V , D, Lm = 0, Mm, Rm = mb,max

1 if g(Lm) > 0 && g(Rm) < 0 then
2 while Rm − Lm ≤ ε do
3 Mm = (Float) (Lm +Rm) /2
4 g(Mm) > 0 ? Lm = Mm : Rm = Mm

5 m∗b = (Float) (Lm +Rm) /2
6 Calculate EA2G using (6.7)

Output: m∗b , EA2G

ς1 =

√√
1 + V

4

4v4
0
− V

2

2v2
0
. To maximize EA2G, one further has

∂EA2G

∂mb

= ρe ∗ 3600 ∗ ηDC−DC −
∂EvF
∂mb

− ∂EhF
∂mb

, (6.8)

where

∂EhF
∂mb

=

√
2D

V
(1 + k) g

√ς2 − V
2

+
m2g2

2ς2ρ2A2

√
ς2 − V

2

 ,

∂EvF
∂mb

= g

(
H

Vv
− Vv

a

)√Vv
2 +

2mg

ρA
+

mg

ρA
√
Vv

2 + 2mg
ρA


+
Vv
2

(ζ1 − ζ2)− Vvg

2a
(ζ1 + ζ2) +

(
H

Vv
+
Vv
a

)
3k
√
mg3

√
2ρA

+
mVv
2aρA

(
(a+ g)2

ζ1

+
(g − a)2

ζ2

)
+ gH

+
2m

aρA

(
(a+ g)2 ln

Vv + ζ1

ξ1

+ (g − a)2 ln
Vv + ζ2

ξ2

)
+

m2

aρ2A2

(
(a+ g)3

(Vv + ζ1) ζ1

− (a+ g)3

ξ2
1

+
(g − a)3

(Vv + ζ2) ζ2

− (g − a)3

ξ2
2

)
,
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ς2 =

√
4v0

4 + V
4
. Taking the second-order derivative of (6.7), one has

∂2EA2G

∂mb
2

= −
(
∂2EvF
∂mb

2
+
∂2EhF
∂mb

2

)
, 0 ≤ mb ≤ mb,max. (6.9)

Using the energy density of 150 Wh/kg in [120] and the parameters from Table I

in [49], it is found that ∂2EA2G

∂mb2
< 0, when mb is between 0 and mb,max = 20 kg [125].

This implies that the function EA2G has a unique maximum at mb = m∗b . It is

challenging to obtain the exact solution m∗b by solving the equation ∂EA2G

∂mb
= 0.

Denote g(mb) = ∂EA2G

∂mb
. This can be solved using the binary search in Algorithm

9.

In Algorithm 9, ε > 0 is the given precision tolerance. Thus, its complexity

is O
(
log2

mb,max
ε

)
. Note that, if g(Lm = 0) > 0 and g(Rm) ≥ 0, EA2G will achieve

its maximum at mb = Rm. If g(Lm = 0) ≤ 0 and g(Rm) < 0, it will achieve its

maximum at mb = Lm, but mb = Lm = 0. Once the maximum energy of EA2G is

obtained, the spectral efficiency can be derived using (6.3).

Next, consider an approximation. In (2.11),
(√

1 + V 4

4v4
0
− V 2

2v2
0

)1/2

can be

approximated as
v0

V
by applying the first-order Taylor approximation (1 + x)1/2 ≈

1 + 1
2
x when

(
v0

V

)4 � 1. Then,

EhF ≈
2P0D

V

(
1 +

3V
2

Utip
2

)
+

(1 + k)m2g2D

ρAV
2 + d0ρsAV

2
D. (6.10)

Also, if the acceleration time during vertical flight is less than that during con-

stant speed, the consumption during vertical flight can be calculated using a mean

velocity of Vv as

EvF ≈
(

2P2 +mgVv +mg

√
Vv

2
+

2mg

ρA

)
H

Vv
. (6.11)
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Denote EvF as h(mb) and use the second-order Taylor approximation at mb = 0,

one has

EvF ≈ h(0) + h′(0)mb +
1

2
h′′(0)mb

2, (6.12)

where h(0) =

(
δ
4
ρsAΩ3R3 + 2k

√
(m0g)

3

2ρA
+m0gVv +m0gζ3

)
H
Vv

, ζ3 =√
Vv

2
+

2m0g

ρA
, h′(0) = 3kgH

2Vv

√
2m0g
ρA

+ gH + gHζ3
Vv

+ m0g2H

VvρAζ3
and h′′(0) =

3kgH

4Vv

√
2g

m0ρA
+ 2g2H

VvρAζ3
+ m0g3H

Vvρ2A2ζ3
3 . Using (6.10) and (6.12), (6.7) can be rewritten as

EA2G ≈−
(

1

2
h′′(0) + Φ

)
mb

2 − d0ρsAV
2
D

+ (ρe ∗ 3600 ∗ ηDC−DC − h′(0)− 2Φm0)mb

− 2P0D

V

(
1 +

3V
2

Utip
2

)
− Φm0

2 − h(0),

(6.13)

where Φ = (1+k)g2D

ρAV
2 . From (6.13), the optimal weight is

m∗b ≈
ρe ∗ 3600 ∗ ηDC−DC − h′(0)− 2Φm0

h′′(0) + 2Φ
. (6.14)

6.4 Numerical Results and Discussion

In this section, numerical examples are given to show the optimal battery mass.

In the examples, we set ρe = 150 Wh/kg [120], ηDC−DC = 0.9 [129], m0 = 5.5 kg,

mb,max = 20 kg [125], a = 2 m/s2, Puav−t = 40 dBm, f = 2 GHz, σ2 = −80 dBm,

D = 40 km, Vv = 4 m/s and V = V = 25 m/s. Also, a suburban environment is

considered for communication, where ηLOS = 0.1 dB, ηNLOS = 21 dB, a0 = 5.0188,
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Figure 6.2: Spectral efficiency changing with mb.

b0 = 0.3511 [16], and other parameters of UAV are given in Table I of [49].

Fig. 6.2 shows the spectral efficiency versus the battery mass when the flight

height changes from 100 m to 500 m. Consider one sensor below the UAV as an

example, i.e., θ0 = 0. One sees that the spectral efficiency increases first and then

decreases when the battery mass increases. This is consistent with the analysis in

Sections 6.2 and 6.3. The higher the altitude H, the smaller the optimum mb and

the spectral efficiency will be. For example, when H = 500 m, the optimal mb is

about 14.5 kg, which is smaller than 16.5 kg when H = 100 m. This is because

larger height consumes extra energy such that EA2G is reduced. For a fixed H, the

optimal m∗b exists indicated by three straight lines. One can see that the values
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from approximation are smaller than those from Algorithm 9. This is because

when Vv is set to Vv, the approximation in (6.12) is larger than the actual value.

Meanwhile, the approximation in (6.10) is also larger than the actual value, thus

reducing EA2G.

Fig. 6.3 shows EA2G versus mb. Similar observations can be made, because

the spectral efficiency is proportional to EA2G in this case. In this figure, (6.7) and

(6.13) are used to compare the numerical results of EA2G with the approximate

results. Take H = 300 m as an example. The gap between the optimal mb using

(6.7) and the one using (6.13) is about 1.5 kg, almost consistent with the result

in Fig. 6.2. Also, zero-crossing points marked with ellipse in Fig. 6.3 indicate
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Figure 6.4: Activity time τ changing with mb.

that EA2G = 0 so that the energy provided by the battery can only be used for

manoeuvre, not for UAV communications. Note that, for a given task, where EA2G

is certain and smaller than the peak value in Fig. 6.3, the optimal battery weight

can be obtained by finding the root of the equation (6.13) with m∗b as the unknown.

Fig. 6.4 shows the time for UAV activities using the same parameters as

Fig. 6.2 and Fig. 6.3. One can see that, under the same conditions the optimal mb

is about 10.5 kg now, smaller than that in Fig. 6.2 and Fig. 6.3. This means that

the optimal mb for maximum energy does not necessarily maximize time. This can

be explained as follows. With larger mb, more energy is available. However, the

power consumption for hovering increases to reduce the hovering time. Therefore,
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it is important to carefully choose mb for balanced energy and operation time.

Fig. 6.5 shows the optimal value mb versus m0, where H is set to 100

m, 300 m and 500 m. In this figure, (6.14) is used. One sees that the optimal

value mb decreases with increasing m0. This is because, when other parameters

are fixed, increasing m0 results in an overall increase in weight, leading to more

energy consumption.

Fig. 6.6 shows the effects of Vv on m∗b . In this figure, (6.14) is used. One

sees that m∗b increases with Vv first and then approaches an upper limit, which

means there should be an optimal Vv that exists for fixed H.
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Fig. 6.7 shows how m∗b changes with Vh. In this figure, H = 300 m and

(6.14) is used. One sees that m∗b increases with Vh. Taking D = 40 km as an

example, when Vh = 15 km/s, m∗b is about 2 kg. However, according to Fig. 6.3,

the available EA2G is less than 0, and this is meaningless. When Vh = 30 km/s,

m∗b is beyond mb,max = 20 kg. Thus, Vh should be carefully chosen.

6.5 Summary

In this chapter, the optimal weight for a battery in UAV electrical propulsion

system has been studied, where the UAV’s vertical and horizontal propulsion con-
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sumption are taken into account. By maximizing the energy available for commu-

nications, both numerical and approximate solutions to the optimal battery mass

have been derived. Numerical results have shown that the optimal battery mass

that maximizes the flight performance is determined by m0, vertical/horizontal

flight speed Vv/V , flight height H and flight distance D. The larger H and D are,

the smaller m∗b will be. Besides, the optimal battery mass for maximum energy

does not necessarily maximize the operation time. As future work, it is interest-

ing to study the joint optimization of transmission power, time and altitude to

optimize energy efficiency and the minimization of battery weight for fixed EA2G.

Energy efficiency determines the actual use of the maximized available energy and

can be optimized via power and time allocation too.
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Chapter 7

New ECM for Rotary-Wing UAV

Propulsion

This chapter is based on our work published in [J5]. ( [118])

7.1 Introduction

Propulsion energy consumption of UAVs is very important in the design of UAV-

enabled communications systems [43,92,117]. The challenge is to accurately esti-

mate the amount of energy consumed by different UAV missions. A simple and

easy-to-use yet accurate propulsion ECM is required for this purpose.

There have been quite a few works on the modeling of propulsion en-

ergy [130], [131]. For example, the authors in [132] and [133] studied the energy

consumption of electric-powered UAVs from the perspective of battery usage, and

this method has been proved effective and feasible. However, the result depends on
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the specific UAV and the type of battery adopted. In [134], a theoretical model for

multi-rotor small unmanned aircraft power consumption based on helicopter theory

was derived assuming a steady-state without acceleration. Similarly, in [49], the

authors derived a closed-form propulsion power consumption model for rotary-wing

UAVs in a 1D level flight at a constant speed without acceleration/deceleration.

Considering the practical situation, the authors in [53] extended the result in [49]

by deriving an analytical model for rotary-wing UAVs in straight-and-level flight

with acceleration and deceleration. However, this model is very complex, as no

closed-form expression and only an integral expression was provided in [53, eq.

(A.8)]. Also, the model in [49] was further extended in [135] to an arbitrary 2D

level flight, and the energy consumption was derived as a function of the flying

speed, direction and acceleration using centrifugal acceleration [30]. This model is

also very complicated without closed-form.

All these works have provided very valuable insights on modeling the propul-

sion energy consumption of rotary-wing UAVs. However, these models are ei-

ther too complex, or do not consider acceleration/deceleration—a very important

UAV manoeuvre in UAV-enabled communications [43, 92, 117], [49]. Thus, it is

of great interest to derive a new ECM that is both simple and takes the accel-

eration/deceleration into account. Such an ECM can be used to calculate the

energy consumed in different UAV missions, or as a target for UAV trajectory

optimization.

Motivated by the above observation, this chapter aims to derive a new ECM

that overcomes the shortcomings of the aforementioned works. To do this, we

decompose the power consumption of the UAV with acceleration/deceleration into

vertical and horizontal directions using force analysis, based on which a new ECM

is derived. Numerical results show the validity and reliability of the new ECM and
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that acceleration and speed have a great impact on the total energy consumption

of the UAV. The novelty of the work is summarized as follows: compared with

[49], this work considers both acceleration and deceleration, while [49] did not

consider acceleration/deceleration. Compared with [53] and [135], our model is

much simpler and easier to use with closed-form, while the model in [53] or [135]

is complex and does not have closed-form expression.

7.2 Existing Energy Consumption Models

From [49], for forward level flight of a rotary-wing UAV at a constant speed of V ,

the propulsion power consumption can be modeled as

P (V, κ̃) = P0

(
1 +

3V 2

U2
tip

)
+ P1κ̃

(√
κ̃2 +

V 4

4v2
0

− V 2

2v2
0

) 1
2

+
d0ρsAV

3

2
, (7.1)

where P0

(
1 + 3V 2

U2
tip

)
and P1κ̃

(√
κ̃2 + V 4

4v2
0
− V 2

2v2
0

)1/2

are functions of speed related

to the physical properties of the UAV and the flight environment, including the

UAV weight W , rotor solidity s, rotor disc area A, air density ρ, the tip speed

of the rotor blade Utip and the mean rotor induced velocity v0, etc., as the blade

profile power and induced power in hovering status, as detailed in [49], κ̃ , T
W
≈ 1

is the thrust-to-weight ratio (TWR) [136, eq. (4.3)], d0 denotes the fuselage drag

ratio and d0ρsAV
3/2 denotes the parasite power (also known as power to overcome

fuselage drag [136, eq. (4.5)] related to speed). Therefore, the energy consumption

can be modeled as a function of V , which is neither convex nor concave, similar

to [49]. Using (7.1), one has

Ev = P (V, 1) τ, (7.2)
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where τ is the time duration and κ̃ = 1.

From [53], for forward level flight, with a given trajectory q(t), the propul-

sion energy is calculated as

E(q(t), T0) =

∫ T0

0

[P0

(
1 + c1v

2(t)
)

+ c5v
3(t)+

P1

√
1 + (c2v2(t) + c3a(t)v(t))2

×
√√

1 + (c2v2(t) + c3a(t)v(t))2 + c2
4v

4(t)− c4v2(t)] dt,

(7.3)

where T0 is the time duration, cj, j = 1, · · · , 5, are the parameters detailed in [53],

v(t) = dq(t)
dt

and a(t) = d2q(t)
dt2

are the velocity and acceleration, respectively.

Also, from [135], for an arbitrary 2D level flight with given trajectory q(t),

the propulsion energy is presented as

E(q(t))

=

∫ T0

0

c3

√
1 +

a2
⊥(t)

g2

(√
1 +

a2
⊥(t)

g2
+
‖v(t)‖4

c2
4

− ‖v(t)‖2

c4

) 1
2

dt

+

∫ T0

0

c1(1 + c2‖v(t)‖2) dt+

∫ T0

0

c5‖v(t)‖3 dt+ ∆K ,

(7.4)

where T0 is the time duration, ck, k = 1, · · · , 5 are the parameters detailed in [135],

∆K = 1
2
m(‖v(T0)‖2−‖v(0)‖2) is the change in kinetic energy. Both (7.3) and (7.4)

are very complex to use and do not have closed-form expression.
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Figure 7.1: Force analysis of the UAV.

7.3 New Energy Consumption Model

In this section, we will study the power consumption of UAV with accelera-

tion/deceleration from the initial velocity Vi (final velocity Vf ) to Vf (Vi), using

the same parameters as those in [49] to derive the new model. Since the 1D sce-

nario is a special case of the 2D scenario, we will focus on 2D scenarios to derive

a generic model.

As indicated in (7.1), for forward level flight, the UAV keeps balance in

the vertical direction at the cost of blade profile power and induced power. On

the other hand, in the horizontal direction, the UAV incurs the fuselage drag,

i.e., parasite power. Based on this analysis, the required power consumption

for a rotary-wing UAV can be studied by analyzing the vertical and horizontal

power consumption. In the vertical direction, the UAV keeps balance at the cost

of P0

(
1 + 3V 2

U2
tip

)
+ P1κ̃

(√
κ̃2 + V 4

4v2
0
− V 2

2v2
0

)1/2

. During acceleration/deceleration,

κ̃ =
√

1 + (ρSFPV 2+2ma)2

4W 2 [53, eq. A.5], and SFP , d0sA [49] is the fuselage equiv-
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alent flat plate area. Using the parameters from Table I in [49] with a maximum

speed of Vmax = 30 m/s [49], it is found that κ̃ approximately equals to 1 for

different accelerations and UAV weights. As a result, the power consumption for

acceleration/deceleration in vertical direction can be expressed as

Pvertical(t) =P0

(
1 +

3‖Vi + at‖2

U2
tip

)

+ P1

(√
1 +
‖Vi + at‖4

4v4
0

− ‖Vi + at‖2

2v2
0

) 1
2

,

(7.5)

where Vi is the initial velocity and a is the acceleration or deceleration. Thus,

Pvertical(t) varies with the UAV speed, and it is not related to the orientation. In

the horizontal direction, the power consumption at a speed of v(t) is [30]

Phorizontal (t) = ‖F‖‖v(t)‖, (7.6)

where F is the pulling force, v(t) = ‖Vi + at‖ is the instantaneous velocity at

time t. When flying at a constant speed of V , ‖F‖ = 1
2
d0ρsAV

2 equals to the

fuselage drag D = 1
2
ρSFPV

2 [136]. According to the above analysis, the power

consumption for rotary-wing UAVs can be finally modeled as

Ptotal(t) = Pvertical(t) + Phorizontal(t). (7.7)

Particularly, when ‖a‖ = 0, (7.7) is the same as P (V, 1) in (7.1) and [49, eq. 12].

Thus, (7.7) is general.
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7.3.1 Acceleration/Deceleration

From [135] and [30], the UAV acceleration can be decomposed in the parallel and

perpendicular directions of its head. Considering an arbitrary 2D level flight with

acceleration a shown in Fig. 7.1(b), one has

T sin θv cos θh −Dq = maq,

T sin θv sin θh −D⊥ = ma⊥,

T cos θv −W = 0,

(7.8)

where m is the total mass of the UAV, θh is the initial angle between a and Vi

and it can be derived by rotation of the UAV, i.e., rotation of angle Pθ along pitch

and angle Rθ along roll. One has the relationship as

θh = arctan

(
tanRθ

tanPθ

)
, (7.9)

Dq = 1
2
ρSFPv

2
q (t) and D⊥ = 1

2
ρSFPv

2
⊥(t) are the fuselage drags in the parallel

and perpendicular directions, aq = ‖a‖ cos θh and a⊥ = ‖a‖ sin θh are acceleration

components that are parallel and perpendicular to the head direction [135], [30],

respectively. Using (7.6) and (7.8), the power in parallel and perpendicular direc-

tions for arbitrary 2D level acceleration is

Pq (t) =

(
1

2
ρSFPv

2
q (t) +maq

)
vq(t),

P⊥ (t) =

(
1

2
ρSFPv

2
⊥(t) +ma⊥

)
v⊥(t),

(7.10)

where vq(t) = viq+aqt and v⊥(t) = vi⊥+a⊥t are speed components that are parallel

and perpendicular to the head, respectively, viq = ‖Vi‖ cos θh and vi⊥ = ‖Vi‖ sin θh

are two components of initial velocity v0 in the corresponding direction. Using
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(7.7) and (7.10), the total power consumption is

Ptotal−2D (t) = Pvertical(t) + Pq (t) + P⊥ (t) . (7.11)

Since the deceleration process is similar to the acceleration process, it will not be

repeated here. Together, the total energy for accelerating/decelerating with initial

Vi, acceleration/deceleration a during a time period of τ , using (7.11), is

E2D (Vi, a, τ) =

∫ τ

0

Ptotal−2D (t) dt

= P0τ +
3P0

U2
tip

(
‖Vi‖2τ + ‖Vi‖‖a‖ cos θhτ

2 +
‖a‖2τ 3

3

)
± P1v0

2‖a‖

(
ln

(
2v2

0 + ξIu + 2v0

√
<u
)
Il

Iu
(
2v2

0 + ξIl + 2v0

√
<l
) )

± P1

2‖a‖

(√
<u −

√
<l +

ξ

2v0

(arcsin=u − arcsin=l)
)

+
1

2
ρSFPΦ (τ)±maqviqτ +

1

2
ma2

q τ
2

+
1

2
ρSFPΨ (τ)±ma⊥vi⊥τ +

1

2
ma2
⊥τ

2,

(7.12)

where Iu =
√

1 + (‖Vi+aτ‖)4

4v4
0

− (‖Vi+aτ‖)2

2v2
0

, Il =
√

1 + ‖Vi‖4
4v4

0
− ‖Vi‖2

2v2
0

, ξ =

‖Vi‖2 cos2 θh−‖Vi‖2, <u = −v2
0I

2
u+ξIu+v2

0, <l = −v2
0I

2
l +ξIl+v

2
0, =u =

−2v2
0Iu+ξ√
ξ2+4v4

0

,

=l =
−2v2

0Il+ξ√
ξ2+4v4

0

, Φ (τ) = v3
iqτ ± 3

2
v2
iqaqτ

2 + viqa
2
q τ

3± 1
4
a3
q τ

4, Ψ (τ) = v3
i⊥τ ± 3

2
v2
i⊥a⊥τ

2 +

vi⊥a
2
⊥τ

3 ± 1
4
a3
⊥τ

4, τ =
‖vf−vi‖
‖a‖ is the acceleration/deceleration time, and the plus

and minus sign ”± ” corresponds to the total energy of acceleration and deceler-

ation processes (and hereinafter) denoted by E2D−Acc and E2D−Dec, respectively.

As a special case of the 2D scenario, the ECM for 1D level flight when
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θh = 0 or π can be derived as

E1D (Vi, a, τ) = P0τ +
3P0

U2
tip

(
‖Vi‖2τ ± ‖Vi‖‖a‖τ 2 +

‖a‖2τ 3

3

)

± P1v0

2‖a‖

ln

(
1 +

√
1− I2

u

)
Il

Iu

(
1 +

√
1− I2

l

) +
√

1− I2
u −

√
1− I2

l


+

1

2
ρSFPΩ(τ)±ma‖Vi‖τ +

1

2
ma2τ 2,

(7.13)

where a = ‖a‖, Ω(τ) = ‖Vi‖3τ± 3
2
‖Vi‖2aτ 2+‖Vi‖a2τ 3± 1

4
a3τ 4. Similarly, the plus

and minus sign ”± ” corresponds to acceleration and deceleration, respectively.

Compared with the existing models, our model has a closed-form expres-

sion and has taken acceleration/deceleration at directions that are parallel and

perpendicular to the UAV head into account. Therefore, it is more reasonable and

practical. Although (7.12) looks a little complex, to the best of author’s knowledge,

it is the first and only model with closed-form expression so far.

7.3.2 Further discussion

Analysis of maneuvering parameters

During acceleration/deceleration, T , tilt angle θv (also known as rotation angle Pθ

along pitch in Fig. 7.1(c)) and θh change with the speed, as D is proportional to

the speed, and one has

T (t) = W ×

√
1 +

(
ρSFP (‖Vi + at‖)2 + 2m‖a‖

)2

4W 2
,

θv(t) = arctan
ρSFP (‖Vi + at‖)2 + 2m‖a‖

2W
,

(7.14)
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Figure 7.2: Total energy consumption.

Special case

Considering an acceleration-fly(V)-deceleration operation [43], [92] of 1D scenarios,

where the UAV accelerates from an initial velocity of 0 to V and continues to fly

at the speed of V , and finally decelerates from V to 0. The total energy, using

(7.2) and (7.13), can be calculated as

E = E1D(0, a1, τ1) + Ev + E1D(V, a2, τ2). (7.15)

where τ1 = ‖V‖
‖a1‖ and τ2 = ‖V‖

‖a2‖ . Note that, for a given distance d, Ev exists if and

only if d > ‖v‖2
2‖a1‖ + ‖v‖2

2‖a2‖ .
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7.4 Numerical Results and Discussion

In this section, numerical examples are given to validate the derived energy model

by comparing it with the models in [49], [53], [135]. Also, for a given distance, we

compare the total energy calculated by the new model considering acceleration and

deceleration with that calculated by the benchmark model [49] without considering

acceleration or deceleration. For acceleration, the new model is also compared

with [53] and [135]. In the examples, we set W = 20 N [49], a = ±1m/s2, the

number of wings and the number of blades are 4, and other parameters of UAV

are the same as given in Table I of [49].

Fig. 7.2 shows the total energy consumption versus the distance for differ-

ent speeds in 1D. One sees that the total energy consumption increases with the

distance, but decreases first and then increases with the speed. This is because,

when the speed is low, the power consumption is relatively large [49]. As both

acceleration and deceleration have been considered in the new model, one can also

see that the energy calculated by the new model is larger than that from [49]. For

fixed distance at 1500 m, one can see that, when the speed is small (5 m/s) or large

(30 m/s), the new model and the model in [49] match better than when the speed

is medium. This is due to acceleration, which prolongs the acceleration process to

consume more energy.

Fig. 7.3 shows the energy gap between the new model and the model in [49].

In this figure, we fix the distance at 2000 m and vary the acceleration from 1 to

30 m/s2. One sees that for the speed V changing from 5 m/s to 20 m/s, the

gap decreases with the acceleration. This can be explained as follows. For small

a, the acceleration/deceleration process increases and the power consumption is

relatively large when the speed is low [49] so as to consume more energy; For
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Figure 7.3: Energy gap caused by acceleration.

large a, the time for acceleration/deceleration is short, the energy gap becomes

stable. Besides, for fixed a, the energy gap increases with the speed first and then

decreases as in Fig. 7.2. When the speed is set as 30 m/s, which is larger than

the maximum − range (MR) speed [49], the energy gap changes little with the

acceleration. This is due to the fact that, when the speed is larger than the MR

speed, higher power consumption is needed [49] so that the difference caused by

acceleration is relatively small compared with the total energy consumption. This

is why the new model and the model in [49] match well when the speed is 30 m/s.

Fig. 7.4 compares the total energy consumption of the new model with

those in [53] and [135]. In the figure, (7.13), [53, eq. (A.8)] and [135, eq. (4)]
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are used, a = 1 m/s2, and other parameters are the same as Table 1 in [49]. One

can see that the energy consumption increases with the acceleration time, and the

energy consumption calculated by the new model is the same as that calculated

by [135, eq. (4)]. However, [135, eq. (4)] is complex to use and does not have

closed-form expression. In [53], even if D is considered, the pull force T could

remain unchanged so as to cause the change of a, i.e., a < 1 m/s2 as time goes

on. In our work, D increases with the acceleration time so that T also increases to

keep a. As a result, it consumes more energy. Note that when the speed is small,

D is also small. This is why the three curves overlap at the beginning.

Fig. 7.5 investigates the total energy consumption of the new model and
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that in [135] for a 2D case. In the figure, (7.12) is used and vq = 10 m/s, aq = 0

m/s2, v⊥ = 0 m/s, a⊥ = 1 m/s2. One sees that two curves match well, similar to

Fig. 7.4. However, [135, eq. (4)] does not have closed-form expression, and accel-

eration/deceleration that is parallel to the UAV head direction has been largely

ignored.

Fig. 7.6 shows the change of the pulling force T and tilt angle θv using

(7.14). For acceleration, one can see that both T and θv increase with t. This is

because the fuselage drag increases with the speed during the acceleration process,

leading to a gradually increasing T to maintain a. Meanwhile, in order to balance

the UAV weight in vertical direction, i.e., T cos θv = W in (7.8), θv also needs
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v0(v) to v(v0).

to be increased accordingly. For deceleration, one sees that T decreases first and

then increases, while θv changes from the velocity direction to the deceleration

direction. This can be explained as follows. When the UAV is flying at speed

of v = 20 m/s, its fuselage drag is D = 1
2
ρSFPv

2, this drag is large enough to

make a deceleration of more than a = 1 m/s2. Thus, a certain amount of T in the

same direction of the speed is still needed. However, with the decreasing speed, D

gradually decreases. Hence, T also needs to decrease in the direction of the speed.

This is why T decreases from time 0 to the 5th second. Also, for balancing the UAV

weight, θv decreases accordingly. From the figure, when it’s nearly the 5th second,

T starts to increase. This is because D is not large enough to make a deceleration
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of a = 1 m/s2. Hence, a certain amount of T in the opposite direction of the speed

is needed. As shown in the figure, the curve representing θv changes from positive

to negative, which indicates the direction change of T . As T continues to increase,

θv also needs to be increased, showing a downward curve from 0 to −5.

7.5 Summary

In this chapter, a new ECM considering both acceleration and deceleration as a

function of acceleration and time duration has been derived. Numerical results

have shown the validity and reliability of the new ECM. The effects of wind and

variable acceleration are also important but will be considered as future work.
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Chapter 8

Conclusions and Future Work

In this thesis, UAV-enabled WPCNs considering UAV’s charging process and

propulsion consumption have been studied. For UAV charging, wireless charg-

ing from a charging station is studied for the consideration of applications where

there is no dedicated landing dock at the charging station for wired charging or it

is not convenient or safe for the UAV to land due to the complicated environment

surrounding the charging station. However, the UAV charging is not limited by

wireless charging. Instead, it includes the wired charging as special cases as clar-

ified where relevant. For UAV propulsion consumption, various manoeuvres such

as acceleration and deceleration have also been taken into account. Besides, to

further investigate the UAV flight performance and energy consumption, battery-

powered UAVs in UAV-enabled WPCNs have been studied where the optimal

battery weight for maximizing available energy at the UAV is derived analytically,

and a new ECM for rotary-wing UAVs has also been derived.

Next, we first summarize the main findings of the thesis in detail and con-

clude in Section 8.1. Then, some potential future works are provided in Section
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8.2.

8.1 Conclusions

In this section, the main findings of the thesis are summarized and concluded

chapter-by-chapter.

• Chapter 1: In this Chapter, an overview of UAV-enabled applications in

both academia and industry has been presented. In particular, UAV-enabled

wireless communications and UAV-enabled WPCNs have been introduced in

detail. With the integration of the telecommunication networks and the

IoT, UAVs have found a new blue ocean, which is full of opportunities and

challenges.

• Chapter 2: In this Chapter, some fundamental concepts used in this the-

sis such as wireless channel model, wireless charging, UAV types and UAV

propulsion energy consumption models, etc. have been introduced. Particu-

larly, detailed analysis or mathematical models behind each of these concepts

have been presented. Take wireless charging in Section 2.2 as an example,

the WPT from a charging station to the UAV, a conversion of RF-to-DC, and

the calculation of energy harvested at the UAV have all been demonstrated

in detail by mathematical models. Moreover, a comprehensive literature re-

view on UAV-enabled WPT and UAV-aided data collection have been also

presented to discuss the start of the art.

• Chapter 3: In this Chapter, a UAV-enabled WPT system has been studied,

where the UAV is deployed as a mobile energy transmitter to charge a UGV,
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i.e., remote sensors. Considering the propulsion power consumption, the

UAV is firstly fully charged wirelessly by a BS and then flies towards the

remote sensors, followed by discharging. To evaluate the energy transfer

efficiency, it is compared with the conventional direct charging without using

a UAV. The main contributions and conclusions are summarized as follows:

1. For the UAV-enabled WPT system, a ”Load-carry-and-charging”

(LCAC) paradigm has been first proposed and compared with the con-

ventional direct charging without using a UAV. In the system, the UAV

internal consumption and transmission loss at different stages of the sys-

tem, including power consumption for hovering during load and charg-

ing stages, power consumption for flying during carry stage and trans-

mission loss between the BS and the UAV, and between the UAV and

sensors, have been all taken into account. Besides, RF-to-DC conversion

efficiency at the UAV and sensors have also been considered.

2. Two new wireless charging schemes have been proposed for UAV-

enabled WPT in wireless networks. In the proposed Scheme 1, the

UAV stays static when being charged above the BS and discharging

above the sensors. While in proposed Scheme 2, instead of hovering

above the BS and the sensors, the UAV starts at a distance to the right

of the BS and flies at a relative low speed along both sides of the BS

within the distance to be charged, and similarly within another distance

along both sides of the sensors to discharge. For the Scheme 2, it is a

bit more complicated than the Scheme 1, because the charging distance

between the BS and the UAV, as well as between the UAV and the sen-

sors, changes periodically with time. For this reason, two algorithms for

calculating the energy harvested at the UAV and the energy received

at the sensors, have been designed.
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3. A critical range within which the proposed schemes have superiority

over the conventional scheme has been derived analytically.

In conclusion, the energy transfer efficiency of UAV-enabled WPT is mainly

determined by the critical range. Within the critical range, the new pro-

posed schemes show better performance than the conventional direct WPT

without using a UAV. This is due to the fact that direct WPT has an increas-

ing transmission loss with distance. Once the transmission loss exceeds the

energy cost of using a UAV, the latter shows superiority. However, the crit-

ical distance is determined by other system parameters, such as UAV flight

height, RF-to-DC conversion efficiency, UAV energy capacity and UAV fight

speed, etc.

• Chapter 4: On the basis of the work in Chapter 3, the optimal location of

UAV in UAV-enabled WPT system has been studied in this Chapter. Dif-

ferent from the previous work, in this chapter we calculate the UAV internal

energy consumption using a new analytical propulsion power consumption

model for rotary-wing UAVs reported in [49], rather than using the meth-

ods in Chapter 3, and a non-linear RF-to-DC conversion model has also

been considered. The main contributions and conclusions are summarized

as below:

1. Two different charging schemes for both 1D and 2D topologies in UAV-

enabled WPT system have been proposed. In the Scheme 1, the UAV

does not charge the sensors until it arrives and hovers at a location above

the sensors. This scheme minimizes the transmission loss by having the

shortest distance but limits the charging time. For the Scheme 2, the

UAV starts to charge sensors before it arrives at the top of sensors,

that is, the UAV starts to charge while it is flying close to the sensors.
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Although the charging time is extended, it suffers from possible large

transmission loss due to a longer distance between the UAV and sensors.

2. According to the combination of two charging schemes and two topolo-

gies, four cases have been considered. To derive the optimal UAV loca-

tion that maximizing the sum-energy received by all sensors, algorithms

1 and 2 have been designed for 1D cases, and algorithms 3 and 4 for

2D cases. Besides, the derived optimal location has also compared with

those derived in previous works that ignore the BS charging and UAV

internal power consumption.

3. To examine the system performance, different system parameters, such

as UAV speed and transmit power, have also been investigated.

In conclusion, the optimal location of the UAV tends to be close to the BS

compared with the optimal locations derived in previous works that ignore

the BS charging process and the UAV power consumption. For 1D and 2D

cases, Schemes 2 shows a better energy efficiency than Scheme 1, possibly

because Scheme 2 has a longer charging time than that in Scheme 1 and

flying at a relatively low speed consumes less energy than hovering [49].

However, the optimal location is also affected by many other factors, such

as the number of sensors, sensors distribution, the UAV flight speed and

transmit power.

• Chapter 5: Since the critical distance and the optimal location of the UAV

have been derived in Chapter 3 and Chapter 4 for UAV-enabled WPT system,

this Chapter studies the use of the UAV as a mobile energy transmitter and

a data collector in UAV-enabled WPCNs. More specifically, the UAV is

first charged from a charging station before it flies to the sensors for data

collection. Upon arrival, the UAV first charges the sensors via WPT in
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the DL, followed by data transmission from the sensors in the UL. After

that, the UAV flies back to the BS to offload data to the BS. To maximize

the data offloaded to the BS, the time allocation between above processes

is studied. Both distance-dependent path loss and small-scale fading have

been considered. The main contributions and conclusions are summarized

as follows:

1. The UAV-enabled WPCN has been studied by considering wireless en-

ergy transfer from the BS to the UAV, the UAV internal power con-

sumption, WPT from the UAV to sensors, data collection from sensors

to the UAV, and the data offloading from the UAV to the BS. To the

best of author’s knowledge, UAV-aided WPT and data collection con-

sidering all these issues has not been studied yet.

2. For the data transmission from the sensors in the UL, two TDMA mech-

anisms have been studied, i.e., TDMA with equal transmission time for

all sensors and TDMA with optimal transmission time.

3. Considering the complexity of the channel, two algorithms have been

designed to derive the optimal time allocation for both TDMA mech-

anisms. Besides, the closed-form expressions of the optimal time allo-

cation have also been derived analytically, but they are determined by

the random complex channel coefficient.

In conclusion, when the total task time is fixed, the optimal time allocation

in different phases has been derived, and it can maximize the data volume

without wasting any time or energy. However, due to the storage capacity

limitation of the sensors, it is of great interest and meaningfulness to study

the age of information.

• Chapter 6: In this Chapter, a battery-powered UAV-enabled wireless com-
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munication system has been studied. In this work, a set of batteries on

the parking apron are used as energy for different UAV tasks, and an auto-

matic battery replacement mechanism [50] is assumed. Considering the UAV

propulsion consumption, we aim to maximize the energy available for com-

munication when the UAV arrives at destination. The main contributions

and conclusions are summarized as follows:

1. To quantify the energy available for communication, a LiPo battery-

based energy model with maximum battery mass is used to calculated

the initial total energy before dispatching. Both vertical and horizontal

flight consumption models are used for calculating the energy required

for UAV propulsion.

2. The optimal battery weight that maximizes the UAV flight performance

has been derived. Both numerical and analytically solutions have been

provided.

3. Other system parameters, such as UAV flight height, flight speed and

flight distance, have also been examined to provide guidance for system

designs.

In conclusion, the optimal battery mass can maximize the energy for com-

munications. However, it is determined by the gross mass of the UAV, verti-

cal/horizontal flight speed, flight height and flight distance. Besides, the op-

timal battery mass does not necessarily maximize the operation time. This is

because larger battery mass makes more energy, but also increases propulsion

and hovering consumption, thereby reduces the time for communications.

• Chapter 7: Existing energy consumption models for rotary-wing UAVs are

either too complex, or do not consider acceleration/deceleration. In this

Chapter, a new ECM that overcomes the shortcoming of the current models
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has been studied. The main contributions and conclusions are summarized

as below:

1. A much simpler and easier to use ECM, as a function of accelera-

tion/deceleration and time duration, has been derived analytically.

2. Both 1D and 2D level flight cases have been considered, and the new

ECM has also been compared with existing models to verify the validity

and reliability.

3. Other system parameters, such as polling force and tilt angle, have been

analyzed in analytical form to provide useful guidance for fight control.

In conclusion, a new, simple and ease-to-use model with closed-form expres-

sion as a function of the initial velocity, acceleration and time duration has

been derived. Such an ECM is of great importance and meaningfulness for

UAV-enabled applications, because it can be used to calculate the energy

required for UAV propulsion.

Corresponding to the research objectives in Section 1.2 in Chapter 1, all

those five research objectives have been achieved, and the research achievements

have also been published, see [J1] to [J5].

8.2 Future Work

So far, we have completed the research works presented from Chapter 3 to Chapter

7, in which all the issues discussed in Section 1.2 in Chapter 1 have been considered

and addressed. Some potential future works based on this thesis and current

research trend [103,137,138] are discussed and suggested.
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Inspired by the work in this thesis, some interesting future works are pro-

vided as below:

• Potential future work for Chapter 3: The work in Chapter 3 focuses

on the energy transfer efficiency of UAV-enabled WPT, considering UAV in-

ternal energy consumption. However, the power consumption model used to

calculate the UAV propulsion energy is simply assumed before the propulsion

power consumption model for rotary-wing UAVs was first reported in [49]

and thus, it is more practical to consider such a new power consumption

model. Besides, only one UAV is considered in the work, and an interesting

future work is to extend it to a multi-UAVs case.

• Potential future work for Chapter 4: Our work in Chapter 4 considers

different cases to study the optimal UAV locations. In the proposed Scheme

2, it is assumed that the UAV flies at a fixed height of xh and starts at a

distance of xstart to the left of sensors to charge. In this assumption, xstart is

determined by the minimum received power at the nearest sensor. However,

jointly optimizing xstart and xh can be further investigated. Besides, it is also

interesting and challenging to place the UAV at different optimal locations for

different sensors by exploiting the UAV’s trajectory design, although extra

power consumption is needed and it may not be energy-efficient compared

with the current schemes.

• Potential future work for Chapter 5: On the basis of Chapter 3 and

Chapter 4, Chapter 5 further considers the data collection from sensors and

data offloading to the BS. Due to the fact that sensors’ memory is limited,

it is interesting to consider the age of sensing data. Besides, it is impossible

for UAV to hover without any fluctuation, especially when it is windy. In

this situation, hovering fluctuation [139] needs to be considered for more
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practical cases. Moreover, for the cases where near-field wireless charging or

wired charging by placing the UAV on the apron is available, the UAV power

consumption for vertical flight also needs to be considered.

• Potential future work for Chapter 6: The work in Chapter 6 focuses on

the optimal battery weight to maximize the available energy when the UAV

arrives at the destination. Motivated by the Wing Loong-2H, a UAV which

was successfully deployed to restore telecommunications services in China’s

Henan Province in July 2021, it is interesting and meaningful to extend

the work to the case of multi-UAV cooperative coverage, since the usage of

multi-UAV is still a growing topic [140] and has not been well studied yet

with different wireless communication technologies [141] such as LoRa.

• Potential future work for Chapter 7: In Chapter 7, a new ECM for

rotary-wing UAV level flight propulsion is studied. However, the effects of

wind and variable acceleration are also important and inevitable in practice

and thus, it is interesting to study a more practical model with wind ef-

fects considered. Besides, since energy is vital in UAV-enabled applications

and the new ECM has been derived, new optimization problems consider-

ing UAV propulsion consumption with the new derived ECM, such as UAV

trajectory optimization and multi-UAV scheduling and cooperation, will be

very meaningful future works.
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Appendix A

Derivation of Critical Distance in

Chapter 3

A.1 Derivation of Critical Distance in (3.31)

In this appendix, we solve the equation to derive the exact critical range in which

it shows the superiority for the proposed Scheme 1. Rewriting equation (3.31), we

can transform it into a standard form of a cubic equation as

BEL3 − (BC +BEF )L2 +BEH2L−BCH2 −BEFH2 + AD = 0. (A.1)

Since A, B, C, D, E and B are constants, (A.1) can be derived in an easier form

via the constant transformation a = BE, b = − (BC +BEF ), c = BEH2 and

d = −BCH2 −BEFH2 + AD, i.e.,

aL3 + bL2 + cL+ d = 0. (A.2)
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For (A.2), we divide both sides of the equation by a simultaneously, and then it can

be transformed into the form of Cardano formula using the variable transformation

L = y − b
3a

as

y3 +

(
c

a
− b2

3a2

)
y +

(
2b3

27a3
− bc

3a2
+
d

a

)
= 0. (A.3)

Accordingly, the discriminant of the equation root can be expressed via variable

transformation p = c
a
− b

3a2 and q = 2b3

27a3 − bc
3a2 + d

a
as

∆ =
(q

2

)2

+
(p

3

)3

. (A.4)

It is not difficult to find that ∆ < 0 and p < 0 in this case. Therefore, three unequal

real roots of the equation (A.3) can be obtained according to the Cardano formula

as

y1 = 2 3
√
r cos θ,

y2 = 2 3
√
r cos

(
θ +

2π

3

)
,

y3 = 2 3
√
r cos

(
θ +

4π

3

)
,

(A.5)

where

r =

√
−
(p

3

)3

, θ =
1

3
arccos

(
−q

2

)
. (A.6)

Consequently, the three real roots of the equation (A.2) are

L1 = y1 −
b

3a
,

L2 = y2 −
b

3a
,

L3 = y3 −
b

3a
.

(A.7)
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And the final solutions of the equation (A.2) after reorganizing are

L1 = 2
3

√√
−
(
p
3

)3
cos

(
1

3
arccos

(
−q

2

))
− b

3a
,

L2 = 2
3

√√
−
(
p
3

)3
cos

(
1

3
arccos

(
−q

2

)
+

2π

3

)
− b

3a
,

L3 = 2
3

√√
−
(
p
3

)3
cos

(
1

3
arccos

(
−q

2

)
+

4π

3

)
− b

3a
.

(A.8)

By substituting the values of the parameters for simulation, we can find that

L2 is a negative value among the above three roots, which is obviously meaningless

in our model because L is a positive number. While L3 and L1 are the two values

on both the left and right sides of the critical rang [L3 L1] we expect, and L3 is

seen as the critical distance.
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Appendix B

Derivation of the Integral∫ V
a

0 P (t) dt in Chapter 4

B.1 The Calculation of Integral in (4.5)

In this appendix, we solve the integral
∫ V

a

0
P (t) dt to derive the exact energy

required when the UAV accelerates from the speed of 0 to V or decelerates from

the speed of V to 0. Then the integral can be rewritten by combining (2.11), (2.15)

and (4.5) as

∫ V
a

0

P (t) dt =

∫ V
a

0

P0

(
1 + 3(at)2

U2
tip

)
+ Pi

(√
1 + (at)4

4v4
0
− (at)2

2v2
0

) 1
2

+
1

2
d0ρsA(at)3

 dt.

(B.1)
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To do this, we divide it into three integrals as

∫ V
a

0

P (t) dt =

∫ V
a

0

P0

(
1 + 3(at)2

U2
tip

)
dt+

∫ V
a

0

1

2
d0ρsA(at)3 dt

+

∫ V
a

0

Pi

(√
1 + (at)4

4v4
0
− (at)2

2v2
0

) 1
2

dt

=

[
P0t+

P0a
2

U3
tip

t3
]V
a

0

+

[
1

8
d0ρsAa

3t4
]V
a

0

+

∫ V
a

0

Pi

(√
1 + (at)4

4v4
0
− (at)2

2v2
0

) 1
2

dt.

(B.2)

Now we only need to solve the third one. In doing so, we let u =(√
1 + (at)4

4v4
0
− (at)2

2v2
0

) 1
2

. Then we have

u2

(
u2 +

a2t2

v0
2

)
= 1, (B.3)

t =
v0

ua

√
1− u4, t > 0, (B.4)

dt =
−v0

au2

√
1− u4 − 2v0u

2

a
√

1− u4
du. (B.5)

Taking u as the integral variable, the lower limit and upper limit can be obtained

as 1 and
(√

1 + (V )4

4v4
0
− (V )2

2v2
0

) 1
2

. As a result, the third sub-item integral can be

expressed as

∫ V
a

0

Pi

(√
1 + (at)4

4v4
0
− (at)2

2v2
0

) 1
2

dt =

∫ Ul

0

Piu

(
−v0

au2

√
1− u4 − 2v0u

2

a
√

1− u4

)
du,

=

∫ Ul

0

−Piv0

√
1− u4

au
du−

∫ Ul

0

2Piv0u
3

a
√

1− u4
du,

(B.6)

where Ul =
(√

1 + (V )4

4v4
0
− (V )2

2v2
0

) 1
2

.
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For the first one, we use the variable transformation z1 =
√

1− u4, then

the lower limit and upper limit of the integral are converted to 1 and
√

1− Ul4 so

that one has

∫ Ul

0

−Piv0

√
1− u4

au
du =

Piv0

2a

∫ √1−Ul4

1

z1
2

1− z1
2
dz1, (B.7)

For the integral above, we continue to use the variable transformation z1 =

sin θ, then the lower limit and upper limit are converted again to π
2

and

arcsin
(√

1− Ul4
)

so that one has

Piv0

2a

∫ √1−Ul4

1

z1
2

1− z1
2
dz1 =

Piv0

2a

∫ θ′

π
2

sin2θ

cos θ
dθ

=
Piv0

2a

{[
ln tan

(
π

4
+
θ

2

)]θ′
π
2

− [sin θ]θ
′
π
2

}
,

(B.8)

where θ′ = arcsin
(√

1− Ul4
)

.

For the second one, we use the same variable transformation z2 =
√

1− u4

as in (B.7), then the lower limit and upper limit are changed to 1 and
√

1− Ul4

so that one has ∫ Ul

0

2Piv0u
3

a
√

1− u4
du =

∫ Ul

0

Piv0

2a
√

1− u4
du4

=

∫ √1−Ul4

1

Piv0

−a
dz2

=
Piv0

−a

(√
1− Ul4 − 1

)
(B.9)

Finally, the original integral is solved by substituting (B.6) – (B.9) into (B.2).
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Appendix C

Derivation of µ∗3 for the Special

Case of One Sensor in Chapter 5

C.1 The First-order Derivative of D̄K,u

Taking the first-order derivative of the D̄K,u with respect to µ3 and let it be zero,

one has
∂D̄K,u

∂µ3

= 0⇐⇒ x1 lnx1 =
A1

µ3

, x1 = 1− A1 +
A1

µ3

, (C.1)

By observing (C.1), it is very challenging to derive its analytical solution. However,

it is found that there is a ‘function’ in the form of ‘x lnx’ on the left side of the

equations above, and it can be replaced by a polynomial derived by curve fitting.

In this way, the approximate solution of the equation (C.1) can be obtained, one

has

x1 lnx1 ≈ p1x1
2 + p2x1 + p3, (C.2)
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where p1, p2 and p3 are coefficients of the approximate polynomial. Using (C.2)

and substitute it to (C.1), the optimal µ3 can be derived as

µ∗3 =
−b1 ±

√
b1

2 − 4a1c1

2a1

, (C.3)

where a1 = p1(1−A1)2+p2(1−A1)+p3, b1 = 2p1A1(1−A1)+p2A1−A1, c1 = p1A1.
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