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white

There is a time for everything, and a season for every activity under the heavens:

A time to be born and a time to die,

A time to plant and a time to uproot,

A time to kill and a time to heal,

A time to tear down and a time to build,

A time to weep and a time to laugh,

A time to mourn and a time to dance,

A time to scatter stones and a time to gather them,

A time to embrace and a time to refrain from embracing,

A time to search and a time to give up,

A time to keep and a time to throw away,

A time to tear and a time to mend,

A time to be silent and a time to speak,

A time to love and a time to hate,

A time for war and a time for peace.

What do workers gain from their toil?

Ecclesiastes 3, 1-9
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Abstract

In theory, perfect quantum computers can solve certain problems that are con-

sidered intractable with classical computers. In practice, quantum computers are

imperfect, since their internal components are afflicted by noise. The aim of this

thesis is to devise protocols to verify the correctness of the outputs of quantum

computations implemented on the Noisy Intermediate-Scale Quantum (NISQ) com-

puting devices currently being built.

We begin by optimizing some of the existing protocols based on interactive

proof systems. Moving beyond these protocols (which are impractical for NISQ

devices due to their overhead in qubits and gates), we then present a protocol

(that we name “accreditation protocol”) that encompasses all the main limitations

of NISQ devices, including the limited availability of qubits and noisy gates. The

accreditation protocol returns an upper-bound on the variation distance between

ideal and noisy probability distributions of the outputs of an arbitrary quantum

computation. Relying on the accuracy of single-qubit gates (which are the least noisy

components in all currently available NISQ devices), the accreditation protocol can

detect all types of noise in state-preparation, measurements and two-qubit gates.

To conclude our work, we present a modified version of the accreditation protocol

that relies on more assumptions on the noise (motivated by empirical evidence) and

provides tighter bounds on the variation distance.

Our accreditation protocols are scalable, unlike the protocols based on classi-

cal simulations of quantum circuits. They are practical for implementation on NISQ

devices, unlike the protocols based on interactive proof systems. Moreover, they can

detect noise that may be missed by protocols based on quantum process tomogra-

phy and randomized benchmarking. Thus, they represent the state-of-the-art of

circuit characterization, and we expect them to be widely used in future quantum

computations.

xi



Chapter 1

Introduction

The advent of quantum computers is expected to boost our computing capabilities

well beyond their current limits. After Richard Feynman’s seminal intuition in

1982 [4], pivotal theoretical results showed that quantum computers may provide

exponential scaling advantages over the best known classical algorithm for integer

factorization [5]. Similar speedups were subsequently shown for other problems

of great interest, such as simulating the physics of many-body systems [6–9] and

sampling problems [10–12]. These speedups well motivate the significant investments

in quantum computing made by governments of leading powers, including the United

States of America (USD $1.1 billion [13]), Canada (CAD $1 billion [14]) and the

United Kindgdom (GBP£1 billion [15]).

The last few years have seen unprecedented technological advances in the

field, eventually culminating in the creation of the first prototypes of quantum com-

puters [16–20]. These prototypes employ a variety of technologies, such as supercon-

ducting circuits [16–18], trapped ions [21] and linear optics [22] . Presently, these

prototypes—commonly referred to as Noisy Intermediate-Scale Quantum (NISQ)

computing devices [23]—contain between 5 and 53 qubits (Table 1.1) and lack the

resources to implement fault-tolerant protocols. Consequently, they suffer non-

negligible levels of noise and can only reliably implement circuits of limited size.

Nonetheless, NISQ devices have been used to perform computational tasks that are

currently intractable for modern supercomputers [16]. Moreover, they have pro-

vided fertile ground for testing the predictions of quantum mechanics [24–26] and

demonstrating the building blocks of future quantum computers [27, 28].

Due to the error-prone nature of NISQ devices, any worthwhile use of current

quantum computers relies upon the capability of checking the correctness of their

outputs. To date, this is done by classically simulating the circuit of interest and
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Number of qubits One-qubit errors Two-qubit errors SPAM errors

Google Sycamore [16] 53 ≈ 0.15% ≈ 0.62% ≈ 3.8%

Rigetti Aspen-7 [17] 32 ≈ 1.3% ≈ 4.8% ≈ 3.6%

IBMQ Melbourne [18] 15 ≈ 0.2% ≈ 7% ≈ 4%

IBMQ Ourense [18] 5 ≈ 0.04% ≈ 0.8% ≈ 2.5%

IonQ [21] 11 ≈ 0.5% ≈ 2.5% ≈ 0.7%

Table 1.1. Specifics of some of the main existing NISQ devices. “SPAM errors” stands for

“State Preparation and Measurement errors”. Google, Rigetti and IBMQ devices are made

up of superconducting transmon qubits, IonQ utilizes trapped ions.

comparing the results of these classical simulations with those obtained experimen-

tally [3, 16, 29]. This approach is viable for small circuits, as well as for circuits

containing special classes of gates (e.g. Clifford gates and few non-Clifford gates [1–

3]). However, worthwhile quantum circuits (such as those for simulating the physics

of many-body systems [6–9]) are not efficiently simulable on classical computers,

since time and memory required by the classical simulation grow exponentially with

the size of the circuit. Hence, it is crucial to seek alternative methods.

Another approach employed in experiments consists of individually testing

classes of gates present in the target circuit. This can be undertaken with proto-

cols based on process tomography [30–32] and gate-set tomography [33–35], which

provide full characterization of the noise afflicting quantum gates. Alternatively, a

family of protocols centered around randomized benchmarking and its extensions

[36–45] provide partial characterization of gate sets, allowing the efficient extraction

of the fidelity of gates or cycles of gates. While practical for present experiments, all

the protocols for gate characterization rely on assumptions that be may invalid in

experiments, for example time independence of the noise [46, 47]. Quantum circuits

are more than the sum of their gates, and the noise in the target circuit exhibits

characteristics that cannot be captured by benchmarking its individual gates inde-

pendently [48].

A third approach consists of employing a class of protocols [49–62] based on

interactive proof systems [63]. In these protocols (commonly referred to as “verifica-

tion protocols”), the correctness of the outputs of a quantum computation is verified

through an interaction between a trusted verifier and an untrusted prover, who rep-

resents all that can go wrong in a computation. The verifier is typically allowed to

possess a noiseless quantum device able to prepare [49–54] or measure [55–59] single

qubits. However, recently a protocol for a fully classical verifier was devised that

2



only relies on post-quantum cryptography (i.e., on cryptographic schemes that are

widely believed to be secure against attacks by quantum computers) and requires

no quantum device on the verifier’s side [64].

Verification protocols are scalable, possessing linear overhead in the number

of qubits and gates. However, they are impractical for present experiments, since

they require implementing computations that are larger (both in number of qubits

and gates) than the computation being verified (the “target” computation). For

instance, suppose that the target computation requires initialising a hundred qubits

and applying a hundred gates. With the existing verification protocols the prover

must be capable of initializing a large cluster state containing thousands of qubits

[49–52, 55]; appending several teleportation gadgets to the circuit implementing the

target computation (one for each T -gate in the circuit and six for each Hadamard

gate) [54]; or building Feynman-Kitaev clock states, which require entangling the

system with an auxiliary qubit per gate in the target computation [56, 64, 65].

Alternatively, the verifier can seek help of two provers, provided that they can share

thousands of copies of maximally entangled states such as Bell states [60, 61]. Thus,

the requirements on the prover’s side clearly exceed the potential of NISQ devices.

Overall, the protocols proposed so far can check the correctness of the outputs

of circuits that can be classically simulated (such as those implemented in present

experiments), or else of circuits implemented on large-scale quantum computers

(which will not be available in the near term [23]). Crucially, none of the existing

protocols has the potential to check the correctness the outputs of classically non-

simulable circuits implemented on NISQ devices [66].

1.1 Summary of the results

This thesis is concerned with developing protocols to check the correctness of the

outputs of classically non-simulable computations implemented on NISQ devices.

After presenting the mathematical background (Chapter 2) and an overview of re-

lated works (Chapter 3), we begin our investigation by optimizing some of the

existing verification protocols (Chapter 4). Specifically, we present a verification

protocol where the target computation is executed as a Measurement-Based Quan-

tum Computation (MBQC, Section 2.5). In our protocol the verifier (Alice) only

prepares certain types of single-qubit states, while the MBQC is carried out by an

untrusted prover (Bob).

Our protocol reduces the requirements for Alice, who only needs to prepare

eight different types of states as opposed to ten in previous protocols [49–52]. How-

3



ever, we show that the requirements on Bob’s side remain impractical for verification

of worthwhile quantum computations on NISQ devices (Section 4.6). Essentially,

this is due to the quantum overhead of the protocol, i.e., to the number of extra

qubits and gates needed to map the target computation into a MBQC.

Moving beyond the optimization of existing protocols, in Chapter 5 we define

a different type of protocol that we call “accreditation protocol”. An accreditation

protocol must be able to accredit the outputs of a quantum computation, i.e., to

guarantee with high confidence that these outputs are close to the correct ones. We

then present an accreditation protocol that provides (i) an upper-bound on the vari-

ation distance between the probability distributions of the ideal and experimentally

observed outputs of a target circuit and (ii) a confidence on the upper-bound.

Our accreditation protocol is designed to encompass all the limitations of

NISQ devices, including limited availability of qubits and non-negligible levels of

noise. Importantly, it requires implementing circuits containing no more qubits

and gates than the target circuit, unlike the existing verification protocols [49–62].

Moreover, relying only on the quality of single-qubit gates (which are the least noisy

components in all currently available NISQ devices, Table 1.1), this accreditation

protocol tests entire circuits rather than individual gates. It can therefore detect

all types of noise in state preparation, measurements and two-qubit gates, including

noise that may be missed by the protocols based on tomography or randomized

benchmarking (such as noise that creates correlations in space, missed by the pro-

tocols in Ref. [30–32, 36–44], or time-dependent noise, missed by the protocols in

Ref. [30–32, 36–45]).

While the accreditation protocol can detect quantum noise in its full gener-

ality, recent works indicate that simplified noise models seem to describe well the

experimental noise [16, 45]. Motivated by this empirical evidence, in Chapter 6 we

present a modified version of the accreditation protocol (which we name “single-run

accreditation protocol”) that relies on more assumptions on the noise—assumptions

that are also required by protocols based on tomography [30–32] and randomized

benchmarking [36–45]. We then show that the bound on the variation distance

provided by the single-run accreditation protocol is significantly tighter than that

provided by the original accreditation protocol.

We demonstrate the single-run accreditation protocol by implementing it on

IBMQ Ourense, an IBM quantum computer available online [18]. We show that

it can correctly upper-bound the variation distance of circuits containing 2,3 and

4 qubits and up to 7 rounds of gates. Being scalable, readily implementable on

NISQ devices and robust against standard noise models, the single-run accreditation

4
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Figure 1.1: An example of the type of circuit considered in this thesis. Each band contains
a round of single-qubit gates and a round of two-qubit gates (apart from the last band, which
contains no two-qubit gates).

protocol represents the state-of-the-art of circuit characterization. We thus expect it

to play a central role in the accreditation of classically non-simulable computations

implemented on future NISQ devices.

In Chapter 7 we explain how the accreditation protocol in Chapter 5 can be

turned into a verification protocol. Specifically, we provide a verification protocol

where Alice and Bob implement the various steps of the accreditation protocol. This

verification protocol is different from the other verification protocols in two crucial

aspects. First, Alice’s actions take place in the middle of the protocol: Alice must

be able to receive n qubits from Bob (where n is the number of qubits in the target

computation), implement a single-qubit gate on each of them and return them all to

Bob. Second, she must repeat these operations many times during the protocol run.

This is different from the previous protocols, where Alice’s actions take place at the

beginning of the protocol (Alice prepares the input states [49–54, 67]) or at the end

(Alice performs measurements [55–59]). We thus name our protocol “mesothetic”

(from the Greek “being in a middle position”).

1.2 Numerical studies as a tool to assess the utility of

our protocols

All the protocols for verification or accreditation have overheads, for example in

qubits and gates, that unavoidably increase the noise levels in the target computa-

tion. As a result, they may sometimes be the reason why the target computation

returns incorrect outputs. This clearly defeats the purpose of these protocols and

makes them useless.
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Protocol Improvements required

Verification protocol in Chapter 4 Reducing error rates by a factor ≈ 1500 as com-

pared to Google Sycamore.

Accreditation protocol in Chapter 5 Reducing error rates by a factor ≈20–30 as com-

pared to Google Sycamore.

Single-run accreditation protocol in Chapter 6 Reducing error rates by a factor≈ 8 as compared

to Google Sycamore.

Table 1.2. Summary of the results of the numerical studies.

To assess the utility of each protocol presented in this thesis—i.e., the capa-

bility of proving that a quantum computer is returning correct outputs when this

is indeed the case—we simulate a protocol run assuming (i) that the target circuit

contains 60 qubits and 22 “bands” of gates (each band containing 60 single-qubit

gates and 20 two-qubit gates; cfr. Figure 1.1) and (ii) that the target circuit suffers

Pauli noise (see Section 2.4 for a definition of Pauli noise).

We regard this as an insightful testbed for three reasons. First, it is reason-

able to expect that circuits containing 60 qubits and 22 bands will be implemented

by the next generation of NISQ devices, since the largest circuit implemented so far

contains 53 qubits and 20 bands [16]. Second, circuits containing 60 qubits and 22

bands can implement computations that cannot be simulated by classical computers

in reasonable time (such as sampling from the outputs of random quantum circuits

[16]), therefore their outputs cannot be accredited with the protocols currently in

use. Third, noise (including non-Pauli noise) can be turned into Pauli noise by com-

piling random gates into the circuit being implemented, as we show in the proofs of

Lemmas 1 and 4 (see also Ref. [68]).

This analysis allows us to quantify the improvements on the hardware that

must be made before our protocols become useful for NISQ devices. Targeting

computations containing 60 qubits and 22 bands, it indicates that (Table 1.2):

• To become useful, the verification protocol in Chapter 4 requires that the error

rates of each component (single and two-qubit qubit gates, state preparation and

measurements) are reduced by a factor of ≈ 1500 as compared to Google Sycamore

(Table 1.1);

• the accreditation protocol in Chapter 5 requires that the error rates are reduced

by a factor of ≈20–30 as compared to Google Sycamore;

• the single-run accreditation protocol in Chapter 6 requires that the error rates
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are reduced by a factor of ≈ 8 as compared to Google Sycamore.

It is worth pointing out that if the error rates are decreased by a factor of ≈ 8

as compared to Google Sycamore, the probability that an error occurs in a circuit

containing 60 qubits and 22 bands amounts to ≈ 50% (Figure 6.4). By rejecting

these outputs, our protocols in Chapters 5 and 6 indicate that they cannot be

trusted.
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Chapter 2

Mathematical background

In this Section we introduce the basics of the gate model of quantum computing. We

then present a statement of the Pauli Twirl theorems and the notion of Quantum

One-Time Pad (QOTP), our definition of Pauli noise and the main concepts of

MBQC.

2.1 Basics of quantum computing

In the circuit model for quantum computing, running a quantum computation con-

sists in implementing one or more quantum circuits [69]. A quantum circuit takes

as input a set of qubits, modifies their quantum state using gates and finally mea-

sures their state. Presently, several physical systems are used to realize quantum

circuits in experiments, such as trapped ions [21], superconducting circuits [16–18]

and photonic systems [22].

The quantum state of an n-qubit system is represented by an operator called

“density matrix” of the form

ρ =
K∑
i=1

pi |ψ(i)〉 〈ψ(i)| ∈ L(H) , (2.1)

where |ψ(i)〉 = (ψ
(i)
1 , ψ

(i)
2 , . . . , ψ

(i)
2n )T are column vectors in a 2n-dimensional Hilbert

space H, 〈ψ(i)| = (ψ
∗ (i)
1 , ψ

∗ (i)
2 , . . . , ψ

∗ (i)
2n ) is the conjugate transpose of |ψ(i)〉, L(H)

is the space of linear operators acting on the vectors in H and the numbers pi are

probabilities (i.e., all pi ∈ [0, 1] and
∑K

i=1 pi = 1). Each |ψ(i)〉 is normalized such

that 〈ψ(i)|ψ(i)〉 = 1, therefore Tr(ρ) = 1 for all the states ρ.

If K = 1 and ρ = |ψ(1)〉 〈ψ(1)|, we say that the state is “pure” and represent
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it with a vector |ψ(1)〉. Examples of single-qubit pure states are

|0〉 =

(
1

0

)
, |1〉 =

(
0

1

)
, |+〉 =

|0〉+ |1〉√
2

and |−〉 =
|0〉 − |1〉√

2
. (2.2)

In general, single-qubit pure states can be written as a linear combination of the

states |0〉 and |1〉, namely

|ψ〉 = α |0〉+ eiφβ |1〉 , (2.3)

where α and β are complex numbers satisfying |α|2 + |β|2 = 1 and φ ∈ [0, 2π]. In

other terms, single-qubit pure states are represented by vectors in a 2-dimensional

complex vector space and |0〉 and |1〉 form a basis for this space. For this reason

they are called computational basis states.

The physical implementation of the computational basis states depends on

the system used to build the quantum computer. For example, in trapped-ion

quantum computers the states |0〉 and |1〉 can be realized using the electronic states

of an ion, while in photonic quantum computers they can be realized using the

polarization of light [22, 69].

In analogy with the single-qubit case, n-qubit pure states are vectors in a 2n-

dimensional complex vector space, hence they can be written as a linear combination

of 2n basis states. For example, two-qubit pure states can be written as a linear

combination of the four states

|00〉 = |0〉 ⊗ |0〉 =
(
1, 0, 0, 0

)T
(2.4)

|01〉 = |0〉 ⊗ |1〉 =
(
0, 1, 0, 0

)T
(2.5)

|10〉 = |1〉 ⊗ |0〉 =
(
0, 0, 1, 0

)T
(2.6)

|11〉 = |1〉 ⊗ |1〉 =
(
0, 0, 0, 1

)T
(2.7)

where the symbol ⊗ represents the Kronecker product.

Gates acting on n qubits are represented by 2n×2n unitary matrices. A gate

U acting on a state ρ returns

ρ′ = UρU † (2.8)

Examples of single-qubit gates are

I =

(
1 0

0 1

)
, X =

(
0 1

1 0

)
, Z =

(
1 0

0 −1

)
and Y =

(
0 −i
i 0

)
= iXZ , (2.9)
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where I is the identity matrix and X, Z and Y are the Pauli matrices. Other

examples are

H =
1√
2

(
1 1

1 −1

)
, S =

(
1 0

0 i

)
, RZ(φ) =

(
1 0

0 eiφ

)
and RX(φ) = HRZ(φ)H ,

(2.10)

where H is the “Hadamard gate”, S is the “phase gate” and RZ(φ) (respectively

RX(φ)) is a “RZ-rotation” (respectively “RX -rotation”) by angle φ. Single-qubit

gates are represented graphically as in Figure 2.1a.

Examples of two-qubit (or “entangling”) gates are the “controlled-Z” gate

cZ = |0〉〈0| ⊗ I + |1〉〈1| ⊗ Z =


1 0 0 0

0 1 0 0

0 0 1 0

0 0 0 −1

 (2.11)

and the “controlled-X” gate

cX = |0〉〈0| ⊗ I + |1〉〈1| ⊗X =


1 0 0 0

0 1 0 0

0 0 0 1

0 0 1 0

 (2.12)

Two-qubit gates are represented graphically as in Figure 2.1b.

As for qubits, also the physical implementation of quantum gates depends

on the system used to build the quantum computer. For example, in trapped-ion

quantum computers single-qubit gates are applied by exposing an ion to an external

magnetic field, while in photonic quantum computers they are realized by using

mirrors, phase shifters and beam splitters [69].

Measurements are represented by a collection {Mm} of measurement opera-

tors. Here, the index m refers to the output of the measurement. If the state ρ is

measured with measurement operators {Mm}, the probability of obtaining output

m is

prob(m) = Tr(MmρM
†
m) , (2.13)

and the state of the system after the measurement is

ρ′m =
MmρM

†
m

Tr(MmρM
†
m)

. (2.14)
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U

(a)

(b)

Z X

(c)

Figure 2.1: Graphical representation of (a) single-qubit gate U , (b) two-qubit gates (cZ
on the left side and cX on the right) and (c) Pauli-Z measurements (left) and Pauli-X
measurements (right).

The measurement operators must satisfy completeness equation
∑

mM
†
mMm = I.

This guarantees that
∑

mprob(m) = 1.

Examples of single-qubit measurement operators are those for “Pauli-Z mea-

surements” {|0〉〈0|, |1〉〈1|} or for “Pauli-X measurements” {|+〉〈+|, |−〉〈−|} (repre-

sented graphically as in Figure 2.1c.).

While being processed by a quantum circuit, the qubits may experience noise.

This may be caused by several factors, such as imperfect gates, cross-talks between

qubits and interactions between qubits and environment. The effect of noise may be

coherent (the noise appends an extra unitary to the circuit) or incoherent (the noise

is a random process). To model quantum noise we use the formalism of Completely

Positive Trace-Preserving (CPTP) maps. Specifically, we model the noise afflicting

n qubits in the state ρ as a positive map E = {Ej}Jj=1 such that

E(ρ) =
J∑
j=1

EjρE
†
j , (2.15)

where Ej are 2n×2n matrices satisfying
∑J

j=1E
†
jEj = I (which ensure trace preser-

vation, i.e. Tr
[
E(ρ)

]
= 1). We refer to the matrices Ej as “Kraus operators of the

map E”. This allows to model coherent noise processes (CPTP maps with a single

Kraus operator) as well as incoherent ones (CPTP maps with more than one Kraus
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operator).

Since the quantum gates are special cases of CPTP maps (indeed, CPTP

maps with a single Kraus operator), we denote I = {I}, X = {X}, Y = {Y },
Z = {Z}, H = {H} and S = {S}, cZ = {cZ}, cX = {cX}. Moreover, we use the

symbol ◦ to denote the composition of CPTP maps: ◦qp=1Ep(ρ) = Eq . . . E1(ρ).

We define the trace distance between two states ρ1 and ρ2 as

D(ρ1, ρ2) := Tr
|ρ1 − ρ2|

2
(2.16)

and the variation distance between two probability distributions {pi}Ki=1 and {qi}Ki=1

as

V ({pi}Ki=1, {qi}Ki=1) :=
1

2

K∑
i=1

∣∣pi − qi∣∣ , (2.17)

where K ≥ 1 is the number of elements in the sets {pi} and {qi}. Notice that

D(ρ1, ρ2) ∈ [0, 1] for all the states ρ1 and ρ2 and V ({pi}, {qi}) ∈ [0, 1] for all the

distributions {pi} and {qi}.

2.2 The Pauli twirl

We hereby provide statement and proof of the “Pauli Twirl” Theorem [70]:

Theorem 1. [Pauli Twirl]. Let ρ be a 2n×2n density matrix and let P, P ′ be two

n-fold tensor products of the set of Pauli operators {I,X, Y, Z}. Denoting by {Qr}
the set of all n-fold tensor products of the set of Pauli operators {I,X, Y, Z},

4n∑
r=1

QrPQrρQrP
′Qr = 0 ∀ P 6= P ′. (2.18)

Proof. (As proven in Ref. [70]). We begin by rewriting P as ZaXa′ = Za1 ⊗ . . .⊗
Zan ⊗Xa′1 ⊗ . . . ⊗Xa′n , with a = (a1, . . . , an), a′ = (a′1, . . . , a

′
n) and ai, a

′
i ∈ {0, 1}

for all i ∈ {1, . . . , n}. Similarly we rewrite P ′ as ZbXb′ and Qr as ZcXc′ . This gives

4n∑
r=1

QrPQrρQrP
′Qr =

∑
c,c’

ZcXc′ZaXa′ZcXc′ρZcXc′ZbXb′ZcXc′

=
∑
c

(−1)c·(a
′⊕b′)∑

c′

(−1)c
′·(a⊕b)ZaXa′ρZbXb′ , (2.19)

where we used that ZkXk′ = (−1)k⊕k
′
Xk′Zk for all k,k′. We then note that if

a′ 6= b′, then
∑

c(−1)c·(a
′⊕b′) = 0, because half of the elements in the summa-
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tion are equal to 1 and half to -1. The same holds for
∑

c′(−1)c
′·(a⊕b), therefore

Equation 2.19 equals zero.

We also state a restricted version of the Pauli Twirl [51]:

Theorem 2. [Restricted Pauli Twirl]. Let ρ be a 2n×2n density matrix and let

P, P ′ be two n-fold tensor products of the set of Pauli operators {I, Z}. Denoting

by {Qr} the set of all n-fold tensor products of the set of Pauli operators {I,X},

2n∑
r=1

QrPQrρQrP
′Qr = 0 ∀ P 6= P ′. (2.20)

The same holds if P and P ′ are two n-fold tensor products of the set of Pauli

operators {I,X} and {Qr} is the set of all n-fold tensor products of the set of Pauli

operators {I, Z}.

Proof. (As proven in Ref. [51]). We present the proof for P, P ′ ∈ {I, Z}⊗n and

Qr ∈ {I,X}⊗n (the proof for P, P ′ ∈ {I,X}⊗n and Qr ∈ {I, Z}⊗n follows trivially).

We begin by rewriting P as Za = Za1 ⊗ . . . ⊗ Zan , with a = (a1, . . . , an) and

ai ∈ {0, 1} for all i ∈ {1, . . . , n}, and similarly P ′ as Zb and Qr as Xc. This gives

4n∑
r=1

QrPQrρQrP
′Qr =

∑
c

XcZaXcρXcZbXc

=
∑
c

(−1)c·(a⊕b)ZaρZb , (2.21)

where we used that ZkXk′ = (−1)k⊕k
′
Xk′Zk for all k,k′. We then note that if

a 6= b, then
∑

c(−1)c·(a⊕b) = 0, because half of the elements in the summation are

equal to 1 and half to -1. Hence, Equation 2.21 equals zero.

2.3 Quantum One-Time Pad

Let us denote by {Pk}4
n

k=1 the set of all n-fold tensor products of the set of Pauli

operators {I,X, Y, Z}. Given an n-qubit state ρ, we define a Quantum One-Time

Pad (QOTP) as the CPTP map

O(ρ) =
1

4n

4n∑
k=1

PkρPk . (2.22)

It can be shown that for all the states ρ, O(ρ) = I⊗n/2n, where I⊗n is the 2n × 2n

identity matrix and I⊗n/2n is the “n-qubit maximally mixed state” [71].
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The QOTP can be used to encrypt quantum information [72]. To do so, let

us imagine that a sender Alice prepares an n-qubit quantum state ρ, applies a Pauli

operator Pk chosen uniformly at random from the full set {Pk}4
n

k=1 and sends the

state PkρPk to a recipient Bob. Let us assume that Alice and Bob share a secure

classical communication channel, so that Alice can securely reveal to Bob what

operator Pk was applied. Then, Bob can apply Pk and retrieve the state ρ. In this

scenario, if an eavesdropper Eve intercepts the quantum state, then she holds the

maximally mixed state O(ρ) = I⊗n/2n (since Pk was chosen uniformly at random

by Alice and was not revealed to Eve), hence she cannot retrieve any information

about the state ρ that Alice wants to send to Bob.

2.4 Pauli noise model

Consider a unitary U = {U} acting on an n-qubit state ρ as U(ρ) = UρU †. We say

that U suffers Pauli noise if its noisy implementation Ũ acts on ρ as

Ũ(ρ) = (1− r)U(ρ) + rPU(ρ) (2.23)

where P = {Pk} is an arbitrary n-qubit CPTP-map whose Kraus operators are

proportional to n-qubit Pauli operators Pk and r ∈ [0, 1] is the “error rate”. More

generally, a composition of q unitaries U1, . . . ,Uq suffering Pauli noise returns

◦qp=1Ũp(ρ) =

( q∏
p=1

(1− rp)
)
Uq · · ·U1(ρ) +

(
1−

q∏
p=1

(1− rp)
)
σ , (2.24)

where σ is a quantum state encompassing the effects of the noise.

2.5 Measurement-based quantum computation

Measurement-Based Quantum Computation (MBQC) is a model for quantum com-

putation [73] where two resources are used: the first is a multi-qubit state, the second

is a classical scheme to decide in what order and basis the various qubits must be

measured [74]. We now describe a family of states, the “Brickwork States” (BwS),

and measurement bases that render MBQC universal for quantum computing. All

the results illustrated in this Section are proven and discussed in more detail in Ref.

[75].

BwS are two-dimensional graph states of the type of Figure 2.2. In a BwS the

qubits are arranged in a 2-dimensional lattice obtained by concatenating “bricks”

14



tape index y ∈ {1, . . . , 3}
column index j ∈ {1, . . . , 13}

row index
i ∈ {1, . . . , 6}

Figure 2.2: Example of BwS. The circles represent qubits, the edges represent cZ gates
and the green boxes represent the 10-qubit bricks. We label the qubits in a BwS with indices
i and j, where i ∈ {1, . . . , n} is the row index and j ∈ {1, . . . , d} the column index. We
divide the BwS into “tapes” (four-column bands between dashed red lines) and label them
with index y = 1, .., w. Any n× d BwS contains w = (d− 1)/4 tapes.

of 10 qubits (the sub-lattice contained in the green boxes in Figure 2.2). All the

qubits are initialized in the state |+〉 and entangled with their neighbors using cZ

gates.

To perform a MBQC, all the qubits in a BwS are measured in a basis

{|±〉φ〈±|} = {RZ(φ)|±〉〈±|R†Z(φ)}, where φ ∈ [0, 2π) is an angle. The measure-

ments are performed column-by-column from left to right: first, one measures all

the qubits in the first column, then all those in the second etc. Thus, in the circuit

model a computation on a (n× d)-dimensional BwS (i.e., a BwS with n rows and d

columns) corresponds to the circuit in Figure 2.3.

We will often describe the computations on a BwS using quantum circuits.

Using the circuit identity in Figure 2.4, one can show that the overall effect of mea-

suring a qubit in position (i, j) in a BwS corresponds to teleporting its state into

the qubit in position (i, j + 1) and applying a gate Xsi,jHRZ(φi,j). Here, si,j is the

output of the measurement of qubit (i, j), which is 0 with probability 1/2 and 1

with probability 1/2. As shown in Ref. [73], the random gate Xsi,j can be removed

by recomputing the measurements outcomes of unmeasured qubits (specifically, by

recomputing φi,j+1 as (−1)si,jφi,j+1 and φi,j+2 as φi,j+2 +si,jπ). Therefore, discard-

ing measured qubits and using RX(φ) = HRZ(φ)H, we can redraw the circuit in

Figure 2.3 as in Figure 2.5.

The two circuits in Figures 2.3 and 2.5 describe the same computation in two

different models. We refer to circuit in Figure 2.3 (i.e., to the MBQC computation)

as “physical circuit” and to the circuit in Figure 2.5 (i.e., to the associated circuit)
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|+〉1,1

|+〉2,1

|+〉n,d

|φ1,1〉

|φ2,1〉

|φn,d〉

R†Z

R†Z

R†Z

X

X

X

Figure 2.3: Representation of a computation on an n× d BwS in the circuit model. The
BwS is generated by applying a global entangling operation to nm qubits in the state |+〉.
Since {|±〉φ〈±|} = {RZ(φ)|±〉〈±|R†Z(φ)}, the measurements are expressed as controlled
rotations followed by Pauli-X measurements. Note that a computation on a n × d BwS
requires executing nd single-qubit gates, nd Pauli-X measurements and ≈ nd cZ gates
(Figure 2.2).

|φ〉
|+〉
|ψ〉 sR†Z X

same outcome as: |ψ〉
|s〉

|φ〉
R†Z(φ) H Xs

Figure 2.4: Equivalence between circuits. The measurement in the l.h.s. circuit teleports
the state of the first qubit into the second qubit and applies the gate XsHRZ(φ).

|+〉

|+〉

|+〉

|+〉

|+〉

|+〉 R†Z(φ1,1)

R†Z(φ2,1)

R†Z(φ3,1)

R†Z(φ4,1)

R†Z(φ5,1)

R†Z(φ6,1)

R†X(φ1,2)

R†X(φ2,2)

R†X(φ3,2)

R†X(φ4,2)

R†X(φ5,2)

R†X(φ6,2)

R†Z(φ1,3)

R†Z(φ2,3)

R†Z(φ3,3)

R†Z(φ4,3)

R†Z(φ5,3)

R†Z(φ6,3)

R†X(φ1,4)

R†X(φ2,4)

R†X(φ3,4)

R†X(φ4,4)

R†X(φ5,4)

R†X(φ6,4)

R†Z(φ1,5)

R†Z(φ2,5)

R†Z(φ3,5)

R†Z(φ4,5)

R†Z(φ5,5)

R†Z(φ6,5)

R†X(φ1,6)

R†X(φ2,6)

R†X(φ3,6)

R†X(φ4,6)

R†X(φ5,6)

R†X(φ6,6)

R†Z(φ1,7)

R†Z(φ2,7)

R†Z(φ3,7)

R†Z(φ4,7)

R†Z(φ5,7)

R†Z(φ6,7)

R†X(φ1,8)

R†X(φ2,8)

R†X(φ3,8)

R†X(φ4,8)

R†X(φ5,8)

R†X(φ6,8) X

X

X

X

X

X

Figure 2.5: Circuit associated with the BwS in Figure 2.2. Red dashed lines separate
operations implemented within different tapes of the BwS.
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Measurement angles Corresponding logical unitary

−π/2 −π/2 −π/2 0

0 0 0 0

H

−φ 0 0 0

0 0 0 0

RZ(φ)

0 0 −π/2 0

0 −π/2 0 π/2

Figure 2.6: Measurement angles for bricks implementing (from top to bottom) Hadamard
gate, RZ-rotation and controlled-X gate. Since H, RZ(φ) and cX form a universal set of
gates, the bricks can be used as a resource for universal quantum computation. This proves
the equivalence between measurement-based and circuit models.

as “logical circuit”. The equivalence between physical and logical circuits allows to

prove the equivalence between measurement-based and circuit models. In more de-

tail, it allows proving that by measuring with angles from the set φ ∈ {0, π/4, .., 7π/4},
one can implement the set of gates {H, RZ(φ), cX} in the logical circuit (Figure 2.6).

This set of gates is universal for quantum computing, hence all the computations in

the circuit model can be reproduced by implementing a MBQC on a BwS.

17



Chapter 3

Overview of existing protocols

Quantum computers can solve problems, such as factoring [5] and searching from a

database [76], that belong to the complexity class NP (nondeterministic polynomial

time), namely the class of problems whose solution can be efficiently verified on a

classical computer. Moreover, they can solve problems outside NP, such as problems

that require simulating the physics of many-body systems [6–9] or that involve

sampling [10–12]. Can they also efficiently convince the user that the solution is

correct?

This question was first posed by Daniel Gottesman in a 2004 conference

[77]. It was then formalized by Scott Aaronson in a 2007 blog-post as follows [77]:

“Does every language in the class of quantumly tractable problems (BQP) admit

an interactive proof where the prover is in BQP and the verifier is in the class of

classically tractable problems (BPP)?” As quantum computers begin to outperform

classical computers in certain tasks [16], it has become of utmost importance to

answer this question.

In this Chapter we provide an overview of the main existing protocols to check

if the outputs of a quantum computation are correct or “close” to correct. We begin

with a brief description of non-scalable protocols based on quantum tomography

and classical simulations of quantum circuits. We then present an introduction to

the protocols based on randomized benchmarking and to the verification protocols.

3.1 Protocols based on quantum tomography

This set of protocols includes Quantum Process Tomography (QPT) [30, 32] and

Gate Set Tomography (GST) [33–35]. QPT was firstly introduced as a tool to

characterize the dynamics of a quantum black box [30]. This characterization is
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done by preparing an input state, sending it through the black box, measuring the

value of an observable and repeating for different input states and observables, until

it is possible to reconstruct a posteriori the CPTP map E implemented by the black

box.

In principle, QPT allows understanding if a quantum circuit implements a

unitary that is close to the the desired one, hence if the outputs of the circuit

are close to the correct ones. In practice, implementing QPT is problematic for two

reasons. Firstly, it requires noiseless state preparation and measurements. Secondly,

it is not scalable, since E is a tensor specified by 24n−22n independent and unknown

parameters (where n is the number of qubits in the circuit). To date, the largest

process that has been characterized through QPT is a 3-qubit process [31].

GST is a modification of QPT that is robust to errors in state preparation

and measurements. GST is more demanding than QPT in terms of experiments

required and post-processing of the data [34]. To date, GST has only been used to

characterize sets of single-qubit gates [35].

3.2 Protocols based on classical simulations

The protocols commonly employed in experiments are based on classical simulations

of quantum circuits. These protocols are practical for the present, where the cir-

cuits contain few qubits and gates. They can be used to demonstrate progresses in

experiments and to identify speedups over classical algorithms [16]. However, they

require time and memory that grow exponentially with the number of qubits (unless

the circuit being simulated belongs to special classes such as Clifford circuits [1–3]).

An example of a protocol based on classical simulation is the Cross-Entropy

Benchmarking (XEB) protocol used in the recent demonstration of quantum com-

putational supremacy [11, 16]. XEB requires assuming that the circuit returns the

correct state with probability α ∈ [0, 1] or the maximally mixed state with proba-

bility 1 − α. That is, XEB requires assuming that the state of the system at the

end of the circuit is of the form

ρ̃ = αρ+ (1− α)
I⊗n

2n
, (3.1)

where ρ is the state at the end of a noiseless implementation of the circuit and n is

the number of qubits [11]. By computing the states ρ (through classical simulations)

and ρ̃ (through experiments), XEB allows estimation of the probability α. To date,

XEB has been implemented for circuits containing up to 53 qubits [16].
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3.3 Protocols based on randomized benchmarking

The protocols based on Randomized Benchmarking (RB) allow partial characteri-

zation of the noise afflicting the gates in quantum circuits. Specifically, they provide

a range of noise parameters such as average gate fidelities [36–38], loss rates [39, 41]

and leakage rates [42]. These noise parameters can witness improvements in exper-

iments and progress towards fault-tolerant quantum computing [78].

In its original formulation [37], RB takes as input a set of n-qubit gates

G = {Gi} forming a unitary 2-design [70], and for which the inverse of each gate can

be found efficiently (e.g., the Clifford group). RB then proceeds as follows:

1. Choose a sequence-length m and a number Km of runs for sequence-length m.

2. For i ∈ {1, . . . ,Km}:

• Choose m gates Gi1 , . . . ,Gim ∈ G independently at random and calculate

Gim+1 = (Gim . . .Gi1)−1.

• Prepare the state ρout = G̃im+1 . . . G̃i1R
(
|ψ〉〈ψ|

)
, where |ψ〉 is a fixed n-qubit

state,R is the noise in the initialization of |ψ〉 and G̃ij is a noisy implementation

of Gij .
• Estimate the “survival probability” Φi=Tr

[
EψMG̃im+1 . . . G̃i1R

(
|ψ〉〈ψ|

)]
, where

Eψ = |ψ〉〈ψ| and M is the noise in the measurement.

Estimate the average survival probability at sequence length m as Φ̂(m) =∑Km
i Φi.

3. Repeat steps 1 and 2 for different values of m.

4. Fit the average survival probabilities Φ̂(m) with the curve Apm−B and find the

number p ∈ [0, 1]. Calculate Fave = p+ (1− p)/2n.

The number Fave found in step 4 coincides with the average fidelity of the gates in

G, provided that the following assumptions can be made:

RB1. Markovianity, meaning that a noisy implementation of a gate G ∈ G is of the

form G̃ = EG, where E is a CPTP map.

RB2. Time-independence, meaning that distinct implementations of the same gate

G ∈ G are characterized by the same noise, that is ◦mj=1G̃ = ◦mj=1(EG).

RB3. Gate-independence, meaning that all the gates G ∈ G are afflicted by the same

noise, that is G̃k = EGk for all Gk ∈ G.
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RB4. Noise in state preparation and measurement (the maps R and M) does not

change throughout the whole protocol run.

Over the years the original RB protocol [37] has been modified in many ways, for

instance to benchmark gate-sets not forming a unitary-2 design [40, 44], cycles of

gates [45] or logical gates [43]. Assumptions RB1, RB2, RB3 and RB4 remain crucial

for the majority of RB protocols [39, 41–45, 78]. A recent analysis in Ref. [46] has

shown that assumption RB3 is not necessary for the original RB protocol [37],

however it remains unclear whether it may also be dropped for other RB protocols

[43, 45].

3.4 Verification protocols

In verification protocols [49–62] a verifier (Alice) delegates a “target” quantum com-

putation to a prover (Bob). Alice regards Bob as an untrusted party: he may be

honest and follow Alice’s instructions, or else he may be dishonest and deviate.

Verification protocols are characterized by two properties:

• Completeness: if Bob is honest, the protocol accepts the outputs of the target

computation with probability larger than 2/3.

• Soundness: if Bob is dishonest, the protocol accepts the outputs of the target

computation with probability lower than 1/3.

These properties of verification enable Alice to check Bob’s behavior while he is

implementing the target computation.

Verification protocols are scalable (since they have a linear overhead in the

number of qubits and gates), moreover they rely on no assumptions on Bob’s side.

All assumptions are made on Alice’s side, to provide her with resources to check

Bob’s behavior. Based on these assumptions it is possible to classify verification

protocols as follows:

• Prepare-and-send protocols: Alice owns a device able to generate different types

of single-qubit states and send them to Bob [49–53, 53, 54].

• Receive-and-measure protocols: Alice owes a device able to receive qubits from

Bob and measure in different bases [55–59].

• Multi-prover protocols: Alice owns no quantum device. She can interact with

two entangled and spatially separated (i.e., non-communicating) provers [60–62].
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• Protocols based on post-quantum cryptography: Alice owns no quantum device.

She encrypts the instructions to Bob using post-quantum cryptography, i.e., en-

cryption schemes that are believed to be hard to break by a BQP prover [64, 79].

With a few exceptions [56, 57], the main property of verification protocols [49–

52, 55, 58–62] is “blindness”, which enables Alice to delegate a given quantum

computation (named “target”) to Bob in a way that he cannot distinguish this

computation from any other computation of the same size. Employing blindness,

verification is then achieved by hiding the target computation among several “trap”

computations, which return a fixed known output if Bob is honest or a different

output (with high probability) if Bob is dishonest.

In this thesis we will mainly be concerned with verification protocols for

MBQC (Section 2.5). This includes both prepare-and-send [49–52] and receive-

and-measure protocols [55, 58, 59]. In prepare-and-send protocols for MBQC Alice

generates qubits in the states |+〉θ =
(
|0〉+e−iθ |1〉

)
/
√

2, with θ ∈ {0, π/4, .., 7π/4},
and in the states |0〉 , |1〉. She send qubits to Bob, who uses them to generate a BwS

(Section 2.5) and to carry out a measurement-based computation. The first eight

types of states generated by Alice ensure blindness [75], while |0〉 and |1〉 ensure

verifiability. In receive-and-measure protocols for MBQC Bob generates a BwS and

sends each qubit to Alice, one by one. Alice can perform measurements in the bases

{|±〉θ〈±|} = {RZ(θ)|±〉〈±|R†Z(θ)}, with θ ∈ {0, π/4, 2π/4, 3π/4}, as well as in the

bases {|0〉〈0|, |1〉〈1|}. The first four bases ensure universality and blindness, while

{|0〉〈0|, |1〉〈1|} ensures verifiability.
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Chapter 4

Reducing requirements of

verification protocols

4.1 Summary of the results

Our efforts begin with the optimization of existing verification protocols. In this

Chapter we focus on the verification protocols for MBQC (Section 3.4) and show

that it is possible to reduce the set of operations performed by Alice. In more detail:

1. We present a prepare-and-send verification protocol for MBQC where Alice only

prepares single qubits in the states {|+〉θ = (|0〉 + eiθ |1〉)/
√

2}, where θ ∈
{0, π/4, .., 7π/4} (Protocol 1, Section 4.3).

2. We show how this protocol can be adapted to scenario where Alice can mea-

sure qubits in the set of bases {|±〉θ〈±|} = {RZ(θ)|±〉〈±|R†Z(θ)}, where θ ∈
{0, π/4, .., 7π/4} and reuse the qubits after the measurements (Protocol 2, Sec-

tion 4.4).

Protocol 1 requires Alice to prepare eight types of single-qubit states, as opposed

to ten in previous protocols [49, 51, 52]. Protocol 2 requires Alice to measure in

four bases, as opposed to five in [55]. Thus, our protocols reduce the experimental

requirements for prepare-and-send and receive-and-measure protocols. Moreover,

our results prove that blindness is sufficient for verifiability, since our protocols

enable Alice to verify MBQC by performing no more operations than those required

1. This Chapter presents the results of Ferracin, Kapourniotis, Datta, Reducing resources for
verification of quantum computations, Phys. Rev. A 98, 022323 (2018).
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for blindness (cfr. Section 3.4). Elaborating on this unique feature of our protocols,

subsequent work has shown that Protocol 1 can be turned into a protocol based on

post-quantum cryptography [79].

This Chapter is structured as follows. In Section 4.2 we provide the necessary

definitions, in Section 4.3 we present Protocol 1, in Section 4.4 we present Protocol

2, in Section 4.5 we provide a detailed comparison between our protocols and the

existing ones, in Section 4.6 we analyze the utility of Protocol 1. All the proofs are

contained in Section 4.7.

4.2 Definitions

We denote with HA the Hilbert space associated with Alice’s register and with

with HB that associated to Bob’s register. We define a common register C used

to move qubits from Alice to Bob and vice-versa and denote with HC the Hilbert

space associated with C. We denote with L(HABC) = L(HA⊗HB⊗HC) the space

of linear operators on HABC = HA ⊗HB ⊗HC .

We can now define the notion of protocol used in this Chapter:

Definition 1. [Interactive Protocol]. We define a q-step interactive protocol

on input ρin ∈ L(HABC) as a series of maps {E (p)
ABC}

q
p=1 = {E (p)

AC ⊗ E
(p)
BC}

q
p=1 acting

on both Alice’s and Bob’s registers and on the common register, and such that the

output is of the form ρout = ◦qp=1E
(p)
ABC(ρin).

An interactive protocol is thus a sequence of instructions defining the actions

that Alice and Bob must undertake.

A typical requirement for verification protocols is blindness [49–52, 55, 58–

62]. In simple terms, blindness ensures that if Bob is dishonest and deviates (i.e., if

he applies a set of maps {Ẽ (p)
BC}

q
p=1 that is different from the instructions {E (p)

BC}
q
p=1),

he cannot increase his knowledge. More formally:

Definition 2. [Blindness]. Suppose that Alice and Bob jointly run a q-step in-

teractive protocol {E (p)
ABC}

q
p=1 = {E (p)

AC ⊗ E
(p)
BC}

q
p=1 on input ρin ∈ L(HABC). The

protocol is blind if, for any set of maps {Ẽ (p)
BC}

q
p=1 implemented by Bob instead of

{E (p)
BC}

q
p=1, the state ρ̃B = TrAC[◦qp=1{E

(p)
AC ⊗ Ẽ

(p)
BC}(ρin)] in Bob’s register at the end

of the protocol leaks at most the size of the target computation (the number of qubits

and gates used).

In verification protocols for MBQC Alice verifies the outputs of a given com-

putation (the “target” computation) by hiding it among several “trap” computa-

tions. If Bob is honest, with high probability all these trap computations return a
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fixed output (here denoted by |acc〉). If Bob is dishonest, with high probability they

return a different output. Denoting the input state ρin as a tensor product between

the input state ρtarget
in of the target computation and the input state |trap〉〈trap| of

the traps, we formally define verifiability as follows [80, 81]:

Definition 3. [Verifiability]. Suppose that Alice and Bob jointly run a q-step in-

teractive protocol {E (p)
ABC}

q
p=1 = {E (p)

AC⊗E
(p)
BC}

q
p=1 on input ρin = ρtarget

in ⊗|trap〉〈trap| ∈
L(HABC). The protocol is “δ-complete” if the output ρout = ◦qp=1E

(p)
ABC(ρin) is such

that the trace distance

D

(
TrBC

[
ρout

]
, TrBC

[
ρtarget

out ⊗ |acc〉〈acc|
])
≤ 1− δ , (4.1)

where 0 ≤ δ ≤ 1, ρtarget
out is the correct output of the target computation and |acc〉〈acc|

is a fixed state. If δ = 1, then we say that the protocol is “complete”.

The protocol is “ε-sound” if, for any set of maps {Ẽ (p)
BC}

q
p=1 acting on Bob’s

register B and on the common register C, the output ρ̃out = ◦p
(
E (p)
AC ⊗ Ẽ

(p)
BC

)(
ρin

)
is

such that the trace distance

D

(
TrBC

[
ρ̃out

]
, TrBC

[
l ρtarget

out ⊗ |acc〉〈acc| +(1− l) ρ̃ target
out ⊗ |rej〉〈rej|

])
≤ ε ,

(4.2)

where 0 ≤ ε ≤ 1 is called “soundness”, 0 ≤ l ≤ 1, ρ̃ target
out is an arbitrary state and

|rej〉 is orthogonal to |acc〉. If the protocol is both ε-sound and δ-complete, then we

say that it is “(ε, δ)-verifiable”.

In simple terms, completeness δ ≈ 1 means that if Bob is honest, then with

high probability the protocol returns the correct outputs and Alice accepts these

outputs. Instead, soundness ε ≈ 0 means that if Bob is dishonest, then with high

probability Alice rejects incorrect outputs.

4.3 Our prepare-and-send protocol

In this Section we present our prepare-and-send protocol and show that it is blind

and verifiable. We assume that the target computation is compiled as a MBQC com-

putation (Section 2.5) and is specified by an n×d BwS and by a set of measurement

angles φi,j ∈ {0, π/4, . . . , 7π/4} for each qubit (i, j) in the BwS.

25



|+〉

|+〉

|+〉

|+〉

|+〉

|+〉 H

RZ(ϕ̂2,1)

RZ(ϕ̂3,1)

H

H

RZ(ϕ̂6,1)

H

H

H

RX(ϕ̂4,1)

RX(ϕ̂5,1)

H

H

RX(ϕ̂2,2)

H

RX(ϕ̂4,2)

H

RX(ϕ̂6,2)

RX(ϕ̂1,1)

H

H

H

RZ(ϕ̂5,2)

RX(ϕ̂6,3)

H

H

RX(ϕ̂3,3)

H

H

H

RZ(ϕ̂1,2)

H

H

H

H

H

R†Z(ϕ̂1,1 + ϕ̂1,2)

R†Z(ϕ̂2,1 + ϕ̂2,2)

R†Z(ϕ̂3,1 + ϕ̂3,2)

R†Z(ϕ̂4,1 + ϕ̂4,2)

R†Z(ϕ̂5,1 + ϕ̂5,2)

R†Z(ϕ̂6,1 + ϕ̂6,2 + ϕ̂6,3) X

X

X

X

X

X

Figure 4.1: Logical circuit associated with an R-trap. In all the tapes each qubit undergoes
a Hadamard gate with probability 1/2 or a rotation (RZ or RX) with probability 1/2 (cfr.
Figure 4.3). Using HRX(φ)H = RZ(φ), it can be seen that R-traps implement the identity
on each qubit, therefore R-traps are expected to output s = 0.

4.3.1 Description of the protocol

Our protocol is formally presented in Box 4.1, page 28. Our protocol takes as input

the angles φi,j ∈ {0, π/4, . . . , 7π/4} and the number v ≥ 1 of trap computations.

Before starting the interaction with Bob, Alice chooses what computation v0 ∈
{1, . . . , v+ 1} will be used to implement the target (Step 1 of the protocol, cfr. Box

4.1), next she decides the angles for the trap computations (Step 2).

To decide the angles for the trap computations Alice uses either Routine

1 or Routine 2 at random (Box 4.2 and 4.3, pages 29 and 30). When she uses

Routine 1 we say that the trap computation is an “R-trap” (for “rotation trap”).

This is because in the logical circuit associated with an R-trap, each qubit i ∈
{1, . . . , n} is rotated around the Pauli-Z axis of the Bloch sphere by a random

angle ϕ̂i ∈ {0, π/4, . . . , 7π/4} and then measured in the basis {|±〉ϕ̂i〈±|} (Figure

4.1). Therefore, if an R-trap is implemented correctly, the associated logical circuit

returns s = 0.

When Alice uses Routine 2 we say that the trap is a “C-trap” (for “CNOT

trap”). This is because the logical circuit associated with a C-trap contains a series

of CNOT gates with randomly chosen target (Figure 4.2). C-traps end with mea-

surements in the basis {|±〉〈±|}. Since cX |++〉 = |++〉, if implemented correctly

also the logical circuit associated with a C-trap returns s = 0.

The interaction between Alice and Bob happens in Step 3, where the various

computations are implemented. Every computation k ∈ {1, . . . , v + 1} starts with

Alice choosing nd random numbers θ
(k)
i,j ∈ {0, π/4, .., 7π/4} and 2nd random bits

26



|+〉

|+〉

|+〉

|+〉

|+〉

|+〉

X

X

X

X

X

X

Figure 4.2: Logical circuit associated with a C-trap. In all the tapes a cX gate is imple-
mented (with random target and control qubits, cfr. Figure 4.4). Since cX |++〉 = |++〉,
all the C-traps are expected to output s = 0.

r
(k)
i,j , r

′ (k)
i,j ∈ {0, 1}. Next, Alice sends Bob nd qubits in the state

RZ

(
θ

(k)
i,j + π

∑
(i′,j′)∼(i,j)

r
′ (k)
i′,j′

)
|+〉 , (4.3)

where the summation runs over all the qubits (i′, j′) that are nearest neighbors

of qubit (i, j). After receiving all the qubits, Bob entangles them and creates the

BwS. Next, Alice instructs Bob to measure the various qubits column-by-column

with angles δ
(k)
i,j = (−1)r

′ (k)
i,j φ

(k)
i,j + θ

(k)
i,j + r

(k)
i,j π and to reveal to her the measurement

outputs s
(k)
i,j ∈ {0, 1}. After every measurement, Alice updates the measurement

output as s
(k)
i,j ⊕ r

(k)
i,j , next she recomputes the angles of the unmeasured qubits (the

measurements are performed adaptively).

In Step 4, Alice ends the protocol by checking if the logical circuits associated

with the trap computations returned the correct outputs s = 0. If they did she keeps

the output of the target computation, otherwise she rejects it.

We conclude this Section by analyzing the complexity of Protocol 1, i.e.,

the number of qubits and bits sent by Alice to Bob and vice-versa. The number of

classical bits and qubits sent by Alice to Bob is 3(v+1)nd and (v+1)nd respectively.

Bob sends to Alice (v + 1)nd bits and no qubits. The complexity of our Protocol 1

is thus linear in the size of the target circuit.

4.3.2 Correctness

In Section 4.7.1 (Theorem 4) we show that our protocol is correct, that is, the

random numbers θ
(k)
i,j , r

(k)
i,j and r

′ (k)
i,j do not change the outputs of the target and

trap computations. Specifically, we prove that the measurements by angles {δ(k)
i,j }
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Box 4.1. Protocol 1 (prepare-and-send protocol for MBQC).

Assumption:

Alice can prepare qubits in the state |+〉θ = (|0〉 + eiθ |1〉)/
√

2, where

θ ∈ {0, π/4, .., 7π/4} and send them to Bob.

Input:

• The set of measurement angles {φi,j} for the target computation.

• The number of trap computations v.

Routine:

1. Alice randomly chooses v0 ∈ {1, . . . , v + 1} and sets {φ(v0)
i,j } = {φi,j}.

2. For k ∈ {1, . . . , v + 1}:
If k 6= v0, Alice randomly runs Routine 1 or Routine 2 on input (n, d) and obtains

the set of angles {φ(k)
i,j }.

3. For k ∈ {1, . . . , v + 1}:

3.1 For i ∈ {1, . . . , n} and for j ∈ {1, . . . , d}:
Alice randomly chooses θ

(k)
i,j ∈ {0, π/4, .., 7π/4} and r

(k)
i,j , r

′(k)
i,j ∈ {0, 1}. Next,

she sends Bob a qubit in the state RZ(θ
(k)
i,j + π

∑(k)
(i′,j′)∼(i,j) r

′(k)
i′,j′) |+〉, where

the summation runs over all qubits (i′, j′) that are nearest neighbors of qubit

(i, j) in the kth computation.

3.2 Bob entangles the qubits in his register and creates the BwS.

3.3 For j ∈ {1, .., d} and for i ∈ {1, .., n}:
Alice instructs Bob to measure qubit (i, j) with angle δ

(k)
i,j = (−1)r

′(k)
i,j φ

(k)
i,j +

θ
(k)
i,j + r

(k)
i,j π. Bob reveals the measurement output s

(k)
i,j to Alice. If r

(k)
i,j = 1

Alice bit-flips s
(k)
i,j . Next, she recomputes measurement angles of the unmea-

sured qubits as {(−1)sXφ
(k)
i,j + sZπ}.

4. Alice initializes a flag bit to the state |acc〉 = |0〉. Next, for all k ∈ {1, . . . , v+ 1}:
if k 6= v0 (trap circuit) and {s(k)

i,d }ni=1 6= (0, 0, .., 0), Alice sets the flag bit to

|rej〉 = |acc⊕ 1〉.

Output: The measurement outputs {s(v0)
i,j } of the target circuit and the flag bit.
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Box 4.2 Routine 1 (angles for R-trap).

Input:

• The size of the target computation: (n, d).

Routine:

1. Initialize n× d numbers φi,j = 0.

2. For all i ∈ {1, . . . , n} initialize c = 0. Next:

2.1 For all y ∈ {1, . . . , (d− 1)/4− 1}:
Initialize a random bit hy ∈ {0, 1}, next:

• If hy = 0: set c = c⊕ 1 and replace φi,4y−3, φi,4y−2 and φi,4y−1 with π/2.

• Else, if hy = 1 and c = 0: replace φi,4y−3 and φi,4y−1 with random angles

from the set {0, π/4, .., 7π/4} and replace φi,d with mod(φi,d + φi,4y−3 +

φi,4y−1, 2π).

• Else, if hy = 1 and c = 1: replace φi,4y−2 with a random angle from the set

{0, π/4, .., 7π/4} and replace φi,d with mod(φi,d + φi,4y−2, 2π).

2.2 For y = (d− 1)/4:

• If c = 0 replace φi,4y−3 and φi,4y−1 with random angles from the set

{0, π/4, .., 7π/4} and replace φi,d with mod(φi,d + φi,4y−3 + φi,4y−1, 2π).

• If c = 1 replace φi,4y−3, φi,4y−2 and φi,4y−1 with π/2.

Output: The set of measurement angles {φi,j}.

and c = 1If hy = 0:

If hy = 1 and c = 0:

If hy = 1 and c = 1:

H

RZ

RX

π
2

π
2

π
2 0

φi,4y−3 0 φi,4y−1 0

0 φi,4y−2 0 0

Figure 4.3: In Step 2 of Routine 1 all the angles are assigned such that the bricks implement
Hadamard gates, RX(φi,4y−2) or RZ(φi,4y−3)RZ(φi,4y−1), with φi,4y−2, φi,4y−3, φi,4y−1 ∈
{0, π/4, .., 7π/4} chosen at random (see also Figure 2.6). Using HRX(ϕ)H = RZ(ϕ),
Hadamard gates and rotations are concatenated so that the qubits in the logical circuit
undergo an overall RZ-rotation by a random angle.

29



Box 4.3 Routine 2 (angles for C-trap).

Input:

• The size of the target computation: (n, d).

Routine:

1. Initialize n× d numbers φi,j = 0.

2. For all i ∈ {1, . . . , n}:

2.1 For all y ∈ {1, . . . , (d− 1)/4}:
If mod(i+ y, 2) = 0, with probability 1/2 replace

φi,4y−1 with π/2

φi+1,4y−2 with π/2

φi+1,4y with − π/2 ,

otherwise replace

φi+1,4y−1 with π/2

φi,4y−2 with π/2

φi,4y with − π/2

Output: The set of measurement angles {φi,j}.

With probability 1/2:

With probability 1/2:

0 0
π
2 0

0
π
2 0 -π2

0
π
2 0 -π2

0 0
π
2 0

Figure 4.4: In Step 2.1 of Routine 2 the angles are assigned so that the bricks implement
a CNOT with random target and control qubits (Figure 2.6).
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|+〉1,1
|+〉2,1

|+〉n,d

|δ1,1〉

|δ2,1〉

|δn,d〉

RZ(θ′1,1)

RZ(θ′1,2)

RZ(θ′n,d)

R†Z

R†Z

R†Z

X

X

X

(a)

|+〉1,1
|+〉2,1

|+〉n,d

|φ1,1〉

|φ2,1〉

|φn,d〉

R†Z

R†Z

R†Z

X

X

X

(b)

Figure 4.5: (a) Computations implemented by Alice and honest Bob, where for conve-

nience we denote by θ′i,j = θ
(k)
i,j + π

∑(k)
(i′,j′)∼(i,j) r

′(k)
i′,j′ the rotations in the input qubits.

Measuring by angles δi,j and bit-flipping the outputs as in Step 3.3 of the protocol is equiv-
alent to undoing the initial rotations and measuring by angles φi,j , i.e., to implement the
computation in (b).

and the subsequent bit-flip operated by Alice (Step 3.3) undo the Pauli-Z rotations

in the qubits prepared by Alice (Figure 4.5). Therefore, if Bob is honest, the protocol

always returns the correct outputs (i.e., the same outputs as those that would be

obtained by setting θ
(k)
i,j = 0, r

(k)
i,j = 0 and r

′ (k)
i,j = 0 for all i, j and k).

4.3.3 Blindness

In Section 4.7.2 (Theorem 5) we prove that our prepare-and-send protocol is blind.

The proof relies on showing that the random numbers θ
(k)
i,j , r

(k)
i,j and r

′ (k)
i,j operate a

one-time-pad on the measurement angles {φ(k)
i,j } and on the measurement outputs

s
(k)
i,j . In simple terms, due to the random numbers all the angles and outputs look

like random to Bob, hence he cannot distinguish the computation implementing the

target from those implementing traps.

4.3.4 Completeness and soundness

In Section 4.7.3 we calculate completeness and soundness for our protocol. We prove

the following result:

Theorem 3. [Completeness and Soundness]. Suppose that Alice and Bob

implement Protocol 1 with v trap computations. Then, Protocol 1 is (δ, ε)-verifiable
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|+〉

|+〉

|+〉

|δ
(1)

1,1〉

|δ
(1)

2,1〉

|δ
(v+1)

n,d 〉

RZ(θ
′(1)
1,1 )

RZ(θ
′(1)
1,2 )

RZ(θ
′(v+1)

n,d )

|0〉|B|

R†Z

R†Z

R†Z

UE U
(1)

1,1
U

(1)

2,1

U
(v+1)

n,d

X

X

X

Figure 4.6: Protocol run with dishonest Bob, where for convenience we denote by θ′i,j the
rotations in the input qubits. Without loss of generality we represent Bob’s deviations as
unitaries after the corresponding operation.

with

δ = 1 and ε =
7

v + 1

(
7

8

)6

≈ 3.14

v + 1
(4.4)

Proof. (Sketch. See Section 4.7.3 for full details.) Completeness δ = 1 follows triv-

ially from Theorem 4 (correctness) and from the fact that if correctly implemented,

the logical circuits associated with the traps always output s = 0 by construction.

To calculate soundness, let us describe Bob’s deviations as a series of unitary

gates acting on the unmeasured qubits, on the angles and on a private register

(Figure 4.6). Using the Pauli Twirl (Theorem 1) we show that on average (i.e.,

summing over the random numbers θ
(k)
i,j , r

(k)
i,j and r

′ (k)
i,j ), Bob’s deviations reduce to

stochastic Pauli-Z errors happening before the measurements. Formally:

Lemma 1. [Twirl for Bob’s deviations]. Summed over the random numbers

θ
(k)
i,j , r

(k)
i,j and r

′ (k)
i,j , the state in Alice’s register at the end of Step 3 of our Protocol

1 is

ρout =
∑

s(1),...,s(v+1)

∑
P

prob
(
s(1), . . . , s(v+1)|P

)
2nd(v+1)

(⊗
i,j,k

Zs
(k)
i,j |+〉〈+|Zs

(k)
i,j

)
, (4.5)
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where

prob(s(1), . . . , s(v+1)|P) (4.6)

= prob
(
P
)[
⊗i,j,k 〈+|Zs

(k)
i,j

][
P
(
⊗i,j,k R†Z(φ

(k)
i,j )

)
cZ
(
ρin

)][
⊗i,j,k Zs

(k)
i,j |+〉

]
is the probability of obtaining measurement outputs s(1), . . . , s(v+1) when a Pauli

error P ∈ {I, Z}⊗nd(v+1) occurs and prob(P) is the probability of error P occurring.

Lemma 1 greatly simplifies Alice’s task, as it renders verification no harder

than Pauli error detection. These Pauli errors may involve multiple computations at

the same time, creating cross-circuit correlations. However, the probability that an

error P occurrs is independent of the angles φ
(k)
i,j (Equation 4.6). This means that

Bob cannot decide how to deviate based on the traps that are being implemented

in the protocol run (which is a consequence of blindness).

The next step in the proof is to show that our trap computations can detect

all the Pauli errors that may possibly arise from Bob’s deviations. We prove the

following Lemmas:

Lemma 2. [R-traps lemma]. Consider a BwS implementing an R-trap and sup-

pose that Pauli-Z errors afflict some of the qubits in the BwS. For any combination

of Pauli-Z errors, apart from two sets of errors denoted as “Type-I” and “Type-II”

(which we define in the proof of Lemma 2, cfr. Section 4.7.3), the probability that the

R-trap returns the correct output s = 0 is at most 3/4 (i.e., the errors are detected

with probability at least 1/4).

Lemma 3. [C-traps lemma]. Consider a BwS implementing a C-trap and

suppose that Pauli-Z errors afflict some of the qubits in the BwS. Then, for any

combination of Pauli-Z errors belonging to the Type-I or Type-II sets or to their

union, the probability that the C-trap returns the correct output s = 0 is at most 1/2

(i.e., the errors are detected with probability at least 1/2).

We can now calculate soundness. To do so, suppose that Bob deviates on

ṽ computations, with 1 ≤ ṽ ≤ v + 1. In this case, the probability p(E1 ∧ E2|ṽ) of

the events E1 Bob corrupts the target computation and E2 Bob is not detected when

Bob deviates on ṽ computations equals

p(E1 ∧ E2|ṽ) = p(E1|ṽ) p(E2|E1 ∧ ṽ) . (4.7)

Since the protocol is blind, Bob cannot distinguish between target and trap com-

putations, therefore p(E1|ṽ) = ṽ/(v + 1). Moreover, due to Lemmas 2 and 3 we
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have

p(E2|E1 ∧ ṽ) ≤
(

1

2
× 3

4
+

1

2
× 1

)ṽ−1

=

(
7

8

)ṽ−1

, (4.8)

since Bob’s optimal strategy is to introduce Pauli errors that are not detected by

the C-traps and are detected by the R-traps with probability 1/4. Maximizing

p(E1 ∧ E2|ṽ) over ṽ yields:

ε = max
ṽ

p(E1 ∧ E2|ṽ) ≈ 3.14

v + 1
, for ṽ = 7 . (4.9)

4.4 Protocol for Alice performing measurements

Our Protocol 2 relies on the fact that any state ρ measured in the basis {|ψ〉〈ψ|,
|ψ⊥〉〈ψ⊥|} (where 〈ψ|ψ⊥〉 = 0) collapses into |ψ〉 or |ψ⊥〉. Building on this we

show that Alice, who can now only perform single-qubit measurements in the basis

{0, π/4, . . . , 7π/4}, can blindly generate the same input state as in Protocol 1 and

thus verify Bob’s behavior by running Protocol 1.

Protocol 2 is formally presented in Box 4.4. State preparation in Protocol 2

works as follows. For all qubits (i, j) in all computations k ∈ {1, . . . , v+1} (traps and

target) Bob prepares eight qubits, each in one of the states |+〉τ , τ ∈ {0, π/4, .., 7π/4}
and sends them to Alice. Alice measures each qubit |+〉τ in the corresponding basis

{|+〉τ 〈+|}. If all the measurements output 0, she sends a qubit at random to Bob

and discards the other seven qubits, otherwise she restarts preparation of qubit

(i, j).

The correctness of Protocol 2 can be shown with the same calculations as in

the proof of Theorem 4. To show the blindness of Protocol 2 we begin by using the

no-communication theorem [69], which states that Alice cannot send information

to Bob by measuring qubits in her register, even if these qubits are entangled with

qubits in Bob’s register. Consequently, Bob cannot retrieve information about the

state of the qubits that he receives from Alice. Blindness can then be proven using

the same arguments as in the proof of Theorem 5. Finally, with the same calcula-

tions as in the proof of Theorem 3 it can be shown that Protocol 2 has the same

completeness and soundness as Protocol 1.

We now analyze the complexity of Protocol 2, i.e., the number of qubits and

bits sent by Alice to Bob and vice-versa. The number of classical bits and qubits
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Box 4.4. Protocol 2.

Assumption:

Alice can receive qubits from Bob, measure them in the bases {|±〉τ 〈±|}, with

τ ∈ {0, π/4, .., 7π/4}, and send them to Bob.

Input:

• The set of measurement angles {φi,j} for the target computation.

• The number of trap computations v.

Routine:

1. Alice randomly chooses v0 ∈ {1, . . . , v + 1} and sets {φ(v0)
i,j } = {φi,j}. Moreover,

she generates the random bits r
(k)
i,j , r

′(k)
i,j ∈ {0, 1} for i ∈ {1, . . . , n}, j ∈ {1, . . . , d}

and k ∈ {1, . . . , v + 1}.

2. For k ∈ {1, . . . , v + 1}:
If k 6= v0, Alice randomly runs Routine 1 or Routine 2 on input n×d and obtains

the set of angles {φ(k)
i,j }.

3. For k ∈ {1, . . . , v + 1}:

3.1 For i ∈ {1, . . . , n} and j ∈ {1, . . . , d}:
Bob creates eight qubits in the states |+〉

τ
(k)
i,j

, with τ
(k)
i,j ∈ {0, π/4, .., 7π/4},

and sends them to Alice. Alice measures each qubit |+〉
τ
(k)
i,j

it in the basis

{|±〉
τ
(k)
i,j

〈±|}. If all the measurements output 0, she sends to Bob a random

qubit in the state |+〉
τ̂
(k)
i,j

and discards the others, moreover she defines θ
(k)
i,j =

τ̂
(k)
i,j +π

∑(k)
(i′,j′)∼(i,j) r

′(k)
i′,j′ . Otherwise, she restarts preparation of qubit (i, j).

3.2 Bob entangles the qubits in his register and creates the BwS.

3.3 For j ∈ {1, . . . , d} and for i ∈ {1, . . . , n}:
Alice instructs Bob to measure qubit (i, j) with angle δ

(k)
i,j = (−1)r

′(k)
i,j φ

(k)
i,j +

θ
(k)
i,j + r

(k)
i,j π. Bob reveals the measurement output s

(k)
i,j to Alice. Alice re-

places s
(k)
i,j with s

(k)
i,j ⊕ r

(k)
i,j , next she recomputes measurement angles of the

unmeasured qubits as {(−1)sXφ
(k)
i,j + sZπ}.

4. Alice initializes a flag bit to the state |acc〉 = |0〉. Next, for all k ∈ {1, . . . , v+ 1}:
if k 6= v0 (trap circuit) and {s(k)

i,d }ni=1 6= (0, 0, .., 0), Alice sets the flag bit to

|rej〉 = |acc⊕ 1〉.

Output: The measurement outputs of the target circuit and the flag bit.
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sent by Alice to Bob is 3(v+ 1)nd and (v+ 1)nd respectively. Bob sends 9(v+ 1)nd

qubits and (v + 1)nd bits to Alice.

4.5 Comparison with related works

In this Section we compare our protocols with the existing protocols. We refer the

reader to Ref. [81] for a recent detailed review of verification protocols.

Our Protocol 1 (Section 4.3) belongs to the class of prepare-and-send pro-

tocols, such as [49, 51, 52, 54]. Compared to our protocol, these protocols require

more resources on Alice’s side while achieving (in the best case) the same overhead.

In more detail, in Fitzsimons and Kashefi’s protocol [49] Alice needs to prepare

qubits in the state |+〉θ, θ ∈ {0, π/4, .., 7π/4}, as well as in the states |0〉 and |1〉.
The overhead of Fitzsimons and Kashefi’s protocol is quadratic in the size of the

computation, although it was subsequently made linear [51, 52]. Similarly, in Broad-

bent’s protocol [54], Alice needs to generate qubits in the states |0〉 and |+〉 and

to apply the gates X,Z, S and T . Overall, Broadbent’s protocol requires the same

resources as the Fitzsimons and Kashefi’s one and has the same overhead. Other

prepare-and-send protocols include those by Aharonov et al. [67]. These protocols

are more demanding for Alice, who must hold a multi-qubit register and implements

quantum error correction [82].

Protocol 2 (Section 4.4) belongs to the class of receive-and-measure proto-

cols, such as the “measurement-only” scheme [55] and the “post-hoc” verification

techniques [56, 57]. In Ref. [55] Alice measures in five bases, hence it requires more

resources than our protocol. Also, in Ref. [55] soundness decreases as ε ≈ 1/
√
v + 1

(where v is the number of traps), as opposed to ε ≈ 1/(v + 1) in our protocol.

Nevertheless, it must be mentioned that in Ref. [55] Alice discards all the qubits

after the measurements. We leave as an open question the possibility of adapting

Protocol 2 to the more realistic scenario where the qubits can not be reused after

being measured.

The post-hoc protocols in [56, 57] are non-trap-based protocols with a single

round of communication between the verifier and the prover. Verification is per-

formed after the computation has been carried out. In these protocols, Alice makes

measurements in the Pauli-Z and Pauli-X bases. Unlike our protocols, post-hoc

protocols are not blind [81], moreover their overhead is quadratic in the input.
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Figure 4.7: The probability η(r1q, v) that Bob returns the correct outputs and Alice accepts
them (larger is better), plotted as a function of the number v of traps and for different error
rates r1q. As it can be observed, η(r1q, v) decreases as v increases. Moreover, smaller error
rates correspond to higher η(r1q, v). Therefore, to maximise the probability of success, Alice
and Bob must implement few traps and at the same time improve their devices.

4.6 Utility of the prepare-and-send protocol

In this Section we analyze the utility of Protocol 1. Specifically, we suppose that

Alice wants to verify the outputs of a quantum circuit containing n = 60 qubits

and m = 22 bands (Figure 1.1). We assume that Bob is honest, however all the

operations performed by his quantum computer (gates and measurements) suffer

Pauli noise (Section 2.4, page 14). Specifically, we assume that all single-qubit gates

have error rate r1q, all two-qubit gates have error rate r2q, state-preparation and

measurement (SPAM) errors happen with probability rs. As in Google Sycamore

(Table 1.1, page 2), we set r2q = 4r1q and rs = 20r1q. We then calculate the

probability η(r1q, v) := prob(correct ∧ accept | r1q, v) that the protocol returns the

correct outputs of the target and that these outputs are accepted, given that the

error rate of the single-qubit gates is r1q.

We begin by calculating the size of the BwS prepared by Bob. This contains

n = 60 rows of qubits. As for the number d of columns, based on the circuit identities

in Figure 2.6 we have d ≥ 8m = 176, and for simplicity we assume d = 176. To

carry a computation on a BwS with 60 rows and 176 columns Bob implements 10560

single-qubit gates, 10560 Pauli-X measurements and ≈ 10560 cZ gates (see caption

of Figure 2.3). Therefore, using Equation 2.24 on page 14, the probability that Bob
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returns the correct outputs and Alice accepts them is

η(r1q, v) ≈
[
(1− r1q)(1− 4r1q)(1− 20r1q)

]10560(v+1)

(4.10)

In Figure 4.7 we plot the r.h.s. of the above Equation for various error rates r1q

and numbers v of trap computations. As it can be observed, to return the correct

output and convince Alice to accept it with high probability (e.g., above 10%), Bob

must possess a quantum computer with error rates below 10−6. This is ≈ 1500

times smaller than in Google Sycamore (where single-qubit gates have error rate

r1q ≈ 1.5 × 10−3, see Table 1.1 on page 2). Therefore, the error rates must be

improved by three orders of magnitude as compared to current technology before

Protocol 1 can be useful.

4.7 Proofs

In this Section we provide a formal proof of the main statements and theorems

contained in this Chapter.

4.7.1 Correctness of prepare-and-send protocol

We begin by proving the correctness of the prepare-and-send protocol.

Theorem 4. [Correctness]. If Bob is honest, the outputs in Alice’s register at

the end of Step 3 of Protocol 1 are the same as those that she obtains by setting

θ
(k)
i,j , r

(k)
i,j , r

′ (k)
i,j = 0 for all i ∈ {1, . . . , n}, j ∈ {1, . . . , d}, k ∈ {1, . . . , v + 1}.

The proof follows the same arguments as in Ref. [75].

Proof. We begin by considering the case v = 1 (Alice and Bob implement a single

computation). If Bob is honest, for a fixed choice of random numbers θi,j , ri,j and

r′i,j (where for simplicity we omit the index (1)) the state of the system at the end

of the computation is of the form (Figure 4.5a)

ρout =MXcR†n,d . . . cR
†
1,1cZ

(
ρθ,r

′

in ⊗ |δi,j〉〈δi,j |
)

, (4.11)

where cZ represents the entangling operation, cR†i,j represents the controlled rota-
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tion on qubit (i, j), MX is the final round of Pauli-X measurements and

ρθ,r
′

in =
⊗
i,j

[
RZ

(
θi,j + π

∑
(i′,j′)∼(i,j)

r′i′,j′

)
|+〉i,j〈+|R†Z

(
θi,j + π

∑
(i′,j′)∼(i,j)

r′i′,j′

)]
.

(4.12)

We now rewrite the controlled rotations as uncontrolled ones and trace out the

classical register. We obtain

ρ′out =MXR†n,d(δn,d) . . .R
†
1,1(δ1,1)cZ

(
ρθ,r

′

in

)
, (4.13)

where R†i,j(δi,j) is a RZ-rotation on qubit (i, j) by angle −δi,j .
Since δi,j = (−1)r

′
i,jφi,j + θi,j + ri,jπ we rewrite all the rotations as

R†
(
(−1)r

′
i,jφi,j + θi,j + ri,jπ

)
= Zri,jX r′i,jR†i,j

(
φi,j
)
X r′i,jR†i,j

(
θi,j
)

. (4.14)

Commuting the various X r′i,jR†i,j
(
θi,j
)

with cZ then gives

ρ′out =MXX r′n,dZrn,dR†n,d
(
φn,d

)
. . .X r′1,1Zr1,1R†1,1

(
φ1,1

)
cZ
(
ρ0,0

in

)
, (4.15)

where ρ0,0
in = ⊗i,j |+〉i,j〈+|. Using MXX r′n,d . . .X r′1,1 =MX (X gates before Pauli-

X measurements have no effect), we can omit all the X r′i,j . Moreover, we can also

omit all the Zri,j (if ri,j = 1, Zri,j bit-flips the output of qubit (i, j), but Alice

undoes this bit flip in Step 3.3). This yields

ρ′out =MXR†n,d
(
φn,d

)
. . .R†1,1

(
φ1,1

)
cZ
(
ρ0,0

in

)
. (4.16)

Finally, expressing rotations as controlled rotations we obtain

ρ′′out =MXcR†n,d . . . cR
†
1,1cZ

(
ρ0,0

in ⊗ |φi,j〉〈φi,j |
)

. (4.17)

This proves the theorem for v = 1. Generalization to v > 1 follows trivially by

repeating the same calculations for all the computations.

4.7.2 Blindness of prepare-and-send protocol

In this Section we prove the following Theorem:

Theorem 5. [Blindness]. Protocol 1 is blind.

The proof relies on the same arguments as in Ref. [83]. For brevity in the

proof we define r̂
(k)
i,j =

∑
(i′,j′)∼(i,j) r

′(k)
i′,j′ and θ

′ (k)
i,j = θ

(k)

i,j + πr̂
(k)
i,j .
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Proof. For a fixed choice of random numbers θ
(k)
i,j , r

(k)
i,j and r

′ (k)
i,j , after Bob receives

all the qubits and measurement angles he holds the state (Figure 4.5a)

ρB =
⊗
i,j,k

(
RZ
(
θ
′(k)
i,j

)
|+〉(k)

i,j 〈+|R
†
Z

(
θ
′(k)
i,j

)
⊗ |δ(k)

i,j 〉〈δ
(k)
i,j |
)

. (4.18)

To prove blindness, let us define a classically controlled unitary Ucc whose action on

a state ρ and on an angle δ is defined as

Ucc

(
ρ⊗ |δ〉〈δ|

)
U †cc = RZ(−δ)ρR†Z(−δ)⊗ |δ〉〈δ| . (4.19)

Applying Ucc to ρB and using

RZ
(
θ
′(k)
i,j − δ

(k)
i,j

)
= Zr

(k)
i,j ⊕r̂

(k)
i,j Xr

′(k)
i,j RZ

(
− φ(k)

i,j

)
Xr
′(k)
i,j (4.20)

gives

ρ′B =CUU(ρB)CUU †

=
⊗
i,j,k

[
Zr

(k)
i,j ⊕r̂

(k)
i,j Xr

′(k)
i,j RZ

(
− φ(k)

i,j

)
|+〉(k)

i,j 〈+|R
†
Z

(
− φ(k)

i,j

)
Xr
′(k)
i,j Zr

(k)
i,j ⊕r̂

(k)
i,j

⊗ |δ(k)
i,j 〉〈δ

(k)
i,j |
]

. (4.21)

Summing over all θ
(k)
i,j (which are randomly chosen, and which are now only contained

in δ
(k)
i,j ), we obtain

∑
{θ(k)i,j }

ρ′B
8nd(v+1)

(4.22)

=
⊗
i,j,k

[
Zr

(k)
i,j ⊕r̂

(k)
i,j Xr

′(k)
i,j RZ

(
− φ(k)

i,j

)
|+〉(k)

i,j 〈+|R
†
Z

(
− φ(k)

i,j

)
Xr
′(k)
i,j Zr

(k)
i,j ⊕r̂

(k)
i,j ⊗ I⊗3

23

]
,

where I⊗q/2q is the q-qubit maximally mixed state. We can now sum over the

random numbers parameter r
(k)
i,j and r

′ (k)
i,j , obtaining

ρ′′B =
∑

{r(k)i,j },{r
′ (k)
i,j },{θ

(k)
i,j }

ρ′B
22nd(v+1)8nd(v+1)

=
⊗
i,j,k

[
I⊗1

2
⊗ I⊗3

23

]
(4.23)

as a consequence of the QOTP (Section 2.3).

The state ρ′′B is equivalent the state ρB in Bob’s register, up to the unitary
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Ucc. Since ρ′′B is the maximally mixed state, also ρB is maximally mixed. Therefore,

the state in Bob’s register carries no information about the angles φ
(k)
i,j , and this

proves blindness.

4.7.3 Verifiability of prepare-and-send protocol

In this Section we conclude the proof of Theorem 3 (Completeness and Soundness)

by proving Lemmas 1 (Twirl for Bob’s deviations), 2 (R-traps lemma) and 3 (C-traps

lemma) in pages 31-33. We begin by proving Lemma 1.

Proof of Lemma 1 (Twirl for Bob’s deviations)

Proof. (Lemma 1 is stated on page 32). We describe Bob’s deviations through a

collection of unitaries acting on the unmeasured qubits, on the angles and on Bob’s

private system (Figure 4.6). The state of the system at the end of the protocol is

thus

τ =MX U (v+1)
n,d cR† (v+1)

n,d . . .U (1)
1,1 cR

† (1)
1,1 UE cZ

(
ρθ,r

′

in ⊗ |δ
(k)
i,j 〉〈δ

(k)
i,j | ⊗ |0〉B〈0|

)
,

(4.24)

where

ρθ,r
′

in =
⊗
i,j,k

[
RZ

(
θ

(k)
i,j + π

∑
(i′,j′)∼(i,j)

r
′ (k)
i′,j′

)
|+〉(k)

i,j 〈+|R
†
Z

(
θ

(k)
i,j + π

∑
(i′,j′)∼(i,j)

r
′ (k)
i′,j′

)]
,

(4.25)

cZ is the entangling operation, UE = {UE} is the deviation following entanglement,

cR† (k)
i,j is the controlled rotation on qubit (i, j) in computation k, U (k)

i,j = {U (k)
i,j } is

the deviation before measurement of qubit (i, j) in computation k and MX is the

final round of Pauli-X measurements.

We now move all the deviations towards the end of the circuit and merge

them into a single unitary UB = {UB}. We also rewrite the controlled RZ-gates as

uncontrolled rotations, obtaining (Figure 4.8)

τ =MX UBR†Z(δ
(v+1)
n,d ) . . .R†Z(δ

(1)
1,1) cZ

(
ρθ,r

′

in ⊗ |δ
(k)
i,j 〉〈δ

(k)
i,j | ⊗ |0〉B〈0|

)
. (4.26)

Since δ
(k)
i,j = (−1)r

′(k)
i,j φ

(k)
i,j + θ

(k)
i,j + r

(k)
i,j π we have

R†Z(δ
(k)
i,j ) = X r

′ (k)
i,j Zr

(k)
i,j R†Z(φ

(k)
i,j )X r

′ (k)
i,j R†Z(θ

(k)
i,j ) , (4.27)
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|+〉

|+〉

|+〉

|δ
(1)

1,1〉

|δ
(1)

2,1〉

|δ
(k)

i,j 〉

R†Z
(
θ
′ (1)
1,1

)
R†Z
(
θ
′ (1)
2,1

)
R†Z
(
θ
′ (k)
i,j

)

|0〉|B|

UB

X

X

X

Figure 4.8: Simplification of circuit in Figure 4.6 where the deviations are moved toward

the end of the circuit and merged into UB . For convenience we denote by θ
′ (k)
i,j the rotations

in the input qubits.

where we omit unimportant global phases. Therefore, we can rewrite τ as

τ =

=MX UB
[
⊗i,j,k X r

′ (k)
i,j Zr

(k)
i,j R†Z(φ

(k)
i,j )X r

′ (k)
i,j R†Z(θ

(k)
i,j )

]
cZ
(
ρθ,r

′

in ⊗ |δ
(k)
i,j 〉〈δ

(k)
i,j | ⊗ |0〉B〈0|

)
=MX UB

[
⊗i,j,k X r

′ (k)
i,j Zr

(k)
i,j R†Z(φ

(k)
i,j )

]
cZ
(
ρ0,0

in ⊗ |δ
(k)
i,j 〉〈δ

(k)
i,j | ⊗ |0〉B〈0|

)
, (4.28)

where in the second equality we used the same arguments as in the proof of Theorem

4. Summing over all random the θ
(k)
i,j (which are now only contained in |δ(k)

i,j 〉〈δ
(k)
i,j |)

gives

1

23nd(v+1)

∑
{θ(k)i,j }

|δ(k)
i,j 〉〈δ

(k)
i,j | =

I⊗23nd(v+1)

23nd(v+1)
. (4.29)

Thus, tracing Bob’s private register out yields

τ ′ = TrB

[ ∑
{θ(k)i,j }

τ

23nd(v+1)

]

=MX E
[
⊗i,j,k X r

′ (k)
i,j Zr

(k)
i,j R†Z(φ

(k)
i,j )

]
cZ
(
ρ0,0

in ⊗
I⊗23nd(v+1)

23nd(v+1)

)
(4.30)

for some CPTP map E = {Eu} that does not depend on φ
(k)
i,j , r

(k)
i,j and r

′ (k)
i,j .
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For convenience we now express ⊗i,j,kR†Z(φ
(k)
i,j )cZ

(
ρ0,0

in

)
as σ and omit the

maximally mixed state. Decomposing the Kraus operators Eu =
∑

µ au,µPµ in the

Pauli basis (with au,µ complex numbers) and expanding the various maps we have

τ ′ =
∑

s(1),...,s(v+1)

∑
u,µ,ν

au,µa
∗
u,ν

2nd(v+1)

(
⊗i,j,k Zs

(k)
i,j |+〉〈+|Zs

(k)
i,j

)
× (4.31)

[
⊗i,j,k 〈+|Zs

(k)
i,j

]
Pµ

[
⊗i,j,k Xr

′ (k)
i,j Zr

(k)
i,j

]
σ

[
⊗i,j,k Xr

′ (k)
i,j Zr

(k)
i,j

]
Pν

[
⊗i,j,k Zs

(k)
i,j |+〉

]
Since the measurements are in the Pauli-X basis, the Pauli-X component of Pµ and

Pν has no effect on the computation and we can assume Pµ, Pν ∈ {I, Z}⊗nd(v+1).

Moreover, we can include extra Pauli-X gates before the measurements, obtaining

τ ′ =
∑

s(1),...,s(v+1)

∑
u,µ,ν

au,µa
∗
u,ν

2nd(v+1)

(
⊗i,j,k Zs

(k)
i,j |+〉〈+|Zs

(k)
i,j

)
× (4.32)

[
⊗i,j,k 〈+|Zs

(k)
i,j Xr

′ (k)
i,j

]
Pµ

[
⊗i,j,k Xr

′ (k)
i,j Zr

(k)
i,j

]
σ

[
⊗i,j,k Xr

′ (k)
i,j Zr

(k)
i,j

]
Pν

[
⊗i,j,k Xr

′ (k)
i,j Zs

(k)
i,j |+〉

]

Summing over r
(k)
i,j and using the Restricted Pauli Twirl (Theorem 2) we obtain

τ ′′ = TrB

[ ∑
{r(k)i,j }

τ ′

2nd(v+1)

]
=

∑
s(1),...,s(v+1)

∑
u,µ,ν

|au,µ|2
2nd(v+1)

(
⊗i,j,k Zs

(k)
i,j |+〉〈+|Zs

(k)
i,j

)
×

[
⊗i,j,k 〈+|Zs

(k)
i,j ⊕r

(k)
i,j

]
PµσPµ

[
⊗i,j,k Zs

(k)
i,j ⊕r

(k)
i,j |+〉

]
.

(4.33)

After Alice recomputes s
(k)
i,j as s

(k)
i,j ⊕ r

(k)
i,j (Step 3.3 in the protocol) we finally have

ρout =
∑

s(1),...,s(v+1)

∑
u,µ

|au,µ|2
2nd(v+1)

(
⊗i,j,k Zs

(k)
i,j |+〉〈+|Zs

(k)
i,j

)
× (4.34)

[
⊗i,j,k 〈+|Zs

(k)
i,j

]
Pµ

(
⊗i,j,k R†Z(φ

(k)
i,j )cZ

(
ρ0,0

in

))
Pµ

[
⊗i,j,k Zs

(k)
i,j |+〉

]
.

The quantities bµ =
∑

u |au,µ|2 are positive numbers such that
∑

µ bµ = 1. We

can thus regard bµ as the probability associated with Pµ, and this concludes the

proof.

Due to Lemma 1 (Twirl for Bob’s deviations), arbitrary deviations by Bob

average to stochastic Pauli-Z errors occurring before the measurements. Since Z =
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|+〉

|+〉

|+〉

|+〉

|+〉

|+〉 R†Z(φ1,1)

R†Z(φ2,1)

R†Z(φ3,1)

R†Z(φ4,1)

R†Z(φ5,1)

R†Z(φ6,1)

Zl1,1

Zl2,1

Zl3,1

Zl4,1

Zl5,1

Zl6,1

R†X(φ1,2)

R†X(φ2,2)

R†X(φ3,2)

R†X(φ4,2)

R†X(φ5,2)

R†X(φ6,2)

X l1,2

X l2,2

X l3,2

X l4,2

X l5,2

X l6,2

R†Z(φ1,3)

R†Z(φ2,3)

R†Z(φ3,3)

R†Z(φ4,3)

R†Z(φ5,3)

R†Z(φ6,3)

Zl1,3

Zl2,3

Zl3,3

Zl4,3

Zl5,3

Zl6,3

R†X(φ1,5)

R†X(φ2,5)

R†X(φ3,5)

R†X(φ4,5)

R†X(φ5,5)

R†X(φ6,5)

X l1,5

X l2,5

X l3,5

X l4,5

X l5,5

X l6,5

Figure 4.9: First tape in a logical circuit associated with a BwS afflicted by Pauli-Z errors.
Each number li,j equals 1 if a Pauli-Z afflicts qubit (i, j) in the BwS, 0 otherwise.

|+〉

|+〉

|+〉

|+〉

|+〉

|+〉 R†Z(φ1,1)

R†Z(φ2,1)

R†Z(φ3,1)

R†Z(φ4,1)

R†Z(φ5,1)

R†Z(φ6,1)

Zl1,1

Zl2,1

Zl3,1

Zl4,1

Zl5,1

Zl6,1

R†X(φ1,2)

R†X(φ2,2)

R†X(φ3,2)

R†X(φ4,2)

R†X(φ5,2)

R†X(φ6,2)

X l1,2

X l2,2

X l3,2

X l4,2

X l5,2

X l6,2

R†Z(φ1,3)

R†Z(φ2,3)

R†Z(φ3,3)

R†Z(φ4,3)

R†Z(φ5,3)

R†Z(φ6,3)

Zl1,3

Zl2,3

Zl3,3

Zl4,3

Zl5,3

Zl6,3

X l1,4

X l2,4

X l3,4

X l4,4

X l5,4

X l6,4

Zl2,5

Zl1,5

Zl4,5

Zl3,5

Zl6,5

Zl5,5

Figure 4.10: “Effective” circuit obtained by canceling the cZ gates from the circuit in
Figure 4.9. Qubits remain disentangled all along the circuit.

RZ(π), a Pauli-Z error on qubit (i, j) is equivalent to measuring qubit (i, j) by angle

φi,j + π. This generates Pauli-Z and Pauli-X errors in the logical circuit associated

with the BwS (Figure 4.9).

We can now prove Lemma 2 (R-traps lemma).

Proof of Lemma 2 (R-traps lemma)

Proof. (Lemma 2 is stated on page 33) To prove the lemma we proceed as follows:

Step 1: We consider a BwS implementing an R-trap. We explain how Pauli-Z errors

in the BwS afflict the associated logical circuit.

Step 2: We consider a qubit i ∈ {1, . . . , n} and a tape y ∈ {1, . . . (d − 1)/4} in the

logical circuit. We show that if qubit i is afflicted by errors only in tape y (and in

no other tapes), the final measurement of qubit i returns 1 with probability at least

1/4.
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(l1, l2, l3, l4, l5) RZ(φ1 + φ3) RX(φ2) H

(1,0,0,0,0) RZ(φ1 + φ3)Z RX(φ2)Z HZ

(0,1,0,0,0) RZ(−φ1 + φ3)X RX(φ2)X HXZ

(0,0,1,0,0) RZ(φ1 + φ3)Z RX(−φ2)Z HX

(0,0,0,1,0) RZ(−φ1 − φ3)X RX(φ2)X HZ

(0,0,0,0,1) RZ(φ1 + φ3)Z RX(−φ2)Z HX

(1,1,0,0,0) RZ(−φ1 + φ3)XZ RX(φ2)XZ HX

(1,0,1,0,0) RX(−φ2) HXZ

(1,0,0,1,0) RZ(−φ1 − φ3)XZ RX(φ2)XZ

(1,0,0,0,1) RX(−φ2) HXZ

(0,1,1,0,0) RZ(−φ1 + φ3)XZ RX(−φ2)XZ HZ

(0,1,0,1,0) RZ(φ1 − φ3) HX

(0,1,0,0,1) RZ(−φ1 + φ3)XZ RX(−φ2)XZ HZ

(0,0,1,1,0) RZ(−φ1 − φ3)XZ RX(−φ2)XZ HXZ

(0,0,1,0,1)

(0,0,0,1,1) RZ(−φ1 − φ3)XZ RX(−φ2)XZ HXZ

(1,1,1,0,0) RZ(−φ1 + φ3)X RX(−φ2)X

(1,1,0,1,0) RZ(φ1 − φ3)Z RX(φ2)Z HX

(1,1,0,0,1) RZ(−φ1 + φ3)X RX(−φ2)X

(1,0,1,1,0) RZ(−φ1 − φ3)X RX(−φ2)X HX

(1,0,1,0,1) RZ(φ1 + φ3)Z RX(φ2)Z HZ

(1,0,0,1,1) RZ(−φ1 − φ3)X RX(−φ2)X HX

(0,1,1,1,0) RZ(φ1 − φ3)Z RX(−φ2)Z

(0,1,1,0,1) RZ(−φ1 + φ3)X RX(φ2)X HXZ

(0,1,0,1,1) RZ(φ1 − φ3)Z RX(−φ2)Z

(0,0,1,1,1) RZ(−φ1 − φ3)X RX(φ2)X HZ

(1,1,1,1,0) RZ(φ1 − φ3) RX(−φ2) HZ

(1,1,1,0,1) RZ(−φ1 + φ3)XZ RX(φ2)XZ HX

(1,1,0,1,1) RZ(φ1 − φ3) RX(−φ2) HZ

(1,1,0,1,1) RZ(−φ1 − φ3)XZ RX(φ2)XZ

(0,1,1,1,1) RZ(φ1 − φ3) HX

(1,1,1,1,1) RZ(φ1 − φ3)Z RX(φ2)Z HXZ

Table 4.1. The effects of

errors on the unitary U
(y)
i

implemented on qubit i in

tape y. We leave blank

spaces when the errors have

no effect, i.e., when Ũ
(y)
i =

U
(y)
i . Table 1: rors

on the unitary U
(y)
i imple-

mented on qubit i in tape

y. Table 1: The ef-

fects of errors on the uni-

tary U
(y)
i implemented on

qubit i in tape y. Ta-

ble 1: The effects of errors

on the unitary U
(y)
i imple-

mented on qubit i in tape

y. Table 1: The ef-

fects of errors on the uni-

tary U
(y)
i implemented on

qubit i in tape y. The ef-

fects of errors on the uni-

tary U
(y)
i implemented on

qubit i in tape y. The ef-

fects of errors on the uni-

tary U
(y)
i implemented on

qubit i in tape y. The ef-

fects of errors on the uni-

tary U
(y)
i implemented on

qubit i in tape y. The ef-

fects of errors on the uni-

tary U
(y)
i implemented on

qubit i in tape y. Ta-

ble 1: The effects of errors

on the unitary U
(y)
i imple-

mented on qubit i in tape

y. implemented on qubit

i
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Step 3: We show that the same holds if qubit i is afflicted by errors in more than

one tape.

We now elaborate on each of the above steps.

Step 1: Consider the logical circuit associated with a BwS afflicted by Pauli

errors (Figure 4.9). In R-traps φi,4y = 0 for all qubits i and tapes y (see Routine 1),

therefore the only gates in between the cZ gates are the Pauli-X errors. Using the

identities

cZ(X1 ⊗ I2)cZ = (X1 ⊗ Z2) (4.35)

cZ(I1 ⊗X2)cZ = (Z1 ⊗X2) (4.36)

cZ(X1 ⊗X2)cZ = (Z1X1 ⊗ Z2X2) (4.37)

(where we omit irrelevant phases), we can cancel the cZ gates and obtain an “effec-

tive” circuit where the qubits remain disentangled all along the computation (Figure

4.10) and the errors cannot propagate across qubits.

Step 2: Suppose that qubit i is afflicted by errors in tape y of the effective

circuit (Figure 4.10). Let U
(y)
i = RZ(φ3)RX(φ2)RZ(φ1) be the unitary implemented

on qubit i in tape y in the absence of errors, with φ1, φ2, φ3 ∈ {0, π/4, . . . , 7π/4}.
Let

Ũ
(y)
i =X l4Z l5⊕l3RZ(φ3)X l2RX(φ2)Z l1RZ(φ1)

=RZ
(
(−1)l4φ3

)
RX
(
(−1)l3⊕l5φ2

)
RZ
(
(−1)l4⊕l2φ1

)
X l4⊕l2Z l5⊕l3⊕l1 (4.38)

be an implementation of U
(y)
i with Pauli errors, with l1, . . . , l5 ∈ {0, 1} (cfr. Figure

4.10). We now consider the events F qubit i is afflicted by errors in tape y and E

measurement of qubit i outputs 1 and show that prob(E|F ) ≥ 1/4.

Since prob(F ) = 1 by assumption, we begin by rewriting prob(E|F ) as

prob(E|F ) = prob(E ∧G|F ) + prob(E ∧G′|F )

= prob(E ∧G|F )

= prob(E|F ∧G)prob(F ∧G)

= prob(E|F ∧G)prob(G|F ) , (4.39)

where G (G′) is the event “Ũ
(y)
i 6= U

(y)
i ” (“Ũ

(y)
i = U

(y)
i ”). To calculate prob(E|F ∧

G), in Table 4.1 we provide Ũ
(y)
i for all possible values of l1, . . . , l5 and for U

(y)
i

implementing a RZ-rotation by angle φ1 + φ3, a RX -rotation by angle φ2 or a
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tape → y − 1 y y + 1

(a) RX(−φ) is equivalent to: |+〉 RZ(Φ) X

(b) RZ(φ)Z is equivalent to: |+〉 Z X

(c) RZ(φ)X is equivalent to: |+〉 RZ(Φ) X

Figure 4.11: Examples of errors afflicting qubit i in tape y (red gate). (a) illustrates an
error of the type C1, which produces an over-rotation by angle Φ = −2φ ∈ {0, π/2, π, 3π/2}
(circuit on the l.h.s.). (b) and (c) illustrate errors of the type C3.

Hadamard gate. As it can be seen in Table 4.1, errors have no effect on U
(y)
i ,

otherwise they modify it in one of the following ways:

C1. The errors flip the sign of a rotation angle. For instance, this is the case when

U
(y)
i implement a RZ-rotation and (l1, l2, l3, l4, l5) = (0, 1, 0, 0, 0).

Since −φ = φ − 2φ, these errors cause a RZ-rotation of qubit i by a random

angle Φ ∈ {0, π/2, π, 3π/2} (Figure 4.11(a)). From

∑
Φ∈{0,π/2,π,3π/2}

∣∣〈+|RZ(Φ)|+〉
∣∣2

4
=

1

2
, (4.40)

it follows that measurement of qubit i returns 1 with probability 1/2.

C2. The errors flip the sign of a rotation angle and also produce a Pauli by-product.

For instance, this is the case when U
(y)
i implements aRZ-rotation and (l1, l2, l3, l4, l5) =

(1, 1, 0, 0, 0).

As in C1 above, the sign-flip causes a RZ-rotation by a random angle, therefore

measurement of qubit i returns 1 with probability 1/2 (by Equation 4.40).

C3. The errors produce a Pauli by-product. For instance, this is the case when U
(y)
i

implement a Hadamard gate and (l1, l2, l3, l4, l5) = (0, 0, 1, 0, 0).

These errors cause an RZ-rotation of qubit i by angle π (Figure 4.11(b)) or

by a random angle Φ ∈ {0, π/2, π, 3π/2} (Figure 4.11(c)). In the first case the

final measurement returns 1 with probability 1, in the second it returns 1 with

probability 1/2 (by Equation 4.40).

Therefore, prob(E|F ∧G) ≥ 1/2.
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R†Z(φ′1) R†X(φ′2) R†X(φ′3) Z Z R†Z(φ1) R†X(φ2) R†Z(φ3)

(a)

|+〉

|+〉 Z R†Z(φ1,1) Z X

(b)

Figure 4.12: (a) Type-I errors (red gates) afflicting two neighboring bands and (b) Type-II
errors (red gates).

To compute prob(G|F ) we notice (Table 4.1) that all errors1 give Ũ
(y)
i 6= U

(y)
i

with probability larger than 1/2. This is because U
(y)
i implements a Hadamard gate

with probability 1/2 or a rotation (either RZ or RX) with probability 1/2 (cfr. Rou-

tine 1). This yields prob(G|F ) ≥ 1/2, therefore prob(E|F ) ≥ 1/4.

Step 3: Suppose that errors afflict qubit i in two neighboring tapes y−1 and

y (we generalize to non-neighboring tapes later). From Table 4.1 we note that with

few exceptions, the errors produce the same by-product for both rotations (RZ and

RX) and a different one for the Hadamard gate2. For these errors the probability

that the by-products produced in tape y cancel with those in tape y − 1 is 1/2

or smaller, since tapes y − 1 and y implement Hadamard with probability 1/2 or

rotations with probability 1/2. Therefore, with the same arguments used in C3

(step 2 of the proof) it can be shown that these errors are detected with probability

1/4 or larger.

We now analyze the exceptions, i.e., the errors where the same by-products

are produced for all three choices of U
(y)
i :

• (l1, l2, l3, l4, l5) = (1, 0, 0, 0, 0). This error yields U
(y)
i Z. If error (l1, l2, l3, l4, l5) =

(0, 0, 1, 0, 0) occurs in tape y − 1 the errors cancel and leave no trace, hence

they are not detected. We name errors of this type as “Type-I” errors (Figure

4.12)

• (l1, l2, l3, l4, l5) = (0, 0, 1, 1, 0). This error flips the sign of rotation angles,

therefore it is detected with probability 1/4 or larger (equation 4.40) regardless

of the unitary implemented in tape y− 1. The same happens for the following

1All errors except (l1, l2, l3, l4, l5) = (0, 0, 1, 0, 1). However l5 = 1 implies a (l4 = 1)-type error
on qubit i+ 1 or i− 1 (Figure 4.10), therefore also this error is detected.

2For instance, (l1, l2, l3, l4, l5) = (0, 1, 0, 0, 0) produces a Pauli-X by-product if U
(y)
i is a RZ-gate

or RX -gate and produces a Pauli-Y by-product if U
(y)
i = H.
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cases: (l1, l2, l3, l4, l5) = (0, 0, 0, 1, 1), (1, 0, 0, 1, 1), (1, 0, 1, 1, 0).

• (l1, l2, l3, l4, l5) = (1, 0, 1, 0, 1). This error yields U
(y)
i Z. However, it also pro-

duces a (l4 = 1)-type error on qubit i− 1 or i+ 1 (cfr. Figure 4.10), therefore

it is detected with probability 1/4 or larger.

Overall, we have shown that all the errors afflicting two neighboring tapes are de-

tected with probability 1/4 or larger, with the only exception of Type-I errors (which

are detected by C-traps, as we show in the proof of Lemma 3).

We must prove that errors are detected with probability 1/4 or larger even

if they occur in two non-neighboring tapes y and y′. This can be shown with the

same arguments used above: the unitaries implemented in tapes y, . . . , y′ are chosen

at random, therefore error cancellation happens with probability 1/2 or smaller

and errors are detected with probability larger than 1/4. The only exception is if

error (l1, l2, l3, l4, l5) = (1, 0, 0, 0, 0) occurs in first tape y = 1 and (l1, l2, l3, l4, l5) =

(0, 0, 1, 0, 0) occurs in the last tape y = (d−1)/4. This is because the global unitary

implemented on qubit i, namely U
((d−1)/4)
i · · ·U (2)

i U
(1)
i , is a RZ-gate by angle φ̂ and

ZRZ(φ̂)Z = RZ(φ̂) for all φ̂. Thus, this error is not detected by R-traps, and we

name it Type-II error (Figure 4.12).

The arguments above can be easily generalized to errors occurring in more

than two tapes. This concludes the proof.

Proof of Lemma 3 (C-traps lemma)

Proof. (Lemma 3) is stated on page 33 To prove the lemma we proceed as follows.

Step 1: We explain how type-I errors affect C-traps. We show that type-I afflicting

a single tape in a C-trap are detected with probability 1.

Step 2: We show that type-I affecting a more than one tape in a C-trap are detected

with probability 1/2. The same applies to type-II errors.

We now elaborate on the steps above.

Step 1: In a C-trap all the tapes implement a cX-gate on two neighboring

qubits i and i + 1 with random target and control. Type-I errors cancel if they

afflict the control qubit, otherwise if they afflict the control qubit they produce a

Pauli-Z by-product on the target qubit and a Pauli-X by-product on the control
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i+ 1

i
RX(π2 ) Z li

RZ(π2 ) Z li+1

RX(−π
2 ) Z li

Zli+1

is equivalent to:

X li

Zli

i+ 1

i
RZ(π2 ) Z li

RX(π2 ) Z li+1 RX(−π
2 ) Zli+1

Zli

is equivalent to:

Zli+1

X li+1

Figure 4.13: In a C-trap, Type-I errors produce Pauli-Z by-products.

qubit (Figure 4.13). Using the identities

cX(X1 ⊗ I2)cX = (X1 ⊗X2) (4.41)

cX(I1 ⊗X2)cX = (I1 ⊗X2) (4.42)

cX(X1 ⊗X2)cX = (X1 ⊗ I2) (4.43)

Pauli-X by-products can be commuted all the way to the end of the circuit. Do-

ing this, the by-products may spread to other qubits in the circuit, however since

X |±〉 = ± |±〉 they do not affect the measurement outputs. Since

cX(Z1 ⊗ I2)cX = (Z1 ⊗ I2) (4.44)

cX(I1 ⊗ Z2)cX = (Z1 ⊗ Z2) (4.45)

cX(Z1 ⊗ Z2)cX = (Z1 ⊗ Z2) (4.46)

also Pauli-Z by-products can be commuted all the way to the end of the circuit and

spread to other qubits. Since Z |±〉 = |∓〉, Pauli-Z by-products cause flips in the

measurement outputs.

Step 2: Since in all the tapes of C-traps target and control qubits are chosen

at random, Type-I errors which afflict a single tape in a C-trap produce Pauli-

Z by-products with probability 1/2 (Figure 4.13). These errors always flip the

measurement outputs, hence they are always detected. Overall, it follows that

Type-I errors afflicting a single tape are detected with probability 1/2.

If Type-I errors occur in more than one tape, the by-products may happen

to cancel. However, error cancellation happens with probability 1/2 or smaller. To

see this, consider first Type-I errors occurring in two neighboring tapes y− 1 and y.
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Z Z

(a) Pauli-Z by-products cancel.

Z

Z

(b) Pauli-Z by-products do not can-
cel.

Figure 4.14: Pauli-Z by-products in two neighboring bands y − 1 and y cancel with
probability 1/2, depending on the random orientation of cX in band y.

In this case the Pauli-Z by-products have at most probability 1/2 of canceling due

to the random orientation of the cX gates in band y (Figure 4.14), and if they do

not cancel then they are detected with probability 1. The same can be argued for

errors occurring in two non-neighboring tapes y, y′ due to the random orientation

of the cX gates in bands y + 1, . . . , y′, as well as for errors occurring in more than

two tapes and for Type-II errors (which also are Pauli-Z by-products).
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Chapter 5

From verification to

accreditation

In the previous Chapter we presented an optimization of the existing verifi-

cation protocols. This optimization reduces the experimental requirements on the

verifier side, since Alice only needs to prepare qubits in eight different types of states

(as opposed to ten in the previous protocols [49, 51, 52]) or measure in four different

bases (as opposed to five [55]). Is it enough to make verification feasible on NISQ

devices?

The answer is negative for a number of reasons. First, the operations on

Bob’s side remain too demanding for NISQ devices. This is due to the large overhead

in qubits and gates required to map a quantum circuit into a BwS (Section 4.6).

Second, in our protocols Alice must possess a noiseless device and exchange qubits

with Bob (Figure 5.1a). However, in real-world experiments there are no noiseless

devices (Figure 5.1b), moreover cross-platform exchange of qubits may increase the

levels of noise.

We could now attempt optimization of other verification protocols, however

in all the verification protocols the operations on Bob’s side remain impractical for

NISQ devices. Indeed, in these protocols Bob must either carry out the computation

on a BwS [49, 51, 52, 55], append several teleportation gadgets to the target circuit

(one for each T -gate in the circuit and six for each Hadamard gate) [54], or else

1. This Chapter presents the results of Ferracin, Kapourniotis, Datta, Accrediting outputs of
noisy intermediate-scale quantum computing devices, New J. Phys. 21 113038 (2019).

2. The accreditation protocol presented in this Chapter is available is avail-
able on IBM’s Qiskit-ignis Github repository at the URL https://github.com/Qiskit/qiskit-
ignis/tree/master/qiskit/ignis/verification/accreditation.
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F (1)
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E(1)S

F (2)
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E(2)S

(b) ciao

Figure 5.1: (a) In verification protocols Alice and Bob apply operations on their own
registers A and B and on a shared register C. (b) In experiments all operations applied to
the system S are noisy. Noise couples the system to an environment E.

prepare Feynman-Kitaev clock states1 (which require appending an auxiliary qubit

per gate in the target circuit) [56, 64, 65]. Alternatively, he must be able to share

many copies of two-qubit maximally entangled states such as Bell states with another

prover located at far distance (so far that they cannot possibly communicate during

the execution of the protocol) [60, 61]. Moreover, most of the other protocols also

require noiseless devices for Alice and exchange of qubits between Alice and Bob

[49, 52, 54–56, 65, 84].

All in all, verification protocols will not be usable in the near term, no matter

how much we try to optimize them. To devise protocols for NISQ devices we must

think in a different way and develop a different type of approach.

5.1 Summary of the results

In this Chapter we define the notion of “accreditation protocol”, namely a proto-

col that can upper-bound with confidence the variation distance between noisy and

noiseless probability distributions of the outputs of a “target” quantum circuit (Def-

inition 5). We then present an accreditation protocol that encompasses all the main

limitations of NISQ devices.

Inspired by verification protocols [49–62, 64, 65, 67, 84, 85], our accreditation

protocol is trap-based, meaning that the target circuit is implemented together with

trap circuits (classically simulable circuits used to detect the noise). As we show in

Theorems 6 and 7, the trap circuits are able to detect all types of noise subject to

the following conditions:

N1: Noise in state preparation, entangling gates, and measurements is an arbitrary

1Let C be a circuit containing T gates in total. Let |ψ(t)〉 be the state of the system after the
first t ∈ {0, . . . , T} gates have been applied. The Feynman-Kitaev clock state of the circuit C is
defined as |Φ〉 = 1/

√
T + 1

∑T
t=0 |1〉

⊗t |0〉⊗T−t |ψ(t)〉 [65].
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Completely Positive Trace Preserving (CPTP) map encompassing the whole

system and the environment (Equation 5.2);

N2: Noise in single-qubit gates is a CPTP map FSE of the form FSE = (1− r)I +

rF ′SE with 0 ≤ r < 1, where ISE is the identity on system and environment

and F ′SE is an arbitrary (potentially gate-dependent) CPTP map encompassing

the whole system and the environment.

A single run of our protocol requires implementing the target circuit and v ≥ 1 trap

circuits. It provides a binary outcome in which the outputs of the target circuit are

either accepted as correct (with confidence increasing linearly with v) or rejected

as potentially incorrect. More usefully, consider running our protocol d times, each

time with the same target and v unique trap circuits. Suppose that the output of

the target is accepted as correct by Nacc > 0 runs. With confidence 1−2exp(−2dθ2),

for each of these accepted outputs our protocol ensures that

1

2

∑
s

∣∣pnoiseless(s)− pnoisy(s)
∣∣ ≤ ε

Nacc/d− θ
, (5.1)

where pnoiseless(s) and pnoisy(s) are the noiseless and noisy probability distributions

of the outputs {s} of the target circuit (with overbar indicating that s is a bit-

string), ε ∝ 1/v and θ ∈ (0, Nacc/d) is a tunable parameter that affects both the

confidence and the upper-bound.

Crucially, all the circuits implemented in our protocol are no wider (in the

number of qubits) nor deeper (in the number of gates) than the target circuit. Thus,

our accreditation protocol has no quantum overhead, unlike verification protocols

[49–62, 64, 65, 67, 84, 85]. Moreover, the accreditation protocol requires no noiseless

device nor cross-platform exchange of qubits. This makes it ready for use on current

NISQ devices and scalable for the long term applications.

In addition to its ready implementability on NISQ devices, our accreditation

protocol can detect all types of noise typically considered by protocols centered

around randomized benchmarking (Section 3.3). Moreover, it can detect noise that

may be missed by those protocols, such as time-dependent noise. By testing circuits

rather than gates, our protocol ensures that all possible noise (subject to conditions

N1 and N2) in state preparation, measurement and gates is detected, even noise

that arises only when these components are put together to form a circuit. On the

contrary, benchmarking isolated gates can sometimes yield over-estimates of their

fidelities [43], and consequently of the fidelity of the resulting circuit.

This Chapter is structured as follows: in Section 5.2 we provide the necessary
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definitions, in Section 5.3 we present our accreditation protocol, in Section 5.4 we

show the results of numerical studies. All the proofs are contained in Section 5.5.

5.2 Definitions

We start by defining the notion of protocol used in this Chapter:

Definition 4. [Protocol]. Consider a system S in the state ρS. A protocol on

input ρS is a collection of CPTP maps {E (p)
S }

q
p=1 acting on S and yielding the state

ρout = ◦qp=1E
(p)
S (ρS).

When implemented on real devices protocols suffer the effects of noise. Modeling

noise as a set {F (p)
SE} of CPTP maps acting on system and environment (Figure

5.1b), the state of the system at the end of a noisy protocol run is

ρout = TrE
[
◦qp=1 F

(p)
SE

(
E (p)
S ⊗ IE)(ρS ⊗ ρE)

]
, (5.2)

where ρE is the state of the environment at the beginning of the protocol. We allow

each map F (p)
SE to depend arbitrarily on the corresponding operation E (p)

S .

We now define accreditation protocols as follows:

Definition 5. [Accreditation Protocol]. Consider a protocol {E (p)
S }

q
p=1 with

input ρS, where ρS contains a classical description of the target circuit and the

number v of trap circuits. Consider also a set of CPTP maps {F (p)
SE}

q
p=1 (the noise)

acting on system and environment. We say that the protocol {E (p)
S }

q
p=1 can accredit

the outputs of the target circuit in the presence of noise {F (p)
SE}

q
p=1 if the following

two properties hold:

1) The state of the system at the end of a single protocol run (Equation 5.2) can be

expressed as

ρout = b τ ′ tar
out ⊗ |acc〉〈acc|+ (1− b)

(
l σtar

out ⊗ |acc〉〈acc|+ (1− l)τ tar
out ⊗ |rej〉〈rej|

)
(5.3)

where σtar
out (τ ′ tar

out ) is the state of the target circuit at the end of a noiseless (noisy)

protocol run, τ tar
out is an arbitrary state for the target circuit, |acc〉 is a “flag” state

indicating acceptance, |rej〉 = |acc⊕ 1〉, 0 ≤ l ≤ 1, 0 ≤ b ≤ ε and ε ∈ [0, 1].

2) After d protocol runs with the same target circuit and v unique trap circuits, if all

these runs are affected by independent and identically distributed (i.i.d.) noise,
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then the variation distance between noisy and noiseless probability distribution of

the outputs of each of the Nacc ∈ {0, 1, . . . , d} protocol runs ending with flag state

|acc〉 is upper-bounded as in Equation 5.1.

Property 1 ensures that the probability of accepting the outputs of a single protocol

run when the target circuit is affected by noise (the number b in Equation 5.3) is

smaller than a constant ε. This constant is a function of the number of trap circuits,

of the protocol and of the noise model. The quantity 1− ε quantifies the credibility

of the accreditation protocol.

Note that Property 1 in Definition 5 implies Property 2. To see this, assume

Property 1 is valid for a given protocol. Suppose that this protocol is run d times

with i.i.d. noise (a standard assumption in trap-based verification protocols [51, 57])

and suppose that Nacc > 0 protocol runs end with flag state |acc〉. For each of these

Nacc runs, the state of the system at the end of the protocol run is of the form (cfr.

Equation 5.3)

ρout, acc =
(1− b)l σtar

out + b τ ′ tar
out

(1− b)l + b
⊗ |acc〉〈acc| (5.4)

This yields a bound on the variation distance of the type [69]

1

2

∑
s

∣∣pnoiseless(s)− pnoisy(s)
∣∣ ≤ D

(
σtar

out ,
(1− b)l σtar

out + b τ ′ tar
out

(1− b)l + b

)
≤ b

(1− b)l + b

≤ ε

prob(acc)
, (5.5)

where in the last inequality we used that b ≤ ε (Property 1) and that the quantity

prob(acc) = (1− b)l + b is the probability of accepting (Equation 5.3). Hoeffding’s

Inequality [86] ensures that |prob(acc)−Nacc/d| ≤ θ with confidence 1−2exp(−2dθ2)

and this yields Property 2.

5.3 The accreditation protocol

In this Section we describe the accreditation protocol and state the main claims of

the Chapter.
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5.3.1 Description of the protocol

Our accreditation protocol (Box 5.1) takes as input a classical description of the

target circuit and the number v of trap circuits. The target circuit (Figure 1.1)

must start with qubits in the state |+〉, contain only single-qubit gates and cZ gates

and end with a round of measurements in the Pauli-X basis2. Moreover, it must be

decomposed as a sequence of bands, each one containing one round of single-qubit

gates and one round of cZ gates. We will indicate the number of qubits with n and

the number of bands with m.

In our accreditation protocol v + 1 circuits are implemented, one (chosen at

random) being the target and the remaining v being the traps. The trap circuits

are obtained by replacing the single-qubit gates in the target circuit with other

single-qubit gates, but input state, measurements and cZ gates are the same as in

the target (Figure 5.2a; all single-qubit gates acting on the same qubit in the same

band must be recompiled into one gate). These single-qubit gates are chosen as

follows (Routine 4 in Box 5.3): For each band j ∈ {1, . . . ,m− 1} and for each qubit

i ∈ {1, . . . , n}:

• If qubit i is connected to another qubit i′ by a cZ gate, a gate is chosen at random

from the set {Hi ⊗ Si′ , Si ⊗Hi′} and is implemented on qubits i and i′ in band j.

This gate is then undone in band j + 1.

• Otherwise, if qubit i is not connected to any other qubit by a cZ gate, a gate is

chosen at random from the set {Hi, Si} and is implemented on qubit i in band j.

This gate is then undone in band j + 1.

Moreover, depending on the random bit t ∈ {0, 1}, the traps may begin and end

with a round of Hadamard gates. Since (S⊗H)cZ(S†⊗H) = cX, the trap circuits

are a sequence of (randomly oriented) cX gates acting on |+〉⊗n (if t = 0) or |0〉⊗n

(if t = 1)—Figure 5.2b. Since cX |00〉 = |00〉 and cX |++〉 = |++〉, in the absence

of noise the traps always output s = 0.

Our protocol requires appending a QOTP (Section 2.3) to all the single-qubit

gates in all circuits (target and traps). This is done by running Routine 3 (Box 5.2),

which is as follows:

2This does not result in any loss of generality: every experimental architecture has its native
input states, entangling gates and measurement basis, but these can always be mapped to |+〉
states, cZ gates and Pauli-X measurements.
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Figure 5.2: (a) Example of trap circuit for the target circuit in Figure 1.1 and (b) overall
computation implemented through this trap circuit. All the single-qubit gates acting on the
same qubit in the same band must be recompiled into one gate (for example, in Figure 5.2a,
the Ht-gate and subsequent S-gate acting on qubit 1 in band 1 must be implemented as
one gate SHt).

• For all the bands j ∈ {1, . . . ,m} and qubits i ∈ {1, . . . , n}, a random Pauli gate

is appended after each gate Ui,j (Figure 5.3a). This gives

U ′i,j = X
α′i,j
i Z

αi,j
i Ui,j , (5.6)

with αi,j , α
′
i,j ∈ {0, 1} random bits.

• A random Pauli-X gate is appended before each gate in the first band. This gives

U ′′i,1 = X
α′i,1
i Z

αi,1
i Ui,1X

γi
i , (5.7)

where γi ∈ {0, 1} are random bits.

• For all the bands j ∈ {2, . . . ,m} and qubits i ∈ {1, . . . , n}, another Pauli gate is

appended before each single-qubit gate. This Pauli gate is chosen so that it undoes

the QOTP coming from the previous band. Thus, if in band j qubit i is connected
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Box 5.1. Accreditation protocol.

Input:

• A target circuit that takes as input n qubits in the state |+〉, contains only

single-qubit gates and cZ gates arranged in m bands and ends with Pauli-X

measurements (Figure 1.1).

• The number v of trap circuits.

Routine:

1. Choose a random number v0 ∈ {1, . . . , v + 1} and define {U (v0)
i,j } = {Ui,j}, where

{Ui,j} is the set of single-qubit gates in the target circuit.

2. For k = 1, . . . , v + 1: If k 6= v0 (trap circuit), run Routine 4 and obtain the set

of single-qubit gates {U (k)
i,j } for the k-th trap circuit.

3. For k = 1, . . . , v + 1: Run Routine 3 and obtain {U ′′(k)
i,j }, together with the

bit-string (α
(k)
1,m, . . . α

(k)
n,m).

4. For k = 1, . . . , v + 1:

4.1 Create a state ρin = |+〉⊗n.

4.2 Implement circuit k with single-qubit gates from the set {U ′′(k)
i,j } and obtain

output s(k) = (s
(k)
1 , . . . , s

(k)
n ). Next, for all i = 1, . . . , n, recompute s

(k)
i as

s
(k)
i ⊕ α

(k)
i,m.

5. Initialize a flag bit to |acc〉 = |0〉. Then, for k = 1, . . . , v + 1: if s(k) 6= 0 and

k 6= v0 (trap circuit), set the flag bit to |rej〉 = |acc⊕ 1〉.

Output: The output s(v0) of the target circuit and the flag bit.
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Box 5.2. Routine 3 (Quantum One-Time Pad)

Input:

• A set {Ui,j} of single-qubit gates, for j = 1, . . . ,m and i = 1, . . . , n.

Routine:

1. For j = 1, . . . ,m and i = 1, . . . , n:

Choose two random bits αi,j and α′i,j . Next, define U ′i,j = Xα′i,jZαi,jUi,j .

2. For i = 1, . . . , n:

Choose a random bit γi and define U ′′i,1 = U ′i,1X
γi .

3. For j = 2, . . . ,m− 1:

If in band j qubit i is connected to qubit i′, define

U ′′i,j = X
α′i,j
i Z

αi,j
i Ui,jX

α′i,j−1

i Z
αi,j−1⊕αi′,j−1

i ; (5.8)

otherwise, if in band j qubit i is not connected to any other qubit define

U ′′i,j = X
α′i,j
i Z

αi,j
i Ui,jX

α′i,j−1

i Z
αi,j−1

i . (5.9)

Output: The set {U ′′i,j} and the n-bit string (α1,m, . . . , αn,m).

U ′i,j+1

U ′i+1,j+1

U ′i+1,j

U ′i+1,j

Ui,j X Ui,j+1 Z

Ui+1,j XZ Ui+1,j+1 X

(a)

U ′′i,j+1

U ′′i+1,j+1

U ′i,j

U ′i+1,j

Ui,j X XZ Ui,j+1 Z I

Ui+1,j XZ X Ui+1,j+1 X X

(b)

Figure 5.3: Example of QOTP. (a) The red Pauli gates apply the QOTP. (b) The green
gates undo the QOTP coming from previous bands.
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Box 5.3. Routine 4 (Single-qubit gates for trap circuits).

Input:

• A description of the target circuit.

Routine:

1. Initialize the set {Ui,j = Ii}, for i = 1, . . . , n and j = 1, . . . ,m.

2. For all j = 1, . . . ,m− 1:

2.1 For all i = 1, . . . , n: If in band j of the target circuit qubits i and i′ are

connected by a cZ gate, set

• Ui,j = SiUi,j and Ui′,j = Hi′Ui′,j with probability 1/2.

• Ui,j = HiUi,j and Ui′,j = Si′Ui′,j with probability 1/2.

Otherwise, set Ui,j = SiUi,j or Ui,j = HiUi,j with probability 1/2.

2.2 For all i = 1, . . . , n: Set Ui,j+1 = U †i,j .

3. For all i = 1, . . . , n:

Choose a random bit t ∈ {0, 1}. Next, set Ui,1 = Ui,1H
t and Ui,m = HtUi,m.

Output: The set {Ui,j}.

to qubit i′, we define (Figure 5.3b)

U ′′i,j = X
α′i,j
i Z

αi,j
i Ui,jX

α′i,j−1

i Z
αi,j−1⊕αi′,j−1

i , (5.10)

where we use that (X1 ⊗ I2)cZ = cZ(X1 ⊗ Z2) and (Z1 ⊗ I2)cZ = cZ(Z1 ⊗ I2);

otherwise, if in band j qubit i is not connected to any other qubit we define

U ′′i,j = X
α′i,j
i Z

αi,j
i Ui,jX

α′i,j−1

i Z
αi,j−1

i . (5.11)

Overall, replacing each gate Ui,j with U ′′i,j yields a new circuit that is equivalent to

the the original one, apart from the un-recovered QOTP ⊗ni=1X
α′i,mZαi,m in the last

band. Since all measurements are in the Pauli-X basis, the Pauli-X component of

this un-recovered QOTP is irrelevant, while its Pauli-Z component bit-flips some of

the outputs. These bit-flips are undone by replacing each output si with si ⊕ αi,m
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in Step 4.2 of the protocol (a procedure that we call “classical post-processing of

the outputs”). This allows recovery of the correct outputs.

After all the circuits have been implemented and the outputs have been post-

processed, a flag bit is initialized to |acc〉 = |0〉, then it is checked whether all the

traps gave the correct output s = 0. If they do, the protocol returns the output of

the target together with the bit |acc〉, otherwise it returns the output of the target

together with the bit |rej〉 = |1〉. The output of the target is only accepted in the

first case, while it is discarded in the second case.

In the absence of noise, our protocol always returns the correct output of

the target circuit and always accepts it. Correctness of the target is ensured by the

fact that the QOTP has no effect on the computation, as all the extra Pauli gates

cancel out with each other or are countered by the classical post-processing of the

outputs. Acceptance is ensured by the fact that in the absence of noise all the trap

circuits always yield the correct outcome s = 0.

We conclude this Section by calculating the overhead of the accreditation

protocol. The accreditation protocol has no quantum overhead, as all circuits have

the same size as the one being accredited. The classical overhead consists in O(nm)

bits for each of the v+ 1 computations. Specifically, the target computation has an

overhead of 2nm+ n bits (the 2nm random bits αi,j , α
′
i,j and the n random bits γi

in Routine 3), while the traps have an overhead of at most 2nm+ n+ nm bits (the

2nm+ n random bits in Routine 3 and at most nm random bits in Routine 4).

5.3.2 The credibility of the protocol

In this Section we calculate the credibility 1 − ε of our accreditation protocol. As

per Equation 5.2, we model noise as a set of CPTP maps acting on the whole system

and on the environment (Figure 5.4). For simplicity we begin with the assumption

that all the rounds of single-qubit gates in our protocol are noiseless, i.e. that for

all circuits k = 1, . . . , v + 1 and bands j = 1, . . . ,m, a noisy implementation of the

round of single-qubit gates is (cfr. Figure 5.4 for notation)

Ũ ′′(k)
j = E (k)

j

(
U ′′(k)
j ⊗ IE

)
with E (k)

j = ISE , (5.12)

where ISE is the identity on system and environment. We prove the following

Theorem:

Theorem 6. [Credibility with noiseless single-qubit gates]. Suppose that

all single-qubit gates in our accreditation protocol are noiseless (Equation 5.12). For

62



|+〉⊗n

|+〉⊗n

ρE

R(1)

U ′′(1)
1

E (1)
1

CZ1

F (1)
1

U ′′(1)
m

E (1)
m M(1)

X

R(2)
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1

Figure 5.4: Schematic illustration of a noisy implementation of our protocol where all

boxes represent CPTP maps. U ′′(k)j implements the round of single-qubit gates in band j of
circuit k, CZj implements the round of cZ gates in band j. In each circuit k = 1, . . . , v+ 1:

R(k) is the noise in state preparation, M(k) is the noise in measurements, E (k)j is the noise

in the round of single-qubit gates in band j and F (k)
j is the noise in the round of cZ gates

in band j.

any number v ≥ 1 of trap circuits, our accreditation protocol can accredit the outputs

of a noisy quantum computer affected by noise of the form N1 with

ε =
κ

v + 1
, (5.13)

where κ = 3(3/4)2 ≈ 1.7.

Proof. (Sketch. See Section 5.5 for more details.) Using the Pauli Twirl (Theorem

1) we show that on average (i.e., summing over all random bits α
(k)
i,j , α

′(k)
i,j and γ

(k)
i )

noise reduces to stochastic Pauli-X, Y and Z errors happening before the noisy

operations. More formally:

Lemma 4. [Twirling the noise]. (Proof in Section 5.5.1.) Suppose that all

single-qubit gates in all the circuits implemented in our protocol are noiseless, and

that state preparation, measurements and two-qubit gates suffer noise of the type

type N1. Summed over the random numbers α
(k)
i,j , α

′(k)
i,j and γ

(k)
i,j , the joint state of

the target and the traps at the end of the protocol is

ρout

(
U (1)

1 , . . . ,U (v+1)
m

)
=

∑
s(1),...,s(v+1)

∑
P(1)
0 ,...,P(v+1)

m

prob
(
P (1)

0 , . . . ,P (v+1)
m

)
2n(v+1)

×

v+1⊗
k=1

〈+|⊗n
[
Zs(k)P (k)

m U (k)
m ◦m−1

j=1

(
CZjP (k)

j U
(k)
j

)
◦ P (k)

0

(
ρin

)]
|+〉⊗n×(

⊗i Zs
(k)
i
i |+〉i〈+|Zs

(k)
i
i

)
(5.14)

where ρin = ⊗i|+〉i〈+|, s(k) = (s
(k)
1 , . . . , s

(k)
n ) is a binary string representing the
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output of the k-th circuit, Zs(k)(ρ) = ⊗iZs
(k)
i
i ρZ

s
(k)
i
i and prob

(
P (1)

0 , . . . ,P (v+1)
m

)
is

the joint probability of a collection of Pauli errors P (1)
0 , . . . ,P (v+1)

m affecting the

system, with P (k)
1 , . . . ,P (k)

m−1 ∈ {I ,X ,Y ,Z}⊗n and P (k)
0 ,P (k)

m ∈ {I,Z}⊗n for all k.

This Lemma is the counterpart of Lemma 1 (Twirl for Bob’s deviations, page

32), with the difference that the Pauli Twirl is now operated using the single-qubit

gates rather than state preparation. Twirling noise using single-qubit gates was first

done in Ref. [68] for Markovian noise, and here we show that this result holds also

if the noise creates correlations in time.

Having reduced arbitrary non-local noise to Pauli errors via the QOTP, we

then show that our trap circuits detect all Pauli errors with probability larger than

zero. We prove the following Lemma:

Lemma 5. [Traps lemma]. (Proof in Section 5.5.2.) For any collection of

Pauli errors P0, . . . ,Pm affecting a trap circuit, summing over all possible single-

qubit gates in the trap circuit (i.e. over all possible sets {Ui,j} output by Routine 4),

the probability that the trap circuit outputs s = 0 is at most 3/4.

We can now finally calculate ε. To do so, suppose that noise afflicts ṽ ∈
{1, . . . , v+1} circuits. In this case, the probability p(E1∧E2|ṽ) of the events E1 the

noise afflicts the target circuit and E2 the noise is not detected when noise afflicts

ṽ circuits equals

p(E1 ∧ E2|ṽ) = p(E1|ṽ) p(E2|E1 ∧ ṽ) (5.15)

Since the noise does not depend on the choice of single-qubit gates (cfr. Lemma

4), the noise has probability p(E1|ṽ) = ṽ/(v + 1) of afflicting the target circuit.

Moreover, due to Lemma 5 we have

p(E2|E1 ∧ ṽ) ≤
(

3

4

)ṽ−1

(5.16)

Finally, maximizing p(E1 ∧ E2|ṽ) over ṽ yields

ε = max
ṽ

p(E1 ∧ E2|ṽ) ≈ 1.7

v + 1
, for ṽ = 3 . (5.17)

This proves p(E1 ∧ E2|ṽ) ≤ κ/(v + 1) = ε with κ ≈ 1.7.

We now relax the assumption of noiseless single-qubit gates and generalize

our results to noise of the form N2. We assume that all the rounds of single-qubit

gates suffer bounded noise, i.e. that for all circuits k = 1, . . . , v + 1 and bands
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j = 1, . . . ,m, a noisy implementation of the round of single-qubit gates is (cfr.

Figure 5.4 for notation)

Ũ ′′(k)
j = E (k)

j

(
U ′′(k)
j ⊗ IE

)
(5.18)

with E (k)
j = (1 − r

(k)
j )ISE + r

(k)
j E

′(k)
j for some arbitrary CPTP map E ′(k)

j acting

on both system and environment and for some number 0 ≤ r
(k)
j < 1. We refer

to the number r
(k)
j as “error rate” of U ′′(k)

j . Since each U ′′(k)
j is chosen at random

(depending on whether circuit k is the target or a trap and on the QOTP) and

since noise in single-qubit gates is potentially gate-dependent (condition N2), let

us indicate with r
(k)
max, j the maximum error rate of single-qubit gates in band j of

circuit k, the maximum being taken over all possible choices of U ′′(k)
j .

We can now state Theorem 7:

Theorem 7. [Credibility with noisy single-qubit gates]. Our protocol with

v trap circuits can accredit the outputs of a noisy quantum computer affected by

noise of the form N1 and N2 with

ε = g
κ

v + 1
+ 1 − g , (5.19)

where κ = 3(3/4)2 ≈ 1.7 and g =
∏
j,k(1− r

(k)
max, j).

Proof. To calculate ε for the protocol with noisy single-qubit gates we use that

E (k)
j = (1− r(k)

max, j)ISE + r
(k)
max, jQ

(k)
j , where Q(k)

j is a CPTP map encompassing the

system and the environment. We can then rewrite the state of the system at the

end of the protocol as

ρ?out =gρout +
(
1− g

)
ρ̃out (5.20)

where ρout is the state of the system at the end of a protocol run with noiseless

single-qubit gates—which by Theorem 6 is of the form of Equation 5.3 with b ≤
κ/(v+1)—and ρ̃out is a quantum state containing the effects of noise in single-qubit

gates. Expressing ρ̃out as

ρ̃out = h τ̃ tar
1 ⊗ |acc〉〈acc|+ (1− h) τ̃ tar

2 ⊗ |rej〉〈rej| , (5.21)

65



where τ̃ tar
1 and τ̃ tar

2 are arbitrary states for the target and 0 ≤ h ≤ 1, we thus have

ρ?out=g

[
b τ ′ tar

out ⊗ |acc〉〈acc|+ (1− b)
(
l σ tar

out ⊗ |acc〉〈acc|+ (1− l)τ tar
out ⊗ |rej〉〈rej|

)]
+ (1− g)

[
h τ̃ tar

1 ⊗ |acc〉〈acc|+ (1− h) τ̃ tar
2 ⊗ |rej〉〈rej|

]
Thus, the probability that the target is in the wrong state and the flag bit is in the

state |acc〉 is gb+(1−g)h ≤ gκ/(v+1)+ (1−g)h, where we used that b ≤ κ/(v+1)

from Theorem 6. This probability reaches its maximum for h = 1, therefore we have

ε = gκ/(v + 1) + 1− g.

Note that if r
(k)
max,j ≤ r0 � 1, then

g ≥
v+1∏
k=1

m∏
j=1

(1− r0) ≈ 1−m(v + 1)r0 +O(r2
0). (5.22)

Thus, if r0 � 1/m(v + 1), then g ≈ 1 and ε ≈ 1.7/(v + 1).

It is worth noting that our Theorem 6 also holds if single-qubit gates suffer

unbounded noise, provided that this noise is gate-independent. Indeed, if E (k)
j = E

does not depend on the parameters in U ′′(k)
j (cfr. Figure 5.4 for notation), using

E (k)
j CZjF

(k)
j = CZjF ′(k)

j (with F ′(k)
j = CZ−1

j E
(k)
j CZjF

(k)
j ) we can factor this noise

into that of CZj and prove ε = κ/(v+1) with the same arguments used in Theorem

6. Similarly, we also expect our Theorem 7 to hold if noise in single-qubit gates has

a weak gate-dependence, as is the case for some of the protocols centered around

randomized benchmarking [37]. We leave the analysis of weakly gate-dependent

noise to future works.

5.4 Utility of the accreditation protocol

In this Section we consider a target circuit containing n = 60 qubits and m = 22

bands. We analyze the utility of the accreditation protocol by calculating the ratio

ε/prob(acc)—which is the bound on the variation distance provided by our protocol,

cfr. Equation 5.5 on page 56 —for different values of v, assuming that all the circuits

undergo Pauli noise (Section 2.4, page 14). We assume that all the single-qubit

gates introduce a single-qubit Pauli error with probability r1q, all the two-qubit

gates introduce a two-qubit Pauli error with probability r2q and SPAM errors occur

with probability rs. We set r2q = 4r1q and rs = 20r1q as in Google Sycamore (Table

1.1, page 2).
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Figure 5.5: Values of ε/δ (the bound on the variation distance provided by our accred-
itation protocol, cfr. Inequality 5.24; lower is better) as a function of the number v of
trap circuits, for different values of single-qubit error rates r1q. In (a) we assume that the
single-qubit gates suffer gate-dependent noise and calculate g as in Equation 5.25, in (b)
we assume that they suffer gate-independent noise and set g = 1.

Under the assumption of Pauli noise, using Equation 2.24 (page 14) we can

lower-bound prob(acc) by

δ :=

((
1− r1q

)60×22(
1− 4r1q

)20×21(
1− 20r1q

)60
)v
≤ prob(acc) . (5.23)

67



This yields (cfr. Equation 5.5 and Theorem 7)

1

2

∑
s

∣∣pnoiseless(s)− pnoisy(s)
∣∣ ≤ ε

δ
=
gκ/(v + 1) + 1− g

δ
, (5.24)

where κ ≈ 1.7 and

g =
(
1− r1q

)60×22×(v+1)
if noise depends on single-qubit gates (5.25)

g =1 if noise does not depend on single-qubit gates. (5.26)

In Figure 5.5 we plot ε/δ as a function of the number v of trap circuits and for

various error rates r1q. As it can be seen, the various curves in the Figure are convex:

as the number v of traps is increased, the curves initially decrease, then achieve a

minimum and eventually start increasing with v. This is because the denominator

δ (the probability that all the v traps accept) decreases with v. All the points in

the curve are valid upper-bounds on the variation distance, and the smallest value

of ε/δ corresponds to the best bound that can be provided by the accreditation

protocol. To obtain the best bound, the user of our protocol can implement the

protocol many times for different values of v and reproduce curves of the type in

Figure 5.5.

In Figure 5.6 we plot the best bound that can be provided by our protocol

as a function of the error r1q. As it can be seen, the best bound increases with r1q

and eventually reaches 1. Since the variation distance is smaller than 1 by definition

(cfr. page 12), we say that our accreditation protocol is useful when the best bound

is below 1 and useless otherwise.

In Figure 5.6 we see that if single-qubit gates suffer gate-dependent noise

(brown solid line), our accreditation protocol is useful for r1q <∼ 4.5 × 10−5. This

value is ≈ 30 times smaller than that in Google Sycamore (where r1q ≈ 1.5× 10−3,

cfr. 1.1 in page 2). Instead, if single-qubit gates suffer gate-independent noise (blue

solid line), our accreditation protocol is useful for r1q <∼ 6.5 × 10−5. This value is

≈ 20 times smaller than that in Google Sycamore. In both cases, our accreditation

protocol provides a significant improvement over the protocol in Chapter 4, that

is useful if the error rates are reduced by a factor ≈ 1500 as compared to Google

Sycamore (Section 4.6).

68



1 2 3 4 5 6 7

r1q × 10−5

0.0

0.2

0.4

0.6

0.8

1.0

1.2

b
es

t
b

ou
n

d

g = 1 g = (1− r1q)
60×22×(v+1)

Figure 5.6: Best bound that can be provided by our accreditation protocol as a function
of the number v of trap circuits, for different values of single-qubit error rates r1q and g.
If single-qubit gates suffer gate-dependent noise (orange line), our accreditation protocol
is useful for error rates below r1q ≈ 4.5 × 10−5 (x-coordinate of the intersection between
orange and black lines), which is ≈ 30 times smaller than in Google Sycamore (where r1q ≈
1.5×10−3). If single-qubit gates suffer gate-dependent noise (purple line), our accreditation
protocol is useful for error rates below r1q ≈ 6.5 × 10−5 (x-coordinate of the intersection
between purple and black lines), which is ≈ 20 times smaller than r1q in Google Sycamore.

5.5 Proofs

In this Section we present the proofs of the theorems contained in this Chapter.

5.5.1 Proof of Lemma 4 (Twirling the noise)

We begin by presenting the proof of Lemma 4.

Proof. (Lemma 4 is stated on page 63) We start proving the lemma for the case

where we run a single circuit (v = 0), and then we generalize to multiple circuits

(v > 0). Including all the purifications in the environment, we can rewrite the noise

as unitary matrices acting on system and environment (for clarity we write these

unitaries in bold font). Doing this, for a fixed choice of gates U ′′j , . . . ,U ′′m (which

depend on the choice of gates U1, . . . ,Um and on all the random bits αi,j , α
′
i,j , γi,

cfr. Routine 4), the state of the system before the measurement becomes (Figure

5.7)

ρ
(
U ′′1 , . . . ,U ′′m

)
= TrE

[
M U ′′mĉZm−1Fm−1U

′′
m−1 . . . ĉZ1F1U

′′
1 R

(
ρin ⊗ ρE

)
R† . . .M†

]
,

(5.27)
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Figure 5.7: Noisy implementation of the 6-qubit target circuit in Figure 1.1. The noise in
state preparation is described by the unitary R, that in the measurements by M, that in
the cZ-gates in a band j = 1, . . . ,m − 1 by Fj . All these unitaries act simultaneously on
the system and on the environment (initially in the ground state |e0〉).

〈ek2 |R|e0〉 =
∑

µ1
η

(R)
k2,0,µ1

Pµ1 〈e0|R†|el2〉 =
∑

ν1
η
∗(R)
l2,0,ν1

Pν1

〈ek1 |F1|ek2〉 =
∑

µ2
η

(F )
k1,k2,µ2

Pµ2 〈el2 |F†1|el1〉 =
∑

ν2
η
∗(F )
l1,l2,ν2

Pν2

〈ep|M|ek1〉 =
∑

µ3
η

(M)
p,k1,µ3

Pµ3 〈el1 |M†|ep〉 =
∑

ν3
η
∗(M)
p,l1,ν3

Pν3

Table 5.1. Operators appearing in Equation 5.29 rewritten in Pauli basis. Pµ ∈ {I,X, Y, Z}⊗n

are n-fold tensor products of Pauli operators acting on the system and η
(R)
k2,0,µ1

, η
(F )
k1,k2,µ2

and

η
(M)
kp,k1,µ3

are complex numbers.

where ρin = ⊗ni=1|+〉i〈+|, ρE = |e0〉〈e0| is the initial state of the environment,

U ′′j = ⊗ni=1U
′′
i,j are the gates returned by Routine 4, the unitary matrix R represents

the noise in state preparation, the unitary matrix M represents the noise in the

measurements, ĉZjFj is the noisy round of entangling gates in a band j and TrE

[
·
]

is the trace over the environment.

For simplicity, we first prove our result for a circuit with m = 2 bands and

generalize to m > 2 bands later. Defining an orthonormal basis {|ep〉〈ep|} for the

environment, the state in Equation 5.27 becomes

ρ
(
U ′′1 ,U ′′2

)
=
∑
p

〈ep|M U ′′2 ĉZ1F1U
′′
1 R
(
ρin ⊗ |e0〉〈e0|

)
R† U ′′†1 F†1ĉZ1U

′′†
2 M†|ep〉 .

(5.28)

Introducing resolutions of the identity on the environment before and after
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every noise operator, we have

ρ
(
U ′′1 ,U ′′2

)
=

∑
p

k1,k2,l1,l2

[
〈ep|M|ek1〉 U ′′2 ĉZ1〈ek1 |F1|ek2〉U ′′1 〈ek2 |R|e0〉

](
ρin

)[
h.c.

]
,

(5.29)

where we indicated as h.c. the Hermitian conjugate of the quantity in squared paren-

thesis. We used
∑

k |ek〉〈ek| = IE and 〈ek|VS |ek′〉 = VSδk,k′ , which is valid for every

operator VS acting only on the system. The operators 〈ep|M|ek1〉, 〈ek1 |F1|ek2〉,
〈ek2 |R|e0〉, 〈e0|R†|el2〉, 〈el2 |F†1|el1〉, 〈el1 |M†|ep〉 act only on the system, hence they

can be rewritten in Pauli basis as in Table 5.1.

We thus obtain

ρ
(
U ′′1 ,U ′′2

)
=

∑
p,k1,k2,l1,l2
µ1,µ2,µ3
ν1,ν2,ν3

(
η

(R)
k2,0,µ1

η
(F )
k1,k2,µ2

η
(M)
p,k1,µ3

η
∗(R)
l2,0,ν1

η
∗(F )
l1,l2,ν2

η
∗(M)
p,l1,ν3

)
×

× Pµ3U ′′2 ĉZ1Pµ2U
′′
1Pµ1

(
ρin

)
Pν1U

′′†
1 Pν2 ĉZ1U

′′†
2 Pν3 . (5.30)

We will now describe how to apply the Pauli twirl Lemmas iteratively, in the order

the operations apply on the input. Therefore, we start by showing how to eliminate

terms of the sum where µ1 6= ν1. Since X stabilizes |+〉 states, we can rewrite ρin

as
(
⊗i Xγi

i

)
ρin

(
⊗i Xγi

i

)
. Moreover, using U ′′1 = U ′1

(
⊗i Xγi

i

)
, cfr. Routine 3, the

above state becomes

ρ
(
U ′′1 ,U ′′2

)
=

∑
p,k1,k2,l1,l2
µ1,µ2,µ3
ν1,ν2,ν3

(
η

(R)
k2,0,µ1

η
(F )
k1,k2,µ2

η
(M)
p,k1,µ3

η
∗(R)
l2,0,ν1

η
∗(F )
l1,l2,ν2

η
∗(M)
p,l1,ν3

)
×

× Pµ3U ′′2 ĉZ1Pµ2U
′
1

(
⊗i Xγi

i

)
Pµ1
(
⊗i Xγi

i

)(
ρin

)(
⊗i Xγi

i

)
Pν1
(
⊗i Xγi

i

)
U ′†1 Pν2 ĉZ1U

′′†
2 Pν3 .

(5.31)

Summing over all possible γi and applying the Restricted Pauli Twirl (the Pauli-X

components of both Pµ1 and Pν1 stabilize ρin and can thus be ignored), we obtain a
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factor δµ1,ν1 , and thus the above state becomes

ρ
(
U ′1,U ′′2

)
=

1

2n

∑
{γi}

ρ
(
U ′′1 ,U ′′2

)
=

∑
p,k1,k2,l1,l2
µ1,µ2,µ3
ν2,ν3

(
η

(R)
k2,0,µ1

η
(F )
k1,k2,µ2

η
(M)
p,k1,µ3

η
∗(R)
l2,0,µ1

η
∗(F )
l1,l2,ν2

η
∗(M)
p,l1,ν3

)
×

× Pµ3U ′′2 ĉZ1Pµ2U
′
1Pµ1

(
ρin

)
Pµ1U

′†
1 Pν2 ĉZ1U

′′†
2 Pν3 . (5.32)

To operate a Pauli twirl on Pµ2 and Pν2 , we rewrite U ′1 as
(
⊗i Zαi,1Xα′1,i

)
U1 and

U ′′2 ĉZ1 as U ′2ĉZ1

(
⊗i Xα′1,iZαi,1

)
, cfr. Routine 3. Summing over αi,1 and α′i,1 and

using the Pauli Twirl, we obtain δµ2,ν2 , and thus

ρ
(
U1,U ′2

)
=

1

22n

∑
{αi,1},{α′i,1}

ρ
(
U ′1,U ′′2

)
=

∑
p,k1,k2,l1,l2
µ1,µ2,µ3

ν3

(
η

(R)
k2,0,µ1

η
(F )
k1,k2,µ2

η
(M)
p,k1,µ3

η
∗(R)
l2,0,µ1

η
∗(F )
l1,l2,µ2

η
∗(M)
p,l1,ν3

)
×

× Pµ3U ′2ĉZ1Pµ2U1Pµ1
(
ρin

)
Pµ1U

†
1Pµ2 ĉZ1U

′†
2 Pν3 . (5.33)

To operate a Pauli twirl on Pµ3 and Pν3 we write the state of the system after the

measurements:

ρmeas

(
U1,U ′2

)
=

1

2n

∑
{si}
⊗i
(
〈+|iZsii ρ

(
U1,U ′2

)
Zsii |+〉i

)
Zsii |+〉i〈+|Zsii

=
1

2n

∑
p,k1,k2,l1,l2
µ1,µ2,µ3,ν3
s1,...,sn

(
η

(R)
k2,0,µ1

η
(F )
k1,k2,µ2

η
(M)
p,k1,µ3

η
∗(R)
l2,0,µ1

η
∗(F )
l1,l2,µ2

η
∗(M)
p,l1,ν3

)
×

× 〈+|⊗n
(
⊗i Zsii

)
Pµ3U

′
2ĉZ1Pµ2U1Pµ1

(
ρin

)
Pµ1U

†
1Pµ2 ĉZ1U

′†
2 Pν3

(
⊗i Zsii

)
|+〉⊗n

×⊗iZsii |+〉i〈+|Zsii (5.34)

Since U ′2 =
(
⊗i X

α′i,2
i Z

αi,2
i

)
U2 and |+〉⊗n = ⊗iX

α′′i,2
i |+〉⊗n, summing over {α′i,2}

and using the Restricted Pauli Twirl (the Pauli-X components of both Pµ3 and Pν3
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stabilize |+〉⊗n and can thus be ignored) we obtain δµ3,ν3 :

ρmeas

(
U1,U2

)
=

1

2n

∑
α′i,2

ρmeas

(
U1,U ′2

)
=

1

2n

∑
p,k1,k2,l1,l2
µ1,µ2,µ3,ν3
s1,...,sn

(
η

(R)
k2,0,µ1

η
(F )
k1,k2,µ2

η
(M)
p,k1,µ3

η
∗(R)
l2,0,µ1

η
∗(F )
l1,l2,µ2

η
∗(M)
p,l1,µ3

)

× 〈+|⊗n
(
⊗i Zsi⊕αi,2i

)
Pµ3U2ĉZ1Pµ2U1Pµ1

(
ρin

)
Pµ1U

†
1Pµ2 ĉZ1U

†
2Pµ3

(
⊗i Zsi⊕αi,2i

)
|+〉⊗n

×⊗iZsii |+〉i〈+|Zsii (5.35)

Finally, after the classical post-processing (which replaces the outputs si with si ⊕
αi,2), average over {αi,2} yields the outcome state

ρout

(
U1, U2

)
=

1

2n

∑
{αi,2}

1

2n

∑
p,k1,k2,l1,l2
µ1,µ2,µ3
s1,...,sn

(
η

(R)
k2,0,µ1

η
(F )
k1,k2,µ2

η
(M)
p,k1,µ3

η
∗(R)
l2,0,µ1

η
∗(F )
l1,l2,µ2

η
∗(M)
p,l1,µ3

)

× 〈+|⊗n
(
⊗i Zsi⊕αi,2i

)
Pµ3U2ĉZ1Pµ2U1Pµ1

(
ρin

)
Pµ1U

†
1Pµ2 ĉZ1U

†
2

(
⊗i Zsi⊕αi,2i

)
Pµ3 |+〉⊗n

×⊗iZsi⊕αi,2i |+〉i〈+|Zsi⊕αi,2i

=
1

2n

∑
µ1,µ2,µ3
s1,...,sn

( ∑
p,k1,k2,l1,l2

η
(R)
k2,0,µ1

η
(F )
k1,k2,µ2

η
(M)
p,k1,µ3

η
∗(R)
l2,0,µ1

η
∗(F )
l1,l2,µ2

η
∗(M)
p,l1,µ3

)

× 〈+|⊗n
(
⊗i Zsii

)
Pµ3U2ĉZ1Pµ2U1Pµ1

(
ρin

)
Pµ1U

†
1Pµ2 ĉZ1U

†
2Pµ3

(
⊗i Zsii

)
|+〉⊗n

×⊗iZsii |+〉i〈+|Zsii

=
1

2n

∑
µ1,µ2,µ3
s1,...,sn

φµ1,µ2,µ3

× 〈+|⊗n
(
⊗i Zsii

)
Pµ3U2ĉZ1Pµ2U1Pµ1

(
ρin

)
Pµ1U

†
1Pµ2 ĉZ1U

†
2Pµ3

(
⊗i Zsii

)
|+〉⊗n

×⊗iZsii |+〉i〈+|Zsii , (5.36)
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where

φµ1,µ2,µ3 =
∑

p,k1,k2,l1,l2

η
(R)
k2,0,µ1

η
(F )
k1,k2,µ2

η
(M)
p,k1,µ3

η
∗(R)
l2,0,µ1

η
∗(F )
l1,l2,µ2

η
∗(M)
p,l1,µ3

=
∑
p

∣∣∣∣ ∑
k1,k2

η
(R)
k2,0,µ1

η
(F )
k1,k2,µ2

η
(M)
p,k1,µ3

∣∣∣∣2 ≥ 0 (5.37)

and
∑

µ1,µ2,µ3
φµ1,µ2,µ3 = 1. ρout

(
U1, U2

)
is therefore a convex combination of

quantum states and φµ1,µ2,µ3 can be seen as the joint probability of Pauli errors

Pµ1 , Pµ2 and Pµ3 . This can be rewritten as

ρout

(
U1,U2

)
=

∑
P0,P1,P2
s1,...,sn

prob
(
P0,P1,P2

)
2n

〈+|⊗n
[
ZsP2 U2 CZ1 P1 U1 P0

(
ρin

)]
|+〉⊗n

×⊗iZsii |+〉i〈+|Zsii ,

(5.38)

where P0,P2 ∈ {I ,Z}⊗n, P1 ∈ {I , ,X ,Y ,Z}⊗n and prob
(
P0,P1,P2

)
is the joint

probability of Pauli errors P0,P1,P2. Finally,

ρout

(
U1,U2

)
=

∑
P0,P1,P2
s1,...,sn

prob(s(1), . . . , s(v+1)|P (1)
0 , . . . ,P (v+1)

m )

2n

(
⊗i Zsii |+〉i〈+|Zsii

)
,

(5.39)

where

prob(s(1), . . . , s(v+1)|P (1)
0 , . . . ,P (v+1)

m ) (5.40)

=prob
(
P (1)

0 , . . . ,P (v+1)
m

)
〈+|⊗n

[
ZsP2 U2 CZ1 P1 U1 P0

(
ρin

)]
|+〉⊗n .

This concludes the proof for the protocol with v = 0 and m = 2.

The generalization to a protocol with v = 0 and m > 2 is straightforward.

Starting from the state in Equation 5.27, one can use the same arguments as for the

2-band circuit. To generalize to multiple circuits (v > 0), we start by noticing that

the circuits are implemented in series, hence the noise can only affect one circuit at

a time. Starting from here and using the same arguments as above, one can finally

obtain Equation 5.14.
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5.5.2 Proof of Lemma 5 (Traps lemma)

In this Section we show the proof of Lemma 5.

Proof. (Lemma 5 is stated on page 64) For a given collection of Pauli errors {Pj}mj=0

affecting a trap circuit, the state of the trap circuit after the measurements is of the

form

ρtrap
out

(
{Pj}

)
=

1

M1 × · · · ×Mm−1

∑
U1,··· ,Um

PmUm ◦
(
◦m−1
j=1 CZjPjUj

)
◦ P0

(
ρtrap

in

)
,

(5.41)

where ρtrap
in = ⊗ni=1|+〉i〈+|, CZj is the entangling operation in band j, P0,Pm ∈

{I ,Z}⊗n, Pj ∈ {I ,X ,Y ,Z}⊗n for all j = 1, . . . ,m and Mj is the number of choices

of Uj . Note that each number Mj depends on the number of qubits connected by a

cZ in band j of the trap circuit, cfr. Routine 4.

In a trap circuit the gate U1 in the first band is of the form U1 = V1Ht, where

V1 implements a gate from {H,S}⊗n (cfr. Step 2.1 of Routine 4) andHt is the round

of Hadamard gates activated at random (cfr. Step 3 of Routine 4). Similarly, for

all j = 2, . . . ,m − 1, Uj implements a gate belonging to the set {I,HS†, SH}⊗n.

These gates undo the gates in previous band and implement new ones (cfr. Step 2.1

Routine 4 and Figure 6.2), thus we can write them as Uj = VjV−1
j−1—with each Vj

implementing a gate from the set {H,S}⊗n. Finally, the gate Um in the last band

is of the form Um = HtV−1
m−1, where V−1

m−1 implements a gate from {H,S†}⊗n and

undoes the gate in band m− 1 (cfr. Step 2.2 of Routine 4). Using this, we obtain

ρtrap
out

(
{Pj}

)
=

1

2(N1 × · · · ×Nm−1)

∑
t=0,1

V1,··· ,Vm−1

PmHt◦
(
◦m−1
j=1 V−1

j CZjPjVj
)
◦HtP0

(
ρtrap

in

)
,

(5.42)

where Nj is the number of possible choices of Vj .
Using that V−1

j CZjVj = CXj is a tensor product of cX gates, the above state

can also be rewritten as

ρtrap
out

(
{Pj}

)
=

1

2(N1 × · · · ×Nm−1)

∑
t=0,1

V1,··· ,Vm−1

PmHt◦
(
◦m−1
j=1 CXjV−1

j PjVj
)
◦HtP0

(
ρtrap

in

)
.

(5.43)

Notice that each CXj carries an implicit dependency on Vj (the orientation of the

cX gates depends on Vj , cfr. Figure 6.2).
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The probability that the trap outputs s = 0 is

prob
(
s = 0 | {Pj}

)
= 〈+|⊗nρtrap

out

(
{Pj}

)
|+〉⊗n . (5.44)

To upper-bound this probability by 3/4, we first consider “1-band” collections of

errors, namely collections {Pj} such that Pj0 6= I for some j0 ∈ {0, . . . ,m} and

Pj = I for all other j 6= j0. For these collections, we prove that the probability that

the output of the trap is the correct one s = 0 is smaller than 1/2:

prob(s = 0 | 1-band coll.) ≤ 1

2
(5.45)

We prove this in Statement 1.

Next, we consider “2-band” collections of errors. We obtain

prob(s = 0 | 2-band coll.) ≤ 3

4
(5.46)

We prove this in Statement 2. To obtain this bound, we move the two errors towards

each other (i.e. we commute them with all the gates in the middle) and subsequently

merge them, rewriting them as a single Pauli operator. The resulting Pauli operator

is the identity I with probability c, or is a different operator with probability 1− c.
In the former case, the errors have canceled out with each other, while in the latter

they have reduced to a 1-band collection. Importantly, in Statement 2 we prove

that c ≤ 1/2. This yields

prob(s = 0 | 2-band coll.)

=(1− c)prob(s = 0 | 1-band coll.) + c prob(s = 0 | no error)

≤1− c
2

+ c =
1

2
+
c

2
, (5.47)

where we used prob(s = 0 | no error) = 1 and prob(s = 0 | 1-band coll.) ≤ 1/2.

Maximizing over c ∈ [0, 1/2], we find

prob(s = 0 | 2-band coll.) ≤ max
0≤c≤ 1

2

(
1

2
+
c

2

)
=

3

4
(5.48)

Finally, we generalise to collections affecting more than two bands. For three-band

collections, again we move two of these Pauli operators towards each other and

merge them. Doing this, the 3-band collection reduces to a 1-band collection with

probability c ≤ 1/2 or to a 2-band one with probability 1−c. Thus, using the above
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results, we have

prob(s = 0 | 3-band coll.)

=(1− c)prob(s = 0 | 2-band coll.) + c prob(s = 0 | 1-band coll.)

≤3(1− c)
4

+
c

2
≤ max

0≤c≤ 1
2

(
3(1− c)

4
+
c

2

)
=

3

4
(5.49)

This argument can be iterated: at any fixed h, if prob(s = 0 | (h−2)-band coll.) ≤
3/4 and prob(s = 0 | (h−1)-band coll.) ≤ 3/4, then it can be easily shown that

prob(s = 0 | h-band coll.) ≤ 3/4. We now complete the proof by proving Statement

1 and Statement 2.

Statement 1. For all 1-band collections of error we have

prob(s = 0 | 1-band coll.) ≤ 1

2
. (5.50)

Proof. Single-band collections are defined as follows:

Pj 6= I for j = j0 ∈ {0, · · · ,m} , Pj = I for all j 6= j0. (5.51)

If j0 = 0, using cX |++〉 = |++〉 and cX|00〉 = |00〉, we have

prob
(
s = 0 | {Pj}

)
=

1

2

∑
t=0,1

〈+|⊗nHt ◦
(
◦mj=1 CXj

)
◦HtP0|+〉⊗n

=〈+|⊗nP0|+〉⊗n = 0 , (5.52)

since P0 6= I ∈ {I ,Z}⊗n, and the same happens if j0 = m.

If 1 ≤ j0 ≤ m− 1, we have

prob
(
s = 0 | {Pj}

)
=

1

Nj0

∑
Vj0

1

2

∑
t=0,1

〈+|⊗nHtV−1
j0
Pj0Vj0Ht|+〉⊗n , (5.53)

where we used again that cX |++〉 = |++〉 and cX|00〉 = |00〉. Notice that

〈+|⊗nP |+〉⊗n = 0 for all Pauli operators P whose Pauli-Z component is non-trivial,

therefore
∑

t〈+|⊗nHtPHt|+〉⊗n/2 ≤ 1/2 for all P ∈ {I ,X ,Y ,Z}⊗n/I . This yields

prob
(
s = 0 | {Pj}

)
≤ 1

Nj0

∑
Vj0

1

2
≤ 1

2
, (5.54)

where we used that V−1
j0
Pj0Vj0 is a Pauli operator for any Vj0 .
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Statement 2. For all 2-band collections of errors error we have

prob(s = 0 | 2-band coll.) ≤ 3

4
. (5.55)

Proof. Two-band collections are defined as follows:

Pj 6= I for j = j1, j2 ∈ {0, · · · ,m} (with j1 < j2) , Pj = I for all j 6= j1, j2.

(5.56)

We can distinguish four classes of 2-band collections:

1) Errors in state preparation and entangling gates, i.e. j1 = 0 and 1 ≤ j2 ≤ m− 1.

2) Errors in entangling gates and measurements, i.e. 1 ≤ j1 ≤ m− 1 and j2 = m.

3) Errors in two different entangling gates, i.e. 1 ≤ j1 < j2 ≤ m− 1.

4) Errors in state preparation and measurements, i.e. j1 = 0 and j2 = m.

Errors in class 1 yield s = 0 with probability at most 3/4. To prove this, we start

by rewriting this probability as

prob
(
s = 0 | {Pj}

)
=

1

2(N1 × · · · ×Nm−1)

∑
t=0,1

V1,··· ,Vm−1

〈+|⊗nHt

(
◦m−1
j=j2
CXj

)
V−1
j2
Pj2Vj2

◦
(
◦j2−1
j=1 CXj

)
HtP0

(
ρtrap

in

)
|+〉⊗n

=
1

2(N1 × · · · ×Nm−1)

∑
t=0,1

V1,··· ,Vm−1

〈+|⊗nHtV−1
j2
Pj2Vj2

(
◦j2−1
j=1 CXj

)
HtP0

(
ρtrap

in

)
|+〉⊗n ,

(5.57)

where we used cX |++〉 = |++〉 and cX|00〉 = |00〉. We now start from the case

j2 = 1. We then note that (i) if n = 1 (single-qubit circuit), all P1 ∈ {X ,Y ,Z} and

all P0 = Z lead to

prob
(
s = 0 | {Pj}, 1 qubit

)
=

1

2

∑
t=0,1

1

N1

∑
V1∈{H,S}

〈+|HtV−1
1 P1V1HtP0

(
ρtrap

in

)
|+〉 ≤ 3

4
,

(5.58)

and (ii) if n = 2 (two-qubit circuit) and in band 1 the two qubits are connected by
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cZ, all P1 6= I ∈ {I ,X ,Y ,Z}⊗2 and all P0 6= I ∈ {I ,Z}⊗2 lead to

prob
(
s = 0 | {Pj}, 2 qubits

)
=

1

2N1

∑
t=0,1

V1∈{H⊗S,S⊗H}

〈+|⊗2HtV−1
1 P1V1HtP0

(
ρtrap

in

)
|+〉⊗2 ≤ 3

4
. (5.59)

The above inequalities for n = 1 and n = 2 can be proven using that H maps

{X,Y, Z} into {Z, Y,X} under conjugation and S maps {X,Y, Z} into {Y,X,Z}
under conjugation (apart from unimportant global phases). Extension to more than

two qubits is as follows: If prob
(
s = 0 | {Pj} , n0 qubits

)
≤ 3/4, then tensoring one

more qubit yields

prob
(
s = 0 | {Pj}, n0 + 1 qubits

)
=

1

2N1

∑
t=0,1
V1

(
〈+|⊗n0Ht

1,...,n0
V−1

1|1,...,n0
P1|1,...,n0

V1|1,...,n0
Ht

1,...,n0
P0|1,...,n0

(
ρtrap

in

)
|+〉⊗n0×

〈+|Ht
n0+1V−1

1|n0+1P1|n0+1V1|n0+1Ht
n0+1P0|n0+1

(
ρtrap

in

)
|+〉
)

, (5.60)

where Ht
1,...,n0

,V1|1,...,n0
,P1|1,...,n0

and P0|1,...,n0
are the components of Ht,V1,P1

and P0 acting on qubits {1, . . . , n0} and Ht
n0+1,V1|n0+1,P1|n0+1 and P0|n0+1 the

components acting on qubit n0 + 1. Using that if Ah, Bh ≥ 0 ∀ h, then
∑

hAhBh ≤∑
hAh

∑
hBh, we obtain

prob
(
s = 0 | {Pj}, n0 + 1 qubits

)
≤

1

2

∑
t=0,1

1

N1

∑
V1

(
〈+|⊗n0Ht

1,...,n0
V−1

1|1,...,n0
P1|1,...,n0

V1|1,...,n0
Ht

1,...,n0
P0|1,...,n0

(
ρtrap

in

)
|+〉⊗n0

)
× 1

2

∑
t=0,1

1

N1

∑
V1

(
〈+|Ht

n0+1V−1
1|n0+1P1|n0+1V1|n0+1Ht

n0+1P0|n0+1

(
ρtrap

in

)
|+〉
)

≤ 3

4
× 3

4
≤ 3

4
, (5.61)

Tensoring two qubits connected by cZ yields the same bound, and this concludes

the proof by induction for j2 = 1. If j2 ∈ {1, . . . ,m − 1} the proof is similar, but

the Pauli operator V−1
j2
Pj2Vj2 must be commuted with CX1, . . . , CXj2−1 (where we

remember that each CXj depends on Vj). At fixed V1, . . . ,Vj2−1 it can be shown

(with the same arguments as used for j2 = 1, i.e. considering first the cases n = 1

and n = 2 and then generalizing to n > 2) that summations over Vj2 and t yield an

upper-bound of 3/4. The upper-bound on prob
(
s = 0 | {Pj}, n0 + 1 qubits

)
follows
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|+〉1

|+〉2

Z

or

Z

X

X

0

0

or

0

1

Figure 5.8: In this example, P0 = P1 = Z1 (red gates) and t = 0. Due to identities 5.65,
commuting P1 with the entangling gate (green box, cX gate with random orientation) make
the two errors cancel out if qubit 1 is the control qubit. On the contrary, if qubit 1 is the
target qubit, the errors do not cancel and cause a bit-flip of output s1. Thus, for t = 0 these
errors are detected with probability 1/2. The same can be proven for t = 1 using identities
5.66, as well as for all other errors P0,P1.

by summing over all possible values of V1, . . . ,Vj2−1.

Errors in class 2 yield s = 0 with probability at most 3/4. This can be proven

with the same arguments as for errors in class 1.

Errors in class 3 yield s = 0 with probability at most 3/4. To see this,

consider first the case where the errors affect neighboring bands (j2 = j1 +1), which

yields

prob
(
s = 0 | {Pj}

)
=

1

2

∑
t=0,1

1

Nj1Nj1+1

∑
Vj1 ,Vj1+1

〈+|⊗nHtV−1
j1+1Pj1+1Vj1+1V−1

j1
Pj1Vj1Ht|+〉⊗n ≤ 3

4

(5.62)

As for errors in class 1, this can be shown by proving that the bound holds for the

single-qubit case and the two-qubit one, and then using induction. If the errors

affect two non-neighboring bands (j2 6= j1 + 1), we have

prob
(
s = 0 | {Pj}

)
=

1

2

∑
t=0,1

1

Nj1Nj2

∑
Vj1 ,Vj2

〈+|⊗nHtV−1
j2
Pj2Vj2

(
◦j2−1
j=j1+1 CXj

)
V−1
j1
Pj1Vj1Ht|+〉⊗n ≤ 3

4

(5.63)

To prove the inequality, one can commute V−1
j1
Pj1Vj1 (which is a Pauli operator)

with the entangling operation and use the same arguments as for j2 = j1 + 1.
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Finally, errors in class 4 yield

prob
(
s = 0 | {Pj}

)
=

1

2(N1 × · · · ×Nm−1)

∑
t=0,1

V1,··· ,Vm−1

〈+|⊗nPmHt ◦
(
◦m−1
j=1 CXj

)
◦HtP0

(
ρtrap

in

)
|+〉⊗n ≤ 1

2

(5.64)

To see this, consider first the case t = 0, and consider commuting P0 ∈ {I ,Z}⊗n/I
with all the gates in the circuit. Since all these gates are cX gates with random

orientation, the identities

cX(Z1 ⊗ I2) = (Z1 ⊗ I2)cX

cX(I1 ⊗ Z2) = (Z1 ⊗ Z2)cX

cX(Z1 ⊗ Z2) = (I1 ⊗ Z2)cX (5.65)

ensure that every time time that a Pauli-Z error is commuted with a cX, this error

becomes another error, chosen at random from two possible ones—Figure 5.8. This

can be used to prove that if t = 0, errors in class 4 are detected with probability larger

than 1/2. The same considerations apply to the case t = 1, where the identities

cX(X1 ⊗ I2) = (X1 ⊗X2)cX

cX(I1 ⊗X2) = (I1 ⊗X2)cX

cX(X1 ⊗X2) = (X1 ⊗ I2)cX (5.66)

must be used instead of identities 5.65.
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Chapter 6

Improving the accreditation

protocol based on empirical

evidence on the noise

The accreditation protocol in Chapter 5 requires implementing circuits with

no more qubits and gates than the target circuit. Thus, it is ready for implementa-

tion on current NISQ devices. However, before it can become useful for accreditation

of computations that are classically non-simulable, our protocol requires that further

improvements on the hardware be made (Section 5.4).

Other protocols (such as protocols based on tomography [33–35] and random-

ized benchmarking [36–45], protocols for noise modelling [48] and some protocols

for error correction [87] and fault-tolerant quantum computing [27, 88]) typically

assume less general noise models, such as Markovian and time-independent noise

(Section 3.3). Importantly, recent experiments [16, 45] have provided empirical ev-

idence that these noise models provide a good approximation of the experimental

noise. Motivated by this empirical evidence, it is reasonable to ask how the accred-

itation protocol may be improved if a less general noise model is assumed.

6.1 Summary of the results

In this Chapter we present a modification to the accreditation protocol that we

name “single-run accreditation protocol”. In this modification, the accreditation

protocol in Chapter 5 is implemented one time with v � 1 trap circuits. The

1. This Chapter presents unpublished results.
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|+〉⊗n R U ′′(k)
1

E1 CZ1 F1 U ′′(k)
m Em M X

Figure 6.1: Schematic illustration of a noisy implementation of circuit k ∈ {1, . . . , v + 1}
in the single-run accreditation protocol. All the boxes represent CPTP maps. EjU ′′(k)j is a
noisy implementation of the j-th round of single-qubit gates with gate-independent noise,
FjCZj is a noisy implementation of the j-th round of cZ gates, R is the noise in state
preparation and M is the noise in measurements.

single-run protocol returns the outputs of the target circuit and the number of traps

Trej ∈ [0, v] that yield an incorrect output s 6= 0.

We make the following assumptions about the noise (Figure 6.1):

A1. A noisy implementation of a unitary gate G : ρ → GρG† is EGG, where EG is

a (potentially gate-dependent) CPTP map.

A2. Rounds of single-qubit gates suffer gate-independent noise.

A3. Errors in a trap circuit never cancel with each other.

We show that under these assumptions, it is possible to upper-bound the variation

distance of the outputs of the target circuit as

1

2

∑
s

∣∣pnoiseless(s)− pnoisy(s)
∣∣ ≤ 2prob(s 6= 0) , (6.1)

where {pnoiseless(s)} and {pnoisy(s)} are the noiseless and noisy probability distri-

butions of the outputs and prob(s 6= 0) is the probability that a trap returns an

incorrect output. By Hoeffding’s inequality we have |prob(s 6= 0)− Trej/v| ≤ θ with

confidence greater than 1 − 2exp
(
− 2vθ2

)
, where θ ∈ [0, 1] is a tunable parameter

connecting the confidence to the bound. Therefore, we can bound the variation

distance as
1

2

∑
s

∣∣pnoiseless(s)− pnoisy(s)
∣∣ ≤ 2(Trej/v + θ) (6.2)

with confidence greater than 1− 2exp
(
− 2vθ2

)
.

The single-run accreditation protocol is scalable and ready for implementa-

tion on NISQ devices, as well as the original accreditation protocol. Testing circuits

rather than gates, it can detect noise that may be missed by the protocols based

on tomography [33–35] and randomized benchmarking [36–45], such as spatially

correlated or time-dependent noise. Moreover, with numerical studies presented in

Section 6.3.1 we show that the single-run protocol provides a tighter bound on the
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variation distance than the original protocol (Figure 6.3). As a consequence, the

single-run protocol requires lesser improvements on the hardware to become useful

for accreditation of classically non-simulable computations (Figures 6.4).

Unlike the original accreditation protocol, the single-run protocol requires

running a large number v � 1 of traps. This is because in the single-run protocol

the aim is estimating prob(s 6= 0) via Trej/v, hence many traps are required in order

to obtain a good estimate. Instead, in the original accreditation protocol the output

of the target is accepted only if all the traps return the correct output, hence large

values of v yield prob(acc)≈ 0 and useless bounds on the variation distance (cfr.

Equation 5.5 on page 56).

The single-run accreditation protocol relies on the assumptions A1, A2 and

A3, which are absent in the original accreditation protocol. A1 and A2 are stan-

dard assumptions for protocols centered around tomography [33–35] and randomized

benchmarking [36–45] and are motivated by empirical evidence about experimental

noise [16]. A3 is motivated by the observation that error cancellation in a trap cir-

cuit is likely to be a rare event, unless the quantum computer is actively trying to

fool the user (Section 6.2.3).

We demonstrate the single-run accreditation protocol by implementing it on

the IBMQ Ourense device [18]. We show that it correctly upper-bounds the variation

distance of target circuits containing 2, 3 and 4 qubits and up to 7 bands. Being

scalable, ready for implementation and robust to noise models that are standardly

assumed by other protocols, the single-run accreditation protocol represents the

state-of-the-art of circuit characterization.

This Chapter is organized as follows. In Section 6.2 we provide a description

of the single-run accreditation protocol and prove the bound in the inequality 6.2. In

Section 6.3 we analyze the utility of the single-run accreditation protocol for NISQ

devices. In Section 6.4 we provide the results of the experimental demonstration on

IBMQ Ourense.

6.2 The single-run accreditation protocol

In this Section we present the single-run accreditation protocol and prove the main

claims of the Chapter. We begin with a description of the protocol.
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Box 6.1. Single-run accreditation protocol.

Input:

• A target circuit that takes as input n qubits in the state |+〉, contains only

single-qubit gates and cZ gates arranged in m bands and ends with Pauli-X

measurements (Figure 1.1).

• The number v of trap circuits, a number θ ∈ [0, 1].

Routine:

1. Choose a random number v0 ∈ {1, . . . , v + 1} and define {U (v0)
i,j } = {Ui,j}, where

{Ui,j} is the set of single-qubit gates in the target circuit.

2. For k = 1, . . . , v + 1: If k 6= v0 (trap circuit), run Routine 4 and obtain the set

of single-qubit gates {U (k)
i,j } for the k-th trap circuit.

3. For k = 1, . . . , v + 1: Run Routine 3 and obtain {U ′′(k)
i,j }, together with the

bit-string (α
(k)
1,m, . . . α

(k)
n,m).

4. For k = 1, . . . , v + 1:

4.1 Create a state ρin = ⊗ni=1|+〉i〈+|.
4.2 Implement circuit k with single-qubit gates from the set {U ′′(k)

i,j } and obtain

output s(k) = (s
(k)
1 , . . . , s

(k)
n ). Next, for all i = 1, . . . , n, recompute s

(k)
i as

s
(k)
i ⊕ α

(k)
i,m.

5. Initialize a number Trej = 0. Then, for k = 1, . . . , v + 1: if s(k) 6= 0 and k 6= v0

(trap circuit), set Trej = Trej + 1.

Output: The output s(v0) of the target circuit and the number 2(Trej + θ).
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6.2.1 Description of the protocol

The single-run accreditation protocol is provided in Box 6.1. It takes as input a

classical description of the target circuit, the number v of trap circuits and a number

θ ∈ [0, 1]. Steps 1-4 in the single-run protocol coincide with Steps 1-4 of the original

accreditation protocol (Box 5.1). In Step 5, the routine is ended by counting the

number Trej ∈ [0, v] of trap circuits that have returned an incorrect output s 6= 0.

Finally, the single-run protocol returns the outputs of the target circuit and the

number 2(Trej/v + θ).

6.2.2 Proof of Inequality 6.2

In this Section we prove the bound in Inequality 6.2.

Proof. (Inequality 6.2). To obtain the bound in Inequality 6.2 we proceed as

follows:

Step 1: We show that under assumptions A1 and A2, the total probability of error

pe ∈ [0, 1] in the target circuit equals that in the trap circuits1.

Step 2: We show that under assumption A3, Hoeffding Inequality [86] allows bound-

ing pe as pe ≤ 2(Trej/v+ θ) with confidence greater than 1− 2exp
(
− 2vθ2

)
.

Overall, indicating with ρ
(target)

noisy (ρ
(target)

noiseless) the state of the system at the end of

a noisy (noiseless) implementation of the target circuit, the steps above prove the

following chain of inequalities:

1

2

∑
s

∣∣pnoiseless(s)− pnoisy(s)
∣∣ = D

(
ρ

(target)
noiseless, ρ

(target)
noisy

)
≤ pe ≤ 2(Trej/v + θ) , (6.3)

where the last inequality is satisfied with probability greater than 1−2exp
(
−2vθ2

)
.

We now elaborate each of the above steps.

Step 1: Using A1, we write the state of the system at the end of the target circuit

as

ρ
(target)

noisy =M EmUmFm−1cZm−1 . . .F1cZ1E1U1R
(
ρin

)
, (6.4)

where ρin = ⊗ni=1|+〉i〈+|, R is the noise in state preparation, EjUj is a noisy imple-

mentation of the round of single-qubit gates in band j, FjcZj is a noisy implementa-

tion of the round of cZ gates in band j, M is the final measurement (measurement

1Note that the noise afflicting target and trap circuits can be treated as probabilistic Pauli
errors, cfr. Lemma 4 (Twirling the noise) on page 63.
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noise is inside Em). Using A2 we can rewrite ρ
(target)

out as

ρ
(target)

noisy =MEmUmF ′m−1cZm−1 . . .F ′1cZ1U1R
(
ρin

)
, (6.5)

where F ′j = FjcZjEjcZj , and where all the maps R,F ′1, . . . ,F ′m−1, Em do not de-

pend on rounds of single-qubit gates.

The trap circuits contain the same input state, two-qubit gates and measure-

ments as the target circuit. Therefore, using A1 and A2 a noisy implementation of

a trap circuit yields

ρ
(trap)

noisy =M′EmWmF ′m−1cZm−1 . . .F ′1cZ1W1R
(
ρin

)
, (6.6)

where Wj is the round of single-qubit gates in the j-th band of the trap and the

CPTP maps R,F ′1, . . . ,F ′m−1, Em are the same as in Equation 6.5.

Applying the QOTP (Routine 3 in Chapter 5) to target and trap circuits we

obtain

ρ
(target)

noisy =
∑

P0,...,Pm
prob(P0, . . . ,Pm) MPmUmPm−1cZm−1 . . .P1cZ1U1P0

(
ρin

)
(6.7)

ρ
(trap)

noisy =
∑

P0,...,Pm
prob(P0, . . . ,Pm) MPmWmPm−1cZm−1 . . .P1cZ1W1P0

(
ρin

)
,

(6.8)

where P0, . . . ,Pm ∈ {I,X, Y, Z}⊗n are Pauli errors. Thus, the total probability of

error pe = 1 − prob(I , . . . , I) in the target circuit is the same as that in the trap

circuit.

Step 2: We rewrite prob(s 6= 0) as

prob(s 6= 0) =
m∑
k=1

prob(s 6= 0 | k-band coll.)× prob(k-band coll.) , (6.9)

where prob(k-band coll.) is the probability that a k-band collection of errors occurs

(see Section 5.5.2 for a definition of k-band collection).

In Section 5.5.2 we showed that prob(s 6= 0 | 1-band coll.) ≥ 1/2 (Statement

1 on page 77). For 2-band collection, under A3 (errors do not cancel) we can move

the errors towards each other and merge them into a 1-band collection. Thus, due

to Statement 1 we obtain prob(s 6= 0 | 2-band coll.) ≥ 1/2. We can iterate this
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argument for all k ∈ {2, . . . ,m}, finding prob(s 6= 0 | k-band coll.) ≥ 1/2. This

yields

prob(s 6= 0) ≥ 1

2

m∑
k=1

prob(k-band coll.) =
1

2
pe (6.10)

and therefore pe ≤ 2prob(s 6= 0).

Using Hoeffding’s Inequality [86] we finally obtain

prob

(∣∣∣∣prob(s 6= 0)− Trej

v

∣∣∣∣ ≤ θ) ≥ 1− 2exp
(
− 2vθ2

)
, (6.11)

which ensures that pe ≤ 2prob(s 6= 0) ≤ 2(Trej/v + θ) with probability greater than

1− 2exp
(
− 2vθ2

)
.

6.2.3 Motivation for assumption A3

In this Section we provide evidence that error cancellation in a trap circuit is unlikely

to happen. Specifically, we prove the following Theorem:

Theorem 8. Consider a trap circuit containing n qubits and m bands. Consider

the set of all 4nm collections of Pauli errors P0, . . . ,Pm that can possibly afflict the

trap circuit (cfr. Equation 6.6). The fraction of collections of errors that cancel is

smaller than 1/(4n − 1).

It must be noted that the statement of Theorem 8 is about the fraction

of collections that cancel, not about the likelihood that errors effectively cancel.

Indeed, a malicious quantum computer (such as the quantum computer held by

a dishonest prover in verification protocols, cfr. Chapters 3 and 4) may actively

introduce errors that cancel in the trap circuits. However, recent experimental

evidence suggests that the noise in NISQ devices consists of uncorrelated errors [16].

Therefore, it seems reasonable to assume that NISQ devices are not malicious entities

and that error cancellation in large trap circuits happens exponentially rarely.

We now provide a proof of Theorem 8:

Proof. (Theorem 8). We begin by observing that the total number of 1-band

collections is m(4n − 1), however none of them cancels (Statement 1 in Chapter 5).

Instead, for any k ∈ {2, . . . ,m}, the total number of k-band collections of errors

amounts to
(
m
k

)
(4n − 1)k, however only

(
m
k

)
(4n − 1)k−1 of these collections cancel.

We now prove this claim for the case k = 2, then we generalize to k > 2.
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Figure 6.2: Example of 2-band collection with errors in bands j1 and j2. The green box
highlight the gates between the two errors, the composition of which is denoted by C.

Consider 2-band collections with errors in bands j1 and j2, where we assume

0 ≤ j1 < j2 ≤ m (Figure 6.2). Since Pj1 , Pj2 ∈ {I,X, Y, Z}⊗n/I⊗n, the total

number of 2-band collections afflicting bands j1 and j2 is (4n − 1)2. Denote by C

the composition of the gates in bands j1, . . . , j2 (green box in Figure 6.2). Since C

is a Clifford gate, Pj1 and Pj2 cancel if and only if Pj2 = CPj1C
†, therefore only

4n − 1 collections cancel. Noting that there are
(
m
2

)
possible choices of j1 and j2,

the total number of 2-band collections of errors amounts to
(
m
2

)
(4n − 1)2, of which

only
(
m
2

)
(4n − 1) cancel.

Generalization to k > 2 follows with similar arguments. Given a set of bands

j1, . . . , jk (with 0 ≤ j1 < . . . < jk ≤ m), the total number of k-band collections of

errors that may occur is (4n−1)k, but it can be shown that only (4n−1)k−1 cancel.

Noting that there are
(
m
k

)
possible choices of j1, . . . , jk, the total number of k-band

collections of errors amounts to
(
m
k

)
(4n − 1)k, of which only

(
m
k

)
(4n − 1)k−1 cancel.

Overall, we have

number of collections that cancel

total number of collections
=

m∑
k=2

(
m
k

)
(4n − 1)k−1

m(4n − 1)n +
m∑
k=2

(
m
k

)
(4n − 1)k

≤

m∑
k=2

(
m
k

)
(4n − 1)k−1

m∑
k=2

(
m
k

)
(4n − 1)k

=
1

4n − 1
(6.12)
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Figure 6.3: Best bound provided by the original protocol (red line) and worst-case bound
provided by the single-run protocol (yellow line) as a function of the total probability of
error pe ∈ [0, 1] in the target circuit. As it can be seen, the single-run accreditation protocol
provides a smaller (hence, better) bound on the variation distance than the original protocol.

6.3 Utility of the single-run accreditation protocol

In this Section we analyze the utility of the single-run protocol for accreditation of

classically non-simulable computations on NISQ devices.

6.3.1 Comparison with the original accreditation protocol

We begin by comparing the bounds on the variation distance provided by the single-

run and by the original accreditation protocols as a function of the total probability

of error pe ∈ [0, 1] in the target circuit. To do so, we now provide lower-bound and

upper-bound on the number 2(Trej/v + θ) returned by the single-run protocol.

In Section 6.2.2 we have shown that pe ≤ 2prob(s 6= 0), where prob(s 6= 0)

is the probability that a trap circuit returns an incorrect output (Equation 6.10).

In turn, prob(s 6= 0) ≤ pe (the traps return an incorrect output only if an error has

occurred). Thus,

pe ≤ 2prob(s 6= 0) ≤ 2pe . (6.13)

Since prob(s 6= 0) ≈ Trej/v for v � 1 (Equation 6.11), pe and 2pe respectively repre-

sent the best-case and worst-case upper-bounds on the variation distance provided

by the single-run accreditation protocol.

In Figure 6.3 we plot 2pe together with the best bound provided by the

original accreditation protocol (Section 5.4). This shows that the single-run accred-
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Figure 6.4: Results of our numerical studies. The red dots represent the value of 2(Trej/v+
θ) obtained with our classical simulations. We simulated v = 18500 noisy trap circuits
(which are Clifford circuits and can be efficiently simulated classically, see Ref. [1–3] for
algorithms) and calculated Trej/v. We set θ = 0.01 (confidence higher than 95%). Green
and yellow lines respectively represent pe and 2pe and are obtained using Equation 6.14.

itation protocol always provides tighter bounds on the variation distance than the

original protocol.

6.3.2 Simulation for target circuit with 60 qubits and 22 bands

We now simulate a protocol run with target computation containing n = 60 qubits

and m = 22 bands. In the simulations we assume that all the single-qubit gates

introduce a single-qubit Pauli error with probability r1q, all the two-qubit gates

introduce a two-qubit Pauli error with probability r2q and SPAM errors occur with

probability rs. We set r2q = 4r1q and rs = 20r1q, as in Google Sycamore (Table

1.1).

The results of the simulations are illustrated in Figure 6.4. The red points

represent the quantity 2(Trej/v + θ) obtained by classically simulating v = 18500

noisy trap circuits and by setting θ = 0.01 (which gives confidence higher than 95%

on the bound). As expected (Section 6.3.1), these points lie between pe and 2pe,

where

pe = 1−
(

1− r1q

)60×22(
1− 4r1q

)20×21(
1− 20r1q

)60

(6.14)

is the probability of error in the target circuit.

Since the variation distance is below 1 by definition (cfr. page 12), as in the

previous Chapter we say that our protocol is useful if it provides a bound on the
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(a) (b)

One-qubit errors

Q1: 4.07× 10−4

Q2: 3.17× 10−4

Q3: 2.64× 10−4

Q4: 5.53× 10−4

Q5: 3.37× 10−4

Two-qubit errors

Q1-Q2: 6.18× 10−3

Q2-Q3: 3.17× 10−3

Q2-Q4: 10.43× 10−3

Q4-Q5: 6.75× 10−3

SPAM errors

Q1: 0.023

Q2: 0.022

Q3: 0.028

Q4: 0.03

Q5: 0.038

Figure 6.5: IBMQ Ourense. (a) Schematic illustration of the architecture. The circles
represent the qubits, the edges represent the two-qubit gates. The qubits are initialized in
the state |0〉 and measured in the Pauli-Z basis. Native two-qubit gates are cX gates. (b)
Gate errors and SPAM errors (as of February 19th, 2020).

variation distance below 1 (i.e., 2(Trej + θ) < 1), otherwise we say that it is useless.

Figure 6.4 indicates that our single-run protocol is useful if r1q <∼ 2× 10−4. This is

≈ 8 times smaller than the error rate of Google Sycamore (where r1q ≈ 1.5× 10−3,

see Table 1.1 on page 2). This provides a significant improvement over the original

accreditation protocol, which will become useful if the error rates are decreased by

a factor of ≈ 20 (Section 5.4 on page 66).

6.4 Experimental implementation on IBMQ Ourense

In this Section we present the results of the experimental implementation of the

single-run accreditation protocol on IBMQ Ourense, a quantum computer available

online on IBM’s website [18]. IBMQ Ourense contains 5 superconducting qubits

arranged in a T-shaped configuration (Figure 6.5). The qubits are initialized in

the state |0〉 and can be individually addressed with arbitrary single-qubit gates or

entangled with their nearest neighbor(s). The measurements are performed in the

Pauli-Z basis.

We implement the single-run accreditation protocol for target circuits of two

different types. The first type generates an n-qubit Greenberger–Horne–Zeilinger (GHZ)
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Figure 6.6: Circuit that prepares an n-qubit GHZ state and measures all the qubits in
Pauli-Z basis.
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Figure 6.7: Circuit that implements the unitary evolution exp(−iπ4Z1 ⊗ . . . ⊗ Zn−1) on
n− 1 qubits in the state |+〉 (qubit n is an ancilla).

state [89], namely a state of the form (|0〉⊗n + |1〉⊗n)/
√

2, and finally measures each

qubit in the Pauli-Z basis (Figure 6.6). The noiseless probability distribution of the

outputs is

{pnoiseless(s)} = {0.5 for s = (0, . . . , 0), (1, . . . , 1), 0 for all other s}. (6.15)

The second type of circuits (Figure 6.7) implements the unitary evolution

exp(−iπ4Z1 ⊗ . . . ⊗ Zn−1) on n − 1 qubits in the state |+〉 (qubit n is used as an

ancilla) [69]. The noiseless probability distribution of the outputs is

{pnoiseless(s)} = {0.5 for s = (0, . . . , 0, 0), (1, . . . , 1, 0), 0 for all other s}. (6.16)

These two types of circuits provide a florid ground for testing the single-run accredi-

tation protocol. Since the noiseless probability distribution of their outputs is known

a priori, it is possible (i) to calculate the variation distance between noiseless and
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Figure 6.8: Estimates of prob(s 6= 0) for the circuit in Figure 6.6 (red bars) and for the
circuit in Figure 6.7 (yellow bars) as a function of the number n of qubits. The bars represent
Trej/v obtained by implementing v = 18500 unique trap circuits on IBMQ Ourense. The
error bars are equal to θ = 0.01 (which gives confidence greater than 95%, Equation 6.11).

noisy probability distributions of the outputs without using the accreditation pro-

tocol and (ii) to verify that the accreditation protocol correctly upper-bounds this

variation distance.

We begin by plotting the estimates of prob(s 6= 0) for the various circuits,

obtained by implementing v = 18500 unique trap circuits and by calculating Trej/v

(Figure 6.8). Noting that the circuit for unitary evolution contains twice as many

gates as the GHZ circuit (Figures 6.6 and 6.7), it can be seen that the number of

qubits has a larger impact on prob(s 6= 0) than the number of gates. The reason

may be that state preparation and measurements introduce more noise than the

gates, as indicated by the calibration data (Table in Figure 6.5).

In Figure 6.9 we plot the estimates of the variation distance of the outputs

of the various target circuits and the corresponding upper-bounds provided by the

single-run accreditation protocol. Estimating the variation distance in Figure 6.9

requires estimating the probability distribution {pnoisy(s)} of the experimental out-

puts. To do so, we implement each target circuit v′ � 1 times and calculate the

frequency f(s) of each output s. Hoeffding’s inequality ensures that

prob

(∣∣pnoisy(s)− f(s)
∣∣ ≤ θ′) ≥ 1− 2exp(−2v′θ′ 2) for all s. (6.17)
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Figure 6.9: Estimates of the variation distance (black points) and upper-bound on the
variation distance provided by the single-run accreditation protocol (yellow and red points)
for (a) an n-qubit circuit of the type in Figure 6.6 (b) an n-qubit circuit of the type in
Figure 6.7. The estimates of the variation distance are obtained by implementing each
target circuit v′ = 37000. Their error bars are equal to 2nθ′/2 with θ′ = 0.01 (which gives
confidence greater than 95%, Equation 6.18). The upper-bounds on the variation distance
are obtained by implementing v = 18500 unique trap circuits and by setting θ = 0.01 (which
gives confidence greater than 95%, Equation 6.11). The figures show that our protocol
correctly upper-bounds the variation distance of all the circuits considered.
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Therefore, with confidence greater than (1− 2exp(−2v′θ′ 2))2n we have∣∣∣∣12 ∑
s

∣∣pnoiseless(s)− pnoisy(s)
∣∣− 1

2

∑
s

∣∣pnoiseless(s)− f(s)
∣∣∣∣∣∣ ≤ 1

2

∑
s

∣∣pnoisy(s)− f(s)
∣∣

≤ 2nθ′

2
.

(6.18)

As it can be seen in Figure 6.9, our protocol correctly upper-bounds the variation

distance for all the circuits containing n = 2, 3, 4 qubits. For the circuit with n = 5

(Figure 6.9a) it provides a trivial upper-bound, since the variation distance is smaller

than 1 by definition [69].

Note that in Figure 6.9, each upper-bound is roughly twice as large as the

corresponding estimate of the variation distance. Again, this may be explained by

the fact that state preparation and measurements introduce more noise than the

gates. To see this, let us assume that gate errors can be neglected. In this case:

1. SPAM errors flip some of the measurement outputs of the target circuits. Thus,

for circuits of the type in Figures 6.6 and 6.7 (i.e., circuits for which pnoiseless(s)

is non-zero only for few outputs s), pnoisy(s) = (1− a)pnoiseless(s) + aq(s), where

a ≈ pe is the total probability of error in the circuit (defined in Section 6.2.2) and
1
2

∑
s |pnoiseless(s)− q(s)| = 1. Therefore,

1

2

∑
s

∣∣pnoiseless(s)− pnoisy(s)
∣∣ =

a

2

∑
s

∣∣pnoiseless(s)− q(s)
∣∣ ≈ pe . (6.19)

2. Under assumption A3 (errors never cancel), SPAM errors are always detected by

the traps (cfr. Statement 1 in Section 5.5.2). Therefore, pe = prob(s 6= 0) and

the single-run accreditation protocol outputs 2Trej/v ≈ 2pe.

Thus, high levels of SPAM noise may be the reason why in Figure 6.9 the upper-

bounds are twice as large as the corresponding estimates of the variation distance.
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Figure 6.10: Estimates of prob(s 6= 0) for (a) an n-qubit circuit of the type in Figure 6.6
(b) an n-qubit circuit of the type in Figure 6.7. The gray bars represent Trej/v obtained
by classical simulating v = 18500 unique trap circuits on Qiskit Aer. The error bars are
equal to θ = 0.01 (which gives confidence greater than 95%, Equation 6.11). The red bars
are those in Figure 6.8.

To conclude, we simulate the single-run accreditation protocol on Qiskit Aer,

a high performance simulator provided by IBM [18]. Qiskit Aer models the experi-

mental noise based upon the calibration data [90]. Specifically, it models the noise

of single-qubit (two-qubit) gates as a single-qubit (two-qubit) depolarizing channel

followed by thermal relaxation, in such a way that the gate infidelity is equal to the

corresponding gate error obtained in the calibration. Moreover, it models SPAM

noise as classical bit-flips of the measurement outputs, in such a way that each out-
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put is flipped with probability equal to the corresponding SPAM error obtained in

the calibration.

In Figure 6.10 we compare the estimates of prob(s 6= 0) obtained experi-

mentally with those obtained by using Qiskit Aer. As it can be seen, the estimates

obtained in the experiments are significantly higher than those obtained with Qiskit

Aer. This offers evidence that IBMQ Ourense is afflicted by noise that is missed

when the gates are benchmarked individually, but is correctly captured by our trap

circuits. For example a source of errors that is neglected by the Qiskit Aer simula-

tor is cross-talk between qubits (i.e., unwanted interactions among the qubits being

processed), which in recent works [91, 92] has been identified as a significant source

of errors on IBMQ devices. Overall, our protocol provides a pathway to detect

cross-talks, as well as other types of noise (such as system-environment interactions

and time-dependent noise) that are missed by the standard noise characterization

protocols.
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Chapter 7

From accreditation back to

verification

Inspired by verification protocols, in Chapter 5 we have provided an accredi-

tation protocol that is ready for implementation on NISQ devices. Going full-circle,

in this Chapter we investigate whether the accreditation protocol may inspire novel

verification protocols. The objective of this investigation is two-fold. First, under-

standing why verification protocols require quantum overhead and the accreditation

protocol does not. Second, understanding whether the accreditation protocol may

be of use in future scenarios of delegated quantum computing.

7.1 Summary of the results

In this Chapter we provide a verification protocol (which we call “mesothetic” ver-

ification protocol, from the Greek being in the middle) where Alice and Bob follow

the instructions of the accreditation protocol in Chapter 5. In the mesothetic proto-

col, Alice implements the single-qubit gates in the various circuits (target and trap)

and Bob executes all the other operations (state preparation, measurements and

two-qubit gates). Importantly, Alice must be able to implement all the single-qubit

in each band simultaneously, i.e., she must possess an n-qubit memory (where n is

the number of qubits in the target computation).

Being based on the accreditation protocol, the mesothetic protocol requires

implementing computations with no more qubits and gates than the target computa-

1. This Chapter presents the results of Appendix D of Ferracin, Kapourniotis, Datta, Ac-
crediting outputs of noisy intermediate-scale quantum computing devices, New J. Phys. 21 113038
(2019).
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tion, thus minimizing the requirements on Bob’s side. However, the requirements on

Alice’s side are greater than in prepare-and-send [49–54, 84] or receive-and-measure

[55–59] protocols, where Alice only requires a single-qubit memory. This suggests

the possibility that protocols optimized for experiments (i.e., with no quantum over-

head) may translate into more demanding verification protocols (i.e., with more

requirements on Alice’s side) and vice-versa.

Similarly to post-hoc verification protocols [56, 65], the mesothetic protocol

is not blind. Indeed, Alice leaks crucial information to Bob regarding the target

circuit, such as the position of the two-qubit gates. However, blindness may be

required to protect the privacy of users in future delegated quantum computations

[93]. Thus, we show how to turn the mesothetic protocol into a blind protocol. This

requires recompiling the target circuit into a circuit with a fixed pattern of cZ gates

(Figure 7.2), yielding an increase in circuit depth. Thus, the minimal overheads of

the protocol must be traded in exchange for blindness.

This Chapter is organized as follows. In Section 7.2 we describe the meso-

thetic protocol and calculate completeness and soundness. In Section 7.3 we explain

how it can be turned into a blind protocol. All the necessary definitions can be

found in Section 4.2.

7.2 The mesothetic protocol

In this Section we describe the mesothetic protocol, which is provided in Box 7.1.

We then calculate the completeness and soundness of the protocol.

7.2.1 Description of the protocol

We assume that Alice wants to implement a circuit of the type of Figure 1.1 with

n qubits and m bands. We also assume that Alice owes a device that can receive

n qubits from Bob, implement a single-qubit gate on each of them and send the

qubits back to Bob. Alice’s device must be able to implement all the single-qubit

gates contained in the target circuit, together with H,S, S† (used in trap circuits)

and X,Y, Z (used for the QOTP).

The mesothetic protocol takes as input a description of the target circuit and

the number v of trap circuits. After revealing to Bob the position of the cZ gates

in the target circuit, in Step 1 Alice chooses a random number v0 ∈ {1, . . . , v + 1}
indicating what circuit will implement the target. In Step 2 she chooses the single-

qubit gates for the trap circuits. Next, in Step 3 she adds the QOTP to the single-

qubit gates in all the circuits.
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Box 7.1. Mesothetic verification protocol.

Input:

A classical description of the target circuit and the number v of traps.

Routine:

1. Alice reveals to Bob the number of traps v and the position of the cZ gates in

the target circuit. Next, Alice randomly chooses what circuit v0 ∈ {1, . . . , v + 1}
will be used to implement the target. Finally, she defines {U (v0)

i,j } = {Ui,j}, where

{Ui,j} is the set of single-qubit gates in the target circuit.

2. For k ∈ {1, . . . , v + 1}: If k 6= v0 (trap circuit), Alice runs Routine 4 (page 61)

and obtains the set {U (k)
i,j } of single-qubit gates for the k-th circuit.

3. For k ∈ {1, . . . , v + 1}: Alice runs Routine 3 (page 60) and obtains the set of

gates {U ′′(k)
i,j }, together with the random bits α

(k)
i,m.

4. For all k ∈ {1, . . . , v + 1}, Alice and Bob interact as follows:

4.1 Bob creates n qubits in state |+〉.

4.2 For j ∈ {1, . . . ,m}:

4.2.1 Bob sends all the qubits to Alice. For i = 1, . . . , n, Alice executes U
′′(k)
i,j

on qubit i. Finally, Alice sends all the qubits back to Bob.

4.2.2 Bob applies the entangling gates ĉZj contained in the j-th band of the

target circuit.

4.3 For i ∈ {1, . . . , n}: Bob measures qubit i in the Pauli-X basis and stores the

measurement output s
(k)
i .

5. For all k ∈ {1, . . . , v+ 1}, for all i ∈ {1, . . . , n}: Bob reveals to Alice the value of

s
(k)
i . If if α

(k)
i,m = 1, Alice bit-flips s

(k)
i .

6. Alice initializes a flag bit to the state |acc〉 = |0〉. Next, for all k = 1, . . . , v + 1:

if k 6= v0 (trap circuit) and s
(k)
i ⊕ α

(k)
i,m 6= 0 for some i ∈ {1, . . . , n}, Alice sets the

flag bit to |rej〉 = |acc⊕ 1〉.

Output: The outputs of the target circuit and the flag bit.
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In Step 4 Alice and Bob implement all the v + 1 circuits. To do so, they

interact as follows: For all circuits k ∈ {1, . . . , v + 1}, in Step 4.1 Bob creates n

qubits in the state |+〉. In Step 4.2, for each band j ∈ {1, . . . ,m}, Bob sends all

the qubits to Alice; Alice implements the rounds of single-qubit gates ⊗ni=1U
(k)
i,j and

sends the qubits back to Bob; Bob implements ĉZj . In Step 4.3 Bob measures all

the qubits in circuit k.

In Step 5 Bob sends Alice the results of the measurements and Alice recovers

the bit-flips caused by the QOTP. Finally, in Step 6 Alice checks the outputs of the

trap circuits. If all the traps output s = 0, she accepts the output of the target

circuit, otherwise she rejects it.

7.2.2 Completeness and soundness

We begin by computing completeness and soundness assuming that Alice’s device

is noiseless.

Theorem 9. Suppose that Alice’s device is noiseless. Then, for any number v ≥ 3

of trap circuits, the mesothetic protocol is (δ, ε)-verifiable with

δ = 1 and ε =
κ

v + 1
, (7.1)

where κ = 3(3/4)2 ≈ 1.7.

The proof of Theorem 9 relies on the following Lemma:

Lemma 6. Suppose that Alice’s device is noiseless. Summed over the random num-

bers α
(k)
i,j , α

′ (k)
i,j and γ

(k)
i,j , the state of system in Alice’s register at the end of the

protocol is of the form

ρout

(
U (1)

1 , . . . ,U (v+1)
m

)
=

∑
s(1),...,s(v+1)

∑
P(1)
0 ,...,P(v+1)

m

prob
(
P (1)

0 , . . . ,P (v+1)
m

)
2n(v+1)

×

v+1⊗
k=1

〈+|⊗n
[
Zs(k)P (k)

m U (k)
m ◦m−1

j=1

(
CZjP (k)

j U
(k)
j

)
◦ P (k)

0

(
ρin

)]
|+〉⊗n×(

⊗i Zs
(k)
i
i |+〉i〈+|Zs

(k)
i
i

)
(7.2)

where ρin = ⊗i|+〉i〈+|, s(k) = (s
(k)
1 , . . . , s

(k)
n ) is a binary string representing the

output of the k-th circuit, Zs(k)(ρ) = ⊗iZs
(k)
i
i ρZ

s
(k)
i
i and prob

(
P (1)

0 , . . . ,P (v+1)
m

)
is
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Figure 7.1: Implementation of the 6-qubit target circuit by Alice and dishonest Bob. Bob’s
deviations in state preparation are described by the unitary R, those in the measurements
by M, those in the cZ-gates in a band j = 1, . . . ,m − 1 by Fj . All these unitaries act
simultaneously on the system and on the environment (initially in the state |0〉B).

the joint probability of a collection of Pauli errors P (1)
0 , . . . ,P (v+1)

m affecting the

system, with P (k)
1 , . . . ,P (k)

m−1 ∈ {I ,X ,Y ,Z}⊗n and P (k)
0 ,P (k)

m ∈ {I,Z}⊗n for all k.

Lemma 6 states that on average (i.e, summed over all the random numbers),

the state in Alice’s register at the end of the protocol is equivalent to the state

that she gets when Bob is honest, but his quantum computer is afflicted by Pauli

errors. This holds independent of the specific way in which Bob deviates from the

instructions. Lemma 6 can thus be seen as the counterpart of Lemma 4.

We now prove Lemma 6, next we prove Theorem 9.

Proof. (Lemma 6). We start by proving the lemma for the case where Alice and Bob

implement a single circuit (v = 0), next we generalise to multiple circuits (v > 0).

Representing Bob’s deviations as unitary matrices acting on the system and on a

private register held by Bob, the state in Bob’s register at the beginning of Step 4.2

(i.e., before Bob measures the qubits) is of the form (Figure 7.1)

ρ
(
U ′′1 , . . . ,U ′′m

)
= M U ′′mĉZm−1Fm−1U

′′
m−1 . . . ĉZ1F1U

′′
1 R

(
ρin ⊗ |0〉B〈0|

)
R† . . .M† ,

(7.3)

where ρin = ⊗ni=1|+〉i〈+|, |0〉B is the initial state of Bob’s private register, U ′′j =

⊗ni=1U
′′
i,j are the gates implemented by Alice, the unitary matrix R represents Bob’s

deviations in state preparation, the unitary matrix M represents Bob’s deviations

before the measurements and ĉZjFj is a dishonest implementation of the entangling

gates in a band j.
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Tracing out Bob’s private register, we obtain the same state as on the r.h.s. of

Equation 5.27. Thus, with the same calculations as in Lemma 4, we can prove that

when Bob sends the measurement outputs to Alice and Alice undoes the QOTP

(Step 5), the state in Alice register is of the form of Equation 7.2. This proves

Lemma 6 for the case v = 0.

To generalize to multiple circuits (v > 0), we start by noticing that the

circuits are implemented in series, hence Bob’s deviations can only affect one circuit

at a time. Starting from here and using the same arguments as for v = 0, one can

finally obtain Equation 7.2.

We can now prove Theorem 9:

Proof. (Theorem 9). Completeness δ = 1 follows from the fact that Alice and Bob

are implementing the accreditation protocol, which (in the absence of deviations)

always returns the correct output of the target and flag bit in the state |acc〉 (Section

5.3.1).

To prove soundness ε = κ/(v + 1), we begin by using the Lemma 6, which

states that all the deviations by Bob reduce to Pauli errors. We then calculate the

probability p(E1 ∧ E2|ṽ) of the events E1 the Pauli errors afflict the target circuit

and E2 the Pauli errors are not detected by the traps when the Pauli errors afflicts

ṽ circuits. This probability equals

p(E1 ∧ E2|ṽ) = p(E1|ṽ)p(E2|E1 ∧ ṽ) (7.4)

Since the probability associated to each collection of Pauli errors does not depend

on the choice of single-qubit gates (cfr. Lemma 6), the Pauli errors have probability

p(E1|ṽ) = ṽ/(v + 1) of afflicting the target circuit. Moreover, due to Lemma 5 we

have

p(E2|E1 ∧ ṽ) ≤
(

3

4

)ṽ−1

(7.5)

Finally, maximizing p(E1 ∧ E2|ṽ) over ṽ yields

ε = max
ṽ

p(E1 ∧ E2|ṽ) ≈ 1.7

v + 1
, for ṽ = 3. (7.6)

We now compute completeness and soundness in the case where Alice’s de-

vice suffers bounded noise (potentially gate-dependent):
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Theorem 10. Suppose that Alice’s device is affected by bounded noise, i.e. that

for all circuits k ∈ {1, . . . , v + 1} and bands j ∈ {1, . . . ,m} she applies E (k)
j U

(k)
j ,

where E (k)
j = (1−r(k)

j )I+r
(k)
j E

′ (k)
j for some arbitrary CPTP-map E ′ (k)

j and number

0 ≤ r
(k)
j < 1. Then, for any number v ≥ 3 of trap computations, the mesothetic

protocol is verifiable with

δ = 1 and ε = g
κ

v + 1
+ 1 − g , (7.7)

where κ = 3(3/4)2 ≈ 1.7, g =
∏
j,k 1− r(k)

max, j and r
(k)
max, j is the maximum error rate

of the round of gates in band j of circuit k, where this maximum is taken over all

choices gates for this round.

Proof. The proof of completeness is the same as for Theorem 9. To compute

soundness, we denote as ρ?out the state in Alice’s register at the end of a proto-

col run when Alice’s device is noisy, and as ρout the state in Alice’s register at

the end of a protocol run when Alice’s device is noiseless (Lemma 6). Indicating

as r
(k)
max, j the maximum error rate for gates in band j, we rewrite this noisy map

as E (k)
j = (1 − r

(k)
max, j)I + r

(k)
max, jQ

(k)
j for some other CPTP map Q(k)

j . This al-

lows rewriting of the classical state in Alice’s register at the end of the protocol as

gρout + (1− g)ρ?out and to obtain the upper-bound the trace distance.

7.3 Turning the mesothetic protocol into a blind proto-

col

In Step 1 of the mesothetic protocol Alice reveals to Bob the position of the cZ

gates in the target circuit. Thus, in its present form the mesothetic protocol cannot

be considered blind, since it leaks important information about the target circuit.

Nevertheless, Alice can turn the mesothetic protocol into a blind protocol by recom-

piling the target circuit into a circuit of the type illustrated in Figure 7.2 (which we

name “circuit in normal form”).

Recompiling the target circuit into a circuit in normal form makes the input

to the mesothetic protocol independent of the target circuit that Alice wishes to

verify. This allows proving the following Theorem:
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Figure 7.2: Circuit in normal form. (a) Six-qubit example of circuit in normal form. This
circuit has the same repetitive structure as the BwS. Recompiling the target circuit into a
normal form of this type can always be done using the circuit identities (b) and (c), and
by adding a polynomial number of SWAP gates to the target circuit.

Theorem 11. Suppose that Alice can apply noiseless single-qubit gates. If Alice

recompiles the target circuit into a circuit in normal form, the mesothetic protocol

is blind.

Proof. To prove blindness, we notice that during the execution of the protocol Bob

cannot retrieve any information about the the target circuit, apart from the number

of qubits and an upper-bound on the circuit depth. Indeed, Bob’s tasks are the same

for all circuits (prepare the same input state, execute the same entangling gates and

measure in the same basis) and these tasks do not depend on the target circuit,

since this target is implemented on a circuit in normal form. Moreover, the only

type of information that Bob receives from Alice during the implementation of the

circuits are the qubits in Step 4.2.1, but the QOTP prevents Bob from retrieving

useful information: at any k = 1, . . . , v + 1 and j = 1, . . . ,m, if Bob sends to Alice

a state ρ
(k)
j , Alice returns to him the state

U
′′(k)
j ρ

(k)
j U

†′′(k)
j = ⊗ni=1Z

α
(k)
i,j Xα

′(k)
i,j

[
U

(k)
j Pj−1ρ

(k)
j Pj−1U

†(k)
j

]
Xα

′(k)
i,j Zα

(k)
i,j , (7.8)
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where Pj−1 is the Pauli operator that undoes the previous QOTP. Summing over

all possible α
(k)
i,j and α

′(k)
i,j yields the maximally mixed state.
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Chapter 8

Conclusions

NISQ devices will be useful to test the predictions of quantum mechanics and to

demonstrate the building blocks of future quantum computers [23]. Moreover, they

will be able to outperform current supercomputers in specific tasks, as was demon-

strated in recent experiments [16]. However, due to the high levels of noise afflicting

the internal components of NISQ devices, it is crucial to develop protocols able to

check the correctness of their outputs.

In this thesis we have built towards such protocols. Our work begun with the

optimization of some of the existing verification protocols [49, 51, 52, 55]. Specifi-

cally, in Chapter 4 we have provided two protocols that enable a verifier Alice with

restricted quantum power (single-qubit state preparation or measurement) to check

the outputs of a “target” quantum computation implemented by a prover Bob.

Our protocols reduce the requirements on Alice’s side (preparation of eight types of

states as opposed to ten in previous protocols [49, 51, 52], or else measurement in

four types of basis as opposed to five in previous protocols [55]). However, the re-

quirements on Bob’s side remain impractical for NISQ devices, due to the overhead

in qubits and gates of our protocols.

Moving beyond the optimization of existing protocols, in Chapter 5 we have

defined the concept of an accreditation protocol, namely a protocol that can guar-

antee with high confidence that the outputs of a quantum computer are close to the

correct ones. We have then presented an accreditation protocol that encompasses

all the limitations of NISQ devices.

The accreditation protocol in Chapter 5 returns (i) an upper-bound on the

variation distance between noisy and noiseless probability distribution of the outputs

of the target circuit and (ii) a confidence on the upper-bound. Unlike verification

protocols [49–62, 64, 65, 84, 85], our accreditation protocol has no overhead, since
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it requires implementing circuits with no more qubits and gates than the target

circuit. Moreover, relying on the high quality of the single-qubit gates in present

NISQ devices (Table 1.1), it captures all noise afflicting state preparation, two-qubit

gates and measurements.

In Chapter 6 we have presented a modified version of the accreditation proto-

col (named “single-run accreditation protocol”) that can provide tighter bounds on

the variation distance. The single-run accreditation protocol relies on more assump-

tions on the noise, such as Markovianity and independence from single-qubit gates.

These assumptions are standard for protocols based on tomography [33–35] and

randomized benchmarking [36–45] and are motivated by empirical evidence about

experimental noise [16, 45]. Importantly, the single-run accreditation protocol can

detect all the noise that is detected by the protocols based on tomography or ran-

domized benchmarking, as well as noise (such as time-dependent noise) that may

be missed by those protocols.

We have demonstrated our single-run accreditation protocol on the IBMQ

Ourense quantum computer for circuits containing 2,3 and 4 qubits and up to 7

rounds of single- and two-qubit gates. Being readily implementable on current

quantum computers, scalable and robust to standard noise models, we expect our

single-run accreditation protocol to play a crucial role in computations on future

quantum computers.

Coming full circle, in Chapter 7 we have shown how the accreditation pro-

tocol in Chapter 5 can be turned into a verification protocol. Specifically, we have

provided a “mesothetic verification protocol” where the Alice and Bob follow the

steps of the accreditation protocol. The mesothetic protocol has more requirements

on Alice’s side than other verification protocols [49–52, 54–62, 64, 65, 84, 85], since

Alice must possess a device able to store n qubits (where n is the number of qubits

in the target computation) and implement single-qubit gates on each of them. How-

ever, it minimizes the requirements for Bob, who must only implement computations

containing as many qubits and gates as the target computation.

The results presented in this thesis leave several open questions for future

works. The first question is how to incorporate fault-tolerance into our accreditation

protocols, as has been done for some verification protocols [51, 61, 94]. Fault-

tolerant protocols rely on the assumption that the noise is digitalized and localized,

meaning that it can be represented by single-qubit Pauli errors afflicting each qubit

independently [16, 88, 95]. Moreover, they require that the probability that such

errors occur is below a certain threshold. If these assumptions are invalid, then
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fault-tolerant protocols may be unable to detect and correct errors. Therefore, it is

important to devise accreditation protocols that can also check whether errors are

indeed being corrected by a given fault-tolerant protocol.

Another open question regards the applicability of our accreditation protocols

if the single-qubit gates suffer noise that is systematic and gate-dependent (such as

gate-dependent over- or under-rotations). In its current state, the analysis of our

protocol does not account for such noise. The main reason is that the QOTP (which

maps coherent errors into stochastic Pauli errors) is applied at the level of the single-

qubit gates. Unbounded errors that depend on the gates used to randomize arbitrary

noise processes to Pauli errors are an obstacle to other works including cryptographic

protocols [51] and protocols based on randomized benchmarking [36–38, 43, 45].

Finally, another open question regards the requirements of the mesothetic

protocol. The mesothetic protocol minimizes the requirements for Bob. However,

Alice must possess a multi-qubit qubit memory, while in all the other protocols she

must possess a single-qubit memory [49–52, 54–62, 64, 65, 84, 85]. We thus ask

whether it is possible to adapt our mesothetic protocol to a scenario where Alice

only possesses a single-qubit memory. This may lead to the first verification protocol

that has minimal requirements for both Alice and Bob.
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