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Abstract

This thesis presents research into the characteristics necessary for diamond and

nanodiamond in the application of optically detected magnetic resonance (ODMR)
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and fundamental physics research and also addresses digital signal processing re-
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Firstly, an open source, high frequency lock-in amplifier is presented, along with

characterisation that demonstrates a sensitivity of 90 nV/
√

Hz and a maximum

demodulation frequency of 50 MHz. This device is compared with a commercial

alternative, and its suitability for diamond magnetometry in magnetocardiography

is discussed. Secondly, confocal fluorescence microscopy measurements of nitrogen

vacancy centres in high purity nanodiamond are presented, along with a discussion

of the nanoparticles’ suitability for fundamental physics experiments. T2 spin-spin

decoherence times of up to 120µs are reported, achieved using the spin echo method,

twenty times longer than previous research using high yield nanodiamonds. These

experiments were performed on nanodiamonds deposited on a custom designed sil-

icon substrate marked with a simple grid for location enabling the measurement

of specific nanodiamonds not only in confocal fluorescence but also under scan-

ning electron microscopy.Finally, progress is made towards optical trapping of these

nanodiamonds for the investigation of the macroscopicity of particles in a spatial

quantum superposition. Trapping frequencies of 220 kHz using an aspheric lens were

achieved, and a three-axis Helmholtz coil was constructed and thermally tested in

aid of applying ODMR to trapped nanodiamonds.
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1.1 Expecting the Unexpected

1.1.1 An Unexpected Journey

Diamond has been known since antiquity, and its perceived rarity and beauty have

led to its unparalleled status as a symbol of wealth, success and enrichment. How-

ever, that the value of diamond as a material might exceed the aesthetics for which

it is renowned cannot have been imagined back when it was first discovered millen-

nia ago in antiquity.1 However, the first clues as to diamonds’ usefulness other than

something at which to gaze, perhaps first came many millennia ago when they were

used as engraving tools. This early observation of the gemstone’s superlative hard-

ness2 is reflected in the widespread use today of diamond in industrial applications,

where its extreme cutting and grinding capability has given it prized status nearly

equalling that conferred by its aesthetic value.

That diamond could have valuable contributions to make in fields as diverse as

geological dating,3 medical imaging4 and fundamental physics research5, 6 would

have been an outlandish idea only fifty or a hundred years ago. However, the clues

to these uses for diamond have been there for all to see for many years. Jewellers and

collectors have long sought ‘flawless’ clear diamonds, but even above these they have

prized coloured diamonds. Once the origin of these attractive colours was guessed

at, the journey towards manipulating and exploiting these ‘colour centres’ as they

have become known, had begun.

In 1909, Sir William Crookes discovered that colouration of diamonds could be

achieved by irradiation with radium atoms,7 suggesting that the gemstones’ interac-

tion with light was mediated by the atomic configuration of the substance’s crystal

lattice. Further understanding of the effects of radiation bombardment came in the

1950’s8, 9, 10 when there was a significant amount of work investigating the effects

of using different particles and varying particle energies for bombardment. Not only
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did this early research begin to probe methods of effecting colour change in dia-

mond, but it began to speculate as to the mechanisms taking place which enabled

the changes.11 More than 100 years prior to Crookes’ work however, research was

taking place which would revolutionise not only physics as a whole, but would also

impact the future of diamond itself.

1.1.2 An Unexpected Destination

When Thomas Young performed his famous ‘double slit’ experiment in 1801,12 the

ramifications were not immediately clear. In fact, the experiment instead seemed

to confirm that light merely propagated as a wave, a concept which, advanced by

Descartes nearly two centuries earlier,13 found many willing adherents. The com-

peting hypothesis, that light (and indeed all things) was comprised of particles,

had existed since antiquity. It was not until the late nineteenth and early twen-

tieth centuries that it began to emerge that these competing hypotheses were not

mutually exclusive. What this apparent dichotomy demonstrated was that things

could, quite literally, not be what they seemed. More specifically, the work of

Bohr,14 Planck,15, 16, 17 Heisenberg18, 19, 20 and a great many others in the early

1900s showed that there were two regimes that seemed yo underpin the physical

universe.

The great prize in modern physics has been, since these pioneering days, the

unification of quantum mechanics with general relativity. The bringing together of

these seemingly irreconcilable disciplines has produced some of the most notable

headaches and disagreements in the scientific community, prompting Einstein to

offer perhaps his most famous quotation in a letter to Max Born in 1926 in response

to Born’s and Heisenberg’s work; “I, at any rate, am convinced that He [God] does

not throw dice”. Regardless of Einstein’s protestations though, the study of physics

has since arrived at the inescapable conclusion that both quantum mechanics and

general relativity are eminently demonstrable yet mutually incompatible, and so the
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search for the underlying relationship between these theories continues.

1.1.3 An Unexpected Alliance

Initial research on colour centres in diamond has found impetus from the gemological

community who, by and large, have sought better understanding of diamond on an

atomic and crystallographic level in order to better comprehend, identify and weed

out artificial gemstones which find their way onto the black market and, increasingly,

otherwise legitimate trade. That it should be this commercial driver which has led to

the study of diamond for more fundamental research is perhaps the most unexpected

result of these two seemingly disparate avenues of enquiry, gemmology and quantum

physics.

The confluence of these two interests is embodied by the negatively charged ni-

trogen vacancy (NV-)defect, the replacement of two adjacent carbon atoms in the

diamond lattice by a nitrogen atom, a lattice vacancy and an extra unpaired elec-

tron. With an electron spin of S = 1 and a ground state splitting between ms = 0

and ms = ±1, this crystallographic defect is responsible for creating gems of purplish

hue and gives rise to fluorescence in the red part of the visible spectrum where the

intensity of fluorescence depends on the spin state. This fluorescence is the tell-tale

sign of something deeper, and it is this which is of interest to not only researchers

probing fundamental physics, but also to those pursuing the real-world applications

of quantum mechanics. By being placed into a superposition of two quantum states,

the unpaired electron of the nitrogen vacancy centre opens itself up as both a tool

for probing the quantum nature of gravity5 and as the potential building block of a

quantum computer.

Quantum computing, and quantum information in general, relies of the use of

quantum bits, or qubits. Coarsely analogous to classical bits in an ordinary com-

puter, which may have values of 0 or 1, a quantum bit may be placed into a quantum
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superposition of |0〉 and |1〉, dramatically increasing the potential speed and com-

plexity of calculations. The nitrogen vacancy can provide just such a qubit in the

form of an unpaired electron, i.e a single quantum spin, which may be accessed,

manipulated and read out by comparatively simple means. Where the nitrogen va-

cancy truly excels in comparison to competing technologies is its capability for such

operations at room temperature as opposed to cryogenic temperatures as is the case

with some other qubits.

The nitrogen vacancy has attracted interest from many scientific disciplines, hint-

ing at the diversity of potential applications for which it may be suitable. Perhaps

then it should be little surprise that the study of something so ancient and univer-

sally acknowledged as diamond might lead to the development of some of humanity’s

most ambitious technology.

1.2 Motivation

A particle suspended in an optical trap can be among the simplest of experiments.

In the most elementary of cases it represents at its heart a sphere in a vacuum; the

ideal system for a physicist to probe. It is the simplicity of this system which lends

itself to the investigation of quantum mechanical behaviour in mesoscopic objects.

By removing the air from the system and any mechanical interaction, the

opportunities for wave function collapse when manipulating a levitated nanoparticle

in a spatial superposition are greatly reduced. Diamond containing nitrogen vacancy

centres offers yet another simplistic system (i.e. one where the nitrogen vacancy

is suspended by a network of largely inert material in the form of the mostly non-

paramagnetic carbon diamond lattice) which can be coupled to the levitated particle

in order to enable the superposition in the first place. It would seem then, that with

the application of some well understood physics, the boundary between classical and

quantum theory could be explored.
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However, as has so often been the case in scientific inquiry, the difficulty has

been found in the detail. Vacua are inevitably incomplete, nanodiamonds are un-

compromisingly non-spherical and their crystal lattices are rarely as pure as would

ultimately be desired.

Concepts for matter-wave interferometry experiments making use of nanodiamonds

in optical traps have been proposed.5, 6 These see the electron spin of a nitrogen

vacancy coupled with the mechanical oscillations of a levitated nanodiamond via an

inhomogeneous magnetic field. So coupled, if the nitrogen vacancy spin is placed

into a quantum superposition of its quantum states, it has been proposed that the

oscillatory state of the nanodiamond to which it is coupled will also be in a super-

position. This could be confirmed with an interference experiment by tilting the

apparatus leading to the two states experiencing different gravitational potentials.

These states could then be read out by optically detected magnetic resonance.

This experiment though relies upon several factors:

1. the nanodiamond must remain trapped for long enough that optically detected

magnetic resonance can be observed, ideally several hours or longer,

2. the diamond must remain in a spatial superposition for long enough for an

experiment to be performed, dependant on the particular operating procedures

used,

3. the electronic spin state of the nitrogen vacancy centre must remain in its

superposition long enough for an experiment to be performed, also dependent

on the particular experimental procedures.

Work by Frangeskou et al21 showed that point 1 could be addressed by reducing

the substitutional nitrogen concentration of the diamond material, thereby reduc-

ing absorption of energy from the trapping beam and preventing destruction of the

diamond by graphetisation. Point 2 may be addressed by reducing the gas pressure
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surrounding the particle in order to reduce mechanical interactions between the par-

ticles and the gas. The research detailed in this thesis, alongside the demonstration

of magnetometry techniques for which the nitrogen vacancy is also useful, will at-

tempt to show that point 3 may also be dealt with by the same measures as point

1; by reducing the nitrogen content of the diamond material. Low numbers of ni-

trogen impurities and correspondingly low concentrations of nitrogen vacancies are

expected to lead to high purity nanodiamonds with (T2) spin-spin coherence times

exceeding 60µs. Furthermore it is shown that such diamonds may be fabricated

using comparatively simple methods, in contrast to other nanodiamonds which re-

quire complex synthesis processes.

In parallel with the work on nitrogen vacancy centres, this thesis also describes

an open source, high frequency lock-in amplifier which was developed as an aid

to nitrogen vacancy magnetometry which was characterised by myself. Whilst the

link between these two technologies might not be immediately apparent, it should

be realised that lock-in amplifiers are invaluable in the extraction of weak signals

from noisy environments, a circumstance which is certainly to be found in nitrogen

vacancy electron paramagnetic resonance. The open source option detailed here pro-

vides the potential for dramatically reduced cost in this area, which is of particular

interest where large numbers of diamond detectors are required.

1.3 Thesis structure

This thesis is divided into two principal sections; chapters 2 to 4, discussing lock-

in amplification, nanodiamonds and electron paramagnetic resonance, provide the

background theory and experimental detail upon which the later chapters rely.

Chapters 5 to 8, addressing diamond magnetometry, lock-in characterisation, con-
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focal microscopy and optical trapping, deal more heavily in results, although some

theory is included where expansion on earlier concepts is required.

The research itself is also divided into two streams; optically detected magnetic

resonance and lock-in amplification. Whilst these two seemingly disparate topics

may seem unrelated, chapter 6 highlights the connection between them, and the

important role lock-in amplification has to play in magnetocardiography. These two

streams are presented alongside one another, in order to preserve the structure as

aforementioned. Finally chapter 9 summarises and concludes this thesis.
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Chapter 2

Lock-in Amplifiers
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2.1 Introduction

The lock-in amplifier (LIA) has become a mainstay of digital signal processing (DSP)

in scientific research, being capable of extracting meaningful data from noisy envi-

ronments, even where the level of noise is much larger than that of the desired

signal.1 First described in 1941, early LIAs were based on heaters, thermocouples

and transformers.2 More modern LIAs have been fully digital3, 4, 5, 6 or implemented

on field programmable gate array (FPGA) devices,7, 8, 9 which are able to exceed the

performance of their analogue counterparts.10 However, the cost of modern LIAs

may prove prohibitive, particularly in cases where large numbers of input channels

or high demodulation frequencies are required.

2.2 Principles of operation

2.2.1 Theory

Characterised by wide dynamic range and the ability to extract signal from noisy

environments,11 LIAs are phase sensitive detectors.12 Generally:

V = VinVrefsin(ωint+ φin)sin(ωref t+ φref ) (2.1)

where the signal V is the product of an input signal Vin and a reference signal

Vref , where these signals are sinusoidal waves. This results in two alternating cur-

rent (AC) signals. Firstly a difference frequency ωref −ωin (the reference frequency

ωref and the signal frequency ωin) which results in a DC signal when ωref = ωin.

Secondly there is a sum frequency ωref + ωin which results in a high frequency

component. The addition of a low pass filter results in:
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Vout =
1

2
VinVrefcos(φin − φref ) (2.2)

such that where the phase difference δφ = φin − φref = 0 the output will be

maximised and where δφ = π
2 the output will be zero (see figure 2.1). The high

frequency component resulting from the sum frequency will be mitigated by the low

pass filter.

Figure 2.1: The simulated effect of phase difference δφ between
the input and reference signals. Vertical bars indicate alternating
points where δφ = π

2 (out of phase) and δφ = 0 (in phase).

The reference signal is generated either internally by the LIA itself or externally

by some other source. The reference is multiplied by the input signal13 which carries

the desired data modulated at the reference frequency.14 Where the frequency of

the input signal does not equal the reference, and is integrated over a time large
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compared to the period of the reference, the output will approach zero. Conversely,

where the input frequency matches that of the reference, the output is equal to half

the product of the amplitudes of the reference and input signal,15 meaning that only

signals modulated at a frequency equal to that of the reference will be amplified, and

other frequencies will be attenuated.16 Components out of phase with the sine refer-

ence will also be attenuated, due to orthogonality of the sine and cosine functions of

equal frequency17 (see equation 2.2), hence the LIA is considered phase sensitive.18

In a single phase LIA, components in phase with the sine function will result in a

non-zero value in the output called X (X = Vsig cos(φ) where Vsig is the voltage

of the input signal), whilst in a dual phase LIA, as well as X those components in

phase with the cosine function will produce a non-zero value in the output called Y

(Y = Vsig sin(φ)), hence the two outputs X and Y can be combined by:

R =
√
X2 + Y 2 (2.3)

to provide a magnitude value,19 while phase δφ = φin − φref = arctan Y
X .

Practically then, this leads to a circumstance where only signals which change

in intensity at the frequency of the reference (often called the (de)modulation fre-

quency) are accepted and amplified by the LIA, to the exclusion of signals not vary-

ing at this frequency. Frequencies close to the demodulation frequency will also be

accepted and amplified, but with an amplitude Iout which decreases approximately

as:

Iout =
1

2π

Γ

(ν − ν0)2 + (0.5Γ)2
(2.4)
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where ν is the input frequency, ν0 is the demodulation frequency and Γ is a term

related to the output bandwidth.

Finite passband

This finite passband is not smooth. Instead it is populated by multiple peaks of

decreasing magnitude either side of the central frequency. These fringes originate

from the constructive and destructive interference caused by a continuum of per-

mitted frequencies either side of the reference frequency. This effect can be seen

in figure 2.2 where the effect of frequencies deviating from the passband central

frequency (i.e. the reference frequency) by small amounts can be seen. In part (a),

101 cosinusoidal signals are modelled, with 50 at incrementally higher frequencies

than the reference, the reference itself and 50 signals with slightly lower frequency

than that of the reference. These represent signals which have not been rejected by

the LIA, i.e. a finite passband. For simplicity of the illustration, the amplitudes of

these signals have been set to unity, although in reality we might expect a variety

of amplitudes. Part (b) shows the effect of combining the signals passed in part (a)

by simple summation. The resulting amplitude of signal then represents the effect

of both constructive and destructive interference of the summed signals. Part (c)

shows the ‘R’ value, i.e. the square root of the squares of the components of the

signal in part (b) (see equation 2.3), or the magnitude of the signal. Part (d) shows

the effect of a moving average filter on the signal in part (c). Here it can be seen

that smoothing of the signal comes at the expense of line width. Note that part

(a) in this figure displays only a short length of time, compared to the larger range

shown in parts (b-d), enabling the individual peaks and troughs to be seen.

It could be supposed that a continuum of frequencies, rather than a large number

of discrete frequencies as used in this simulation, may not produce the same effect.

Modelling a continuum on a computer is non-trivial, however, and so a real-world
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Figure 2.2: The effect of a non-zero width passband. Multiple signal
components are shown in (a) where red data indicate signals with a
slightly higher frequency than the reference (grey line) whilst blue
data indicate lower frequency signals. b) shows a summation of the
signals in (a) with the corresponding constructive and destructive
interference leading to the signal shown. c) shows the magnitude
of the signal in (b). d) shows the effect of a moving average filter
of four different averaging periods.
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analogy is useful in the form of a beam of light passing through a single slit which,

incident on a screen or detector, produces both the fringing and the finer detail in

the fringes. The passband used for the model (and in a real system) restricts the

passage of signals in the frequency space whereas the single, physical split operates

in real space, but the effect is the same. This shows that the fringing seen in non-

averaged data from a finite passband is not produced solely by the physical hardware

of the filtering device (an LIA for example) but as a fundamental result of imposing a

passband upon a signal containing multiple frequency components. The detail in the

fringes (which are coloured in the optical example if white light is used or are absent

with monochromatic light) are, both in this model and real examples, determined

by parameters such as sample rate, time constant and frequency resolution.

The fringing effect caused by a non-zero width passband can, as shown, be mit-

igated by the use of a moving average filter. However, when such a filter was im-

plemented, I found that an unacceptable trade-off had to be made between fringes

in the output signal and excessive bandwidth. To improve this, an infinite impulse

response (IIR) filter was implemented by Mark Skilbeck. All results presented in

chapter 3 were performed by myself and were conducted using the IIR filter. The

simulations presented in figure 2.2 were performed by myself using Matlab 2019b.

2.2.2 Practical considerations

Operation of an LIA requires an understanding of the system or systems being

measured. The appropriate modulation frequency for an incoming signal can be af-

fected by processes specific to the measured system. If we consider a system where a

component being modulated requires a certain time to respond to a stimulus, mod-

ulation on timescales fast compared to the response time might be inappropriate.

It is important then that modulation frequencies not comparable to the timescales

of these processes are chosen.
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Similarly, the operator must be aware of the importance of correct parameter

setting, particularly in terms of the relationship between the LIA time constant (i.e.

the filter’s averaging period) and demodulation frequency. As the time constant

behaves as an averaging period, it is essential to ensure that sufficient modulation

periods (say, ten) occur within the period encompassed by the time constant:

τmin =
10

νmod
(2.5)

where τ is the minimum effective time constant or averaging period in seconds and

νmod is the demodulation frequency in Hertz.

The amplitude of the modulation must also be chosen carefully. Excessive mod-

ulation amplitudes can broaden features leading to information loss, and can also

potentially cause physical damage depending on the nature of both the system being

measured and any circuitry used.

2.3 Hardware

2.3.1 The STEMlab 125-14

The Red Pitaya STEMlab 125-14 is a single board computer (SBC) with an in-

tegrated field programmable gate array (FPGA) in the form of a Xilinx Zynq

7010 SOC,20 allowing for the implementation of reprogrammable micro-architecture

which would otherwise necessitate dedicated hardware. The reprogrammability21 of

FPGAs makes them applicable for the LIA functionality described here and allow for

further expansion and modification by end users. Two DC coupled analogue inputs

are available in the form of user selected ±1 V or ±20 V, 125 MS/s analogue-to-

digital converters (ADCs) with 1 MΩ/10 pF input impedance/capacitance. Further

hardware specifications can be found in table 2.1.
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Processor Dual Core ARM Cortex A9
FPGA Xilinx Zynq 7010 SOC
RAM 512 MB
System Memory 6 32 GB Micro SD
Power Consumption 7.5 W
Data Transfer Rate 1 Gbps
USB version 2.0
Synchronisation SATA (6 500 Mbps)
Sample rate 125 MSs−1

ADC/DAC resolution 14-bit
Input impedance 1 MΩ
Input capacitance 10 pF
Input voltage range ±20 V
Load impedance 50 Ω
Output voltage range ±1 V
Output slew rate 200 Vµs−1

Table 2.1: STEMlab 125-14 hardware specifications

2.3.2 Zurich Instruments HF2LI

Comparison is made with the Zurich Instruments HF2LI LIA, which is specified for

operation up to 50 MHz demodulation frequency.22 Whilst an extensive software

application is provided with the HF2LI, the open source nature and readily available

software and hardware of the RePLIA allow for an attractive option where cost is

a consideration. Research into low-cost FPGA based LIAs has produced a number

of alternatives23 to commercial options, including high frequency-resolution designs

operating at up to 6 MHz demodulation,24, 25 and simulations have been presented

for a high frequency LIA based on the Red Pitaya STEMlab.26 Typically, FPGA

LIAs have been developed with specific experimental objectives.27, 28, 29 The STEM-

lab is the basis for a range of related measurement instrumentation from PyRPL,

including an LIA.30, 31, 32 A low cost FPGA-based LIA has also been developed

which operates at low demodulation frequency,33 and FPGA-based LIAs have been

compared with analogue devices in terms of signal accuracy.34 However, it is be-

lieved that this work is the first to characterise a high frequency, open source LIA.
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The open source code may lead to a range of future uses in research, education and

industry.

2.4 Field programmable gate arrays

First introduced in the 1980s,35 FPGAs are mass manufactured integrated circuit

devices which, in contrast with conventional microelectronics, can be programmed

and reprogrammed by the end user.36 This programming, more akin to rewiring

of the hardware than pure logical programming, is applied to the FPGA using

widely available, often freely distributed software as opposed to specialist hardware,

enabling rapid prototyping and repeated reconfiguration of the device at any stage

during design, implementation and use. However, this flexibility comes at the cost of

operating speed when compared to application specific integrated circuits (ASICs)37

which are produced with a single configuration and cannot be modified.

2.4.1 Principles

An FPGA consists of two principle elements, namely configurable logic blocks

(CLBs) and internal circuitry.38 CLBs are physical elements of the FPGA device

which can be programmed to represent logic gates and interconnected by the in-

ternal circuitry. CLBs vary from device to device but in general will control the

number of inputs and outputs and will, in their number, determine the ultimate

processing capacity of the device. In figure 2.3 the basic layout of a CLB can be

seen. A look-up table (LUT), a predefined truth table, will determine the response

to input values (4 in the diagram). This result will be implemented by a ‘flip-flop’

which synchronises logic and stores logical states between the device’s clock cycles.

The output of the flip-flop, either 0 or 1, can then be output, can be stored in static

random-access memory (SRAM), or both.39 It is the LUTs which enable the repro-

grammability of FPGAs. However, in most cases the user / programmer does not
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Figure 2.3: Simplified layout of a CLB comprising a look-up table
(LUT), flip-flop (FF) and an output and a block of static random-
access memory (SRAM).39

require knowledge of this underlying architecture to design and implement changes.

Instead, graphical user interface (GUI) based software40 and hardware description

languages (HDLs) such as Verilog41 can be employed to reduce the implementation

of harware based algorithms to coding problems, rather than electronic engineering

exercises.

2.4.2 LIA Implementation

Signals received by the ADCs are passed to processing blocks (figure 2.4) where they

are multiplied by the sine and cosine multiplications (see equation 2.1), which has a

fixed phase relationship with the modulation, is generated internally by direct digital

synthesis (DDS) and filtered using a single pole infinite impulse response (IIR) filter.

The resulting output is written to the STEMlab’s random access memory (RAM)

via the FPGA’s memory interface block. These data are written to a ramdisk file

also contained within the host’s RAM, alleviating high read/write workloads which

were observed to cause critical failures of the SBC’s flash memory. The data are also

passed to on-board digital-to-analogue converters (DACs) along with the reference

signal which is used to modulate the input signal. This reference can be extracted
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via the DAC output for external use.

2.4.3 Hardware & software

The FPGA system design and implementation was performed using software pro-

vided by the manufacturer of the FPGA, Xilinx. A simplified version of the design

circuitry block diagram can be seen in figure 2.4. This was conceived and pro-

grammed by Mark Skilbeck who was a postdoctoral researcher in Gavin Morley’s

group. All characterisation of the device was performed by myself as well as the

writing of the data acquisition software to interface with the RePLIA.

Data retrieval from the STEMlab can be achieved via the DACs which are pro-

vided with SMA connections for output to a digital oscilloscope and/or computer.

These DACs have 14-bit resolution combined with a maximum 125 MS/s data rate.

Non-offset, digital amplification of up to two thousand times the DAC output is

available. However, unexpected noise introduced by the DACs makes the output

undesirable in cases where small changes in signal intensity are to be detected. The

origin of this noise was not experimentally determined, though the suspicious was

that interactions between the STEMLab and electrical equipment in close proxim-

ity could be to blame. Alternatively, data may be transferred to a host PC via file

transfer from the STEMlab’s RAM. This produces low noise data but can only be

performed on the entirety of data stored in RAM simultaneously, approximately 65

megabytes as limited by the FPGA code. In future iterations of the RePLIA this

could potentially be increased depending on other processing demands. Whilst this

process may last for tens of seconds, all data (X, Y, R and φ) for both output chan-

nels is received simultaneously. Further limitations include the inability to operate

using an external lock-in reference, cross-talk between the two DC coupled fast input

channels (see section 3.2.1) and no facility for subtraction of channels (e.g. A-B).

Due to the programmable nature of the STEMlab, end users are able to implement
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Figure 2.4: Simplified schematic of circuitry layout on Red Pitaya
lock-in amplifier FPGA. Signals (solid green arrows) are received at
channel processing, where they are multiplied by a reference signal
generated in the direct digital synthesis (DDS) block, which takes
time data (dashed brown arrows) from the timer and distributes it
as a reference. After the multiplication, data are passed through a
single pole infinite impulse response (IIR) filter, currently limited
to a single pass. Filtered data (solid blue arrows) are then passed
to the memory allocation block and subsequently to the digital to
analogue converters (DACs), converted to analogue data (solid red
arrows) and passed out to the user or saved to the random access
memory (RAM) where they can be accessed via ethernet (dashed
red arrow). The reference signal is extracted from the DACs in
analogue form (dashed blue arrow). Operating parameters and
modes are set by the user (dashed green arrows), via the command
line interface (CLI) which communicates with the mode control
block on the FPGA.
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their own data transfer methods, which may be shown to alleviate some or all of

these limitations.

Whilst the FPGA is responsible for signal processing and data transfer, parame-

ter setting takes place on the STEMlab’s Linux SBC. This device is packaged along

with the FPGA on the STEMlab board, allowing the user to operate the Red Pitaya

LIA (RePLIA) or any other custom FPGA application entirely using the STEMlab

itself. Parameter setting and system control are performed using C and Python

codes written specifically for use with the LIA. These codes may be accessed via

SSH or a terminal emulator, but in practice are accessed via a Java-based graphical

user interface (GUI) on a client computer which allows the user to largely ignore

the STEMlab’s Linux element. This open-source GUI, written by myself, allows for

the setting of all available RePLIA parameters.

2.4.4 Characterisation methodology

Data were extracted from both the RePLIA and Zurich Instruments HF2LI via

Ethernet connection. In the case of the RePLIA aboard the STEMlab, this avoided

noise from its DACs which were found to increase noise by up to three orders of

magnitude compared to identical conditions when extracting data via the network.

Noise for both LIAs during operation was measured at various demodulation fre-

quencies with no input signal present and with a constant amplitude signal produced

with an Agilent N5172B EXG vector signal generator. Similarly, noise was measured

whilst varying the time constant of the LIAs, with the demodulation frequency fixed

at the value determined to be the least noisy by the previous method. As with in-

put noise, these data are presented after a fast Fourier transform (FFT) into the

frequency domain.
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Passbands for each LIA at various demodulation frequencies were obtained

by applying a constant amplitude signal at the specified demodulation frequency.

This signal was then combined with a frequency sweep through the demodulation

frequency, with a 10 s sweep time. The signal and sweep were combined using a

custom-built signal mixer designed by Ben Green and constructed by myself. The

extremes of the sweep were chosen such that the sweep width was large compared

to the output bandwidth for a practically useful time constant, ensuring a flattened

baseline surrounding output peaks.

Zurich Instruments HF2LI

The HF2LI provides a built in input noise measurement protocol. The experimental

conditions detailed in the HF2LI user notes were replicated22 and the input noise

measured. Noise was collected whilst inputs were terminated for periods of 1, 10 and

100 seconds. This noise was then subjected to an FFT and the noise level assessed

and compared with the manufacturer’s stated input noise level of 5 nV/
√

Hz at

1 MHz demodulation for output frequencies greater than 10 kHz.42

Red Pitaya Lock-In Amplifier (RePLIA)

Optimal operational parameters (see fig. 3.2) for all lock-in experiments were de-

duced by examining the output of the RePLIA at varying demodulation frequencies

and time constants. The optima chosen were those which resulted in the lowest

output noise level. This behaviour was examined both with an applied signal and

with terminated inputs. The RePLIA maintains capability over a wide range of de-

modulation frequencies (10 kHz−50 MHz) which were also characterised, but figures

are quoted using 500 kHz demodulation unless otherwise stated.

Results from the characterisation, all performed by myself, follow in the next

chapter.
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2.4.5 Magnetocardiography

One potential use for LIAs is in the detection of magnetocardiography (MCG) sig-

nals. The signal used in MCG is produced by the same processes which give rise

to the signal in electrocardiography (ECG), namely small ion currents generated

by the depolarisation and subsequent repolarisation of muscular tissue comprising

the beating of the heart.43 For the purposes of the physics involved however, these

signals can be treated merely as signals generated by currents in a ‘wire’.

The Biot-Savart law:44

B̄(r̄) =
µ0

4π

∫
∇′ × j̄(r̄′)
|r̄ − r̄′|

d3r′ (2.6)

simplified to:

Br =
µ0I

2πr
(2.7)

where Br is the magnetic field at a given distance r from an infinitely long

wire, µ0 = 1.256 637 062 12× 106 Hm−1, demonstrates a simple relationship between

a flowing current I and the strength of the resulting magnetic field. In the case of

a human heart, assuming that the signal originates within a few centimetres of the

detector, Br has a strength of a few tens of pT.45 MCG as a use for LIAs is discussed

in chapter 6.
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LIA Results
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3.1 Results

Chapter 2 discussed the principles and operation of lock-in amplifiers, and the real-

isation of an LIA based on a single board computer with an integrated FPGA was

described. In the following chapter, the characterisation of this LIA is detailed and

the performance compared to that of a commercially available alternative.

Figures 3.1a) and 3.1b) compare the input noise from the RePLIA device and

a Zurich Instruments HF2LI, a commercially available, high frequency LIA, where

‘input noise’ is defined as the inherent noise measured at a terminated input. Noise

data was collected for 1 second, 10 seconds and 100 seconds and then fast Fourier

transforms (FFTs) calculated for each data set. The noise level is then produced

by averaging the output of the FFT. The results of this for the RePLIA can be

seen in table 3.1, whilst the results for the HF2LI conform with the specifications

set down by the manufacturer, quoted as achieving sensitivities of 5 nV·Hz- 1
2 . It

should be noted that in the published article,1 these data were presented as noise

spectral density ρn = VFFT /νFFT where νFFT is the FFT output frequency and

VFFT the corresponding voltage. However, the correct definition of noise spectral

density is VFFT/1Hz. In this thesis, the noise spectrum is presented for clarity. Figure

3.1c shows the predicted noise level of both devices, calculated using both the 1 s

noise level and the 100 s level as initial values. Both the RePLIA and HF2LI remain

within this predicted range.

Collection time (s) Level (nV) Sensitivity (nV· Hz- 1
2 )

1 89 89

10 21 66

100 6 60

Table 3.1: RePLIA input noise level and corresponding sensitivity
as measured after three different collection periods.
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Figure 3.1: Noise spectrum from a) RePLIA at 500 kHz demodu-
lation with a 1 ms time constant (with 1 s data zero padded) and
b) HF2LI at 1 MHz demodulation and 700 µs time constant, at 1
second (blue trace), 10 seconds (red trace) and 100 seconds (orange
trace) collection time (output data is R for both devices). c) noise
level decays with increased collection time, close to the predicted
1/
√
time relationship (top trace) calculated based on noise measured

after 1 second of collection. The lower trace indicates theoretical
values back calculated from the 100 seconds data point.
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Hardware constraints are expected to limit the sensitivity of the RePLIA

under various operating conditions. Figure 3.2 shows the FFT output of the device

operating under a range of demodulation frequencies. Time constants were opti-

mised for each demodulation frequency to limit the effect of the time constant on

the output. From this it is evident that the lowest input noise is recorded at a

demodulation frequency of 500 kHz (with a corresponding time constant of 1 ms).

At demodulation frequencies below 100 kHz it can be seen that significant noise is

recorded at regular output frequency intervals. This is expected to arise from elec-

trical interference, although specific noise sources were not identified. For demod-

ulation frequencies greater than the optimum, noise level does marginally increase

but is broadband and does not produce the frequency specific peaks as seen with

lower demodulation frequencies.
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Figure 3.2: FFTs of terminated input data, extracted via file trans-
fer, at various RePLIA demodulation frequencies with 100 s collec-
tion time. Two distinct noise regimes seem to exist, with demodula-
tion frequencies above 100 kHz producing significantly lower noise.
Time constants were varied dependent on demodulation frequency
(see table 3.2). Note that low frequency and high intensity data
have been cropped for visual clarity.
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The linewidth of an LIA’s ‘passband’ is an important characteristic as it

quantifies the output at unwanted frequencies either side of the demodulation fre-

quency. In figures 3.3a and 3.3b this passband is plotted for a range of demodulation

frequencies. The magnitude of the output peak for both LIAs is plotted in figure

3.3c. From this it is observed that though the RePLIA output contains a greater

contribution from unwanted frequencies, the output is more consistent as the de-

modulation frequency approaches the maximum specified value. For the HF2LI,

at frequencies above the 50 MHz demodulation frequency specified by the manu-

facturer, the output drops below the ‘half power point’, i.e. 0.77× the maximum

output. This occurs at roughly the same demodulation frequency for the RePLIA,

hence the maximum demodulation frequency for our device is also quoted as 50 MHz.
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Figure 3.3: Output of frequency sweep for MHz demodulation fre-
quencies for the a) RePLIA and b) HF2LI. c) Maximum output
voltage of the RePLIA plotted against demodulation frequency,
showing the half power point. Note that the RePLIA has a sam-
pling rate of 125 MHz.

The linearity of the RePLIA’s output was measured by adjusting the input

voltage of a constant sine wave at the device’s demodulation frequency and mea-

suring the magnitude of the output signal. This produced a linear output region

between −0.7 V and 0.7 V (see figure 3.4). Therefore output magnitudes resulting

from input voltages within this range can be considered consistent, whereas input

voltages lying outside this range cannot be relied upon. This does not necessarily

limit the device’s usefulness as input signals can be scaled to be accommodated by

this input range.
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Figure 3.4: Demodulated RePLIA output against input voltage,
operating at 500 kHz demodulation for a ±1 V input range. Solid
red line is a linear fit of the 0 to 0.7 V linear region.

Data can be extracted from the LIA in one of two ways. Firstly, the STEMlab

125-14 is supplied with two 14-bit digital-analogue converters (DACs). Secondly, the

RePLIA is written to allow for data extraction via the STEMlab’s Ethernet socket.

Data for figures 3.1 and 3.2 were extracted by the latter method. Figure 3.5a shows

the noise spectral density when input noise data is measured using the DACs to

obtain data. The input noise is much greater than data obtained via the Ethernet

connection(140µV/
√

Hz for 1 s collection time).
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Figure 3.5: a) FFT of 10 kHz demodulation data taken from the
RePLIA’s DAC outputs, demonstrating significantly greater noise
140µV/

√
Hz than data taken from Ethernet output. b) Output

signal to noise from the DAC outputs improves dramatically with
demodulation frequency throughout lower frequency ranges due to
increased signal.

The signal to noise ratio (SNR) of data obtained via the DACs is heavily

compromised at lower demodulation frequencies (figure 3.5b).

Further data taken from the DAC outputs shows that the DAC multiplier - an

amplification factor - does not have a major effect on the noise level (figures 3.6a-c).
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Figure 3.6: Fast Fourier transforms of RePLIA input noise at vary-
ing DAC multiplier settings (a) with extremes only plotted for clar-
ity (b). c) The signal to noise ratio at the RePLIA’s digital-to-
analogue outputs increases with larger DAC multiplier. However,
even small signals can lead to saturation of these outputs. Data
obtained at 500 kHz demodulation frequency and a 10 ms time con-
stant.

The time constant set by the user can have a significant effect on both the sensi-

tivity of the LIA and the quality of the output data (figure 3.7). Though longer time

constants produce narrower passbands, they also produce passband fringes which

lead to inconsistent contributions from frequencies either side of the demodulation

frequency. Overly short time constants meanwhile produce broader passbands and

therefore greater (though consistent) contributions from undesirable frequencies.

Further to this, it is important to select a time constant (also known as the averag-

ing period) which contains enough data points such that the resulting output is a
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reliable average. As such, time constants were chosen which were at least ten times

the period of the demodulation frequency (see table 3.2).

Figure 3.7: The effect of the time constant setting on the resulting
passband. An 80 kHz sweep over 10 seconds through the demod-
ulation frequency of 500 kHz at varying time constants results in
distortion of the passband. Longer time constants result in fringes
in the unwanted frequency regions and shorter time constants re-
sult in excessive acceptance of unwanted frequencies. For 500 kHz,
a time constant of 1 ms was chosen as a suitable compromise. The
small section of the sweep output shown above shows only the part
of the passband affected by the time constant.
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Time Constants (τ)

Fmod(MHz) τmin(ms) τ(ms)

0.001 10 100

0.01 1 100

0.1 0.1 10

0.5 2 · 10−2 1

1 1 · 10−2 1

10 1 · 10−3 1

100 1 · 10−4 0.1

Table 3.2: Time constants τ for the RePLIA at various demodu-
lation frequencies. The central column contains the minimum us-
able time constant and the right hand column details the actual
time constants used which were determined by ensuring a near-
Lorentzian passband at the relevant demodulation frequency. Note
that this table is not exhaustive and longer/shorter time constants
and lower/higher demodulation frequencies may be used.

FFTs of DAC data for low (1−10 kHz) demodulation frequencies can be seen

in figure 3.8. A large number of peaks at various output frequencies are present and

are so throughout this low demodulation frequency range.

Noise as a function of time constant can be seen in figure 3.9. Though a

longer time constant results in a lower noise figure, care must be taken in choosing

an appropriate averaging period as discussed in figure 3.7.

Output passbands were expected to be Lorentzian in shape. Some deviation

from this shape is visible in data from both the RePLIA and the HF2LI (see figure

3.10) and this deviation is more pronounced for the RePLIA. However, this does not

necessarily detract from the usefulness of the device, provided that a user is aware

of this characteristic. The 1/f nature of the input noise can be seen in figure 3.11

and is consistent with the flicker noise of the input stage.
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Figure 3.8: Low Frequency (1-10 kHz) FFTs of RePLIA input
noise from a) 1 second, b) 10 seconds and c) 100 seconds of DAC
data. Frequency-specific spikes are common at low demodulation
frequency.
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Figure 3.9: FFTs of noise at varying time constant at a demodula-
tion frequency of 500 kHz.

3.2 Discussion

The input noise of the RePLIA is significantly higher than that of the HF2LI but

is still low enough such that the RePLIA remains useful for many applications,

particularly where high lock-in frequencies are required or where large numbers of

input channels are needed and cost is a limiting factor. The high demodulation

frequency capability of the device allows it to be competitive where other more

expensive commercial devices are not.

Whilst commercial devices remain superior for high precision measurements, the

open source nature and low cost of the RePLIA make it a practical option when

cost and/or flexibility are a factor.

3.2.1 Cross-talk

During several experiments it was observed that cross-talk was sometimes present

where an applied signal at one ADC input resulted in a non-zero signal detected at

the second ADC input. Figure 3.12 shows the results of an experiment intended to
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Figure 3.10: a) RePLIA and b) HF2LI 10 MHz passbands with
Lorentzian fits with 2.6 kHz and 2 kHz linewidths respectively. Note
that the x-axes cover different ranges for these data.
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Figure 3.11: FFT of signal demodulated at 30 kHz, with a fit of
f(x) = a + b · 1/f where a = 5.6 · 10−5, b = 0.001, consistent with
flicker noise of the board.

Channel A

Channel B

Figure 3.12: Cross-talk between the two fast input channels was
detected using the STEMLab hardware and software. A sine wave
input signal was applied at channel A with a significant signal de-
tected at channel B. Note that cross-talk is minimal at lower fre-
quency and was indistinguishable from background noise at input
frequencies below 1 kHz.
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quantify this cross-talk. A sinusoidal 1 V signal delivered by a shielded cable was

applied to one ADC input whilst the second input was terminated. A fast Fourier

transform (FFT) of the resultant output for each input channel was calculated by the

STEMLab’s Spectrum Analyser application. The peak FFT output at the frequency

of the input signal was measured. This was repeated for a range of input frequencies.

This demonstrates that the magnitude of the cross-talk is not trivial at higher

input frequency, although at input frequencies below 1 kHz the signal in the second

channel was indistinguishable from background noise. It should be noted that this

experiment was performed using the STEMLab’s own software, rather than the

RePLIA software, in order to ensure that the observed cross-talk was not a product

of the LIA, but rather a fundamental limitation of the hardware itself. The origin

of this cross-talk remains unclear, but may be a result of insufficient shielding of the

circuitry around the STEMLab’s inputs.
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Nanodiamonds
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4.1 Introduction

Diamond is solid allotrope of carbon, typically metastable except in high pressure,

high temperature regimes.1, 2, 3 The carbon atoms are arranged tetrahedrally, such

that each atom has four equidistant nearest neighbours.4 Although diamond itself

comprises only carbon, the lattice may contain defects.5, 6 Many of these come in

the form of substitutional impurities, where a carbon atom in the lattice is replaced

by an atom of another element, such as nitrogen, boron, silicon or oxygen.7 Another

known defect is the lattice vacancy defect, an unoccupied lattice point.8 When a

lattice vacancy has a substitutional nitrogen atom as a nearest neighbour, the result

is known as a nitrogen-vacancy (NV) defect.9

4.2 Diamond as a material

4.2.1 Crystallographic structure

Diamond is comprised of two intersecting face centred cubic (fcc) structures with

short, rigid bonds. This rigid lattice lends to the material a number of superlative

physical properties.

Figure 4.1: The diamond crystal lattice along the three principle
axes; a) [100], b) [110] and c) [111].
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4.2.2 Intrinsic material properties

As a bulk material, diamond owes many of its attributes to its chemical bonding

and electronic properties, in particular its hardness (Vickers hardness of 115 GPa

vs. 76 GPa for cubic-BC2N10), thermal conductivity (≈2000 W/m ·K compared to

385 W/m ·K for copper at room temperature11) and appearance.

The transparency of diamond can be attributed to its wide band gap (Egap =

5.47 eV). The rigid, purely covalent bonds found in diamond interact only weakly

with passing photons, resulting in a broad optical transmission range beginning at

around 225 nm and extending far into the infrared, with the exception of lattice ab-

sorption between 2.6µm and 6.2µm.12 Contributing to its propensity for effective

phonon transport,13 these short, strong bonds and diamond’s high Debye temper-

ature lead to itss superlative thermal conductivity at room temperature. These

material properties are of high importance in many avenues of modern technolog-

ical development. In particular, materials with high thermal conductivity are in

demand for their usefulness in facilitating the removal of heat from central pro-

cessing units (CPUs) and other microelectronic components in high performance

computing14 and for thermal management in solid state lasers.15 The transparency

of diamond, particularly in the infrared range,16 combined with its thermal conduc-

tivity and hardness, make diamond a highly appropriate choice as a material for

inspection windows in research and manufacturing.17, 16

4.2.3 Bonding

Carbon in atomic form has an electronic configuration of 1s22s22p2. In the diamond

structure, it forms covalent bonds with four neighbours to form the diamond lattice.

These sp3 hybridised bonds are of length 1.541 Å (154.1 pm) in pure un-strained

material.
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Figure 4.2: Each carbon atom in the diamond lattice is covalently
bonded to four identical carbon atoms.

4.2.4 The tight binding model

Electrons are bound to the nucleus of an atom by the Coulomb interaction with a

1
r potential, forming a potential well. The resultant electronic wavefunctions have

discrete energy levels within this potential well (see fig. 4.4). A carbon atom has

four valence electrons; two in the 2s shell and two in the 2p shell. When a second

atom is introduced, it too has discrete energy levels which are identical to those of

the original atom. However, once the two atoms and their respective electron shells

are brought together, the wave functions of the various shells overlap, forming a

set of bonding levels and a set of anti-bonding levels, where the overall number of

energy levels is preserved. In diamond, the electrons from the 2p shell join those

from the 2s shell, forming hybrid sp3 bonds between the two atoms (see fig. 4.3). As

the number of atoms is increased further, the energy difference between the bonding

and anti-bonding states forms diamond’s band gap (see figs. 4.4 & 4.3).

The size of the band gap, as can be seen in fig.4.4 is determined by the atomic

separation. At atomic separations where a gap exists between the p and s states,

semiconducting (or insulating) behaviour will be observed. At atomic separations
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Figure 4.3: a) Two isolated carbon atoms at an infinite distance
have four electrons available for bonding (circles with arrows show-
ing spin) i.e. two electrons in each p-orbital and 2 in each s-orbital.
The 2 core electrons are not concerned with bonding and are not
shown. b) When two such atoms are brought close together, the
p- and s-orbitals overlap and the electrons from the p-orbitals join
with those from the s-orbitals to form the sp3 hybrid state with a
band gap Egap up to the antibonding states.
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Figure 4.4: A drawing of the band structure of a semiconductor
(adapted from18). As the energy levels from multiple atoms accu-
mulate they ‘smear out’, forming bands. The atomic separation d
determines the energy gap (band gap) between the conduction and
valence bands. For atomic separations between d1 and d2, metallic
behaviour (i.e. high electrical conductivity) will be extant.

where no such gap exists metallic behaviour including electrical conductivity will be

observed.

4.2.5 Electronic properties

Though the transparency, thermal conductivity and hardness described above are

indeed directly related to the nature of diamond’s bonding, this is realised through

the material’s electronic band structure.

A semiconductor’s band structure is such that the valence band is full (at

0 K) and yet no electrons may be excited to the (empty) conduction band as a gap

exists between the two bands.18 In order for an electron to make the transition

between the valence and conduction bands (thereby also creating a ‘hole’ in the

valence band), it must acquire at least as much energy as the difference between

the two bands. This can happen in various ways, chiefly through thermal heating
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of the material to a finite temperature or by optical absorption. In diamond at

room temperature (300 K), this band gap is 5.47 eV meaning that energy of 5.47 eV

(≈ 227 nm in terms of optical wavelength) or greater is required to excite an electron

to the conduction band. Photons of lower energy (longer wavelength) than this are

therefore not absorbed by this mechanism and so are transmitted (other excitation

phenomena notwithstanding).

As well as the transparency, this band structure leads to the electronically

insulating (and semiconducting) properties of diamond. With an empty conduction

band, diamond is unable to conduct electricity unless a sufficient modification is

made to the band structure, which can be achieved for example by boron doping.

A p-type acceptor dopant, boron can cause conductive behaviour in diamond de-

pending on dopant concentration.19 Research has also taken place on the role of

nitrogen, a deep n-type donor, in semiconductor phenomena in diamond,20, 21 as

well as many other dopants.22

Indirect band gap

Figure 4.523 shows the electronic band structure of diamond at 300 K. The offset

in k-vector between the highest occupied energy level in the valence band and the

lowest unoccupied energy level in the conduction band indicates that diamond is an

indirect band gap semiconductor, meaning that further to the absorption of a photon

close to Egap, an electron will also require an increase in momentum via phononic

interactions in order to make the transition to the conduction band. Similarly, in

order for an electron to annihilate with a ‘hole’ in the valence band (created when an

electron is excited to the conduction band), a phonon must be absorbed or emitted

in order to conserve the crystal momentum.
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Figure 4.5: A simulation of the band structure of diamond adapted
from Smith et al.23 The vertical axis denotes the energy of an oc-
cupied or unoccupied state, whilst the horizontal axis shows the
‘crystal momentum’ or k-vector in the lattice’s Brillouin zone. Oc-
cupied energy levels reside within the valence band and require an
energy greater than or equal to the band gap to make the transition
to the lowest unoccupied conduction band energy level. The hori-
zontal offset between the top of the valence band and the bottom
of the conduction band shows that diamond is an indirect band gap
semiconductor.

58



4.2.6 Thermal conductivity

In general, good electrical insulators make poor thermal conductors. Sulphur, for

example, has a thermal conductivity of 0.2 W ·m−1K−1 and an electrical conduc-

tivity of just 5× 10−14 S ·m−1.24 The high thermal conductivity of diamond, along

with its comparatively low electrical conductivity (1× 10−11 S ·m−1 or less) seem at

first to be in contradiction of one another. In metals, the combination of both ther-

mal and electrical conductivity is due to the free movement of electrons which carry

both electronic charge and thermal energy.18 In diamond with its wide band gap,

electrons cannot flow and so are unable to conduct either charge or thermal energy.

However, the strong, rigid bonds discussed in section 4.2.3 allow for a high degree

of phonon transport,25 the bonds themselves carrying thermal energy through the

diamond lattice.

4.3 Diamond synthesis

Natural diamonds are typically either reserved for the jewellery industry or are of

an insufficient quality for many industrial and research applications. As such, it

has become necessary in the field to develop artificial fabrication methods, by which

material properties26, 27, 28 and dopant levels29 can be tightly controlled.

Mimicking the natural formation process, high pressure high temperature

(HPHT) diamond synthesis (see 4.3.1) takes either graphite (sp2 carbon) or a dia-

mond grit and exposes it to pressures typically exceeding 5 GPa and temperatures

above 1500 K where diamond is a more stable allotrope than graphite.30 Direct

conversion of pure graphite to diamond however, even under conditions where di-

amond is stable, is difficult31, 32 (see 4.5.1) due to the strong carbon-carbon sp2

bonds which require high activation energies in order for the carbon atoms to be

liberated for incorporation into diamond material. In order to lessen this energy
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barrier then (see fig. 4.6) a metal catalyst/solvent such as iron, nickel and/or cobalt

may be employed.33

Graphite

Diamond

with catalysis

without catalysis

Figure 4.6: Though both diamond and graphite are stable at room
temperature and pressure, carbon can be converted from one al-
lotrope to the other by supplying sufficient energy to overcome the
energy barrier, or activation energy, between them. This barrier
can be reduced by the use of a metal catalyst in HPHT synthesis.

At lower temperatures and/or pressures, the sp2 phase is stable whilst dia-

mond (sp3) is metastable. At higher temperatures and pressures, the reverse is true,

with diamond being stable whilst sp2 carbon is metastable.34 The phase boundary

between these regimes35 is commonly known as the Berman-Simon36 line (see figure

4.7).
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Figure 4.7: Phase diagram for carbon. Each synthesis method
requires specific growth conditions, with two distinct regions for
HPHT (using molten metal catalysts to reduce the formation tem-
perature) and HPHT* (without catalysis). Chemical vapour depo-
sition (CVD - see 4.3.2) takes place at comparatively low pressures
and temperatures, well within the stable graphite region. It should
be noted that the specific temperatures and pressures employed for
CVD diamond synthesis have a significant effect on the size, quality
and physical & chemical properties of the resulting material.

4.3.1 High Pressure High Temperature

Requiring extreme pressure, HPHT synthesis requires large ‘cubic presses’ or ‘belt

presses’. This process typically produces low strain material but does not always

provide a convenient method for dopant control which can be important for some

research and industrial applications.

In the temperature gradient growth (TGG) process,37 large,38 single crystal HPHT

synthesis usually makes use of a seed crystal39 embedded in a mixture of carbon
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source material (graphite40 or a diamond grit41) and a metal catalyst which is com-

pressed until such temperatures (≈ 1500 K) and pressures (> 5 GPa) as the carbon

can be dissolved into the molten catalyst. A temperature difference of a few tens of

Kelvin42 leads to a solubility gradient throughout the mixture, with the carbon sol-

ubility (and therefore the carbon concentration) greater in the higher temperature

region. Migration of the carbon through diffusion and convection allows the carbon

atoms to move towards the cooler region where they begin to precipitate onto the

surface of the seed crystal (figure 4.8) which grows, forming a larger diamond crys-

tal. This homo-epitaxial growth leads to low lattice mismatch and, therefore, low

strain43 in the resultant material.

Figure 4.8: A schematic diagram of an HPHT press. The seed crys-
tal (1) acts as foundation upon which carbon atoms precipitating
from the graphite/catalyst mixture (2) can undergo homo-epitaxial
growth. Pressure (indicated by the arrows) is applied via anvils (3).

Diamond grits up to several hundred microns or more44 can be manufac-

tured from non-diamond carbon, i.e. graphite, by also making use of a solubility

difference, this time due to the greater solubility of non-diamond carbon under high

temperature and pressure,45 which dissolves in the catalyst and is allowed to spon-

62



taneously nucleate on the seed crystal surface(s). Multiple nucleation sites lead to

multiple growth regions and non-single crystal growth ensues.

Nitrogen incorporation is common in these process due to atmospheric gas

contained in the carbon-catalyst mixture which is difficult, though not impossible, to

prevent. Typically, the level of nitrogen incorporation in the HPHT process results

in material with approximately 100−500 ppm of substitutional nitrogen (NS
0) unless

“nitrogen getters”, additives which will bond with nitrogen and precipitate out of

the diamond formation region, are used. These may reduce NS
0 to less than 1 ppm,

although boron may be incorporated at similar levels. However, nitrogen incorpo-

ration can often be more tightly controlled in CVD processes, as can the inclusion

or exclusion of other dopants at the expense of creating more strained46material.

4.3.2 Chemical Vapour Deposition

Operating at comparatively low pressures (up to 200 mbar)47 and substrate tempera-

tures as low as a few hundred Celsius,48, 49 the CVD process dissociates a mixture of

gases containing hydrogen (H), oxygen (O) and carbon (C) by applying high inten-

sity microwaves which cause the mixture to form a plasma (see figure 4.9). Mediated

by the hydrogen (see 4.3.3), carbon atoms precipitate from this plasma onto a sub-

strate typically of diamond, silicon or indium. The heteroepitaxial process (using a

silicon or indium substrate) frequently results in highly strained or polycrystalline

material50 due to lattice mismatch between the substrate and the resulting diamond

film. Also, the high (compared to ambient) temperatures in the synthesis chamber

cause the substrate to thermally expand prior to deposition. When the substrate

and deposited material are removed from the chamber and allowed to cool, they

contract to different degrees, leading to a warped substrate and strained material.51

Individual dislocations, i.e. abrupt changes in the arrangement of atoms within a

crystal structure, and dislocation complexes can lead to strain within diamond ma-

terial, as well as affecting birefringence.52 These dislocations can be common at the
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interface between the grown material and the substrate.53

Figure 4.9: Simplified layout of a CVD reactor. Gases entering
the vacuum chamber are separated into their constituent atoms by
microwave radiation and assist the carbon in being deposited upon
the substrate. Cooling may be applied beneath the substrate to
control formation parameters.

Conditions within the synthesis chamber (‘reactor’) have a direct result on the

physical properties of the resulting material. Substrate temperature,49, 54 gas mix-

ture ratios,55 substrate material56, 57 and substrate surface roughness (i.e. nucle-

ation efficiency) all affect the growth process. Though adequate control of these fac-

tors58 is necessary to ensure that diamond growth proceeds as expected, they may

also be manipulated to produce diamond, either single crystal (SCD), microcrys-

talline (MCD), nanocrystalline (NCD) or ultrananocrystalline (UNCD) products

with a degree of control over the resulting optical, thermodynamic and electronic

properties. These polycrystalline diamond (PCD) forms typically develop through

nucleation at multiple sites, which leads to the simultaneous growth of multiple

crystallites. As these crystallites grow they may merge into a single polycrystalline

film, leading to MCD, NCD or UNCD depending on the ratio of CH4 to H2 in the

gas mixture.59 Greater levels of CH4 lead to a finer grain size, with UNCD having

the finest grains. PCD usually contains a degree of sp2 carbon deposition within

grain boundaries between crystallites.60, 61 The level of sp2 carbon, and the cor-
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responding grain size and other factors imparted by growth conditions can have a

significant effect on the physical properties62 of the grown material and therefore on

the suitability of PCD material for certain applications.63

Strict limits on the precise mixture of the gases used determine the formation

of diamond (figure 4.10) in the reactor, and dopants can be controlled closely by

tailoring these gases to suit the requirements of the final product.55 CVD material

therefore can be fabricated with specific optical and electronic properties,64 although

due to high strain in the resulting crystal it may not be appropriate for certain

applications, particularly where high degrees of mechanical stress are imparted on

the diamond.

Figure 4.10: Varying atomic composition ratios of carbon, hydro-
gen and oxygen determine the feasibility of diamond growth. Each
corner of the triangle denotes 100% composition by a particular el-
ement, with a fractional ratio between two elements leading down
each edge, and a three element mixture anywhere within the trian-
gle. Adapted from Bachmann, 1991.55
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4.3.3 The role of hydrogen in CVD synthesis

The effect of hydrogen on the growth of diamond by CVD has been studied exten-

sively,65, 55 but the reason for the importance of this light element is not immediately

evident, seeing as diamond itself does not necessarily contain hydrogen (although

hydrogen defects are an active area of study). Instead of being incorporated in the

diamond as a significant contributor to the material then, hydrogen must presum-

ably take an active role in the diamond formation process.

In a microwave plasma reactor such as that shown in figure 4.9, the energy delivered

by the microwaves (or by a hot filament or other heat source in differing reactors)

is able to dissociate H2 into its atomic form,66 which is prevented from recombining

into the molecular form by the chamber pressure. This atomic hydrogen is effective

at etching away sp2 carbon but less efficient at etching diamond. More than this

though, the atomic hydrogen is able to take part in hydrogen abstraction reactions

with hydrocarbon species which have bonded to the substrate and/or diamond sur-

face by recombining with the H to form H2. This leaves the remaining carbon species

attached to the growing diamond crystal.67 A number of hydrocarbon species, al-

most exclusively involving C1 molecules, in a number of processes facilitate this

hydrogen mediated growth.67 One possible method is shown in fig.4.11.

4.4 The nitrogen vacancy centre

Nitrogen incorporated as substitutional nitrogen (NS
0/+), nitrogen-vacancy-hydrogen

defects (NVH-/0) and nitrogen vacancies (NV-/0) constitutes the dominant impurity

in CVD diamond, with the ratio of NS
0/+:NVH-/0:NV-/0 expected to be approxi-

mately 300:30:1.69 NS
0/+, being the most prevalent form of nitrogen incorporation,

can play an important role in the determination of the charge state of other defects.

Aside from nitrogen, other impurities such as Si and H may also be incorporated,

however, this section will focus on the nitrogen vacancy (NV) colour centre.
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Figure 4.11: One possible mechanism of hydrogen mediated di-
amond growth in the CVD process. a) In most cases, dangling
bonds on the growth surface are simply occupied by atomic hydro-
gen drawn from the gas mixture. b) However, (ii)sometimes a CH3

molecule may occupy this site. (iii)A neighbouring H atom may
also recombine with a loose H atom to form molecular hydrogen,
leaving a dangling bond adjacent to the CH3. (iv) This dangling
bond may also become occupied by a second CH3 and (v) each
of these CH3s may lose an H atom, becoming CH2. (vi) The two
carbon atoms now each have a spare bond which they now join
together, becoming fully part of the diamond surface with two at-
tached hydrogen atoms each, which may now continue the process
from step (i). Note that atom sizes, bond lengths and bond angles
are not to scale in this diagram. Adapted from68 and.67

67



The nitrogen vacancy colour centre in diamond is a point crystallographic defect

comprised of a single substitutional nitrogen atom and an adjacent lattice vacancy

(figure 4.12). This defect maintains one of three charge states; neutral (NV0),

negative (NV-)70, 71 and the positive charge state (NV+),72 and over the past few

decades it is the negative charge state which has attracted the most attention.

Figure 4.12: Two carbon atoms (C) in the diamond lattice are re-
moved and replaced with a nitrogen atom (N) and a lattice vacancy
(V) to form the nitrogen vacancy defect.

The reason for this attention can be attributed to the NV-’s optical and spin

properties. Being a spin-1 system9 and having C3v symmetry,73 it is active in both

electron paramagnetic resonance (EPR) and optically detected magnetic resonance

(ODMR) experiments. The nitrogen vacancy is explored in more detail in chapter

5.

4.5 Fabrication of nanodiamonds

Fluorescent nanodiamonds containing both single and multiple NV-s are of interest

in a number of avenues of scientific inquiry, with the properties of the precursor

material and the methods of manufacture having important effects on the suitability

of resulting nanodiamonds for their particular area of usefulness.
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The particular fabrication method employed to produce nanodiamond (ND) sam-

ples can have a considerable effect on the physical and chemical properties74 of the

NDs themselves. In particular, the resultant size and surface chemistry can lead to

changes in the behaviour of the NV centre.75

4.5.1 Detonation Nanodiamonds

First fabricated in 196376 detonation shockwave assisted synthesis (DSAS) uses the

pressure generated at an explosive shock front77 to achieve extreme temperatures

(3000 − 4200 K78) and pressures (18 − 35 GPa78), even higher than those seen in

HPHT presses, for extremely short time periods.79 This rapid synthesis leads to

small diamond crystals, generally on the scale of a few nanometres, due to the

minuscule time available for crystallisation, compared to e.g. CVD synthesis which

may continue for many hours or days. Though these diamonds can be desirable

for many applications due to this small size (4-5nm),80 this along with high surface

graphite (sp2) accumulation81 makes them unsuitable for many quantum sensing

and information applications where larger nanodiamonds and highly transparent

material is required for practical excitation and probing of colour centres.

4.5.2 Ball milling

The ball milling process

Ball milling is a mechanical process by which materials or particles of material may

be reduced in size via impact and attrition82 by a milling material in the form of

balls which reside within a rotating drum. As the drum rotates (see figure 4.13), the

milling balls are carried to the top half of the drum where gravity causes them to

fall down onto the material to be milled (precursor material). It is these impacts, as

well as grinding actions as the balls and material move around the base of the drum,

which lead to the mechanical erosion of the precursor material into smaller pieces.

Ball milling apparatus may measure from a few centimetres83 up to several metres
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in length.84 In general (i.e. not specifically milling of diamond), ball milling has

a number of advantages and disadvantages over competing methods of fabrication.

Advantages include:85

• chemically simple86 - fewer or no chemical solvents are required for the pro-

duction of materials, compared to many ‘wet’ synthesis approaches,

• high yield87 - large amounts of desired material can be produced with respect

to the amount of precursor material consumed,

• mechanically simple88 - depending on the materials involved, ball mills may

be simple to manufacture and operate and are both reliable and safe,

• consistent89 - provided milling materials are replenished as they wear and

operating conditions remain constant, resulting powders should require no

homogenisation.

Disadvantages include:85

• bulk - some milling machines can be large and heavy,

• energy consumption - large ball mills may consume high amounts of energy

which is consumed by rotational motion and wear of milling balls rather than

milled material

Broadly, the synthesis of materials using ball milling can be split into two cate-

gories:90

• mechanical alloying (MA) where two or more materials are combined to form

a composite powder, or

• mechanical grinding (MG) where a single precursor material is processed to

form a single material powder.
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Figure 4.13: Ball milling uses mechanical crushing to reduce di-
amond precursor to a nanodiamond powder. The drum rotates
causing the milling balls to grind the precursor material gradually,
with the size distribution of the resulting powder determined by
the material of the milling balls, the size of balls and drum and the
duration of the milling process.

Ball milling can also be used to break materials into smaller molecular components

and for the production of organic compounds91 in what is termed a mechanochemical

(MC) process.92

Due to the wide range of applications for ball milling synthesis,85 there is a sim-

ilarly wide range of parameters contributing to the efficacy and consistency of re-

sulting material. Firstly, the physical properties of the material to be milled will

have an impact on the material chosen for the milling balls. Harder materials will

require balls to be sufficiently hard so that it is the desired material which is eroded

rather than the balls themselves. This in turn has an effect on how the balls erode

the walls of the milling chamber and vice-versa.93 The mass of the grinding balls

has an impact on the size of resulting particles, with balls that are too light failing

to crush the material at all.94 The rotational speed of the milling chamber also

has an effect on the efficacy of the grinding process, with faster milling leading to

decreased particle size,95 although presumably at sufficiently high rotational speeds,
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Figure 4.14: In a planetary mill, one or more milling chambers orbit
a common centre of rotation on a ‘sun’ disc. This offset from the
centre leads to higher kinetic energy in the milling mixture (balls
and precursor material) and greater velocity differences between
particles. In a) the milling mixture is falling down the side of the
chamber due to gravity, as will a simple mill. However, in b) the
rotation of the sun disc means that particles fall from a greater
height and are moved with greater force, leading to more effective
milling.

mechanical grinding is reduced to zero as centripetal forces restrict movement of the

balls away from the chamber walls, preventing mechanical action.

Planetary ball mills

The most simple form of ball mill consists of a single rotating drum containing the

material to be milled and the milling balls. However, higher energies and greater

differences in velocities between balls and precursor material can be achieved by the

use of a planetary mill.88 In this configuration, one or more milling chambers are

sited on a ‘sun’ disc away from the axis of rotation.

Ball milling of diamond nanoparticles

Ball milling of diamond has led to the production of tailor-made nanodiamonds with

a high degree of control over contaminants (particularly metals) in the resultant

powder.96 For the research detailed in this thesis, precursor diamond material (see
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section 5.5 for details) was placed into a Pulverisette 7 planetary mill with balls

of silicon nitride (Si3N4). The mechanical action between the milling balls and the

precursor material resulted in the formation of a nanodiamond powder. Due to the

random and destructive nature of the process, a wide size distribution is found in

the subsequent material (figure 4.15).

Diamond, being among the hardest of materials, is by its nature difficult to cut

or abrade using conventional materials. With a Mohs hardness of around 8.5, Si3N4

is as prone to damage as the diamond in this process, if not more, which was sus-

pected to lead to high levels of silicon nitride contamination in the nanodiamond

powder. This contamination was hinted at when the author inspected ball milled

diamond powders with energy dispersive X-ray (EDX) analysis under scanning elec-

tron microscopy (SEM)(see fig. 4.16). This method, which measures atomic weight

across a sample, enabled the positive identification of silicon deposits throughout

the diamond powders either covering diamond particles or forming particles en-

tirely comprised of silicon-based material. This Si contamination can be reduced by

treatment with phosphoric acid which in turn leads to silicon dioxide contamination

which can be again reduced by treatment with sodium hydroxide. Leaving sodium

silicate, this final contaminant is water soluble and can be washed off, leaving a

relatively clean nanodiamond powder with an expected oxygen termination. This

cleaning process was performed by Soumen Mandal at Cardiff University.
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Figure 4.15: Scanning electron microscopy (SEM) image of ball
milled nanodiamonds. Dimensions range from a few nanometres to
a few microns in diameter.

Steel balls can be used in the milling process96 in place of silicon nitride,

leading to metallic contaminants and a more spherical shape in the nanodiamonds

produced. The effect of the milling ball material leads to flexibility in the final

product which can therefore be tailored to specific applications.

This methodology may yield in excess of fifteen percent weight-for-weight97 of the

original mass milled (though some portion of this mass could be represented by

e.g. sp2 carbon), significantly higher than other non-detonation methods such as

nano-pillar etching.98, 99

4.5.3 Nanopillars

High quality, low yield100 nanodiamonds can be fabricated in the form of so-called

‘nanopillars’ or ‘nanograss’. By depositing metallic masks and etching away the

surrounding material, these NDs can have excellent spin properties.100, 101 However,

the low yield and complex manufacturing process involved can be prohibitive for
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Figure 4.16: SEM images (left) of two suspected diamond parti-
cles. EDX analysis (right) showed that whilst carbon (most likely
diamond) was present at both sites, silicon contamination was
also present, in some cases more so than the carbon, suggesting
widespread contamination.
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many applications.

Table 4.1 provides a brief comparison of nanodiamonds produced by three main

methods.

Fabrication Method Detonation102, 103 Nanopillars99 Ball milling96, 97

Size range ≤10 nm Any Any

Surface contaminants High Low Moderate

Yield High Low High

Notes Agglomeration of NDs Complex process Irregularly shaped NDs

Table 4.1: Qualitative comparison of nanodiamonds produced by
three fabrication methods.

4.5.4 Treatment of nanodiamonds

Electron irradiation

Nitrogen in the diamond lattice is typically ‘grown-in’ during the manufacturing

stage as single substitutional nitrogen (Ns
0),104, 105 and such nitrogen atoms are

therefore available for the creation of nitrogen vacancies, although without process-

ing these do occur in small numbers.106 Vacancies themselves however, though they

may be created in small numbers during growth,107 must be added at a later date

in order to be present in sufficient concentrations for large scale NV production (it

should be noted that at around 900 K vacancies may become mobile108). This can be

achieved by electron irradiation,109, 110 with electron energies of ≥ 145 keV required

to displace a carbon atom from the diamond lattice.111 The irradiation process sees

energetic electrons bombarding the diamond lattice and creating damage where they

encounter carbon atoms which are displaced, leaving a vacant lattice site.112 The

efficiency of vacancy creation using this process depends on electron beam energy

and intensity.113
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Annealing

Though electron irradiation alone can lead to NV creation,114 this is less efficient

than annealing after the irradiation step has been completed. Recent work110 also

suggests that simultaneous irradiation and annealing may be more efficient again.

Annealing diamond at temperatures ranging from ≈ 700 K to 1500 K allows vacan-

cies to migrate through the diamond lattice before joining with a substitutional

nitrogen atom to form an NV.115 Note that at temperatures above ≈ 1400 °C the

NV becomes unstable and “anneals out”, forming alternative nitrogen impurities.

The conversion efficiency of vacancies and nitrogen to NVs depends on the annealing

conditions. Using a method detailed by Chu et al.,116 a V:NV conversion rate of

10% is expected with excess nitrogen remaining as Ns
0.

4.6 Surface Chemistry

The surface of smaller nanodiamonds makes up a considerable proportion of the

atoms which make up the particle. As the structure and makeup of the surface

differ from that of the bulk material, the behaviour of the nanodiamond as a whole

is necessarily altered.

4.6.1 Termination

Four main surface terminations are considered for nanodiamond; reconstructed ter-

mination, where the surface of the diamond is comprised of sp2 carbon-carbon bonds,

and oxygen, nitrogen or hydrogen termination, where atoms or molecular species

containing these elements form the outermost layers of the particle. However, it

should be noted that in real world cases, the surface of diamond is likely to com-

prise of a mixture of terminations with wide and varied chemistry117 occurring due

to e.g. multiple C-O bonding regimes118, 119 & the presence of carboxyl120 groups

and other chemical species during the formation or alteration of the diamond surface.
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Reconstructed surface

Depending on the crystallographic plane which makes up a portion of a surface,

highly ordered π-bonds may be encouraged to form by either thermal treatment121

or electron irradiation122 within a vacuum.

Oxygen termination

Usually, oxygen termination of the [001] surface takes one of two forms; oxygen

double bonded to a single carbon atom, the so called ‘ketone arrangement’,118 and

an oxygen atom being singly bonded to two carbon atoms, forming a bridge.119

These terminations can be achieved by annealing diamond or nanodiamond samples

in an oxygen atmosphere, with control of the relative abundance of sp2 and sp3

bonded carbon at the surface possible.123

Hydrogen termination

Effective hydrogen termination of the nanodiamond surface can be complex, more

often than not leading to the formation of hydroxyl functions.124 However, effec-

tive hydrogenation of the diamond surface can be achieved by the application of

H2
125 at high temperature,126, 127 although these methods are not without compli-

cations. The size of the nanodiamonds being terminated is also significant, as at

small scales (<100 nm) the temperatures required for this kind of termination can

cause graphetisation of the diamond.128, 129

Nitrogen termination

A fully or partially nitrogen terminated surface can be achieved by the application of

a nitrogen plasma in a CVD reactor130, 131 or by molecular beam epitaxy (MBE).132

Simulated results131 suggest that nitrogen surface termination is preferable where

the spin properties of the NV- are of chief concern. Multiple surface terminations

making use of nitrogen as the terminating element are possible.130
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Alternative terminations

A wide variety of surface terminations can be achieved, dependent on the physical

properties required. Examples of such terminations include, but are not limited to:

• sulphur133 and oxygenated sulphur134

• halogenation135

• fluorine136

4.7 Elemental Purity

Carbon-12 has no net nuclear spin and so is inactive in terms of magnetic resonance

effects. However, unless a diamond is isotopically purified, the effects of carbon-13,

which is active in magnetic resonance, become significant. Atomic defects, such as

substitutional nitrogen, can also have an effect on the behaviour of the NV centre.137

4.7.1 Carbon isotopes

Carbon naturally occurs in three isotopic forms; 12C, 13C and 14C, the latter of

which is a radioisotope only found in trace amounts. 12C and 13C however are

stable isotopes138 and occur with natural abundances (a) of 98.9% and 1.1% respec-

tively.139 12C has no net nuclear spin140 and so, as a result, is inactive in terms of

magnetic resonance. This, due to its dominant abundance, makes up the majority

of the diamond lattice. 13C however has a nuclear spin I13C = 1
2 and therefore is

able to interact with paramagnetic centres such as the NV. This interaction leads to

increased decoherence of the NV spin state and is therefore significant where long

coherence times are required.
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4.7.2 Nitrogen

In chemical vapour deposition (CVD) diamond, nitrogen is generally incorporated

into the lattice during growth,141 although it can be added later by ion implanta-

tion in some cases. Not only are 14N (I14N = 1, a14N > 99.6%) and 15N (I15N = 1
2 ,

a15N < 0.4% where I is the nuclear spins and a is the natural abundance) active

in magnetic resonance, substitutional nitrogen defects in the diamond lattice can

absorb incoming electromagnetic radiation (specifically around visible wavelengths

which are used for spin polarisation and read out of the NV- spin state) and sub-

sequently cause heating which can pose a challenge for certain applications. De-

coherence due to spin-spin interactions between the electron spin of substitutional

nitrogen and the NV centre is well documented,137 and heating of nanodiamonds

due to absorption by nitrogen defects has been shown to be deleterious in optical

levitation.128

4.8 Effect of Size

Section 4.6 discusses the existence of defects and spins on the surface of nanodia-

monds, but these factors become more or less significant dependent on the overall

size of the nanodiamond in question. The size of the ND also has ramifications for

many of the prospective applications for which it might be considered.

The ratio of surface area to volume (see figure 4.17) is significant to the chemical

and physical properties of nanodiamonds.
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Figure 4.17: The ratio of nanodiamond surface area to bulk volume
decreases rapidly.

This effect primarily arises due to the presence of surface molecules such as

COOH and carboxyl groups among others, whose chemistry differs from that of

the bulk diamond material. Under such circumstances the nanodiamond will react

with overall chemical properties more akin to the surface than to the bulk material.

From the perspective of physical processes (as opposed to chemical processes), it is

the presence of surface electron spins which is of relevance. These spins can inter-

act with nitrogen vacancies (or other defects) within the bulk material, leading to

shortened coherence times (see chapter 5).

Absolute dimensions of the ND are also important for similar reasons. The larger

a given ND, the less likely an NV is to be in close enough proximity to the surface

to interact with surface spins. Therefore, on average we would expect larger NDs

to contain NVs with longer coherence times.
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Chapter 5

Electron Paramagnetic

Resonance
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5.1 Spin dynamics

Spin is a quantum number describing the intrinsic angular momentum of a given par-

ticle which can take either half-integer or integer values. Those particles exhibiting

integer spin are known as bosons, whilst fermions have half-integer spin.

The spin of a particle, can be considered as a magnetic dipole. Interaction

between spins and magnetic fields leads to both nuclear magnetic resonance (NMR)

and electron paramagnetic resonance (EPR).

5.1.1 The spin Hamiltonian

The electron spin Hamiltonian describes the interaction energy of the spin system

in distinct terms including the electronic Zeeman interaction, the zero-field splitting

(ZFS), the hyperfine and quadrupole interactions and a nuclear Zeeman term along

with higher order terms not covered here..

H = µBB
T · g · S︸ ︷︷ ︸

Electronic Zeeman

+

Zero-field︷ ︸︸ ︷
ST ·D · S+

∑
i

ST ·Ai · Ii︸ ︷︷ ︸
Hyperfine

+

Quadrupole︷ ︸︸ ︷∑
i

ITi · Pi · Ii−
∑
i

gNµNB
T · Ii︸ ︷︷ ︸

Nuclear Zeeman

+ . . .

(5.1)

Equation 5.1 describes the spin Hamiltonian1, 2 of an electron where the

terms are as follows:

µB: the Bohr magneton (9.274 009 994× 10−24 J · T−1)

µN : the nuclear magneton (5.050 783 699× 10−27 J · T−1)

BT : the transpose of the magnetic field vector

g: the electronic g-factor matrix

gN : the nuclear g-factor

D: the zero-field matrix

A: the hyperfine tensor

P : the nuclear quadrupole coupling matrix

S: the electron spin operator
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I: the nuclear spin operator

i: number of nuclear spins present

These interactions can each cause ‘splitting’ of the energy levels which can be ob-

served as the division (or splitting) of resonant lines in paramagnetic resonance

techniques.

5.1.2 Electronic Zeeman splitting

The electronic Zeeman term is written as:

HEZ = µBB
T · g · S (5.2)

The Bohr magneton, µB = e~
2me

, where e ≈ 1.6× 10−19 C is the elementary charge, ~

is the modified Planck constant and me is the rest mass of an electron, is defined as

the natural unit of the magnetic moment of an electron imparted by either orbital

or spin angular momentum. The electronic g-factor matrix, g contains information

about the environment surrounding the unpaired electron. For a single electron3 in

free space ge ≈ 2.0023.

The Zeeman term is typically the largest term in the Hamiltonian for B0 >

0.3 T, common in EPR. The term occurs solely as an interaction between unpaired

electrons and the external magnetic field. Due to the quantisation of energy, an

unpaired electron may exist in one of two states (or as a superposition of those

states), either parallel (lower energy) or anti-parallel (higher energy) to the magnetic

field.4 The difference in the energies of these two states, ∆E = hν provides a

condition for an EPR transition to occur5 (where ∆ms = ±1):

hν = geµBB (5.3)
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Figure 5.1: Illustration of the splitting of energies in a lone, un-
paired electron under the influence of a magnetic field, where B0 is
the applied magnetic field in EPR.

for an isotropic g with magnitude ge which allows for the measurement of an applied

magnetic field (where h is the Planck constant and ν is the frequency of resonant

excitation - see section 5.2). Equation 5.3 can be written as:

∆E = γB (5.4)

where γ = geµB is the gyromagnetic ratio and γ = 28 GHz/T for ge ≈ 2 as with

the NV centre.

From equation 5.3 is becomes apparent that under an applied magnetic field

B0 = 0 T (in practical EPR, the static applied field is commonly referred to as B0),

the difference in energy between the parallel and anti-parallel states is also zero,

meaning that these states are degenerate, with no way to differentiate between the

two (in the absence of other forms of splitting - see below). Similarly, it should

be noted that the equation also predicts a linear relationship between the magnetic

field and the resultant splitting of energies (see figure 5.1).
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5.1.3 Zero-field splitting

Independently of an applied magnetic field, zero field splitting (ZFS) occurs in a

spin system with non-cubic symmetry and S > 1/2. Arising from electron-electron

dipolar interactions or spin-orbit coupling, the ZFS term can be extracted from

equation 5.1:

HZFS = S̃DS (5.5)

(where D is the zero field interaction tensor) and can be expanded to:6

HZFS = DxS
2
x +DyS

2
y +DzS

2
z (5.6)

HZFS = D

(
S2
z −

(S(S + 1))

3

)
+ E(S2

x − S2
y) (5.7)

where Sx, Sy and Sz are spin matrices and D = 3Dz/2 and E = (Dx−Dy)/2.

5.1.4 Hyperfine interactions

Hyperfine splitting stems from the magnetic interaction between an electron spin

and nuclear spins in the environment. As such it can be used to probe the region

immediately surrounding the electron(s). For hyperfine interactions to occur, the

nuclei must possess net nuclear spin.

The hyperfine interaction:7

HHF = ST ·Ai · Ii (5.8)

is comprised of the system’s electron spin, its nuclear spin and the hyperfine tensor

A which is expressible as the sum of the isotropic contact interaction HF and the

electron nuclear dipole-dipole coupling2 HDD, where

HF = aisoS · I (5.9)
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and

aiso =
2

3

µ0

~
geµBgNµNρe (5.10)

where ρe = |ψ0(0)|2 is the electron spin density as measured at the nucleus.

Meanwhile, the electron-nuclear dipole-dipole coupling is:

HDD =
µ0

4π~
geµBgNµN

[
(3S · r)(r · I)

r5
− S · I

r3

]
(5.11)

where r is a vector describing the relative position of the electron and nucleus,

and this must be calculated over the unpaired electron distribution.

5.1.5 Quadrupole interactions

Where nuclei possess a non-spherical charge distribution, i.e. in cases where the

nuclear spin I is unity or greater, they have a nuclear electrical quadrupole moment

Q.2 This non-spherical charge interacts with the electric field gradient. This inter-

action leads to changes to resonant frequencies and the manifestation of forbidden

transitions in EPR spectra.

5.1.6 Nuclear Zeeman splitting

Similarly to coupling between an electron and an external magnetic field, the nuclear

Zeeman interaction sees the interplay between the nuclear spin I and the field B0

resulting in the following:8

HNZ = −gNµNB0I (5.12)

The nuclear Zeeman interaction is far weaker than the electronic Zeeman and, in

EPR, is usually isotropic.2 This may present as small shifts of resonances or “for-

bidden” satellite lines under specific conditions.
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Figure 5.2: Functional layout of an EPR spectrometer. Microwave
emission from the source enters the circulator at ‘a’ and exits only
at ‘b’, after which it enters the cavity and interacts with the sam-
ple. The resultant emission from the cavity returns to the circulator
at ‘b’ and exits only at ‘c’. The difference between the reference
and the signal exiting the circulator forms the output signal, con-
structed by a detector diode.

5.2 Practical EPR

To observe the phenomena discussed in section 5.1 in the laboratory, transitions

between states must be effected by the application of resonant excitation in the

form of photons. For the NV- defect in diamond (see section 4.4, g = 2.00289), this

takes the form of microwaves at a frequency of around 2.88 GHz in the absence of

an applied magnetic field.

5.2.1 The EPR spectrometer

An EPR spectrometer consists of four major components - a magnet, a microwave

bridge, a cavity and a detector (see figure 5.2). The microwave bridge is comprised

of a source (microwave generator) and a circulator, which separates the input mi-

crowaves from the signal returning from the cavity. The detector is usually included

in the microwave bridge.
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Figure 5.3: Behaviour of an EPR cavity under various conditions.
An unloaded cavity will reflect microwave radiation when not criti-
cally coupled (a, c), i.e. the iris is either too large or too small. An
unloaded and critically coupled cavity (b), an unloaded and non-
critically coupled cavity (d) or a cavity containing a non-absorptive
sample (f) will not reflect microwaves. A loaded (and critically cou-
pled) cavity will only reflect microwaves, and therefore generate a
signal, when a sample which absorbs at the resonant frequency is
present (e).

The cavity must be tuned to the microwave frequency and impedance matched

by the use of an iris (which adjusts the ratio between microwaves passed through

it and microwaves reflected back away from the cavity by changing the width of

the aperture into the cavity), so that when ‘critically coupled’ and without the

presence of a resonant sample, no microwaves are reflected back from the cavity to

the detector (see fig. 5.3). Where either the cavity is not critically coupled (when

the iris is too wide/narrow) or there is a sample which is able to absorb incoming

radiation through excited magnetic dipole interactions, microwave energy will be

reflected by the cavity to produce a signal.

In conventional continuous wave (CW) EPR, typically the magnetic field
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Figure 5.4: As the B0 field is swept, absorption occurs where the
magnitude of the field matches the microwave excitation frequency
(see eqn. 5.3). A second, oscillating field is applied parallel to
B0 to which a lock-in amplifier is tuned. This modulation scans
a small region of the total scanning range at any one time, giving
an output signal at the upper extent of the modulation amplitude
(a1) and and an output signal at the lower extent (a2), leading to
the respective outputs s1 and s2. The LIA output represents the
difference in these values for each ‘segment’ (modulation amplitude)
of the sweep range, leading to the derivative line shape seen in figure
5.5.

B0 is swept. Where |B0| matches the value of the microwave frequency ν with

respect to equation 5.3, a microwave photon may be absorbed, causing a transition

between the two electronic spin states. Resonant lines therefore appear as changes

in the absorption and dispersion of microwave photons by the sample leading to

an increase in the microwave power reflected back from the cavity to the detector.

As the signal may be extremely weak and/or noisy, an LIA (lock-in amplifier, see

section 2.2) is usually employed, leading to a derivative line shape (figures 5.4 and

5.5) as the change in absorption across the amplitude of the LIA’s modulation.
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Figure 5.5: Derivative line shape produced by employing a lock-in
amplifier to demodulate an EPR signal.

The derivative line shape is a result of modulation of the B0 field and sub-

sequent demodulation by the LIA. As the field is oscillating between two values

during a modulation cycle, the output will oscillate accordingly, with one extent of

the modulation producing a higher value than the other when the sweep encounters

a resonant feature.

5.2.2 Optically detected magnetic resonance

The energy level structure of the NV- (see figure 5.6) allows for the spin polarisation

of the centre by irradiation with green light at e.g. 532 nm. Absorption at this

wavelength excites the centre from the 3A triplet ground state to the 3E triplet

excited state in a spin-conserving transition. Relaxation from the excited states is

spin state dependent. From the ms = 0 state there is a high probability of relaxation

via the emission of a 637 nm or longer wavelength photon, with this transition

referred to as “bright”. From the ms = ±1 state, there is a high probability of

intersystem crossing (ISC - see fig. 5.6) and the emission of of an infrared photon

or a non-radiative transition between the 1A1 and 1E1 states, and the subsequent

relaxation back to the ms = 0 ground state, termed the “dark” transition. This
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results in efficient spin polarisation into the ms = 0 state.

Figure 5.6: The energy level scheme of the negatively charged ni-
trogen vacancy centre. Spin conserving optical excitation of the
3A2 triplet ground state10 to the excited 3E state leads to relax-
ation via a red photon (λre) or spin polarisation to the ms = 0
ground state via inter-system crossing (ISC) and non-radiative re-
laxation (or the emission of an infrared photon (λir)) between the
singlet states. Resonant microwave excitation can then excite from
the ms = 0 ground state to the degenerate ms = ±1 ground state.
This degeneracy may be lifted by the application of a magnetic field
by Zeeman splitting (see section 5.1.2). ‘Weak’ and ‘strong’ refer
to the relative probability of centres making the transition from
either the ms = 0 or ms = ±1 excited state through the shelving
states. With the spin selective transition from the 3E level to the
1A1 level, approximately 99% of transitions will be via the ‘strong’
route, coming from the ms = ±1 state and the remaining 1% from
the ms = 0 state.

After polarisation (or ‘initialisation’ into the ms = 0 ground state), the centre

may then be raised from the ms = 0 ground state to the ms = ±1 ground state

by the absorption of a microwave photon (magnetic dipole transition) of a specific

resonant frequency according to equation 5.3. This reduces the red fluorescence

enabling ODMR detection of the transition. The application of a magnetic field

then leads to Zeeman splitting of the ±1 states. If the microwave field is swept

110



Figure 5.7: A sketch of the NV- ODMR spectrum. Each trough in
fluorescence represents a formerly degenerate state in the presence
of a magnetic field, calculable from equation 5.3. Note that this
drawing does not take account of a lock-in amplifier, and so the
features are purely absorptive and have no derivative line shape.

under these conditions, a reduction of the red fluorescence will be detected at specific

frequencies.
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Fluorescence collection efficiency in ODMR

Figure 5.8: Two dimensional model of the collection efficiency of a
lens collecting light from an isotropic source in a) a single medium
of refractive index n1 and b) two materials of refractive indices n1

and n2.

The amount of light collected from an emitter at the focus of a lens can be defined

by a cone whose section inscribes the angle 2θ, where θ is the angle between the

exterior face of the cone and the line normal to the base of the cone (see figure 5.8).

This angle is in turn defined by the lens’ numerical aperture (NA) as:

NA = n sin θ (5.13)

where n is the refractive index of the medium through which the collected light

travels before reaching the lens. Where two refractive indices are present, as shown

in figure 5.8b:

NA = n1 sin θb1 = n2 sin θb2 (5.14)
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This collection efficiency becomes significant when employing ODMR practically

and is discussed further in chapter 6.

5.3 Pulsed ODMR

5.3.1 The Bloch interpretation

Any two level quantum system can be illustrated by a ‘Bloch sphere’, a pictographic

representation of that system (see figure 5.9). The poles of the sphere represent the

two levels (‘basis states’), with the equator of the sphere representing an equal

superposition of the two states. Partial superpositions are represented by all other

surface positions, and mixed states are represented by points within the sphere

beneath the surface.

Figure 5.9: Bloch sphere for a non-specific two level system. Vectors
at either pole are basis states, with other points on the sphere’s sur-
face corresponding to superpositions of the two basis states. Mixed
states can be represented by vectors which terminate below the
sphere’s surface.

A vector joining any of these points with the sphere’s centre then represents

the state of the two-level system in its entirety. For the NV- centre spin, the state

vector |ψ〉 is also rapidly rotating in the laboratory reference frame, and so the
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Figure 5.10: A two dimensional Bloch sphere representation of a
Rabi oscillation sequence (left) with the resulting fluorescence as
a function of pulse area (right). Each state or superposition has
a characteristic fluorescence which is plotted against the length of
the microwave pulse used to initialise that state or superposition.
Below are the microwave and laser pulse sequences used for spin
initialisation and read out.

Bloch sphere interpretation breaks down. However, if a rotating reference frame is

used, the vector remains stationary. For the remainder of this thesis, the rotating

reference frame will be assumed unless otherwise stated.

5.3.2 Rabi oscillations

Using the microwave transition illustrated in figures 5.6 and 5.7, the state of the NV-

may be driven from ms = 0 to ms = ±1, and its change in fluorescence observed in

order to read out the state (see figure 5.10). The length of pulse necessary to drive

the spin between these states, identified by the time between the initial fluorescence
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maximum and the subsequent minimum, is half the Rabi period and is the length of

the π-pulse, which will be used for other pulse sequences as it measures the length

of the pulse necessary to place the spin in a particular state or superposition.

5.3.3 Decoherence

Once a system is placed into a superposition of two states |1〉 and |2〉, this superpo-

sition cannot remain coherent indefinitely and is time dependent:

|Q, t〉 = e−iω1t
(
α |1〉+ βeiϕe−iω0t |2〉

)
(5.15)

where ω1t is an non-measurable global phase, ϕ is the initial relative phase and the

acquired relative phase is ω0t, where ω0t can change with time. If ω0t is known,

then quantum information can be preserved, otherwise various random interactions

result in a fluctuation of the energy difference between the spin up and spin down

states, E0 = ~ω0 over time. At a later time, t′, equation 5.15 then becomes:

∣∣Q′, t〉 = α |1〉+ βeiϕe−iω0te−iδ |2〉 (5.16)

where the accumulated phase:

δ =
1

~

∫ t′

0
δE0 (dt) (5.17)

is unknown. These fluctuations lead to the gradual decoherence of the superposition

and the state becoming mixed rather than purely coherent. In the Bloch interpre-

tation this is represented by a shortening of the |ψ〉 state vector. Such mixed states

require the use of density matrices which are not covered here.
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Spin-lattice decoherence

Through phononic interactions, the magnetisation vector of an NV- centre parallel

to the background magnetic field may reach thermal equilibrium with the lattice of

the diamond. This phenomenon is known as spin-lattice relaxation, and the length

of time for this to occur after the initialisation of a spin state is known as the T1

time.

Free induction decay

Free induction decay (FID) is the pulsed EPR signal generated by electron spin

magnetisation precessing about the magnetic field after a pulse that is not a π

pulse. A π/2 pulse is chosen to maximise the FID. The timescale for this decay is T ∗2

which is generally dominated by the inhomogeneous dephasing but also includes the

homogeneous dephasing and the spin lattice decay. To observe FID using ODMR

a π/2 pulse is used. For the case of repeated measurements of a single spin, this

inhomogeneous decoherence occurs to changing environmental factors such as the

local strain field or electric and magnetic fields in between measurements. In the

case of multiple spins, these factors may vary between the locations of the individual

spins, again leading to an inhomogeneous environment and resulting decoherence.

Spin-spin decoherence

To consider an isolated spin is, in most cases, unrealistic. In truth, most spins

are surrounded by other spins, whether nuclear or electronic, with which they will

interact. The relaxation of the transverse component of the magnetisation vector

towards its equilibrium, which can be caused by these neighbouring spins, is called

spin-spin decoherence and is referred to as the T2 coherence time. As the length of

the T2 is dependent on the number of spins in the environment, it is sometimes the
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case that:

T2 ∝
1

ns
(5.18)

where ns is the local number density of spins.11

Importantly, these neighbouring spins may be either a part of the lattice in the

form of substitutional nitrogen (NS
0), carbon-13 (13C) or other dopants, or they

may take the form of surface level spins. In nanodiamond, where surfaces are a sig-

nificant proportion of the material by number of atoms, these surface defects become

significant, with smaller nanodiamonds seeing changes to the material’s band gap,12

and size may affect wavelength dependent fluorescence and total fluorescence.13, 14

The reason behind these effects is that as nanodiamond diameter decreases, the

proportion of the particle’s mass occupied by the surface increases, and therefore

the proportion of the particle’s mass composed of surface spins increases. Moreover,

decreasing particle diameter leads to decreased separation between NV defects and

these surface spins. It is not unreasonable then to suspect that, due to the deco-

herence processes described in section 5.3.3 decreased T2 times are expected to be

observed in smaller nanodiamonds.

5.3.4 Spin echo

In order to probe the spin-spin coherence time (T2), a ‘spin echo’ pulse sequence

can be applied (see figure 5.11). By applying a 180◦ = π pulse about the x-axis

after inhomogeneous dephasinge has built up, the states are allowed to refocus,

reversing the effect of the previously accumulated dephasing. This allows the effects

of T2
* dephasing to be largely eliminated, although by applying dynamic decoupling

methods noise can be better refocused.
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Figure 5.11: The spin echo pulse scheme: the effect of the laser (b)
and microwave (c) pulse sequences on the magnetisation vector of
the NV-(a). An initial laser pulse prepares the spin by placing it
into the |0〉 state (i). The NV is then placed in a quantum superpo-
sition (ii) with a πx

2 microwave pulse. Decoherence is accumulated
(iii) before a πx rotates the vector through 180° around the x-axis.
The same degree of decoherence is now accumulated again (iv), 180°
rotated from the original accumulation, cancelling out the earlier
decoherence. The spin echo then occurs (v) and a πx

2 readout pulse
is then applied to rotate the magnetisation vector (vi) so that it
can be detected by measuring the fluorescence from a green laser
excitation pulse. This pulse reinitialises the centre (vii) so that the
sequence can be repeated.
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5.3.5 Dynamic decoupling

Various pulse schemes exist which seek to further mitigate the effects of decoher-

ence15 in order to extend the spin coherence time of a system. By applying co-

herent radio frequency pulses across other axes (compared to the spin echo method

above)16, 17 the Carr-Purcell-Meiboom-Gill (CPMG) method of dynamic decoupling

further reduces the effects of decoherence, allowing the measurement of longer times.

These methods are not employed in this research, but they could be useful in po-

tential future research.

5.4 Optically detected magnetic resonance (ODMR) of

fluorescent nanodiamonds

This section discusses previous research into optically detected magnetic resonance

of nanodiamonds and introduces the fabrication and processing of samples of nan-

odiamond used for the research detailed later in this thesis.

Research into NV- spin coherence times (see section 5.3.3), both in bulk- and

nano-diamond has made significant progress by taking into account the factors dis-

cussed in chapter 4, such as particle size and surface termination. Material purity

and crystallographic quality, both controllable as a result of fabrication processes,

have led to high quality diamond with long coherence times. However, in nanodia-

mond various factors, most notably nitrogen dopant concentration, particle size and

surface quality, have limited the maximum coherence times achieved.

Alongside changes to material properties, advanced microwave and laser pulse se-

quences such as dynamic decoupling have allowed researchers to mitigate various

effects which would otherwise reduce measured coherence times.
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5.4.1 Spin-spin decoherence

In 2013, Knowles et al. showed that electron T2 coherence times in nanodiamond,

i.e. the length of coherence limited by spin-spin interactions, could be extended to >

60µs at room temperature.18 Though this research made use of dynamic decoupling

techniques, it found that nearby nitrogen impurities, as opposed to surface states,

limited the NV-s coherence time to significantly lower than those in higher purity

diamond.

The following year, researchers at the Massachusetts Institute of Technology

(MIT) demonstrated NV T2 coherence times in excess of 200µs, also by employ-

ing dynamical decoupling19 using diamond nanopillars.

Also by employing the nano-pillar approach, T2 times in excess of 700µs were

reported, once again making use of dynamic decoupling.20 This time the diamond

precursor was isotopically purified to remove 13C atoms from the lattice, thus elim-

inating their contribution to spin-spin decoherence. This study found that the low

levels of impurities and the isotopic purity of these nanodiamonds led to their NV-

defects having significantly longer spin coherence times than those of less pure,

less isotopically pure nanodiamonds of similar dimensions, fabricated in a similar

manner. This is due to the spin of 13C atoms as well of those of substitutional

impurities acting to impart decoherence on the spin of the NV-. However, the

nanopillar method only creates nanodiamonds in one two-dimensional plane at a

time, whilst milling produces them in three dimensions simultaneously which isn’t

much faster in practice when large numbers of nanodiamonds are required. A single

500 µm × 500 µm diamond membrane can only produce approximately 6.3 ×105

nanodiamonds. This is too few to be practically compatible with many applica-

tions.21
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5.5 Samples used for research

The nanodiamonds used for this research are milled from a single type of diamond

precursor. Twenty standard grade single crystal CVD specimens from Element Six

with an initial Ns
0 concentration of ≈ 121 ppb were irradiated in order to create

vacancies (known as GR1 centres). Irradiation parameters are contained in table

5.1.

Parameter Value

Beam energy 4.5 MeV

Beam current 20 mA

Exposure time 1 min

V production rate 0.3 ppm/hr*

Table 5.1: Electron irradiation parameters for ball milled nanodia-
monds. *The expected vacancy production rate was estimated from
work conducted by Andrew Edmonds with Warwick University in
2008, as detailed in his thesis.22 However, the facility used (Syn-
ergy Health, Swindon, UK) is not well characterised and so precise
irradiation damage rates are prone to a large error.

After irradiation, the samples were annealed following the method detailed

by Chu et al,23 allowing vacancies to migrate and eventually combine with Ns
0 to

form NV centres:24, 25

• Inserted into furnace at 400 °C and maintained for 3 hours

• 4 hours at 800 °C

• 2 hours at 1200 °C

• Allowed to passively cool down to room temperature (taking a few hours to

stabilise).

The precursor samples were then ball milled with silicon nitride at Cardiff

University by Soumen Mandal, Laia Ginés and Oliver Williams’ group, with the
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expectation of producing a range of nanodiamond sizes, with those nanodiamonds

of roughly 500 nm diameter containing approximately one NV. Beginning with an

N0
s concentration ρN0

s
≈ 100 ppb the expected substitutional nitrogen concentration

for such a nanodiamond can be calculated. Per cubic micron, ρN0
s

is:

ρN0
s

= 2× 1016 cm−3 = 2× 104 µm−3 (5.19)

and the volume V of an ND of radius r = 0.25µm is:

4

3
πr3 =

4

3
π0.253 ≈ 0.06µm3 (5.20)

Using these figures, the number of N0
s per nanodiamond, n can be given as:

n = V ρN0
s
≈ 1.25× 103 (5.21)

With an NV production rate around 1/1000 the number of N0
s , this leads to around

one NV per 500 nm diameter nanodiamond. In reality some larger nanodiamonds

will contain a single NV and some smaller nanodiamonds will contain more than

one NV. Rather than expecting a certain sized nanodiamond to contain a specific

number of NVs then, NV concentration was determined per-ND by confocal fluores-

cence microscopy (see chapter 7). Due to the reactive nature and the comparative

inertness of molecular nitrogen, it is assumed that these NDs possess a largely oxy-

gen terminated surface. However, as discussed in chapter 4, the true nature of the

surface termination is likely to contain a mixture of various carbon-, hydrogen- and

oxygen-containing molecules.
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Chapter 6

Magnetometry
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6.1 Ensemble NV magnetometry

In chapter 5, the discussion of ODMR centred around magnetic resonance experi-

ments using single nitrogen vacancy centres in nanodiamonds. However, the same

principles can be applied to ensembles of NV-s in bulk diamond. In general, by

employing continuous wave (CW) ODMR, the shot-noise limited1 sensitivity ηCW

of an ensemble NV magnetometer can be given as follows:2

ηCW =
4

3
√

3

h

geµB

∆ν

CCW
√
R

(6.1)

where the resonance line width ∆ν and ODMR contrast CCW are both dependent

on the number of NV-s in the excitation/detection volume. R, the photon detection

rate depends on the optical system and is proportional to the number of NV centres.

The other terms are defined in chapter 5.

Magnetometers employing established technology, such as flux gate3 and SQUID4

magnetometers, are already capable of reaching sensitivities above and beyond those

achieved by NV magnetometry. However, the NV magnetometer is attractive for

a number of reasons. Firstly, it operates at room temperature, removing the need

for bulky and/or expensive cryogens. Secondly, costs can be kept low as the wide

absorption band of the NV- allows for the use of generic 532 nm solid state lasers

for optical excitation. Thirdly, due to the quality of diamond material engineer-

ing, samples with symmetry axes along all four crystallographic axes are obtained,

leading to full vector field sensing with a single diamond sample.5, 6

6.1.1 Basic setup

An NV magnetometer usually consists of four principal components: an excitation

laser (usually at around 532 nm), a diamond sample containing NVs, a microwave

antenna and a fluorescence detector such as a photodiode. In its simplest configu-
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Figure 6.1: A simplistic view of an NV magnetometer. Excitation
light (green arrows) is directed towards a diamond containing NV
centres, which fluoresce omni-directionally (red rings). Some of
this fluorescence (red arrows) arrives at the detector. A microwave
antenna (not shown) delivers microwave radiation at approximately
2.88 GHz to enable ODMR. The omni-directional nature of the NV
fluorescence emission demonstrates the need for optical elements to
improve the collection efficiency of this arrangement.

ration, shown in figure 6.1, collection efficiency is low due to the omni-directional

emission of fluorescence by the NV centres. This efficiency can be improved by

the use of various optical elements such as collector lenses or optical fibre coupling

configurations which lead to greater quantities of fluoresced photons reaching the

detector.

6.1.2 Design considerations

The design and construction of an NV- magnetometer depends heavily upon the

nature of the field being measured. Regardless of practical considerations such as
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Figure 6.2: Derivative (a) and purely absorptive (b) ODMR spectra
of NV- ensemble under zero bias field and under an arbitrary bias
field aligned along the [1 1 1] axis. The application of the bias field
lifts the degeneracy of the ms = ±1 state, and the resonances are
further split by hyperfine interactions.

environmental conditions, accessibility and target-specific concerns, the dynamic

nature of the measured field will impact on the suitability of the device. Detection

and measurement of static (‘DC’ - direct current) fields require a different approach

to rapidly varying (‘AC’ - alternating current)7 or narrow band signals. Whilst en-

semble DC sensing is limited by the NV’s inhomogeneous dephasing time (T ∗2 ), AC

sensing is limited by the T2 spin-spin decoherence time, which is typically longer8

than T ∗2 and which can be extended by applying dynamic decoupling techniques.9

Magnetic fields can be measured by applying a bias field to an ensemble of NV-s

which lifts the degeneracy of the ms = ±1 ground state (see figure 6.2, data acquired

by Angelo Frangeskou and processed by the author) and results in sharper resonant

features. By applying equation 5.4, changes to the resonant frequency of a partic-

ular transition allow changes to the magnetic field B0 to be measured. Absolute

measurement of magnetic field strength is also possible using NV- magnetometry,

although due to the temperature dependence10, 11 of the resonant frequency, ambi-

ent conditions must be well understood, or the NV ODMR can be used to measure

temperature by recording two resonances simultaneously.
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6.2 Magnetocardiography

Figure 6.3 shows the simplified design of a magnetometer initially built by Ben

Green and Ben Breeze and then refined optically and electronically by the author

and Angelo Frangeskou for the purposes of our research into NV based magnetocar-

diography.

Figure 6.3: Layout of the NV magnetometer built for this research.
Optical excitation is delivered and fluorescence collected via a mi-
croscope objective. Modulated 2.88 GHz excitation for driving be-
tween the ms = 0 and ms = ±1 ground state is applied via an
antenna to the diamond sample. Fluorescence detection utilises a
photodiode whose output is passed to an LIA and subsequently to
an oscilloscope. A bias field is provided by a permanent magnet.

Magnetiocardiography, or MCG, is the study of the impulses of the heart by

measuring the magnetic field generated by the heartbeat.12, 13, 14 A more conven-

tional and common technique, electrocardiography (ECG), is in widespread use but

suffers from a number of technical barriers which reduce its usefulness in the early

detection of symptoms of various cardiological illnesses.12, 15 MCG by contrast can

be performed without physical contact15 with the patient. ECG is limited by the
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interaction of the signal and the intervening tissue of the patient’s chest, which is

not a factor in MCG because human tissue in the chest is not sufficiently magnetic

to distort magnetic signals, whilst it is electrically conductive enough to distort

electrical signals.

Due to magnetic noise (from, for example, other nearby machinery and in-

struments), MCG has only been able to compete with ECG by employing mag-

netically shielded rooms (MSRs), a technique which was demonstrated in 1970.16

Even within MSRs, MCG has typically required the use of superconducting quan-

tum interference devices (SQUIDs), which require bulky and expensive cryogenic

cooling.

Outside MSRs by employing gradiometry techniques to reduce environmental

noise,17 NVs aim to offer a room temperature, low cost and compact alternative to

conventional MCG implementations.

6.3 Experimental considerations

6.3.1 Field homogeneity

Figure 6.4: The effect of distance between the sensing area (blue
squares) and the origin of a field, in this case a permanent magnet.
The separation between field lines in the x direction indicates the
steepness of the magnetic field gradient.

Homogeneity of both the bias and test/measured fields are essential, although that

of the latter may not be controllable under real world conditions. Field homogene-
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ity across the sensing volume ensures that all NVs within that volume experience

a similar magnetic field. By contrast, an inhomogeneous field results in the res-

onances of different NVs being frequency shifted by different amounts, leading to

broadening of the resonant ODMR lines. In order to reduce broadening, a strong

bias magnet is placed at a comparatively large distance from the sensing volume

to ensure a homogeneous field and therefore narrow resonances. Narrower resonant

lines have steeper gradients than broader lines, and so smaller changes in magnetic

field strength can be detected. Application of this bias field can impose constraints

on the practical dimensions and physical shape of the magnetometer.

6.3.2 Fluorescence collection efficiency

For a collecting lens of NA = 0.68 such as that originally used in these experiments,

obtaining light from a diamond (n2 = 2.42)):

0.68 = 2.42 sin θ2 (6.2)

θ2 = 16.32° (6.3)

a = R sin(16.32) (6.4)
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Figure 6.5: The surface area of the cap bounded by the circle of
radius a at a distance h from the sphere’s surface towards its centre,
when compared to the sphere as a whole, will give the collection
efficiency of the lens.

The collection efficiency of the lens, using equation 6.2 and figure 6.5 can be

taken as:

ηcollect =
Acap
Asphere

=
π(a2 + h2)

4πR2
(6.5)

which gives:

ηcollect =
π(sin (16.32°)2 + (1− cos 16.32°)2)

4π
= 0.02 (6.6)

With a maximum possible collection efficiency of 2% and internal reflection further

decreasing collection efficiency of an NV magnetometer using the design shown in

6.3, it is clear that there are improvements to be made which could substantially

improve the sensitivity of an NV magnetometer using such a lens. Experiments using

this magnetometer achieved a maximum sensitivity of 30 nT/
√

Hz. By reaching

even 50% collection efficiency, this could potentially be brought down to around

2 nT/
√

Hz.
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6.4 Potential improvements

6.4.1 Infrared absorption

Limitations exist when considering NV- fluorescence detection for magnetometry,1

particularly poor fluorescence collection efficiency, contrast and unwanted back-

ground detection. In order to combat these issues, it has been proposed and demon-

strated18, 19 that instead of collecting fluorescence, the detection of infrared absorp-

tion in the 1A singlet ground state of the NV- (see figure 6.6) could be employed to

achieve improved signal-to-noise and approach the shot-noise limited sensitivity of

the NV.

Figure 6.6: Resonant excitaion from the 3A2 ms = 0 to the ms = 1
state is driven by resonant microwave excitation, and is further
excited to the corresponding 3E state as with conventional fluo-
rescence detection. Rather than detect fluorescence from photon
emission back to the ground state though, absorption by excitation
from the 1A to the 1E can be used for ODMR.

Bougas18 proposes the use of light trapping diamond waveguides (LTDWs)

similar to those explored by Clevenson et al20 in which excitation light is reflected

off the internal faces of the LTDW leading to longer excitation path lengths, whilst

Dumeige19 envisions a complex hybrid laser system. Meanwhile in 2010 it was

demonstrated that sensitivities achieved using the infrared absorption method could
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exceed those obtained via fluorescence collection,21 although subsequent research

increased2 sensitivity using fluorescence detection to around 15 pT ·Hz
1
2 and perhaps

even below 1 pT ·Hz
1
2 .22 In 2017, Chatzidrosos et al23 demonstrated 28 pT ·Hz

1
2

sensitivity by employing NV IR absorption magnetometry using a cavity enhanced

sensor.

Each of these absorption-based methodologies, both proposed and demonstrated,

provide differing approaches to mitigating the limitations of NV fluorescence mag-

netometry, though all rely upon IR absorption as a means of detecting the magnetic

resonance phenomena related to the defect. The use of LTDWs seeks to increase

absorption of a 1042 nm probe beam by increasing the optical path length to be

comparable to the absorption path length, whilst other methods mentioned rely on

cavities and/or complex optics to achieve the same goal. Various NV magnetometry

sensing regimes were reviewed by Barry et. al. in 2020.24

Using Bougas’ LTDW proposal as a guide, we can see that it’s possible to

get similar results using a focused, fibre coupled design. In that research, a 2 W

Laser Quantum gem532 532 nm solid state laser was used for excitation. A tun-

able 1042 nm, 100 mW probe beam was combined with the green pump beam and

inserted into the two LTDWs with path lengths of 1.5 cm and 2.8 cm. These config-

urations resulted in absorption of 0.18% and 0.3% respectively, leading to inherently

low sensitivity. This methodology suffers from two phenomena which are likely to

reduce absorption of both pump and probe beams with greater optical path length.

Firstly, the diameter of the combined beams ensures that intensity at a given point is

comparatively low compared to a focused beam. Secondly, as path length increases,

intensity will decrease as a result of optical extinction of both beams. Below (see

fig. 6.8), an approach is proposed using focused, fibre coupled excitation and ab-

sorption detection which could be built to partially avoid these limitations. Further

to this, the diamond material used was quoted with NV concentration of 0.2 ppm
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Figure 6.7: a) In conventional fluorescence detection, large amounts
of signal are lost due to radiation away from the optical path. Simi-
larly, a significant proportion of the signal is directed to the edge of
the diamond by total internal reflection (TIR). b) In this hypothet-
ical scheme, only material within the optical path is able to absorb
and so no signal is lost, leading to collection efficiency nearing unity.

and 1.3 ppm. Increasing the NV concentration should further increase absorption

of both pump and probe beams, potentially multiplying the signal by a factor of

four. In Bougas’ approach, linewidths and signal intensities were comparable with

those achieved by by fluorescence detection. Lastly, by reflecting the excitation and

collecting the absorption data in reflection, a second pass through the material is

achieved, increasing absorption and simplifying collection (see figure 6.8). Improve-

ments such as those mentioned could potentially allow nitrogen vacancy infrared

absorption magnetometry to exceed the sensitivities achieved by fluorescence detec-

tion by reducing noise caused by unwanted background detection, increasing signal

collection (see figure 6.7) and increasing excitation.
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Figure 6.8: Layout of proposed design with free space optics (left)
and a fibre coupled design (right). 1042 nm probe light is reflected
by a silvered surface back through the objective, after which it is
deflected from the incident path by a prism to a detector.

6.4.2 Gradiometry

One way of reducing noise and thereby improving the sensitivity of an NV mag-

netometer is to perform gradiometry by employing two identical sensors in par-

allel. Gradiometry measures the difference in magnetic field between two magne-

tometers,25 rather than the absolute magnetic field at either detector, allowing for

much more sensitive measurements. This would be a simple way in which to im-

prove the diamond magnetometer described above, as was demonstrated in 201526

where an absorptive, fibre coupled NV magnetic gradiometer achieved a sensitivity

of 60 pT/
√

Hz. Gradiometers have a number of applications such as the measure-

ment of buried radioactive waste27 and the study of geophysical28 phenomena.

6.4.3 MCG imaging

Large numbers of MCG magnetometers like those discussed here could potentially

be placed in a large array over a subject’s chest in order to produce magnetocari-

ographical maps of the patient. This configuration would utilise a large number of

diamond magnetometers in a square array, with the resolution of the imaging system
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being determined by the size of the sensing volume and the density of sensors within

a given area. The disadvantage with such a system would be the large number of

LIAs required; one dual channel LIA for every two magnetometers. At the cost

of many commercially available LIAs, this cost would soon become prohibitive for

many end users. At a cost of, for example, £10,000 for a single two channel LIA,

this would reach more than £700,000 for a 12 × 12 pixel device, taking account of

purchasing the LIAs alone. Whilst this cost is within reasonable range of larger

hospitals, smaller outfits, particularly in developing countries, may not be able to

justify such a cost. However, using the RePLIA described in chapter 2, this cost

falls to approximately £14,400. The cost of optical equipment is not included in

these calculations.
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Chapter 7

Confocal microscopy
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7.1 Room Temperature Confocal Fluorescence Microscopy

7.1.1 Operating principles

A confocal microscope has an advantage over conventional optical microscopes in

that by using a pinhole it is able to reject out of focus light from regions outside the

‘confocal volume’,1 i.e. the volume from which light may pass through the pinhole

at the back focus of the objective lens, as opposed to light from outside this region

which is predominantly rejected (see figure 7.1).

Figure 7.1: The pinhole in a confocal microscope accepts light
from the confocal volume near the focal plane and allows it to
pass through to the detector (red lines). Light originating outside
the confocal volume does not come to focus on the pinhole and so
is spread out, with only a small proportion entering the pinhole
and the majority being rejected. Note that though the focal plane
exists at a defined distance from the objective (the working dis-
tance), the confocal volume is an extended region, with the size of
this volume being determined by the size of the pinhole, the excita-
tion volume and the characteristics of the objective and any other
optical components in the optical path.

The resultant sectioning leads to high levels of optical rejection away from

the confocal volume and high resolution2 in the z-axis (i.e. the axis that is normal

to the focal plane in figure 7.1).

In a confocal fluorescence microscope (CFM), fluorescence is stimulated by an

excitation beam and the stimulated fluorescence is then collected from the confocal
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Figure 7.2: In confocal fluorescence microscopy, fluorescence in the
sample is stimulated by an excitation beam which is directed into
the objective and thus to the sample by a dichroic mirror which also
allows fluorescence to be transmitted. Optical filtering reduces back
scattered excitation light unintentionally reflected by the dichroic.
The sample may be scanned through three dimensions in order to
produce a map of the sample.

volume whilst back scattered excitation light is rejected by optical filtering (see

fig. 7.2). If the sample is rastered in the xy plane, a map of fluorescence in an

extended sample may be produced, and scanning along the z-axis allows fluorescence

at varying depths to be detected. Also, in such apparatus the filtering medium may

be removed or replaced to allow the collection of back scattered excitation light in

place of the fluorescence. This is useful where the region surrounding the fluorescent

material needs to be mapped out prior to the collection of fluorescence.

The setup of the confocal apparatus can be seen in figure 7.3. Excitation is

provided by a Laser Quantum gem532, a horizontally polarised, transverse mode

532 nm diode laser with up to 100 mW output. This excitation light then passes

through an Isomet 1250C acousto-optic modulator (AOM) which allows control of

the laser output and also enables rapid switching of the excitation for pulsed ODMR

experiments. An iris allows the first order emitted from the AOM to be passed whilst

other orders are blocked. A beam expander is used to ensure that the excitation
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light fills the back aperture of an objective, producing the appropriate numerical

aperture for coupling into a single mode (SM) fibre. This fibre reduces the open

beam portion of the path length of the excitation light, reducing the effect of flexing

and vibrations of the optical table. Upon egress from the fibre, the excitation enters

a second objective which re-collimates the beam, after which a λ
4 waveplate allows

for polarisation of the excitation. The excitation beam then reflects off a dichroic

mirror and into the sample objective and finally to the sample where it stimulates

fluorescence.

The fluorescence initially takes the reverse path of the excitation light through

the sample objective and then passes through the dichroic, although some excitation

light also passes due to imperfect rejection by the dichroic. The remaining light is

then filtered, first by a 630 nm long-pass (LP) filter and then by a 532 nm notch

filter, which attenuate both the excitation light and any undesirable background

light to manageable levels. The filtered fluorescence is then focused onto a pinhole

and then re-collimated before encountering a 50:50 beam splitter which creates two

beams of equal intensity and directs them to multimode (MM) fibre coupled single

photon counting modules (SPCMs). Manual translation stages allow for the align-

ment of the MM fibres with the incoming fluorescence. This system was built and

modified by Ben Green, Phil Diggle, Angelo Frangeskou, Colin Stephen and Ben

Breeze. The single mode fibre alteration (as opposed to the previous free space de-

sign not shown here) was designed and implemented by Ben Green, Yashna Lekhai,

Olga Young and myself. All measurements and data processing used in this chapter

were performed by myself.
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Figure 7.3: Layout of the confocal fluorescence microscope. Single
photon counting modules (SPCMs) are employed to detect excita-
tion from single NVs. The addition of a single mode fibre to the
excitation arm reduces the effects of misalignment and movement
within the optical table.

Hanbury Brown-Twiss

The use of two SPCMs and a 50:50 beam splitter enables the Hanbury Brown-Twiss

experiment.3 This takes two optical paths of equal length originating from a single

source (an NV-) and measures the arrival times of photons. Seeing as all photons

travelling in similar media will travel an equal distance in an equal time, it follows

that should multiple photons arrive at the detectors simultaneously, the source either

is not a single photon emitter or is multiple single photon emitters. Photon detection

times were measured by a Swabian Instruments Time Tagger Ultra and processed

using Qudi experiment control software. Qudi, written at the University of Ulm and

modified by Ben Green, Phil Diggle, Colin Steven and myself, allow for the complete

operation of the confocal microscope system, including excitation control, sample

positioning, object tracking and data acquisition. Automation scripting for the NV
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statistics measurements (see section 7.4.1) were written by myself. The correlation

of intensities from the two detectors shows a characteristic anti-bunching dip at time

τ = 0 (see figure 7.4).

Figure 7.4: Result of an HBT experiment. The characteristic anti-
bunching dip must fall below g(2)(0) = 0.5 to be considered a single

emitter. Data is fit to (1− (1 + a) · e
−|x|
τ1 ) + a · e

−|x|
τ2 which describes

a three-level system where τ1 is the estimated fluorescence lifetime,
τ2 is the estimated shelving rate of the NV and x is the arrival time
of a particular photon.

The fluorescence lifetime τ1 is characterised by the time taken for excitation

r12 and relaxation r21 between the ground and excited states:

1

τ1
= r12 + r21 (7.1)

The shelving rate τ2 can be defined as:

1

τ2
= r31 +

r23r12

τ1
(7.2)

where r23 is the time taken for relaxation from the excited state to the shelving states
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and r31 is the time taken for relaxation from the shelving states to the ground state.

The number of emitters present can be determined by assessing the minimum value

of the anti-bunching dip using the following formula:

g(2)(0) =
n(n− 1)

n2
(7.3)

where n is the number of single emitters contributing to the signal. Using this

formula then a g(2)(0) of ≤ 0.5 is taken to indicate the presence of a single NV-

within the confocal volume.

7.2 Silicon maps

n-type phosphorus doped silicon wafers were etched by Yashna Lekhai with an

addressed grid pattern designed by Colin Stephen and myself in order to allow for

the identification and location of specific nanodiamonds. Phosphorus doping was

chosen so that the negative charge on the wafer might reduce the likelihood of charge

state switching by the NV-. These maps allow samples to be moved between various

experiments without losing track of particular nanodiamonds.

Si wafer segments (5 mm × 5 mm) were prepared with 2.5× 2.5 mm etched

grids. Each 5 mm × 5 mm wafer has its own unique 2 letter code. Each of these

maps is then subdivided into 625 blocks which are again addressed by a 2 letter

code. Each of these blocks is further subdivided into 16 unaddressed squares. The

square containing the 2 letter address is known as 0,0 (referring to rows and columns

respectively). Reading from top to bottom for rows and right to left for columns, the

further 15 squares are labelled accordingly. For example, CH-BD-2,3 is the square

second from the bottom on the left hand column of block BD on wafer CH (see

figure 7.5).
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Figure 7.5: Illustration of the mapping system in use on the silicon
wafer samples.

7.2.1 Nanodiamond deposition

Figure 7.6: Nanodiamonds suspended in methanol are sprayed into
an upturned glass vial and are allowed to precipitate onto the silicon
sample surface.

Nanodiamonds were held in a suspension of HPLC methanol (CH3OH) at a density

of approximately 1 mg/ml and sprayed for three seconds by a nebuliser (Omron

MicroAIR U22) into an upturned vial, ensuring that a high density of nanodiamonds

were injected. The nanodiamonds were then allowed to precipitate onto the Si wafers

(see figure 7.6). This was to reduce the ‘coffee-ring’ effect often seen in drop casting

and to prevent aggregation which was found to be prevalent when using direct
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Figure 7.7: a) a reflection image of a silicon map and a fluorescence
image of the same region (b). The solid black vertical bar is a mi-
crowave delivery antenna positioned above the focal plane. Larger
squares span 100µm whilst the smaller cells are 25µm across.

spray application. This application was repeated six times in order to be confident

of sufficient coverage of the Si wafer by the nanodiamonds.

7.2.2 Confocal mapping

By temporarily reducing green rejection on the CFM it is possible to image non-

fluorescent materials by collecting light reflected by the sample as opposed to emitted

fluorescence. This then produces a spatially accurate image of the sample surface.

Larger nanodiamonds are also visible, although as the diffraction limited CFM has

a maximum resolution larger than many of the nanodiamonds in use, it is not a

reliable method of finding or characterising the physical dimensions of NDs (see

subsection 7.2.3). It is however adequate to spatially identify physical locations on

the maps, which are labelled using a unique addressing system (see figures 7.7a and

7.5).

Once the physical position of the sample has been identified, green rejection is

implemented and fluorescence imaging can take place (see figure 7.7b). This image

can be combined with the reflection image to provide an addressed fluorescence map

of the sample.
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Figure 7.8: Scanning electron microscope image of a silicon map
before ND deposition. Irregular dark patches are unidentified con-
tamination which was not able to be removed, whilst rectangular
dark areas are locations which have been previously imaged under
SEM, with the expectation being that electron irradiation from the
microscope has modified the silicon dioxide surface.

7.2.3 SEM

Scanning electron microscopy enables highly accurate measurements of the physical

dimensions of nanodiamonds. By matching up SEM images with the combined re-

flection/fluorescence images described in section 7.2.2, CFM data can be attributed

to particular nanodiamonds of now known dimensions. All SEM data in this thesis

were acquired by myself using a Zeiss Supra scanning electron microscope located

at the University of Warwick.

As well as allowing the dimensions of NDs to be measured, placing samples

into the SEM makes it possible to distinguish whether or not a particular source of

fluorescence represents a single ND or multiple NDs in close proximity.
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Figure 7.9: SEM image of nanodiamonds deposited on the surface
of a silicon wafer. The large tracks visible here are part of the grid
shown in figure 7.8.
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Figure 7.10: Confocal sample holder with inbuilt coplanar waveg-
uide and antenna for microwave delivery. The mapped region is the
area described in section 7.2.2.

7.3 Continuous Wave ODMR

In chapter 5, the physical principles of ODMR were discussed. In confocal mi-

croscopy, these principles can be applied to either bulk diamond or nanoscale parti-

cles using the sample mount seen in figure 7.10. In this configuration, a waveguide

delivers microwave radiation at 2.88 GHz to a linear antenna in the form of a 20µm

diameter copper wire which sits atop the sample. This antenna provides an area

approximately 50× 300µm, the dimensions of which are constrained by the 300µm

travel of the stage and the useful radiative range of the antenna. This latter dimen-

sion is dependent on several factors such as the diameter of the antenna, the power

delivered and the vertical distance between the antenna and the sample which is

not easily controlled. The sample holder can be scanned over the microscope objec-

tive to provide a confocal image, and can be positioned with nm precision to take

measurements of specific sites.

In continuous wave ODMR (CW-ODMR) on the confocal microscope, with an

applied bias magnetic field the positions of the resonances can be used to align the

bias field so that the field lines run parallel to the axis of the NV. This is achieved
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Figure 7.11: Continuous wave ODMR spectrum of ND1 (see fig.
7.13). This spectrum was taken in order to align the bias mag-
netic field with the symmetry axis of the NV by iteratively altering
the magnet position whilst attempting to achieve the lowest pos-
sible frequency of the observed resonance (identified by the dip in
fluorescence).

by maximising the frequency separation of the resonances (i.e. the ms = +1 and

ms = −1 states) in a frequency swept ODMR spectrum (see fig. 7.11). In such

a configuration, the strength of the field should have no effect on the fluorescence

output of the NV as the magnetic field is now aligned along the defect’s symmetry

axis. This can be checked by altering the distance between the magnet producing the

bias field and the sample, and monitoring the fluorescence in real time. The accurate

alignment between the NV symmetry axis and the magnetic field are essential for

accurate assessment of spin decoherence times with pulsed ODMR. This alignment

is performed by the reorientation of the bias field magnet which is achieved using

a linear motor and two rotational motors, all manually operated, connected to an

aluminium arm which holds the bias magnet. This allows for three axis positioning

of the magnet through approximately one eighth of a spherical area surrounding the

sample.

7.3.1 Nanodiamonds

Nanodiamonds pose challenges for confocal ODMR that are not a concern when

probing single crystal material. In the latter example, NVs will have only one of four

orientations relative to the sample, so once these four orientations are ascertained,
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magnetic field alignment for a given NV is trivial. For nanodiamonds however, the

orientation of the NV is arbitrary, so complete alignment of the field is required for

each nanodiamond.

Difficulties may also arise due to the random morphology of nanodiamonds man-

ufactured by the milling process discussed in chapter 4. Although nanodiamonds

smaller than the diffraction limit of the emitted light should act as point sources,4, 5

NDs larger than this can have an unpredictable optical effect on the emission of

NV fluorescence from an unknown ND geometry which could lead to circumstances

where the collection efficiency of the equipment becomes insufficient for reliable

measurements. An example of this might include a large, irregularly shaped nan-

odiamond where internal reflections might lead to asymmetric emission of light from

the diamond. This is particularly the case during pulsed measurements where the

experimental conditions further limit emission. In such a case, low excitation as a

result of the duty cycle of the laser can cause the nanodiamond to be insufficiently

bright for tracking by the Qudi software, and so the signal may be lost before ade-

quate data have been collected. In practical terms this can lead to situations where

many hours of collection are required to achieve sufficient signal to noise but NV

fluorescence is too low to enable tracking of the ND with the piezoelectric stage.

Further to this, ODMR appears to become undetectable at a shorter distance from

the antenna when operating on NDs on silicon compared to NVs in bulk diamond.

This may be explained by the shape of the silicon maps after cutting often leading

to the suspension of the antenna at a distance of a few microns from the surface,

decreasing microwave intensity for a given NV. This can be limited by cutting silicon

wafers from the underside, so that no ridges are produced around the cutting area

(see fig. 7.12) and thereby reducing the distance between the antenna and the

sample, and by ensuring that the length of the antenna is kept to a minimum, thus

limiting microwave emission only to the desired experimental area, as opposed to
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Figure 7.12: Cutting a wafer involved placing a brace (a small
cylinder of metal) beneath the wafer and pushing down with a
blade, causing the wafer to snap along a scored line. a) When
the blade is placed against the target surface (i.e. the side to be
imaged), the cutting action causes ridges to form on that surface
(b). This can be alleviated by placing the wafer target side down
on the brace (c) which results in the ridges being formed on the
unused surface (d), meaning that an antenna can sit flush with the
target surface.

a longer antenna which might lose energy by radiating across areas not used for

measurement.

These issues lead to the fact that large numbers of NVs in a given sample are

inappropriate or inaccessible for measurement.

7.4 Microscopy results

Figure 7.13 shows confocal fluorescence data overlaid on a confocal reflection image

and an SEM image. The relevant nanodiamond, labelled ND1, is shown in all three

images and using the SEM its dimensions can be measured.
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Figure 7.13: a) Confocal microscope fluorescence heatmap of sam-
ple ND1 overlaid on reflection image. The ND is too small to
resolve conclusively on the confocal microscope which is diffraction
limited, so SEM imaging (b) is necessary to provide an accurate
measurement of ND size. The ND inset is approximately 323 nm at
its widest point. c) Fluorescence data overlaid on an SEM image,
allowing ODMR data to be matched to specific diamonds. Note
that sites distinguishable as multiple nanodiamonds in SEM may
appear as single objects in CFM.

158



7.4.1 Auto-correlation statistics

Taking g(2)(0) auto-correlation measurements from a large number of fluorescent

sites can provide an estimate of the yield of NDs containing single centres from

a given sample. This process was automated using a Python/Jupyter script writ-

ten by myself. Though individual sites were selected manually, auto-correlation

measurements were taken automatically by this script, which returned to the user-

defined sites and monitored them for one minute (to ensure a roughly constant count

rate) before taking an HBT measurement. Figure 7.14 shows the results of auto-

correlation measurements from 69 nanodiamonds on a single silicon wafer with no

bias field applied so as to minimise the impact of NV orientation. Sites were only

chosen whose fluorescence appeared to come from a single, circular source, where

no evidence of aggregation was present. As such, some larger single NDs may have

been excluded as in CFM imagery they may be indistinguishable from aggregated

sites of multiple NDs. Ideally, SEM images would have been obtained beforehand

to identify lone NDs and separate them from multiple NDs (see figure 7.13).

These data indicate that roughly 39% of NDs measured contained single NV-

centres. Of those, 7 were seen to have photon count rates of below 20,000 counts/sec,

which was determined to be insufficiently fluorescent for T2 measurements. From

the remaining 20, the vast majority were at excessive distances on the silicon for

microwave absorption at high enough levels for ODMR detection. These figures

show that only one a small number NDs from a single Si wafer will be suitable for

pulsed ODMR measurements.
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Figure 7.14: Autocorrelation values plotted against photon count
rates for 69 nanodiamonds on a single silicon wafer sample. Vertical
lines delineate g(2)(0) values corresponding to integer numbers of
NVs. Horizontal lines represent average photon counts (An=x where
x is the number of NVs) for NDs in that category.

These data also indicate that the average fluorescence count (An=x where x is

the number of NVs per nanodiamond) is not directly proportional to the number of

NVs as could be expected. Extrapolating from An=1 = 30, it would be reasonable

to suspect that An=2 = 2An=1, however, in fact An=2 = 3.1 · An=1. Similarly,

An=3 = 5.1·An=1. This may be as a result of outliers skewing the average due to host

NDs being smaller than the fluorescence wavelength, leading to improved collection

efficiency compared to NDs larger than the fluorescence wavelength. In larger NDs,

internal reflections and portions of the material lying outside the confocal volume

could reduce the number of photons collected.
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7.5 Pulsed ODMR results

7.5.1 Rabi

Figure 7.15 shows the Rabi oscillations of four single NVs with a fit of the function

f(t) = A · sin (2πfRabit+ φ) · e
−t
τ + C (7.4)

where A is the amplitude of the oscillation, fRabi is the characteristic Rabi frequency

and τ is the Rabi coherence time of the centre. Applied magnetic fields ranged

between 15 mT and 30 mT.

Figure 7.15: Rabi oscillations for four NVs in nanodiamond. T is
the Rabi period.

With Rabi frequencies of 13.78 MHz and 8.89 MHz respectively, NDs 1 and

2 are likely coupled to nearby 13C atoms,6 making them possibly appropriate for

use as a 2-qubit system. NDs 3 and 4 may be too distant from any 13C atoms to
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display coupling. The signature of any such coupling could be improved though by

increasing the applied magnetic field.7

7.5.2 Spin echo

Figure 7.16 shows the results of spin echo measurements for the same four nanodi-

amonds measured in figure 7.15 (see chapter 5 and section 7.3 of this chapter for

details of how these data were acquired).

Figure 7.16: a-d) Spin echo measurements from four nanodiamonds.
Note that for ND2 (b), fluorescence measurements were taken more
frequently, allowing the carbon-13 revival period to manifest in the
data, leading to characteristic fringes. For other NVs more sparse
data were obtained, leaving only the envelope.

These show that generally, single NVs in these nanodiamonds have spin-spin

decoherence times of around T2 = 50µs. However, the NV present in ND1 showed

longer coherence, which may be due to increased nanodiamond diameter ensuring

that surface spins are kept at a greater distance from the NV centre itself. To gain
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Figure 7.17: The four nanodiamonds used for these experiments.
A circle has been drawn on ND1 whose centre represents the esti-
mated greatest distance an NV may be from the surface. However,
it should be noted that as the SEM does not provide a three di-
mensional image, height data regarding the ND cannot be obtained.
The low quality of NDs 2, 3 and 4 is a result of differing experimen-
tal conditions preventing the acquisition of high resolution data,
namely sample drift due to charging on the sample during SEM
imaging and operator inexperience at the time these measurements
were taken.

an understanding as to whether or not this may be the case, Pulsed ODMR data was

combined with data from SEM to determine whether or not there is a relationship

between nanodiamond size and spin-spin decoherence time. It should be noted that

the values for β seen in all four of these examples, which describe the stretching

of the exponential, agree with expected values for the corresponding T2 coherence

times8 for systems not limited by 13C.9
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Sample Address Rmax (nm) Rabi period (ns) T2 (µs)

ND1 KNMO13#1 106± 2 73± 1 120± 11

ND2 ENMS10#3 71± 4 113± 1 52± 6

ND3 LMKO00#1 68± 6 564± 1 70± 40

ND4 ENNU32#1 54± 6 82± 1 50± 6

Table 7.1: PODMR data and dimensions obtained via SEM for
the four nanodiamonds. Rmax is the maximum possible distance
between the measured NV- and the surface of the nanodiamond.

Figure 7.17 shows two nanodiamonds, ND1 and ND2, with a ring overlaid

over ND1 showing the maximum distance between an NV and the surface. Table

7.1 compares these distances with the T2 times for all four of the nanodiamonds

measured in 7.16. With the small sample size and the fact that only maximum (not

actual) distance between the NV and the surface being available, it is not possible

to determine whether or not this distance is the limiting factor on the length of the

T2. However, the largest nanodiamond (ND1) does host the NV with the longest T2

time.

Previously, T2s in nanodiamond have been limited to <10µs in high yield material

and ≤360µs in low yield material for natural isotope abundance with spin-echo mea-

surement10, 11 as detailed in chapter 4. These results show that using our high yield

milling method along with high purity material, it is possible to obtain T2 times

comparable with low yield, high complexity production methods and even exceed-

ing that obtained with dynamical decoupling in high yield material. However, the

unsuitability of many of the nanodiamonds may reduce the usefulness of our yield,

although a more in depth understanding of the reasoning behind this unsuitable

behaviour could lead to its mitigation. It should also be pointed out that due to

the inaccessibility of many of the NDs with the repositionable magnet discussed in

this chapter, many of the nanodiamonds treated as unusable may indeed have been
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more suitable for measurement had it been possible to align the bias magnetic field

to the NV symmetry axes in those NVs.

A comparison of these results with those seen bulk material is also warranted. NVs

in single crystal bulk material measured on the apparatus used here consistently dis-

play count rates exceeding 1.2× 105 counts/sec, whereas even when aligned to the

bias magnetic field, ND1 produced at best 5.8× 104 counts/sec. This is attributed

to the irregular shape of nanodiamonds affecting the transmission of light out of the

crystal. These low count rates can have an effect on the accuracy of measurements

as during pulsed ODMR pulse sequences, periods with low excitation result in an

inability of the Qudi tracking software to retain the location of the ND.

The T2 times reported here are also lower than those achievable in bulk single crys-

tal material. In the latter case, coherence times exceeding 1 s have been reported.12

Though these coherence times were achieved using dynamic decoupling techniques,

they still exceed coherence times reported in ND1 when dynamic decoupling was

applied.13 The difference in coherence times achieved between bulk material and

nanodiamond is suspected to be due to the presence of surface spins on the nanodi-

amond in close proximity to the NV centre.

7.6 Future research

Immediately after the research detailed here, the next step would be to apply dy-

namical decoupling techniques which could extend the T2 time of this material to

over 1 ms without altering the material in any fashion, approaching some T2 times in

bulk single crystal material (although ultimately, T2s in NDs are likely to be limited

by surface interactions and so are unlikely to match those times in bulk SCD). Sub-

sequent research should focus on further further purifying precursor material, not

only in terms of nitrogen concentration but also carbon isotopic purification, reduc-

ing the component of decoherence produce by the presence of 13C in the diamond
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lattice. With longer T2s, a number of research opportunities present themselves

for consideration. NV-s could be employed to investigate the spin bath provided

by surface spins on nanodiamonds themselves. This in turn might lead to better

material which would improve the usefulness of NVs in ND for probing external en-

vironments, such as spins in silicon which might be of interest to the semiconductor

industry. Further to this, long T2 times in these nanodiamonds may potentially be

employed for the investigation of fundamental physics (see chapter 8).
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9 Z.-H. Wang, G. de Lange, D. Ristè, R. Hanson, and V.V. Dobrovitski. Comparison

of dynamical decoupling protocols for a nitrogen-vacancy center in diamond. Phys.

Rev. B, 85:155204, 2012.

10 P. Andrich, B. J. Alemán, J. C. Lee, K. Ohno, C. F. de las Casas, F. Joseph

Heremans, E. L. Hu, and D. D. Awschalom. Engineered Micro- and Nanoscale

Diamonds as Mobile Probes for High-Resolution Sensing in Fluid. Nano Letters,

14:4959–4964, 2014.

11 Helena S. Knowles, Dhiren M. Kara, and Mete Atatüre. Observing bulk diamond
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Chapter 8

Optical trapping
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8.1 Theory & motivation

Evidence of optical trapping experiments were first published in 1970 by Arthur

Ashkin at Bell Laboratories, who held micron sized particles in stable optical wells

produced by a 1 W continuous wave laser.1 This built on work by others2, 3 which

hinted at radiation pressure as a useful force, but the potential applications of these

physical phenomena were not guessed at until much later.

8.1.1 Macroscopicity

That quantum mechanics and general relativity remain at loggerheads despite the

success and usefulness of both fields might be surprising to one who witnessed the

blistering pace of physics research through the nineteenth and twentieth centuries.

Not only does a unification of the two theories appear not to be on the horizon,

but the location of the boundary between them remains as yet a mystery. Placing

particles of ever increasing numbers of atoms into a spatial superposition though,

a purely quantum mechanical state of affairs, may shed light on the whereabouts

of this elusive boundary. Although theory tells us that any object, no matter how

massive and no matter from how many atoms it is constructed, should be able to be

placed in a spatial superposition,4 our experience tells us that this is not so. In fact,

it was not until relatively recently that we discovered that any object at all could

be placed into such a state,5 although Young’s famous double slit experiment had

begun to suggest that the evidence of our senses might not be sufficient to explain

the world around us in 1801.6

More recently however, larger objects such as complex molecules7 have been

placed into a spatial quantum superposition, and several measures of a superposi-

tion’s ‘macroscopicity’ have been proposed.8 Such measures define the macroscopic-

ity of a mechanical system, such as an oscillator, as its experimental demonstration’s

ability to rule out modifications to quantum mechanics, using only the observable
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consequences of the experiment. One proposal9 sees a nanodiamond bead containing

an NV- suspended in an optical trap (see figure 8.1).

Figure 8.1: An optical trap suspends a particle where the trapping
force ftrap equilibriates with a scattering force fscatter. A nanodia-
mond particle is suspended in an optical trap with the direction of
weakest confinement and the NV- spin quantisation aligned along
the optical axis. A magnet at z0 means that the |−1〉 and |+1〉
states will be attracted to the centre of the harmonic well to a
different degree. The gravitational force mg is oriented at a non-
perpendicular angle θ to the optical axis, leading to differing grav-
itational potentials for the |−1〉 and |+1〉 states. As the two states
(orange and green circles) oscillate along the z-axis, they accrue a
gravitational phase difference.

The spin of the the NV is coupled to the oscillatory motion of the bead,

meaning that should the NV be placed in a spin superposition, the spatial location

of the bead must also be in a superposition. This can be achieved by placing a

magnetic sphere at some point along the optical axis which leads to the case where

thems = +1 andms = −1 spin states experience differing magnetic forces. Provided

the optical axis is at a non-perpendicular angle θ to that of the gravitational force,

the two states will exist in non-identical harmonic potential wells and therefore will

accrue a phase difference as they oscillate. The magnitude of this phase difference

can be measured by spin readout when:

171



t0 =
2π

ωz
(8.1)

providing a measurement of the macroscopicity of the superposition, where

ωz is the frequency of the particle’s oscillation through the z-axis. This is a single

period of oscillation of the optically trapped system, with the two components of

the superposition spatially coinciding, leading to interference.

8.1.2 The physics of optical trapping

An optical trap works by applying multiple opposing forces upon a particle, causing

the particle to become suspended at the equilibrium point of these forces. In this

research, these forces both originate from a focused laser beam. An attractive

(‘trapping’) force, ftrap arises from the concentration of light at the focal point,

resulting in a strong, localised electric field gradient.10 A scattering force fscatter

occurs due to the radiation pressure exerted on the particle11 (see figure 8.2). The

equilibrium point between these two forces then forms a potential well about which

the particle oscillates.12 In the z-axis, i.e. that axis parallel to the optical axis, the

particle therefore sits just ‘downstream’ of the trapping beam’s focal point. Along

the y-axis, that axes perpendicular to both the optical axis and the gravitational

force, the trapping force is dominant, keeping the bead central. Finally in the x-axis,

parallel to the gravitational force, there is an equilibrium point which exists between

the trapping force and the gravitational force, causing the bead to ‘sag’ relative to

the focal point of the trapping beam. It is important to note that essential to this

proposal is feedback cooling of the suspended nanodiamond’s centre-of-mass (COM)

temperature to mK levels, in order to reduce the thermal state phonon number below

the limit at which the harmonic approximation breaks down.
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Figure 8.2: The forces effective on a dielectric particle in an optical
trap when viewed along the y-axis (a) and along the z-axis (b).
The electric field maximum sits at the beam waist, marked ×. This
causes an attractive force ftrap which is countered in the z-direction
by a scattering force fscatter and by the gravitational force mg in
the vertical x-direction. In the y-axis, the trapping force is equal
in the positive and negative direction, cancelling itself out.

The ‘stiffness’ of the optical trap, required to keep the nanodiamond fixed in

the experiment, can be defined as:13

ktrap = 4π3 · P0α

cε0
· (N.A.)4

λ4
(8.2)

whilst the the frequency of the trapped particle’s oscillation in the z-axis is:

wz =

√
4P0λ2

mπ3w6
0

(8.3)

and in turn, w0, the diameter of the beam waist, is related to the numerical

aperture (N.A.) of the trapping lens by:

fλ

w0
≈ 2λ

(N.A.)
(8.4)

w0 =
f(N.A.)

2
(8.5)

so therefore:

wz =

√
86 · 4P0λ2

mπ3(f(N.A.))6
(8.6)

where P0 is the power of the trapping beam, α is the polarisability of the
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Figure 8.3: Numerical aperture of the trapping lens has a direct
effect on the trap stiffness and the trapping frequency.

nanodiamond bead, λ is the trapping wavelength and f is the focal length of the

trapping lens.

From this it can be seen that an increase in trap stiffness by increasing

the numerical aperture of the trapping lens comes at the cost of reduced trapping

frequency, the latter variable being important for parametric feedback cooling of

the bead’s centre of mass temperature. Higher trap frequencies allow the x, y and

z components of the particle’s oscillation to be more spread out in the frequency

domain and therefore to be extracted more easily.

8.1.3 Experimental considerations

The proposal discussed in subsection 8.1.1 faces a number of challenges that must

be overcome before it can be realised. Firstly, the experiment must be contained

within an ultra-high vacuum environment in order to limit interactions between the

nanodiamond bead and gaseous species.

Achieving ultra high vacuum (pressure below 10−9 mbar) is not difficult in itself.

However, heating of the nanodiamond by the trapping laser reduces spin coherence

times and can graphetise the diamond.14 However, by increasing the purity of the

diamond precursor from which the nanodiamonds are fabricated, lower absorption
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Figure 8.4: Setup of the optical trap. A 1550 nm trapping beam
is amplified by an EDFA before being expanded and then focused
to trap a particle. A 1064 nm probe beam is similarly expanded
and then travels co-linearly with the trapping beam through the
trapped sample to a balanced detector. A 532 nm beam is also
expanded before being focused on the trapped particle where it
stimulates fluorescence from the NV centre. The fluorescence then
returns along the excitation path where it is selected by a dichroic
mirror before arriving at a detector.

of the trapping energy limits this graphetisation,13 preventing decreases to T2 coher-

ence times and enables longer spin coherence compared to other diamond material

(see chapter 7).

8.1.4 Trapping apparatus

The apparatus for optical trapping can be seen in figure 8.4. This consists of a vac-

uum chamber, three lasers, an erbium doped fibre amplifier (EDFA) and a balanced

detector as well as supplementary optics. The 1550 nm trapping beam is amplified

to a power of up to 3 W, with the beam intensity controlled by computer com-

munication with the EDFA. The beam is then expanded to back-fill the trapping

objective, whereupon it is focused by an aspheric lens in order to trap a particle.

The nanodiamonds are inserted into the vacuum chamber by creating a mild vac-
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uum in the chamber and then opening a tap, into which a mist of NDs are sprayed.

Under ideal circumstances, one of these many NDs travels near to the optical focus

and is trapped by the electric field gradient.

A second beam at 1064 nm travels co-linearly with the trapping beam, reaching fo-

cus at or near to the same point as the trapping beam. It then passes to an aspheric

collector lens and to a balanced detector.

A third beam of 532 nm light is also focused on the trapped nanodiamond in order

to stimulate fluorescence for ODMR.

Balanced detection

Interferometric balanced detection operates by measuring differing intensities of light

at two photodiodes. This difference in intensity is produced by the destructive

interference caused by a differing path length in light which has been scattered

by interaction with the trapped particle, as opposed to light which has not been

scattered, resulting in a lower signal at one of the photodiodes.

Figure 8.5: A nanodiamond (indicated by white arrows) suspended
in the optical trap. Note that the green light visible does not trap
the particle but is used for ODMR. The 1550 nm trapping beam
and the 1064 nm probe beam are invisible.

8.1.5 Trap frequency

As detailed in section 8.1.2, the use of a high numerical aperture objective is re-

quired to ensure an optical trap which is stiff enough to maintain confinement of

176



the nanodiamond. However, it must also be of a low enough NA that a high trap

frequency is maintained. For these experiments, an aspheric lens of N.A. = 0.77

was chosen. The trap apparatus was built initially by Angelo Frangeskou and Anis

Rahman, and the aspheric lens was selected and installed by myself.

To test the result of using the aspheric lens, the apparatus was constructed

in the manner detailed in figure 8.4 with the aspheric lens used as the objective.

It should be noted that this is distinct from the aspheric collector lens which is

not involved in the trapping process but instead collects light and directs it to the

balanced detector. Once the apparatus was constructed, the vacuum chamber was

sealed and the pressure decreased slightly (by a few tens of millibar) by the use of

a rotary pump. A small tap in the side of the vacuum chamber was then opened

and a sample of nanodiamonds suspended in HPLC methanol was injected using a

nebuliser, after which the tap was closed. By observing the output of the balanced

detector, the capture of a nanodiamond verified by observing the appearance of a

broad peak in the FFT of the balanced detector output. Once this capture was

verified, the pressure in the chamber was allowed to fall to around 300 mbar, where-

upon the rotary pump was turned off and a turbopump activated. This brought the

pressure down to 1.2 mbar at which point several peaks (see fig. 8.6) were observed,

with the rightmost peak attributed to the oscillation in the z-axis (the axis parallel

to the optical path).

This resulted in z-axis trapping frequencies in excess of 220 kHz as opposed

to approximately 150 kHz when using an N.A. = 0.8 microscope objective as in

previous efforts. The operation of the trapping apparatus and the data acquisition

were performed by myself.
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Figure 8.6: An FFT of balanced detector output, showing trapping
frequencies measured with a 0.77 NA aspheric lens using a 1550 nm
trapping laser. The x- and y-axes are well separated and the z-axis
has a comparatively high trapping frequency of 221.6 kHz. Smaller
peaks are thought to correspond to interference and imbalance, such
as rotations or torsional motion of the particle.15

Furthermore, higher trapping frequencies result in more well defined peaks

in the detection data (see figure 8.6). These peaks correspond to oscillations in the

x-, y− and z-axes.15 Parametric feedback cooling of the trapped diamond could

potentially be used to cool the particle close to its ground state, which requires

careful measurement of the particle’s motion in each of the three axes. This data is

then used to modify the trap stiffness at twice the frequency of oscillation in a given

axis.16 Careful separation of these peaks is therefore crucial to prevent oscillations

from other axes causing interference.

8.2 Homogeneous magnetic fields

For ODMR of NVs in levitated diamond to be performed, it is necessary to deliver

a fully orientable, homogeneous magnetic field in situ. Whilst in the confocal mi-

croscope (see chapter 6) this may take the form of a permanent magnet on a two
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axis armature, the vacuum system in use for optical trapping prevents such a con-

figuration in this case. Instead, a three axis magnetic field assembly was designed

and machined from aluminium (see figure 8.7). This consists of three sets of nested

Helmholtz coils, each providing magnetic field control of their respective axes.

Figure 8.7: Left: Three dimensional model of the 3-axis, Helmholtz-
type homogeneous magnetic field assembly. The six coils forming
the three Helmholtz magnets are supported by an aluminium struc-
ture (coloured gold in this model) which also acts as a heat sink
for the device. Right: photo of the chamber. Note the addition of
silver paste around the coils for improved thermal management.

The presence of six electromagnetic coils in a vacuum chamber leads to sig-

nificant levels of heating to achieve the desired magnetic field at the centre of the

trap (15 mT was chosen as a reasonable field). Although the magnetic field assembly

and the vacuum chamber itself are comprised of thermally conductive metal, ther-

mal imaging of the chamber indicated that temperatures were rising to levels which

could damage various parts of the experimental apparatus. To reduce this heating,

silver paste was added between the coil assembly and the base of the chamber, as

well as between the coil assembly and the coils themselves. The effect of the heating

with and without the silver paste can be seen in figure 8.8. The maximum field

obtained using this configuration was 18 mT, though some heating was still taking

place after measurements ceased (see fig. 8.8). Before such a field could be described

as useful, the homogeneity of the field would need to be examined.
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Figure 8.8: a) Heating of the z-axis coil captured by thermal imag-
ing camera. b) Heating of the coil assembly over time. The addition
of a silver paste at the interface between the assembly and the vac-
uum chamber reduces the heating rate and maximum temperature
of the system. Temperatures were monitored by using a thermal
imaging camera whilst the vacuum chamber was unsealed and the
lid removed.
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8.3 Future research

With the application of a thermally stable, homogeneous magnetic field, ODMR

can now be performed. However, in order to undertake the experiments discussed

in section 8.1, the pressure in the vacuum chamber must be reduced such that col-

lisions between the trapped particle and ballistic air molecules are sufficiently rare.

This will be essential if the particle is to be kept in a spatial superposition as such

interactions can lead to a collapse of that superposition.17, 18, 19

Also critical to this research will be the development of nanodiamonds suitable for

the experiments. As discussed in chapter 4, the size of the particle is crucial in ob-

taining long enough NV spin coherence times for measurements to be taken. Inroads

have been made to this goal, detailed in chapter 7, where high purity diamond with

widely spaced NVs led to NDs of several hundred nanometres in diameter containing

a single NV only. Similarly, research performed by other members of the group13

show that the substitutional nitrogen concentration in the material used is sufficient

to reduce heating of the nanodiamonds and the subsequent graphetisation.

The data from these experiments, along with the improvements suggested, open

up the potential for further experiments into the macroscopicity of particles in a

quantum superposition to be realised, among others. This work shows not only

what is possible, but what is necessary to see such visions become a reality.
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Conclusion
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Research was presented regarding the suitability of high purity nanodia-

monds containing nitrogen vacancy centres for matter wave interferometry experi-

ments, alongside the characterisation of an open source lock-in amplifier for multi-

detector magnetocardiography based on NV centres in diamond. Limitations were

discussed regarding the collection efficiency of optical apparatus in the latter case,

and long spin-spin coherence times were demonstrated to benefit the former.

9.1 Summary of findings

An open source, high frequency LIA was shown to produce sensitivities of up to

90 nV
√

Hz at 500 kHz demodulation, an order of magnitude larger than those of a

commercial available alternative which provides sensitivities of 5 nV
√

Hz. However,

due to a cost two orders of magnitude lower and a similar maximum demodulation

frequency, such a sensitivity was seen to be acceptable under certain circumstances,

particularly where large numbers of LIAs are required. The LIA was characterised

in a manner that no open source, high frequency competitor has been previously,

and the relevant research was published in light of such an observation.1 This

characterisation included data describing two methods of data acquisition and the

linearity of the device’s output. The effect of time constant, demodulation frequency

and increased collection time were explored, demonstrating that the device behaved

as could be reasonably expected and, in some cases, exceeded expectation.

Further to this, the intrinsic electronic, thermal and mechanical properties of

diamond were discussed, and the results of confocal fluorescence microscopy exper-

iments on high purity nanodiamonds on a silicon substrate map were presented.

These nanodiamonds were shown to host nitrogen vacancy centres which had spin-

spin decoherence (T2) times in excess of the high yield ND in previous research.2

These coherence times were suggested to owe their duration to large dimensions and

low substitutional nitrogen concentration of the host nanodiamonds.

186



These nanodiamonds were also investigated using scanning electron microscopy,

which allowed the size of the nanodiamonds to be compared to their T2 times,

which suggested increased interactions between surface defects and the colour cen-

tres within smaller NDs.

Finally, progress was made towards employing these high purity nanodiamonds for

matter-wave interferometry experiments which seek to study the boundary between

classical and quantum mechanics. Trapping frequencies exceeding 220 kHz were

achieved which are necessary for the centre-of-mass cooling of levitated particles

which will be required to reach these goals. Similarly, coupling between the NV

electronic spin and the oscillatory motion of a trapped particle were brought one

step closer by the introduction of a three axis Helmholtz coil which will enable

initialisation and readout of the NV spin state. This ODMR will be essential to

probe the quantum superposition into which the levitated nanodiamond is placed.

9.2 Concluding remarks

This thesis has shown that high frequency LIAs are accessible even with modest

budgets, and that large numbers of them can be affordably combined to enable

multi-detector MCG. It has also shown, however, that a number of improvements

should be made in order to extend the sensitivity of diamond magnetometers to

bring them into the realms required by this demanding task.

It has also demonstrated that ball milled nanodiamonds may be suitable for ad-

vanced experiments into the classical-quantum boundary and that more complex

fabrication methods may not be necessary as comparable T2 coherence times can be

achieved in ball milled material. However, further improvements remain to be made

before this goal can be achieved.
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On a personal note, I would like to interject with the development of my own

understanding of the nitrogen vacancy in diamond. Prior to undertaking these ex-

periments and the writing of this thesis, it had seemed to me that the presence of

the NV in diamond was purely incidental; that such a defect could have existed in

any material such as silicon or cubic boron nitride and that there was nothing save

pure happenstance which led to the NV arising in this particular carbon allotrope.

However, through exploring the superlative properties of diamond it has become

clear, to me at least, that far from random chance, it is these very properties, elec-

trical, optical, thermal and mechanical, which lead to the usefulness of this unique

defect and its appropriateness to so many exciting and compelling applications. Di-

amond’s particular structure does not simply play host to the nitrogen vacancy and

all its associated properties, instead it gives rise to them, creating a physical system

which shows so much promise in so many diverse fields of inquiry.
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