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Clairvoyant: A Log-Based Transformer-Decoder for Failure
Prediction in Large-Scale Systems
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ABSTRACT
System failures are expected to be frequent in the exascale era

such as current Petascale systems. The health of such systems is

usually determined from challenging analysis of large amounts of

unstructured & redundant log data. In this paper, we leverage log

data and propose Clairvoyant, a novel self-supervised (i.e., no labels
needed) model to predict node failures in HPC systems based on a

recent deep learning approach called transformer-decoder and the

self-attention mechanism. Clairvoyant predicts node failures by (i)

predicting a sequence of log events and then (ii) identifying if a

failure is a part of that sequence. We carefully evaluate Clairvoyant

and another state-of-the-art failure prediction approach – Desh,

based on two real-world system log datasets. Experiments show that

Clairvoyant is significantly better: e.g., it can predict node failures

with an average Bleu, Rouge, and MCC scores of 0.90, 0.78, and

0.65 respectively while Desh scores only 0.58, 0.58, and 0.25. More

importantly, this improvement is achieved with faster training and

prediction time, with Clairvoyant being about 25× and 15× faster

than Desh respectively.

KEYWORDS
Transformer-decoder; LSTM; failure prediction; logs; HPC systems;

deep learning

1 INTRODUCTION
High-end scientific applications, such as weather forecasting, are

typically executed on high-performance computer (HPC) systems

such as supercomputers. These systems comprise sophisticated

hardware (HW) and software (SW) components (e.g., OS, parallel

file systems) to support the resource-hungry applications. Node

failures
1
in HPC systems can occur as a result of the scale and

design complexity of the systems or due to faults occurring else-

where in the system. Such failures typically lead to a significant

computational overhead which, in turn, may have severe impact of

system throughput.

In HPC systems, popular proactive failure management tech-

niques are used such as task migration and checkpointing/restart.

However, both techniques are expensive procedures and need to be

used only when required, e.g., the computational overhead associ-

ated with these techniques may be exacerbated if they are wrongly

triggered due to wrong failure prediction. Thus, it is important to

develop efficient failure prediction techniques so that the overhead

can be kept tractable. Effectiveness of current failure prediction ap-

proaches show a true positive rate of 50% in terms of actual failure

1
In the context of HPC systems, we will use node failures and system failures inter-

changeably.
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identification and a false positive rate of less than 10%, meaning

that the overhead of proactive techniques can be bounded [18, 31].

The SW of these HPC systems, such as OS and parallel file sys-

tems, typically generate a large volume of valuable log messages
2

that are recorded in a centralised log file. These log messages typi-

cally capture the health states of every component (e.g., nodes). For

example, a log message may state that the memory of a particular

node has been corrupted. As such, these event logs are critical for

system administrators to assess the state of the system.

Although log files are nontrivial for analysis (e.g., they are often

unstructured, duplicated or even incomplete [10]), extensive re-

search on failure-related analysis using HPC system logs has been

undertaken such as detecting anomalies e.g., [4], [42], [6], diagnos-

ing the root causes of failures, e.g., [10, 14, 17], and detecting the

errors that lead to system failures, e.g., [3, 41, 56, 80].

While error detection is important at system runtime, not all

errors will lead to system failure due to in-built recovery procedures

such as the use of ECCs. As such, any premature triggering of an

error recovery technique would likely introduce extra overhead.

Accordingly, to mitigate the impact of system failures on applica-

tions, it is critical to develop an efficient failure prediction mech-

anism alongside proactive failure management techniques [31].

Unfortunately, the failure prediction tools that determine when

proactive failure management techniques should be activated is

still insufficient [18]. This necessitates the development of fail-

ure prediction techniques that can flag impending failures ahead

of time. Techniques that have been employed for failure predic-

tion in HPC systems are, for example, support vector machines

(SVM) [28], principal component analysis (PCA) [46], learning mes-

sage patterns [75], Bayesian networks for hierarchical online failure

prediction [61], and hidden semi-Markov models (HSMMs) [67].

Despite these contributions, these solutions have limited prediction

accuracy or suffer from high computational overhead.

To the best of our knowledge, the recently proposed Long Short-

term Memory (LSTM) and Bidirectional Long Short Term Memory

(Bi-LSTM), used in [18] and [34] respectively, have been the most

effective techniques for log-based failure prediction. However, they

both suffer non-trivial weaknesses, e.g., due to recurrence learning,

it is difficult to parallelize those approaches, leading to long training

time. Another problem is the vanishing gradient problem, that

causes the loss of earlier "memory" resulting in limited accuracy,

i.e., long-range dependencies cannot be adequately captured.

As such, we develop Clairvoyant, a self-supervised (no need for
labels) transformer-decoder based model to predict node failures

in HPC systems by first predicting the future sequence of events

(future health state) and then identifying if a failure is part of the

sequence. Clairvoyant rectifies the limitations of LSTM implemen-

tations through the self-attention mechanism and parallelization.

Denoting the predicted log sequence as S and a failure log event

2
Wewill use the terms log events, events, log entries, and logmessages interchangeably.

1
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by F , we then capture failure prediction of the node if F ∈ S, i.e.,
if a failure event appears in the predicted output log sequence. We

run Clairvoyant on real-world datasets and the results obtained

show that Clairvoyant significantly outperforms the state-of-the-art

HPC failure predictor – Desh [18]. To the best of our knowledge,

this paper is the first attempt to leverage the self-attention and

transformer-decoder techniques to predict node failures in HPC

systems. However, different log-based studies have utilized self-

attention with different transformers variants for anomaly detec-

tion and log parsing, such as Trine [81], LAMA [38], LAnoBERT[48],

NuLog[58], and [68].

Wemake the following contributions. (i) We develop Clairvoyant,
a transformer-decoder based technique to predict component (node)

failures in HPC systems. This is a generic model that can be applied

to any other HPC systems or components since it is very common

that the system failures are more or less correlated to the error

messages. (ii) We evaluate the efficiency of Clairvoyant and Desh

using two real-world logs from the Ranger supercomputer. The

log data used in our experiments are very good representatives of

large-scale HPC systems for failure analysis, as they are unlabelled,

unstructured, and more complex than other HPC system logs (e.g.,

Cray and Blue Gene systems). (iii) Our results show that Clairvoyant

significantly outperforms Desh both in prediction accuracy and in

training and prediction time. To the best of our knowledge, this

is the first paper to use transformer-decoder variant on failure

prediction in HPC systems.

Paper structure: In Section 2, we present the system model and

problem formulation. Section 3 presents the methodology behind

Clairvoyant and we present the metrics used for performance eval-

uation in Section 4. We present the evaluation datasets in Section 5

and the results in Section 6. We discuss the related work in Section 7.

We conclude the paper in Section 8.

2 MODELS AND PROBLEM FORMULATION
In this section, we present the system and fault models to be focused

on in our research, as well as a formulation of the problem.

2.1 System Model
For HPC systems, a generic systemmodel is described as follows. An

HPC system consists of a set of compute nodes C = {C1, . . . ,Cm }

provided to execute a set of jobs J = {J1, . . . , Jn } over a set of

production time-slots T = {T1, . . . ,Tp } [11]. A job scheduler and a

collection of software, such as a file system and an operating system,

are required to support these jobs execution. The job scheduler

assigns jobs to production slots on specific nodes. A job may send

data to and from the file system or to each other. As the system

executes, log messages that capture the health of the system are

generated and are sent to a central log file.

2.2 Fault Model
Without loss of generality, we assume that various discrete faults

can be considered, depending on the abstraction level. One may

consider faults occurring at the application level, the file system

level or an aggregate cluster level. When a fault occurs, the resulting

error leads to the output of an error message in the system log file.

If the error is not adequately handled, a failure can occur, which

will also be logged. In this paper, we only consider node failures

[3] and focus on the prediction of such events though Clairvoyant

can also be applied to failures of other components.

2.3 Problem Formulation
Challenges in log-based failure prediction: Informally, our ap-

proach for log-based failure prediction is as follows: given a se-

quence of log events, predict an incoming log sequence and identify

if a failure log event is in the predicted sequence. However, there

are two critical challenges, which are: (i) The instant at which the

failure log event appears in the predicted sequence should neither

be too soon nor too late as the failure management mechanism may

be triggered at the wrong time and (ii) The component (i.e, node)

that is going to fail needs to be clearly identified so that failure

management mechanism is triggered at right “location”.

We denote by Lr
, the set of log sequences of length at most r .

Consider two sets: Lm
and Lk ,k ≤ m. The individuals in set Lk

are called the possible extensions of the individuals in Lm
. Each

individual in Lm
can be assigned an output from Lk

, i.e., for each

si ∈ Lm
, let ei ∈ Lk

be the true outcome to be predicted (i.e., the

true log sequence that follows si ). Wemodel a (possibly randomised)

predictor by a mapping M : Lm → Lk
such that M(si ) is the

predicted log sequence to follow si , i.e., si · M(si ) is a (future)

predicted log sequence of length (k +m), i.e., si · M(si ) ∈ Lm+k
.

The two problems we address in this paper can be formulated as

follows:

Definition 1 (Log Prediction). Given a log sequence si ∈ Lm ,
obtain a predictorM such that
arд minM D(si · M(si ), si · ei ), where D : Lm+k × Lm+k → R
represents a distance metric for log sequences of length (m + k) and
where · represents sequence concatenation.

In this case, we say that M correctly extends si if the distance
is 0. Otherwise, we say that M approximately extends si . D is a

distance metric on log sequences such that the distance is 0 when

the logs are identical.

Definition 2 (Failure Prediction). Given a log sequence si ∈
Lm , its extension ei ∈ Lk and a predictor M that approximately
extends si , we say thatM accurately solves the failure prediction iff
F ∈ ei ⇔ F ∈ M(si ). We say that M approximately solves the
failure prediction problem if F ∈ M(si ) ⇒ F ∈ ei .

It is interesting to observe that the (predicted) failure lead time is

exact when D(si · M(si ), si · ei ) is 0, i.e., the failure event log does

neither appear too soon nor too late. It is also worth noting that D

will have a small value when the failure event appears at ’roughly’

the correct time, i.e., at the correct place in the sequence. As such,

developing an efficient mapping will help towards addressing the

first challenge explained above.

So, for each node Cj ∈ C , given an input of a (previous) se-

quence of m log events E1, . . . ,Em logged as node Cj ’s current

health state, the aim of our transformer-decoder based model is to

predict the sequence Em+1, . . . ,En future log events (i.e., the exten-

sion of E1, . . . ,Em ), including failure events. The failure prediction

is repeated for every node in Cj ∈ C and the identity of the node

that is predicted to fail will be known, thereby addressing the sec-

ond challenge mentioned above regarding the failure location. The

2
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model calculates and predicts an upcoming log event probability

P(E(m+1):n ) as follows:

P(E(m+1):n ) =

n∏
i=m+1

P(Ei |E1, ...,Ei−1) (1)

3 METHODOLOGY FOR CLAIRVOYANT
In this section, we first provide a high level overview of the proposed

approach followed by a detailed description.

An Overview of the Proposed Approach Due to the serious

limitations of existing techniques (e.g., LSTM based methods) and

challenges of the failure prediction problem, novel and scalable

approaches are needed. Recently, transformer neural network has

made tremendous progress, primarily in natural language process-

ing (NLP) tasks (e.g., text prediction) and tackled LSTM limitations,

through the self-attention mechanism and parallelization processing.
These properties benefit log-based analysis in multiple ways: (i)

The self-attention mechanism emphasizes the important part of the

input data and fades out the rest. Focusing on log-based analysis

where, by analogy, we consider an event log entry as a word and

a sequence of log entries as a sentence; self-attention will help

focus on the important event log entries while moving focus away

from irrelevant events. (ii) The self-attention feature is amenable

to parallelization, meaning that training and prediction time can be

drastically reduced, compared to LSTM.

Driven by the self-attention and parallelization learning – the

crux mechanisms of the transformers neural network [74], we de-

velop a novel approach namelyClairvoyant based on the transformer-

decoder variant [62] to predict HPC nodes’ failures by first predict-

ing the future sequence of events (future health state) for each

node and then identifying if a failure is part of the sequence. Pre-

dicting a compute node’s (or a component’s) failures ahead is

achieved through accurately predicting the forthcoming log events

Em+1, ...,En based on the previous log events E1, . . . ,Em by that

node. Our proposed transformer-decoder-based technique can be

deployed in real-time to assist the large-scale systems administrator

as nodes’ failure predictor. As shown in Figure 1
3
, the proposed

model is based on a transformer-decoder consisting of a stack of at-

tention blocks, preceded by log message preprocessing and an input

embedding, followed by a log events prediction. We can incorporate

these steps as two main phases; log message preprocessing and log

events (log sequence) learning&(prediction), which are described

in detail as follows.
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Figure 1: Failure andHealth State PredictionPhases for Each
Component (i.e., node)

3
For simplicity, Figure 1 shows the prediction phases for one node.

3.1 PHASE I. LOG MESSAGE PREPROCESSING
In the first phase, standard NLP methods are used to clean tex-

tual log messages from all alphanumeric words, punctuation, stop

words, variables that are not strings from log messages. After that,

the duplicate messages are removed based on a time window as

determined by the administrator. Then, (unique) text log messages

are mapped onto corresponding log event IDs based on the unique

events (templates) from log message preprocessing. Next, each

node’s log event IDs are concatenated into sequences (log event

sequences) sequentially based on their timestamps, where each

sequence contains 1024 events at most. Hence, the number of se-

quences from each node can be calculated by dividing the num-

ber of log events generated by that node on 1024. Each node’s

sequences of log events is tokenized by breaking them up and

transforming them to their associated indices (i.e., numbers). Those

indices are generated by taking all events present in the log data

and creating a vocabulary dictionary. The decoder blocks is fed

by nodes’ log sequences one after another. Besides, transformer-

decoder can, in parallel, perform until 1024 log events within the

input sequence, which is an advantage over the recurrent neural

network (RNN) architectures such as Long Short Term Memory

networks (LSTM). Also, the Byte Pair Encoding (BPE) technique

is employed in transformer-decoder architecture to tokenize the

input, allowing the encoding of any unusual tokens, which are the

IDs of log events in our case.

3.2 PHASE II. LOG EVENTS LEARNING AND
PREDICTION

As stated before, our research aims to predict the failures of HPC

system components (nodes) and the entire health state through

generating a sequence of forthcoming log events based on their

preceding log events sequence. Thus, our proposed approach is

based on the transformer-decoder deep neural networks designed

for sequence processing. The transformer’s core component’s self-

attentionmechanism considerably improves the connectivity among

the elements in long sequences. Accordingly, we employ transformer-

decoder neural network, a stack of decoder attention blocks pre-

ceded by an input layer to embed the sequence of real-time log

events logged by the HPC node, and followed by linear and soft-

max layers to predict failures by two steps: predicting the future

sequence of events and then identifying if a failure is part of the

sequence. More design details are described in the following text.

We refer the readers to read [62] for detailed background of the

transformer variant which we will use to build our model.

3.2.1 STEP 1: INPUT EMBEDDING. This step incorporates two
types of encoding: log event embedding and log event’s positional

encoding, which are merged element-wise by dot-matrix multipli-

cation:

LogEmbedding: Each log event ID in input sequences ismapped

into a vector of dmodel dimension size, with continuous numeric

values to represent that event learned through neural networks.

By the end of the training, log event vectors’ values represent the

relation and dependency among these events.

Log Positional Encoding: Transformer avoids the recursion

mechanism that is employed by RNNs, in order to enable parallel

3
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computation to minimize training time as well as the reduction in

performance caused by lengthy dependencies. To this end, input

embedding is associated with positional embedding to encode the

order of the tokens (in our case, log events) and determine distances

between the log events in the log sequences to the decoder blocks.

The log event position i is encoded using sin and cosine periodic

functions as follows:
P(pos,2i) = sin( pos

10000
2i

dmodel

)

P(pos,2i+1) = cos( pos

10000
2i

dmodel

) (2)

The even positions in the input vectors of log events in the se-

quence are calculated via the sin function, and the cos function is

used for the calculation of odd positions. The positional vectors are

then added to their corresponding log events input embeddings.

Based on transformer-decoder architecture, each log event embed-

ding in the input sequence incorporates one positional encoding

vector for each of the 1024 positions(pos) [62] in the input; dmodel
refers to the size dimension (which is 768 in our design), and i refers
to the index within the vector of log event.

Positional encoding is added to the input embedding to construct

the input matrix X before being passed to the decoder stack to

provide information about the position of those corresponding

inputs (log events). For an input log event Ei , its embedding xi in
the input matrix X is defined as:

xi =Wembeddinд ∗ Ei + PEi , i ∈ 0, ..., I − 1 (3)

where I denotes the number of log events in the input sequence, PEi
is positional encoding of Ei , and theWembeddinд ∈ REsize×Vsize
is the log event embedding matrix with embedding size Esize and

the log events vocabulary size Vsize .

3.2.2 STEP 2: DECODINGANDLEARNING. In the next phase,
the input matrixX , which is log events embedding vectors, is passed

forward to a stack of decoders (12 decoder blocks) one after the

another forming the main part of the model. These decoders are

identical in their architecture and functions in which each decoder

block consists of a multi-headed masked self-attention layer, feed-

forward neural network (FNN) layer, and some normalization layers.

Each decoder has its own weights in both sublayers (self-attention

and FNN). The following details show how the decoder layers work.

(1) Masked Self-Attention: The masked self-attention mech-

anism allows the model to associate each individual log event to

its preceding log events in the input sequences; this leads to un-

derstanding and capturing the relation, dependencies, and order

occurrence among the log events in the input log sequences. There-

fore, all associated and relevant log events in the sequence that

reveal the connection with a particular log event are identified. As

the correlation between those log events preceding that log event as

these events receive higher scores (given more attention). The self-

attention is achieved by creating three matrices for the decoder’s

input sequenceX (in our case, a sequence of log events embedding).

As stated in the previous step, the log events embeddings are com-

bined into the input matrix X , where each row in X corresponds

to a log event in the input sentence. A Query matrix (Q), a Key

matrix (K ), and a Value matrix (V ) are created by multiplying X by

three weight matrices, Query weight matrix (WQ ), a Key weight

matrix (WK ), and a Value weight matrix (WV ), are trained during

the training process. The matrices (WQ ), (WK ), and (WV ) have a

smaller size dimension (64) than the log events embedding vectors

(768) for better performance calculation of multiheaded attention(

explained later). The input matrix X is passed through three lin-

ear layersWQ ,WK , andWV to produce the Query (Q), Key matrix

(K), and Value matrix (V ) matrices, respectively, where each row

associated with a log event in the input sequence is defined by the

following three equations:
Q =WQ · X + bQ
K =WK · X + bK
V =WV · X + bV

(4)

After the three matrices are created, several calculations are

conducted to generate the masked self-attention Z , which can be

depicted in the following formula:

Z = MaskAttention(Q,K ,V )

= So f tmax(mask(
Q .KT
√
dk

)V
(5)

The masked self-attention is calculating the score for each log

event against the preceding log events in the sequence by multi-

plying the dot product of that log event’s query vector with its key

qx · kx , where qx and kx refer to the vectors of Q and K , respec-
tively. As the correlation between the log event and its preceding

log events increases, these events receive higher scores (given more

attention). Then, those scores are divided by the square root of

the dimension of the key vectors. The results are then passed to

a softmax layer and they will be normalized all positive numbers

with a sum being equal to 1. The obtained score from the soft-

max operation decides how much each individual event receives

attention (focus) with respect to its current position in the input

sequence. The relevant log events receive higher scores than other

irrelevant ones. Next, the softmax scores are multiplying by each

value vector vx . This process keeps the relevant log events gaining

high scores in the previous step and opting out unrelated log events

because they are multiplied by tiny scores. Lastly, the output of the

self-attention layer for that log event at that position is calculated

by summing up the weighted value vector and send this vector

along to the FNN layer. All these processes are performed in the

form of matrix calculation in parallel for all sequence log events.

A "multi-headed" attention technique is employed (8 attention

heads) to improve the self-attention layer’s performance for two

reasons. First, the ability of the transformer can be increased to

extend attention to various positions. Second, the input embeddings

can be projected into a varied representation subspace. Multiplying

the input matrix X by the 8 multi-headed attention separate sets

WQ ,WK , andWV weight matrices produces 8 sets of Query (Q),
Key matrix (K ), and Value matrix (V ) matrices, respectively. Then,

8 different Zi matrices are obtained. The FNN layer is expecting

a single matrix to handle, thus the Z matrices are concatenated

and multiplied with an additional weight matrixWO to obtain the

attention layer’s output Z matrix that captures the information

from all multi-heads.

(2) Residual Connection and Normalization Layers: Each
transformer-decoder contains residual connection and normaliza-

tion layers to make the training (learning) more effective. The layer

4
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normalization is calculated as:

Normlayer (Z ) = γ
Z − µ

σ
+ β (6)

where γ and β are learnable parameters, µ and σ are the mean and

standard deviation of the Z ’ vector’s elements [74] [62].

(3) Feed-ForwardNeuralNetworks: Each transformer-decoder

also contains two-layer feed-forward networks with a ReLU acti-

vation function applied to each position separately and identically.

The first layer is the input layer to receive the output of the pre-

ceding layer, hidden layers that capture the hidden correlations

among those input log events. The second layer is the output layer

to pass forward what has been captured to the next step. Given a

log sequence of vectors h1, ...,hn , the calculation of a position-wise

FNN layer on a hi is represented as:

FNN (hi ) = ReLU (hi · Znormalized + b
1) ·W 2 +b2

(7)

where the Znormalized ,W
2
, b1

, and b2
are learnable parameters.

The other decoders work as the first decoder, and the output of

each decoder is sent to the next decoder. The output of the final

decoder is passed on to the linear and softmax layers.

3.2.3 STEP 3: LOG EVENTS AND FAILURE PREDICTION.
The vector of float values returned by the last decoder in the stack

is transformed into a vector ( logits vector) via a dense linear layer

whose size is equal to the number of unique log events (vocabulary

size). For instance, in our case, if there areV unique log events in log

dataset, this would result in a logits vector of V cells values where

each cell corresponds to a unique log event score. Finally, those

scores are converted into positive probabilities with a total sum of

up to 1 through a softmax layer, and the index of logit cell with the

highest probability is selected. Based on the model vocabulary, the

log event associated with that index cell is predicted at this time step

as the output (the predicted log event). A log sequence of desired

length of events is predicted via a loop that begins by predicting

the next event based on its preceding events, then appends it to the

input log sequence, and continues to return the subsequent events.

The outcome of this looping process is a prediction of the health

state of the entire HPC component system. Consequently, a failure

is predicted if it appears in the predicted log sequence (our main

goal). This means that Clairvoyant predicts a node failure by first

predicting its forthcoming sequence of events and then identifying

if a failure is part of the sequence.

4 EVALUATION METRICS
To demonstrate the viability of Clairvoyant for failure prediction

of HPC systems, we examine two large datasets, obtained from

two different logging mechanisms operational at different times,

from the same HPC system, namely Ranger. We now introduce

our evaluation metrics and then present the system, datasets, the

evaluation results in the next sections.

Clairvoyant predicts not only future failures for HPC nodes but

also the entire health state of every node. Thus, our model will

be evaluated in two aspects. First, we evaluate the accuracy with

which our model generates (i.e., predicts) log events of HPC nodes

before the actual log events are generated. Second, we evaluate the

accuracy with which our model predicts nodes’ failures. For that

purpose, two prediction-accuracy metrics supported by standard

metrics including recall, precision, F1_score, Matthew’s correlation

coefficient (MCC), false-positive rate and false-negative rate, are

utilized to evaluate our model.

Evaluating text generation (i.e., text prediction) in the NLP do-

main remains challenging because the generation task is open-

ended. However, after a careful analysis of different text prediction

evaluation metrics, we make use of the following metrics, namely

Bleu and Rouge, which will be detailed below. The reason for choos-

ing Bleu and Rouge is that they complement each other for the text

prediction task as Bleu measures the precision of generated text

(log events in our case) while Rouge measures recall. We detail the

metrics below.

4.0.1 Bleu (Bilingual Evaluation Understudy [59]). Bleu is a precision-
based metric calculated by comparing the degree of similarity be-

tween a text candidate to one or more text references (in our case,

just one reference). It was initially designed as a translation evalua-

tion metric, but later it was used to evaluate text generation tasks,

more specifically, to compare a generated text sequence (candidate)

against a reference sequence. A Bleu score ranges from 0 to 1, with

0 indicating a complete mismatch and 1 a perfect match, and 0.6 or

above indicating a good result.

In this paper, we use Bleu to measure how many log events

predicted by our model (candidate) appear in (i.e., overlap with) the

actual log events generated by the HPC system (reference).

The Bleu metric is defined as shown in Eq 8 [59]:

Bleu = BP × e(
∑N
n=1

wn logpn )
(8)

where BP indicates the brevity penalty. BP = 1 when c < r and

BP = e(1−
r
c ) when c ≤ r , and where r indicates the length of the

reference sequence (events generated by the HPC system) while c
indicates the length of the candidate sequence (log events predicted

by the model). N represents the length of the ngrams; wn =
1

N
indicates the positive weights, and pn is the modified precision

score as defined in Eq 9 [59].

pn =

∑
C ∈{Candidates }

∑
n-дram∈C

Countclip (n-дram)∑
Ć ∈{Candidates }

∑
n-дram∈Ć

Count(n-дram)
(9)

where Count(nдram) is the number of ngrams for the candidate in

the test set, andCountclip (nдram) is the number of clipped ngrams

for the candidate log sequence.

4.0.2 Rouge (Recall-Oriented Understudy for Gisting Evaluation N-
gram Co-Occurrence Statistics) [51]). Rouge is a recall-based metric

calculated by counting the number of text reference ngrams (in

our case, just one reference) that appear in the text candidate (i.e.,

predicted sequence). A Rouge score can range from 0 to 1, with

0 indicating a complete mismatch, 1 a perfect match, and 0.6 and

above indicating a good result.

In our case, we use Rouge to measure the recall howmany of the

actual log events generated by the HPC system (reference) appear

in (overlap with) log events predicted by our model (candidate), as

5
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defined in Eq 10 [51]:

Rouдe=

∑
S ∈{Ref erence}

∑
(дramn )∈S

Countmatch (дramn )∑
S ∈{Ref erence}

∑
(дramn )∈S

Count(дramn )
(10)

in which n indicates the number of ngrams, Count(дramn ) is the

count of ngrams that appear in the reference, andCountmatch (дramn )

refers to the maximum ngrams number occurring in both reference

and candidate sets.

The standard metrics that are used are defined in equations (11)

to (15). The symbols TP, FP, FN, and TN refer to True Positives (fail-

ures are predicted correctly), False Positives (failures are predicted

incorrectly), False Negatives (failures are missed by our model) and

True Negatives (non-failures correctly predicted by our model),

respectively
4
.

In addition, we compute the following metrics: (i) the F1-Score

that indicates the overall failure prediction accuracy with regards

to the weighted average between recall and precision, (ii) The

Matthew’s correlation coefficient (MCC) is an adequate metric as

it only returns a high score if it performs well in all four confu-

sion matrix categories (TP, FP, FN, and TN), proportionate to the

quantity of positive and negative classes in the test dataset. The

MCC score can range from −1 to 1 where a score of −1 indicates a

complete discrepancy between the actual and predicted results, a

0 score represents a random prediction and a score of 1 indicates

that the prediction is perfect.

(f ailure)Recall , Precision = T P
T P+FN ,

T P
T P+F P (11)

(nonf ailure)Recall , Precision = T N
TN+F P ,

T N
TN+FN (12)

F1 Score = 2
Recall ·Precision
Recall+Precision (13)

MCC =
TP ×TN − FP × FN√

(TP+FP)(TP+FN )(TN +FP)(TN +FN )
(14)

FPRate, FNRate = F P
FP+T N ,

FN
T P+FN (15)

In comparison to classification tasks, the automatic evaluation

of text prediction tasks is a significant challenge [66]. Even though

Bleu and Rouge are two of the few main metrics for Natural Lan-

guage Generation (NLG), they have some drawbacks. However,

and most importantly, these drawbacks do not apply to the prob-

lem of evaluating our model because only one reference and one

candidate are used in our case. Nevertheless, for failure prediction

experiments evaluation, Bleu and Rouge metrics are complemented

using the standardmetrics
5
. To use specific standardmetrics, we use

failure events and ignored all other log events from the candidate

and reference.

5 EVALUATION SYSTEM AND DATASETS
In this section, we describe the Ranger system and the two log

datasets from Ranger that we used for evaluating our approach.

4
Precision and recall are calculated for both classes (failures and non-failures) and

highlighted in the experimental results section even our test datasets are balanced.

5
The results show the validity of using Bleu and Rouge to evaluate the health state and

failure prediction because both correlate highly with the results of standard evaluation

metrics.

Table 1: Data Logs before and after the Preprocessing Phase

Log Data Durtion From To # Before # After

Syslogs 5 mon Jan-11 May-11 43,639,722 2,346,780

RatLogs 6 mon June-11 Nov-11 360,688,966 8,068,752

5.1 TACC RANGER AND LOG DATA
In our experiments, we adopt two real-world supercomputer system

logs both generated by Ranger system, which have been widely

used for failure analysis [3, 12, 23, 40, 70]. Ranger logs are very good

representatives of large-scale systems for failure analysis. First, the

Ranger system (operated by Texas Advanced Computing Center

(TACC)) used to be one of the most powerful supercomputers in

the world (ranked 5th in 2008 Top500 list and still ranked 50th in

2012 Top500 list). It contains 4K nodes with a total of 15,744 quad-

core AMD Opteron microprocessors (featuring up to 62,976 cores)

connected by a high-speed Infiniband network. During the entire

life of Ranger, it served 4K+ scientists from 2,244 research projects,

completing over three million simulation experiments. Second, the

system/job failures exhibit similar characteristics across different su-

percomputers. For instance, the bestfit distribution of failure events

is widely reported as Weibull distribution, based on many different

prior studies [20, 65, 69, 78]. High spatial locality/correlation of the

failures can be observed in both ORNL Titan supercomputer (made

by Cray Inc.) [39] and ANL Mira supercomputer (manufactured by

IBM) [20]. Last but not least, the Ranger system logs are unlabeled

(no severity levels) and unstructured, whereas other cluster sys-

tems logs are labeled and more structured (e.g., Blue Gene systems),

which means that the Ranger log data are much more challenging

to handle than other system logs in practice. As such, we believe

our evaluation results as well as our model are also applicable to

other systems.

Ranger’s jobs were managed by the Sun Grid Engine [26], gen-

erating two different system logs based on two different logging
frameworks, namely SysLogs and Rationalized Logs. As shown in

Table 1, our SysLogs dataset spans across five months (January to

May 2011), while Rationalized Logs span six months (June to No-

vember 2011). We use both of them in our experiments and analysis.

5.1.1 Syslogs. The Syslogs dataset is collected from a centralized

logging system framework called syslog [1]. It uses POSIX standard

similar to most linux cluster systems which allows flexible log

formatting under different implementations. Table 2 describes the

five fields for each log event in Syslogs.

Table 2: Description of Fields for Syslogs
field example description

timestamp Jan 1 00:08:35 the time stamp

host i151-306 the node where the job ran

system-id kernel (linux) ID of the system

application Lustre application name

text message an error occurred ....
6

detailed message of the event

5.1.2 Rationalized logs. Rationalized logs was a new logging

framework for TACC supercomputers instead of Syslogs. It differs

6
full message of this example: "while communicating with 129.114.97.29 o2ib. The

ost_write operation failed with -122 & key event message"

6
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from Syslog, with a few additional fields being added to the message

logs, for example, job-ID, which is a numeric identification number

of each running job. This new logging framework was selected

for the purpose of effectively analyzing the log-based failures in

the system. Specifically, Rationalized logs would allow the system

to parse the unstructured log messages more efficiently and may

commit the error mappings and job failures more directly. The

detailed fields and descriptions are given in Table 3.

Table 3: Description of Fields for Rationalized Logs
field example description
jobid 2184431 the identification number of job

timestamp Oct 31 23:59:38 the time stamp

host i119-107 the node where the job ran

prog kernel protocol name

text message X Northbridge Error key event message

Ranger ComputeNode Soft Lockup Failures: Ranger admin-

istrators at TACC frequently encounter “compute node soft lockup"

log events, indicating failures. A soft lockup is a state that causes

the kernel of Linux OS to panic, be unresponsive, stuck, and loop

endlessly, preventing other processes from being completed and

eventually causing the nodes to crash. Soft lockup failures are recog-

nized in log data by searching for the term soft lockup. Accordingly,
the failures we aim to predict in this work are those soft lockups,

which can be used to guide administrators in using mechanisms

that will reduce the number of applications from failing [9] Sev-

eral types of errors precede the failure of Ranger compute nodes

(soft lock up), including Linux OS process errors, Lustre file-system

errors, storage errors, network errors and software errors among

others. Some of those errors propagate fast, quickly leading to soft

lock up failures i.e., the sequence of log events between when the

error message begins and when the soft lockup occurs is short. On

the other hand, other errors take a long time to trigger their relevant

failures to occur, resulting in lengthy sequences of log events being

logged between the time those errors begin and the time they cause

failures. Moreover, between Ranger failures and their induced error

events, many interleaved & irrelevant log events in both short and

long sequences are recorded, making the failure prediction process

more challenging. For example, some errors take many hours to

trigger the associated failures, resulting in extended and lengthy

log sequences.

6 EVALUATION RESULTS
To show the efficacy and applicability of our technique across log

data, we evaluate the performance of our model on two unlabeled
real-world log datasets with different logging frameworks, Sys-

Logs and Rationalized Logs, to predict potential soft lockup failures.

Moreover, we compare our method to a state-of-the-art deep learn-

ing prediction technique, Desh [18], one of the best in class, which

employs LSTM to predict HPC node failures. There are good fail-

ure prediction approaches as well such as CNN-LSTM based and

Bi-LSTM based approaches proposed in [53] and [34], respectively.

However, both techniques require long training time with slower

prediction because they combine two neural networks CNN+LSTM

and Bi-LSTM, respectively, with similar accuracy to Desh. In ad-

dition, our model is a self-supervised learning that does not need

labels, unlike the supervised learning based methods (such as SVM,

Random Forest, KNN, etc.) that depends on the labels. All our codes

will be released once our paper is accepted.

6.1 Log Data Preprocessing
We developed a log preprocessor to sort the log events based on

their timestamps, clean raw log messages, and remove the duplicate

ones based on the spatial and temporal correlations, as determined

by the administrator. After that, log messages are transformed into

log sequences based on their associated nodes, as explained in the

first phase of our methodology. Table 1 shows the quantities of

both datasets’ log messages before and after the preprocessing

phase. 83087 log sequences are constructed from Syslogs, and 25272

log sequences are constructed from Rationalized Logs. Both logs

are divided into training part and testing part. The training part

accounts for 80% of the logs’ data, while the testing part accounts

for the remaining 20%. We verified that the testing part comprises

the same number of log sequences containing a failure and log

sequences having no failures (benign), to avoid an imbalanced

dataset which could affect the evaluation metrics.

6.2 Predicting Entire Health State of Ranger
Performance Evaluation

We implement our technique using a neural network architecture

similar to the GPT2 model, which has a stack of 12 transformer-

decoders with 12 attention heads for each layer, 768 dimensional

states to encode log events into their embeddings, 1024 feed-forward

sizes, and maximum log sequence input length being set to 1024.

Additionally, we implement the baseline (Desh) model as explained

in [18]. The training is conducted for 10 epochs and a batch size of

16 for our model as well as the baseline model.

6.2.1 Training andPredictionTimePerformance. Table 4 shows
that the training time for learning using our model is drastically re-

duced 25.2× compared to Desh on average. Our approach requires

only 1.64 and 0.71 hours in training on SysLogs and Rationalized

Logs, respectively. By comparison, Desh requires at least 41 and 18

hours on both training sets, respectively.

Table 4: Training Time Performance in Hours

Clairvoyant Desh

SysLogs R. Logs SysLogs R. Logs

1 Epoch 0.16 0.07 4.17 1.82

Entire Training 1.64 0.71 41.74 18.23

Furthermore, our model predicts the forthcoming log sequence

of events 15.4× faster than Desh during the testing. As illustrated

in Figure 2, only 0.30−5.78 secs are needed to predict a log se-

quence chain of lengths 64 to 1024 respectively, whereas the Desh

technique requires 3.36−98.00 secs. This can be explained by the

transformer-decoder mechanism’s parallelization capabilities and

positional encoding, which takes substantially less training and

prediction time than the RNN models such as LSTM, which lack

parallel training and require sequential learning. Therefore, the

prediction of upcoming events using our solution on the testing

data is very suitable for the real-time failure prediction scenario

7
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that requires fast forecasting to trigger the appropriate proactive

recovery actions and avoid costly failures.
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6.2.2 Overall Learning and Log Events Prediction Perfor-
mance. We employ Bleu and Rougemetrics tomeasure ourmodel’s

overall accuracy in generating (predicting) the nodes’ forthcoming

log events (whether informational, errors, or failures) before the

actual log events are generated, with respect to the entire system

future health state. Bleu and Rouge measure the degree of similar-

ity (overlapping) between the candidate (predicted log events by

our model and the baseline (Desh)) and the reference (log events

generated by the Ranger system in realtime).
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Figure 3: Bleu and Rouge for Entire Health State Prediction

As can be seen in Figures 3(a) and 3(b), our transformer decoder-

based approach achieves a Bleu score of 0.70 and 0.73 on SysLogs

and Rationalized Logs, respectively, in predicting forthcoming log

events. In contrast, the Desh baseline obtains only 0.45 and 0.46,

respectively. Thismeans that on average, 72% of log events predicted

by our model (the candidate) appeared in the events generated by

the HPC system (the reference), compared to just 45.5%by Desh.

Also, as illustrated in Figures 3(a) and 3(b), results demonstrate

that our technique obtains Rouge scores of 0.60 and 0.67 on Sys-

Logs and Rationalized Logs, respectively. Desh, however, obtains

only 0.30 and 0.38, respectively. This means that on average, 63.5%

of events generated by the HPC system appear in the log events

predicted by our model, compared to Desh’s 34%.

The Bleu and Rouge scores imply that it is difficult for Desh, an

LSTM-basedmodel, to capture long-range dependencies/correlations

between events in long sequences due to a loss of memory for ear-

lier events caused by the vanishing gradient problem. On the other

hand, our technique successfully predicts the future log events

sequence depending on the preceding lengthy log sequence (pre-

dicting the upcoming health state from previous& current health

state). This is indicated by a high match (overlap with) between the

forthcoming log events predicted by our model(candidate), and the

Table 5: Failure Prediction Performance Evaluation on Both
Data Logs

SysLogs Rationalized Logs

Our Sol Desh Our Sol Desh

Bleu 0.89 0.56 0.91 0.59

Rouge 0.75 0.57 0.80 0.59

Failure Precision 0.97 0.76 0.99 0.86

Failure Recall 0.52 0.21 0.61 0.21

non-Failure Precision 0.67 0.54 0.72 0.55

non-Failure Recall 0.98 0.93 0.99 0.96

Overall Precision 0.82 0.65 0.86 0.70

Overall Recall 0.74 0.57 0.80 0.59

F1-Score 0.74 0.51 0.80 0.52

MCC Score 0.6 0.2 0.7 0.3

FP-Rate 0.02 0.07 0.01 0.04

FN-Rate 0.48 0.79 0.39 0.79

events generated by the HPC system (reference). The key reason

is that the masked self-attention mechanism, which is the crux of

our model, efficiently identifies the log entries of important events

while moving the focus away from irrelevant ones and capturing

long-range dependencies/correlations between events in long se-

quences.

6.3 Node Failure Prediction Performance
Evaluation

The main objective of this research is to predict the failures of nodes

in an HPC system. As explained, our solution, Clairvoyant, predicts

node failures by first predicting the future sequence of events for

every node as evaluated above and then identifying if a failure is

part of the sequence, as evaluated below using Bleu and Rouge, and

the standard metrics mentioned in the Section 4. To this end, we

calculate the values of the evaluation metrics by focusing on only

failure prediction events, unlike the evaluation of the prediction of

the entire health state, which involves multiple log events predicted

by our model and the events generated by the HPC system.

Ranger often encountered compute node lockup failures; thus,

our goal is to predict those soft lockup failures ahead of their occur-

rences, to trigger proactive failure management procedures in the

system. Accordingly, we demonstrate our approach’s effectiveness

by evaluating the performance of our technique and comparing the

results with baseline results on two different logs as follows:

As presented in Table 5, Figure 4 (a), and Figure 4 (b), our model

predicts upcoming failures with a Bleu score of 0.89 and 0.91 on

SysLogs and Rationalized Logs, respectively. In comparison, the

Desh baseline scores just 0.56 and 0.59. In other words, on average,

90.0% of Ranger failures predicted by our model (the candidate)

appear in the events generated by the HPC system (the reference),

compared to only 57.5% by Desh.

Moreover, results show that our technique obtains better recall

accuracy. Specifically, Clairvoyant achieves a Rouge score of 0.75

and .80 on SysLogs and Rationalized Logs, respectively. Desh ob-

tains only 0.57 and 0.59, respectively. This means that on average,

77.5% of failures generated by the Ranger appear in the log events

predicted by our model, compared to Desh’s 58%.

As presented in Table 5, Figure 4 (a), and Figure 4 (b), the result

of standard metrics shows that Clairvoyant predicts failures on

SysLogs and Rationalized Logs with a high-precision score of 0.97

and 0.99, and the recalls can reach up to 0.52 and 0.61, respectively.

In comparison, the Desh baseline achieves lower precision scores of

0.76 and 0.86 and lower recall scores of 0.21 and 0.21, respectively.

8
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Figure 4: Failure Prediction Performance

Also, Clairvoyant predicts non-failure sequences correctly (benign

sequences) on SysLogs and Rationalized Logs with a precision

score of 0.67 and 0.72, and its recalls can reach up to 0.99 and 0.99,

respectively. The Desh baseline, on the other hand, achieves lower

precision scores (0.54 and 0.55) and also high recall scores (0.93

and 0.96), respectively.

We also check MCC, which is a reliable metric as it only returns a

high score if it performs well in all four confusion matrix categories

(TP, FP, FN, and TN), proportionate to the quantity of positive

class (failure) and negative (non-failure) class in the test dataset.

Moreover, we also utilize the weighted average of f1-score from

the positive class (failure) and negative (non-failure) class for more

accurate evaluation even our test set is balanced between the two

classes. The results (see Table 5, Figure 4 (a), and Figure 4 (b)) show

that our model (Clairvoyant) achieves better prediction on SysLogs

and Rationalized Logs with MCC scores of .6 and 0.7, and the f-

scores reach 0.74 and 0.80, respectively. In comparison, the Desh

baseline achieves MCC scores of 0.2 and 0.3 and f-scores of 0.51

and 0.52, respectively.

Moreover, false positive rate (FP-rate) and false negative rate (FN-

rate) also demonstrates the substantial improvement of our model.

The FP-rate shows that 7% and 4% of Desh alarms on SysLogs and

Rationalized Logs are false alarms (which would cause incorrect

recovery actions), respectively. On the other hand, our model only

drives 2% and 1% false alarms, leading to rare incorrect trigger

recovery actions. Also, based on FN-rate, Desh significantly missed

real node failures on SysLogs and Rationalized Logs (both 79%),

while Clairvoyant missed only 48% and 39%.

As follows, we give a detailed explanation why our model signif-

icantly advances Desh in node failure prediction. As stated before,

different lengths of log sequences are observed between Ranger’s

node failures and their associated errors&faults (such as software&

kernel OS process, file-system errors, memory&storage errors, and

network errors) for each Ranger component (e.g., nodes). Those se-

quences contain numerous interleaved & irrelevant log events, mak-

ing the failure prediction process more challenging. For example,

some errors take many hours to trigger the associated failures, re-

sulting in extended and lengthy log sequences (e.g., over 2000 events

even after the preprocessing phase). Nevertheless, due tomulti-head

masked attention layers and the positional encoding technique, our

transformer-decoder-based model outperforms the recurrent neu-

ral network baseline (Desh) in that it completely avoids recursion,

processing log sentences as a whole and understanding associations

between log events. In other words, our approach’s effectiveness

in identifying the relationship between Ranger soft lockup failures

and their preceding inducing errors comes from masked attention

neural networks, which is the main component of the transformer-

decoder and positional encoding layer that is combined with log

events embedding. Accordingly, our solution can successfully pre-

dict node failures before they occur based on evaluation scores.

The baseline – Desh, however, achieved lower accuracy and slower

prediction because it is an RNN-based model that requires recur-

ring recursion and sequential processing (log sequences processed

event by event). Moreover, some log sequences are too long, and

LSTM fails to capture the long relationship dependency range be-

tween failures and inducing error events as a result of the vanishing

gradient problem, causing memory loss for earlier occurring events.

6.4 Node Failure Prediction Performance with
Different Decoding Techniques

Transformer-decoder neural networks can be employed for text pre-

diction with different decoding methods, including greedy search,

beam search, basic sampling, top-K sampling, and top-P (Nucleus)

sampling, and our model can work with each of them flexibly. This

section examines the performance of two of these techniques on

Rationalized Logs (similar results appeared with Syslogs) and how

they affect the node failure prediction accuracy.

6.4.1 Greedy Search. In the greedy search decoding technique,

the next log event is predicted as the log event with the highest

probability, and the next log event is updated through the following

Eq 16 at each time step t .

Et = arдmaxEP(Et |E1:t−1) (16)

Using the greedy technique, our model achieves high scores of Bleu

and Rouge, f1-score, MCC 0.91, 0.80, 0.80, and 0.7 respectively, in

predicting future soft lockup failures in Ranger Rationalized Logs.

6.4.2 Sampling Decoding with Different Temperature Val-
ues. In NLP prediction task, the unpredictability of the predicted

text (log events in our case) is controlled by a temperature (hyper-

parameter), so we explored our model performance using basic

sampling decoding with different temperature values. As shown in

Figure 5, we observe that the failure prediction accuracy increases

as the temperature value decreases, meaning that log events with

high probability will be selected over the ones with low probability.

Thus, we suggest using low-temperature values (≤ 0.5) to predict

HPC systems to avoid predicting log events with low probability

over those with high probability. In contrast, it is recommended to

use ≥ 0.7 to perform well with NLP open-ended tasks.

7 RELATEDWORK
Although this paper focuses on failure prediction, our work is also

closely related to log processing (the first phase of log analysis) and

error&failure detection. Thus, we discuss all the three categories,

log preprocessing, error detection, and failure prediction.

Log processing is the first step for log analysis, and different log

parsers are built based on self-attentionmechanism and transformer

models. For instance, [81] developed a log parser based on BERT,

[58] built NuLog self-supervised parser based on a transformer-

decoder, and [68] built a GPT-2 transformer based parser to pre-

process Cowrie Secure Shell (SSH) honeypot logs. Several other

9
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Figure 5: Failure Prediction with Different Temperature
Scale based on Sampling Decoding

log parsers are developed with different methods but none of them

are transformer based, such as LogAider[22] deployed for IBM

BlueGene HPC series [21], Craftsman [79], etc.

In the area of error&failure and anomaly detection, different

studies utilize self-attention with different transformer variants to

detect HPC errors and anomalies. For example, Zhao et al. [81]

proposed Trine, which is a generative adversarial network (GAN)

based model including three transformer encoders to identify anom-

alies in system log data. Also, [38] proposed LAMA, which is a

self-attention-based transformer-decoder to detect anomalies of

large-scale systems. The LAMA model is applied for anomaly de-

tection, where our model is applied for failure prediction. [76] also

employed the transformer-encoder architecture to develop an un-

supervised anomaly detection technique called A2Log. There are
other recent research studies that utilized the self-attention with dif-

ferent transformer variants for error and anomaly detection such as

LAnoBERT[48], LogAttention [24], and [47]. However, our model

utilized self-attention and transformer neural network architecture

to predict failures in HPC system components (nodes). Also, sev-

eral detection techniques are proposed with different approaches

that are not transformer based such as sentiment analysis based

technique [3], OVIS for monitoring error system [5], etc.

Failure prediction is beyond and more challenging than the error

and anomaly detection, because failure prediction requires to pre-

dict the upcoming failures significantly ahead of occurrence time

such that various precautions can be executed in time. Basically, the

failure prediction methods developed for HPC systems can be cate-

gorized into 4 classes
7
: rule-based method, mathematics/analytic-

based method, machine-learning based method, and deep-learning

based method. Rule-based failure prediction methods [15, 37, 55, 64,

75] generally try to establish some predicate rules such as if/then

statements, which are extracted from the offline log datasets. math-

ematics/analytic based approaches [5, 13, 27, 29–31, 49, 73, 82]

often perform failure prediction by probability analysis, correla-

tion analysis, or curve fitting. Machine-learning based approaches

[2, 7, 8, 25, 33, 35, 36, 45, 50, 54, 57, 60, 71–73, 77, 83] include failure

prediction methods using any machine-learning (ML) techniques

including decision tree/forest, regression, classification, Bayesian

network, and Markov chain, etc. For instance, Ana et. al. [32] intro-

duced a novel hybrid approach that combines signal analysis and

data mining to predict failures in large systems integrated with fail-

ure avoidance techniques. Nie et. al. proposed a serious of different

7
The finer taxonomy (9 classes) for the HPC failure prediction methods can be found

in Jauk et al.’s survey paper [44].

MLmodels to predict GPU error in HPC systems. The deep learning

based approaches [18, 43, 53] leverage deep neural networks which

generally are composed of much more layers than the plain neural

networks, thus they often need a relatively long training on top of

a large amount of samples (i.e., log messages).

From among all the four classes of failure prediction methods,

the deep-learning based approaches have gained a significant favor

over other types especially because of their outstanding accuracy.

For example, Lu et al. [53] leveraged hybrid technique of the convo-

lutional neural network and long short-term memory (CNN-LSTM)

in disk fault prediction, which can reach a high accuracy for 10

days prediction horizon. Desh [18] is a deep Learning based ap-

proach obtaining high accuracy in HPC nodes failure prediction.

Das et al. [16] proposed Aarohi, which is an extension to Desh with

higher inference performance but it still suffers as inferior failure

prediction capability and long training time, because it focuses

only the inference stage. Moreover, Aarohi needs re-training and

re-generation if any new failure patterns occur.

In comparison with Desh, we develop a more efficient failure

prediction technique by leveraging the self-attention mechanism

and transformer-decoder architecture, which outperforms Desh

significantly in all evaluation metrics based on our experiments.

Also, unlike Desh, our model does not eliminate interleaved logs

before predicting failures to replicate the real-time HPC system

in production. On the other hand, some other failure prediction

techniques are supervised-learning based models, which obtain

high accuracy, but they need labels. The self-attention mechanism

and transformer-decoder is introduced in “Attention Is All You

Need" research work by Vaswani et al [74]), followed by several

variants of transformers (Language modeling (LM)) in NLP tasks

domain such as BERT[19], GPT-2[62], Roberta[52], T5[63], etc. To

the best of our knowledge, this paper is the first attempt to leverage

the transformer-decoder in HPC failure prediction.

8 CONCLUSION
In this paper, we propose a novel self-supervised log-based ap-

proach called Clairvoyant to predict node failures. Clairvoyant

solves two main problems with state of the art solution, such as

Desh, by (i) being able to capture long-range dependencies and (ii)

being amenable to parallelisation. To the best of our knowledge,

Clairvoyant is the first attempt to leverage the transformer-decoder

technique for failure prediction. Our experiments using two differ-

ent datasets demonstrate a significant improvement in both pre-

diction accuracy and learning/training performance over Desh – a

LSTM-based failure predictor that has been verified as the best in

class. The key findings are summarized as follows:

• Clairvoyant can obtain much higher Bleu score (0.90), Rouge

score (0.78), MCC score (0.65) and F1-score (0.77) than Desh

does (0.58, 0.58, 0.25, and 0.52, respectively).

• Clairvoyant is about 25× and 15× faster than Desh, respec-

tively, during the training and prediction phases.

In the future, we plan to evaluate Clairvoyant using more system

logs such as Cray and Blue Gene systems.
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