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Abstract

3D genome organisation has been predominantly studied through

next generation sequencing methodologies with conclusions often be-

ing made from population averages rather than single cells, or by fixed

cell imagining techniques such as FISH. Studying its dynamics has been

mostly limited to tracking one or two foci, integrated repetitive arrays,

or has involved indiscriminate labelling of bulk chromatin.

As the domain structure of the genome is mirrored by its replication

timing, I was able to use a recently developed technique (RAPID-release)

where a short pulse of EGFP-tagged histones, during S-phase, is incorpo-

rated into distinct chromatin domains. As EGFP labeled H3.1 has a slow

turnover in human chromatin, it was used as a location marker, allowing

for the tracking of its position over time. I capitalised on this unique la-

belling ability to investigate the behaviour of chromatin domains in living

cells, and across different time-scales using lattice light sheet microscopy.

I was able to characterise the dynamic characteristics of late-replicating

domains, observing the presence of two populations with different dy-

namic features: high mobility domains and low mobility domains. I

also investigated the effect of nuclear perturbation on the kinetics of the

labelled chromatin by inducing DNA damage, where I observed a gener-

alised increase in dynamic behaviour.

Finally, I adapted the RAPID-release technique to improve its kinet-

ics and attempted to develop a parallel system that used orthologous

components in order to expand on the capabilities of this system.
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Chapter 1

Introduction

1.1 Chromatin structure of higher Eukary-

otes

The diploid human genome is comprised of 46 chromosomes, which

together amount to approximately 6.5 billion base pairs. When stretched

end-to-end this amount of DNA can exceed 2 meters in length, yet, it is

packaged inside the approximately 10 µm in diameter nucleus of a single

cell. With the sheer amount of information stored in a single genome, it

is unrealistic to assume its dispersal within the nucleus is random, rather,

for the prompt accessibility of this information, an intrinsic organisation

must exist (Koonin and Wolf 2010).

Eukaryotic genomes are organised into chromatin, which is a struc-

ture comprised of proteins, RNAs and genomic DNA (Mondal et al. 2010;

Ohta et al. 2010), and its integrity is crucial for genomic stability, gene

regulation, replication, and repair (Bickmore 2013; Hübner, Eckersley-

Maslin, and Spector 2013; Cardoso et al. 2012). Organisation is depen-

dent on histones, the most abundant proteins in chromatin (Ohta et al.

2010). These form an octamer around which genomic DNA wraps. Two

copies of histones H2A, H2B, H3 and H4 are encircled by a strand of

DNA that wraps 1.65 times around the complex, corresponding to ap-

proximately 150 base pairs of DNA, with linkers between nucleosomes of

14
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Figure 1.1: Diagram of the nucleosome, and the histones that compose

it. Histone H3 in green, H4 in yellow, H2A in red, and H2B in pink.

DNA strands in blue (Khorasanizadeh 2004).

around 20-60 base pairs. These form the basic repeating unit of chro-

matin – the nucleosome (Luger et al. 1997, figure 1.1).

From the nucleosome level and moving towards a macrometric scale,

the genome is further organised into three dimensional (3D) structures in

a hierarchical fashion, which not only contribute towards effective pack-

aging, but also play an important role in regulation, genome stability

and repair. This hierarchical 3D organisation is not static, its landscape

changes as a result of stimuli in a way that impacts gene expression. The

extent to which gene expression is impacted is widely debated, and many

of the mechanisms that dictate specific spatial distribution are also not

well known. What is certain is that much of what takes place in the nu-

cleus requires physical interactions between different parts of the genome,

making it clear that spatial distribution of genomic elements as well as

how this changes through time play a key role in normal nuclear function

(Fedorova and Zink 2008). This project focuses principally on genomic

spatial organisation and dynamics, the aspects that may influence these

features, and the methods used to study these phenomena.

CHAPTER 1. INTRODUCTION 15
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1.1.1 Chromosome territories and compartments

Chromosomes are organised in hierarchical length scales within the

nuclear space (Gibcus and Dekker 2013; figure 1.2). This organisation is

a consequence of a variety of biological and biophysical phenomena that

dictate structure at each of the hierarchical levels (N. Gilbert 2019; Zuin

et al. 2014; Dixon, Jung, et al. 2015; Gibson et al. 2019). At the low-

est level of resolution in this hierarchy we find the chromosome territory

(CT). These are distinct nuclear regions to which a particular chromo-

some preferentially locates. It is within CTs that chromatin tends to

interact with itself; interactions between different chromosomes are rarer

than interactions between regions of the same chromosome (Szczepińska,

Rusek, and Plewczynski 2019; Miguel R Branco and Pombo 2006).

Regarding their positioning within the nucleus, CTs’ relative radial

position seems to be dependent on the gene contents of each chromosome.

Chromosomes that more are gene-rich tend to localise towards the centre

of the nucleus whereas gene-poor chromosomes tend to localise towards

the periphery (Boyle et al. 2001; Croft et al. 1999). Although this rule is

generally applied, it is also true that CT positioning can be cell specific,

suggesting a functional role to this characteristic (Hepperger et al. 2008).

Furthermore, the distribution of chromatin within CTs tends to correlate

with the gene contents as well, where gene-rich regions are located in the

periphery of the CT, and gene-poor regions can be found in its centre

(S. Shah et al. 2018). Interestingly, CTs of homologous chromosomes

in diploid cells tend to locate away from each other (Heride et al. 2010;

Selvaraj et al. 2013).

The formation of CTs has been postulated to influence the movement

of the genetic material by preventing free diffusion of specific chromo-

somes from the periphery to the centre and vice versa. The formation

of sub-chromosome scale domains in a preferential intra-chromosomal

fashion resulted in the current idea of ‘fractal globule’ folding of chromo-

somes.

Chromosome territories are divided into different compartments that

CHAPTER 1. INTRODUCTION 16
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differ in chromatin accessibility. These have been classified as A and B

compartments. ”A” compartments are characterised by their high CG

content and their gene-rich nature. Histone modifications in the chro-

matin of these compartments are associated with higher levels of activity.

Conversely, ”B” compartments have a lower gene content and the his-

tone modifications found there tend to be associated with gene silencing

(Fortin and K. D. Hansen 2015). B compartments self-associate with

greater affinity, and are located towards the periphery of the nucleus,

corroborated by their high correlations with Lamin Associated Domains

(LADs) and late-replicating chromatin (Ryba et al. 2010). The forma-

tion of these compartments is independent from the linear disposition of

genes along the chromosome. Genes that are positioned at relatively long

distances from each other from a linear standpoint can be associated with

each other in a compartment of the same type, whereas genes that are

linearly adjacent may be in different compartments (Lieberman-Aiden

et al. 2009).

1.1.2 TADs, sub-TADs, and structures of the same

order

At a higher resolution, compartments are sub-divided into Topologi-

cally Associated Domains (TADs). TADs are structures in the hundreds

of kilobases scale that form through looping of linear chromatin, folding

into roughly globular structures (figure 1.3 B). This assumption is de-

rived from Hi-C and 5C data that shows a significantly higher level of

interaction frequency within these regions than with neighbouring parts

of the linear chromosome, suggesting a physical separation of the genome

(figure 1.3 A). They are limited by boundary regions that insulate and

separate neighbouring TADs into independent chromatin domains. These

independent TADs can present vastly different gene expression patterns,

even if they sit adjacent to each other in the linear chromosome (Dixon,

Selvaraj, et al. 2012; Dixon, Jung, et al. 2015). Boundaries are often en-

riched with CCCTC-binding factor (CTCF) and cohesin – architectural
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Chromatin organization across genomic scales. 

James Fraser et al. Microbiol. Mol. Biol. Rev. 2015; 
doi:10.1128/MMBR.00006-15Figure 1.2: Illustration of the hierarchical organisation of the eukaryotic

genome. Chromosome territories are the structures of lowest resolution,

followed by compartments, TADs and sub-TADs, and chromatin loops

(Fraser et al. 2015).
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proteins that are thought to be responsible for the looping of the TAD

itself (Zuin et al. 2014). The ”loop extrusion” model describes TAD for-

mation through the assembly of a cohesin ring around a DNA loop, which

is extruded until a physical barrier (CTCF) stops the process (Nuebler

et al. 2018; Sanborn et al. 2015; figure 1.3 C). It is also common to find

histone modifications associated with active-gene regions, house-keeping

genes, tRNA genes, and short interspersed nuclear elements (SINEs) in

the regions that make up the boundaries between TADs (Dixon, Selvaraj,

et al. 2012; Rao, Huntley, et al. 2014; Sexton et al. 2012).

The fact that genes within the same TAD are co-expressed during

cell differentiation alludes to a functional and regulatory role of these

structures (Nora et al. 2012). But perhaps more illustrative of their

functional importance is the fact that most gene regulation events that

require enhancer-promoter contacts happen within the same TAD. In-

deed, if TADs are partially fused by deletion of boundary regions, gene

expression profiles are affected (Bar Yaacov et al. 2019; Welch et al.

2020). TADs are widely conserved across organisms, cell types, and even

developmental stages, however, it is within TADs that genome interac-

tions change, to form structures termed sub-TADs which depend on cell

type and stimuli (Shen et al. 2012; Bar Yaacov et al. 2019). Sub-TADs

rely on different structural proteins than TADs for their formation and

maintenance. Here, not only CTCF and cohesin, but also Mediator com-

plex seem to be crucial, and at this level boundaries seem to be more

dynamic and less strongly defined (Van De Werken et al. 2012). Sub-

TAD topology appears to be much more intimately related to the levels

of genomic activity than structures at lower resolutions (Phillips-Cremins

et al. 2013). However, at this scale it is still unknown how sub-TADs in-

teract with each other and how the boundaries between them represent

and impose their functional role.
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Figure 1.3: Topologically associated domain formation through loop ex-

trusion. A Topologically associated domains are regions of the genome

where greater frequency of contacts can be observed between genes in a

Hi-C heat map. CTCF (red and blue triangles) marks the boundaries

between TADs. B Chromatin structures with different architectures give

rise to different Hi-C heat maps depending on how genes interact. C

Illustration of the cohesin-dependent loop extrusion model for the for-

mation of chromatin structures. Cohesin binds to the linear chromosome

followed by extrusion of the DNA polymer through the cohesin ring until

two correctly oriented CTCF sites converge and halt further extrusion

(Chang, Ghosh, and Noordermeer 2020).
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Structural proteins in more detail

Interplay between cohesin and CCTF is thought to play a central

role in spatial organisation of chromatin structures. CTCF is a highly

conserved protein that performs multiple functions (Ohlsson, Renkawitz,

and Lobanenkov 2001; Phillips and Corces 2009). The variety of roles it

performs is dependent on the DNA sequence to which it binds, allowing

for different downstream effects by triggering different pathways (Filip-

pova et al. 1996). However, CTCF’s influence on genome architecture

comes from its insulator features. Its presence at boundaries between

hetero and euchromatin enforces their active/inactive contrast (Cudda-

pah et al. 2009; Narendra et al. 2015). CTCF depletion leads to an

increase in interaction between elements in different TADs and reduces

the ones within the same TAD, this illustrates that CTCF has an im-

portant role in physically segregating portions of the genome, preventing

the access of enhancers foreign to a particular domain, and promoting

the interactions of those within the same TAD (T. H. Kim et al. 2007;

X. Xie et al. 2007).

Cohesin is a protein complex that was first identified as crucial in the

segregation of chromosomes during both mitosis and meiosis (Michaelis,

Ciosk, and Nasmyth 1997; Guacci, Koshland, and Strunnikov 1997).

It is comprised, in somatic cells, of structural maintenance of chromo-

somes protein 3 (SMC3), structural maintenance of chromosomes protein

1 (SMC1), double-strand-break repair protein RAD21 homolog (RAD21)

and cohesin subunit SA-1 (SA1) or cohesin subunit SA-2 (SA2) (Losada,

M. Hirano, and T. Hirano 1998; Michaelis, Ciosk, and Nasmyth 1997;

Guacci, Koshland, and Strunnikov 1997). The complex forms a ring

composed of a SMC1 and SMC3 heterodimer, and RAD21, where SA1/2

bind, working as platforms for other factors to bind the complex (figure

1.4). DNA enters and leaves the ring through the opening of the inter-

faces between RAD21 and the SMC subunits on the side opposite to the

hinge domains, where an ATP-binding cassette-like domain with ATPase

activity can be found (Gruber, Haering, and Nasmyth 2003).
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Figure 1.4: Diagram of the Cohesin complex (Solomon, J.-S. Kim, and

Waldman 2014).

The cohesin complex’s relationship with interphase genome architec-

ture derives from its influence on promoter-enhancer looping in certain

genes like Nanog and Ultrabithorax (Kagey et al. 2010). Unlike CTCF,

whose binding site distribution across the genome is conserved, cohesin

binding is carried out in a more tissue specific manner, therefore, both

these structural proteins can be found independent of each other. Despite

this, there is still extensive co-localisation of the two proteins, especially

at TAD border sites (Schmidt et al. 2010). The most striking consequence

of cohesin depletion is the reduction of intra-TAD associations and dis-

ruption of sub-TAD integrity, which takes place without disruptions to

the overall TAD localisation and stability. This is linked to cohesin’s

role in enhancer-mediated activation of genes which takes place within

TADs and is central in the generation of sub-TADs, highlighting its role

in genome architecture at these length scales (Zuin et al. 2014; Sofueva

et al. 2013).

Regardless of CTCF’s and cohesin’s central role in genome architec-

ture, there are other proteins, complexes, and RNAs that also contribute

towards it. The Mediator complex, for example, is known to be essential

in bringing together promoters and enhancers to form chromatin loops
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through interactions with cohesin (Kagey et al. 2010). Polycomb pro-

teins have also been linked to the assembly of chromatin loops in highly

repressed chromatin and can influence the way chromatin is compartmen-

talised (Boettiger et al. 2016). More recently evidence has shown that

polycomb can also play a role in changing the conformation of chromatin

to favour enhancer-promoter contacts in HoxA genes in a way crucial for

their correct expression (Gentile et al. 2019; Schoenfelder et al. 2015).

LADs, NADs and the interaction of the genome with nuclear

structures

Chromatin domains can interact with different structures present in

the nucleus, for example, the nucleolus and the nuclear lamina. In-

teractions with these structures often have functional and structural

consequences for gene expression and chromatin compartmentalisation

(Zuleger et al. 2013). Lamin proteins are intermediate filaments adja-

cent to the inner nuclear envelope that interact with nuclear envelope

transmembrane proteins (NETs); they are able to bind chromatin con-

stituents like heterochromatin protein 1 and nucleosomes (Prokocimer et

al. 2009). When this kind of interaction takes place, chromatin domains

can be sequestered and anchored to the lamina, limiting their migration

within the nucleus. Chromatin domains that undergo these interactions

are called Lamin Associated Domains (LADs), these are heterochromatic

and tend to present gene-poor features in the case of conserved LADs.

However, LADs can also be comprised of gene-rich regions of the genome

that have been silenced, which is the case of cell-specific LADs (Amen-

dola and Van Steensel 2014). Also associated to the lamina with high

affinity are telomeres, with disruptions to these interactions having signif-

icant consequences on the architecture of the genome (Gonzalez-Suarez

et al. 2009; Shoeman and Traub 1990; Dechat et al. 2004). Interactions

between the genome and the nuclear lamina are not solely structural,

however. By binding NETs, LADs can be affected by forces and phe-

nomena that take place in the cytoplasm through the transduction of

CHAPTER 1. INTRODUCTION 23



Investigating chromatin domain structures in living cells using histone
pulse-labelling approaches

mechanical forces fostered by LInker of Nucleoskeleton and Cytoskeleton

(LINC) complexes (Lombardi et al. 2011).

The nucleolus is a high-density region in the the nucleus where rRNA

synthesis and pre-ribosome assembly take place. It forms from the co-

alescence of regions of different chromosomes that contain rRNA genes

that are transcribed by RNA polymerase I. These structures too, interact

with chromatin domains to form Nucleolus Associated Domains (NADs).

NADs are gene-poor with high A/T content, and their identities overlap

with LADs extensively, presenting identical characteristics (Kind et al.

2013). In fact, known LADs and NADs were found to co-localize often,

suggesting that redistribution between the two structures takes place,

possibly after a round of cell division. An example of this is the location

of centromere clusters, these structures tend to localise towards the pe-

riphery of the cell together with heterochromatic DNA, however, when

these are not found at these locations, they can be found in regions ad-

jacent to the nucleolus (Weierich et al. 2003). Therefore, it is possible

that similar factors target the inactive chromatin to either the lamina or

nucleoli (Thomson et al. 2004). Both LADs and NADs reach dimensions

of 0.1 to 10 Mbp, which is in the same order of magnitude to those of

TADs, which reach sizes ranging between 0.1 to 1 Mbp (Pope et al. 2014;

Dixon, Selvaraj, et al. 2012).

TADs and replication

Further evidence of the importance of TADs as functional structures

of the 3D genome is the role they play in the regulation of DNA replica-

tion timing (Pope et al. 2014). Genome replication occurs in a particular

order, termed the replication timing programme (RTP), where different

regions are replicated at different points of S-phase (Rhind and D. M.

Gilbert 2013). Initial studies of this phenomenon, using fluorescent nu-

cleotide analogs, showed the formation of structures known as replication

foci, which presented different spatial patterns that were dependent on

S-phase timing. Replication foci that appeared at the beginning of S-
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Figure 1.5: TADs as replication timing regulators. Different parts of

the genome replicate at different stages of S-phase. Early replicating

domains (green dots) are located towards the centre and late replicating

domains towards the periphery of the nucleus (red dots). Replication of

an individual TAD is contained and isolated to that particular domain,

working as a regulator of replication (adapted from Rivera-Mulia and

D. M. Gilbert 2016).
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phase were dispersed throughout the nucleus and had small dimensions,

whereas late S-phase foci were larger and located in the periphery of

both nuclei and nucleoli (Nakamura, Morita, and Sato 1986; Nakayasu

and Berezney 1989). With the employment of genome-wide methods,

units of replication timing regulation were identified. These were com-

prised of clusters of replicons that fired simultaneously and in accordance

with the RTP. Replication domains (RDs) were, therefore, perceived as

structures that physically compartmentalised DNA and temporally seg-

regated its replication, with RDs with the same RT programme being

found undergoing replication simultaneously (Pope et al. 2014; Rhind and

D. M. Gilbert 2013; figure 1.5). Parallels were made between the timing

of replication and gene expression, becoming clear that early replicating

domains were correlated with active euchromatin, which was located in A

compartments (discussed above), whereas, late replicating domains were

associated with heterochromatin in B compartments (Dixon, Selvaraj,

et al. 2012; Moindrot et al. 2012; Yaffe et al. 2010).

Later studies revealed that the boundaries of RDs were coincident

with those of TADs and that the physical compartmentalisation TADs

conferred upon the genome was in fact responsible for upholding the

different replication timings seen in the RTP (Pope et al. 2014). To

further corroborate this close relationship between TADs and replication

domains, it was later found that as replication timing changes during

cellular differentiation, so do interactions between TADs, suggesting a

migration of TADs between compartments, and a consequent change of

their replication timing (Takebayashi et al. 2012). The same relationship

was found between RDs and LADs/NADs. The boundaries of these

chromatin domains also correlated with those of RDs, especially those

with high A/T content that were known to be replicated at the end of

S-phase and were located in the periphery of the nucleus (Pope et al.

2014; Peric-Hupkes et al. 2010).
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1.1.3 Smaller scales of genome organisation

At the scale of sub-TADs and smaller, genome spatial organisation is

intimately related to transcription regulation. Chromatin loops are the

next observable structures and where the line is drawn between these

and sub-TADs can be blurry. Chromatin loops form by two distal el-

ements coming together. This happens within the same chromosome

(cis) but an analogous process can also take place between chromatin

belonging to two different chromosomes (trans) (Zhang et al. 2013; Mon-

ahan, Horta, and Lomvardas 2019). Unsurprisingly, it has been shown

that chromatin loops that occur in trans are composed of elements that

locate at the periphery of chromatin territories (Monahan, Horta, and

Lomvardas 2019). Looping of chromatin is linked primarily to enhancer-

promoter interactions. These cell specific events are important for cell

identity maintenance and for regulating the levels of expression of par-

ticular proteins (Zhang et al. 2013). Just like the integrity of sub-TADs,

chromatin loops are sensitive to cohesin depletion and are seen to disso-

ciate under these conditions, affecting gene expression. However, chro-

matin loops are known to reappear once cohesin depletion is lifted (Rao,

Huang, et al. 2017).

Looping of enhancers into promoter regions has also been shown to

alter the physical properties of the environment of the locations in which

it takes place through liquid-liquid phase separation (Hnisz et al. 2017).

Together, looping and biophysical environmental changes generate what

has been called ”transcription hubs”, where ideal conditions for effective

transcription are found (Boija et al. 2018). It is thought that the biophys-

ical changes in transcription hubs appear due to the specific electrostatic

interactions generated by the presence of transcription factors and ap-

propriate histone modifications at abundant concentrations (Sabari et al.

2018; Shrinivas et al. 2019).

At the supra-nucleosomal scale, the structure of chromatin and its

behaviour in interphase are highly debated. Here, as a result of electron

microscopy studies, the 30 nm fibre model gained traction. This model
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describes a solenoid one-start helix where nucleosomes sit next to the ad-

jacent nucleosome in the fibre to create a helical fibre 30 nm in diameter

(Finch and Klug 1976). A second model was subsequently proposed, and

later resolved through crystallography, where a 30 nm fibre was assem-

bled in a zig-zag, two-start helix pattern. In this instance, nucleosomes

adjacent along the strand are positioned opposite each other in the 30

nm fibre, the linker DNA crisscrossing in the centre (Bednar et al. 1998;

Schalch et al. 2005).

Despite observations of this structure through electron microscopy,

the 30 nm fibre only assembles in the presence of abundant linker histone

(H1) and in a salt-dependent manner, leading to mounting challenges to

this model’s validity in vivo (Thoma, Koller, and A. Klug 1979). If H1

is depleted there is unravelling of the 30 nm solenoid to yield disordered

chromatin that resembles a 10 nm fibre (Allan et al. 1981). Therefore,

there has been a shift towards the 10 nm model as being the one that

is more physiologically relevant to the majority of the genome of inter-

phase cells. This corresponds to the classic ”beads on a string” model

that is widely accepted, and presents nucleosome density along the DNA

strand as a regulatory feature of chromatin. In this instance, nucleo-

somes organise in ”clutches” along the fibre, interspersed with regions of

low nucleosome density. The former is associated with heterochromatin,

whereas the latter with active euchromatin (Ricci et al. 2015).

It is possible however, that the two models could exist simultaneously

and that chromatin fibres adopt different conformations that reflect its

plasticity requirements. There have been studies suggesting this to be the

case, where it was posited that the chromatin fibre is likely to resemble

the 30 nm fibre model punctuated with regions that fit with the 10 nm

description. These are also likely to be dependent on the transcriptional

characteristics of each region of the genome, with heterochromatin being

more regularly packaged than euchromatin (N. Gilbert 2019).

In conclusion, to achieve packaging of DNA into the cell nucleus in

a way that allows for genome stability, maintenance, and the effective
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retrieval of information crucial for cell homeostasis, a hierarchical organ-

isation system has evolved. This system is highly complex, ranging from

the µm scale of CTs to the 10 nm scale of nucleosomes, and relies on a

myriad of proteins and RNAs to be achieved. Despite the advances made

in the field of genome architecture, due to the complexity of eukaryotic

genome organisation, many aspects remain elusive, especially at smaller

scales.

1.2 Dynamics of the genome

1.2.1 Mitosis

The way the genome is organised and packaged is complex in its

own right and the structures described above are far from being static.

Indeed, the genome is highly dynamic in ways that depend on the stage

of the cell cycle, transcription, and genome integrity.

During mitosis, the genome experiences a drastic change in structural

arrangement, from dynamic events that tightly package chromatin into

mitotic chromosomes, followed, after cytokinesis, by de-compaction of

chromosomes into their interphase arrangement. These dynamic struc-

tural changes disrupt genomic structures, which, when the process is

complete, reassemble and resume their roles.

TAD disassembly takes place through the removal of CTCF from

TAD boundaries, followed by their reorganisation into tightly packed

chromatin loops of much smaller dimensions. In turn, these associate to

make up the mitotic chromosome prior to segregation (Eagen, Hartl, and

Kornberg 2015; Naumova et al. 2013). These processes are dependent

on condensins, protein complexes present in all eukaryotes that resemble

cohesins (T. Hirano 2016). It has been suggested that the generation of

these loops is achieved through loop extrusion (Goloborodko, Marko, and

Mirny 2016), however, there are other theories that attempt to explain

this phenomenon, such as chiral looping (T. Hirano 2012) and pairwise

interactions (Cheng et al. 2015). Changes in structure are clearly visible
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Figure 1.6: Changes in chromatin architecture during chromosome

condensation. Interphase chromosomes must condense for segregation

to take place during mitosis. This process perturbs the interphase

chromatin architecture, altering structures and interactions within the

genome. Condensins in pink and cohesins in blue (adapted from Ki-

noshita and T. Hirano 2017).

in Hi-C maps, where the long range interactions that characterise TADs

disappear to give rise to interactions that take place almost exclusively

between DNA that is contiguous along the linear chromosome (figure

1.6). Because of this, all inter-chromosomal interactions also cease to

exist, as the chromatin at the edge of CTs is tightly packaged into the

mitotic chromosome, leaving no room for interactions with DNA in trans.

The reverse process takes place after cell division, where CTCF associates

with their genomic loci, and the long range interactions that characterise

TADs are restored, reinstating interphase architecture (Naumova et al.

2013).
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1.2.2 Changes in transcription and gene expression

In an interphase context, different gene expression states give rise

to different chromatin dynamics. Studies on the movement of individ-

ual genes have shown that at locations where transcription takes place,

the movement of chromatin increases (Neely et al. 1999). This happens

whether polymerases are catalytically capable of transcribing the DNA

or not, suggesting that the chromatin environment assembled to promote

transcription drives this increase in movement, and not the transcription

of DNA itself (Neumann et al. 2012). Unsurprisingly, the loci of genes

that require enhancer-promoter contacts also present increased dynam-

ics when actively expressed, this is because different parts of the linear

chromosome must be brought together for transcription to take place,

which is very much a dynamic event in and of itself (Gu et al. 2018).

Some authors propose a ”stirring model” to explain increased con-

tact frequency between enhancers and promoters where contacts happen

stochastically due to increased mobility of the chromatin, generated by

the assembly of a transcription-prone environment. They posit that it

is through this increase in random movement within the TAD, that en-

hancers and promoters interact, and not due to the formation of stable

loops (Gu et al. 2018). This is in contrast with chromatin loop model

that defends that sustained contact between the two elements is indeed

necessary (Babokhov et al. 2020). It is likely that the truth lies some-

where in between the two models, since some studies have indicated that

loops are dynamic structures themselves, breaking apart and reforming

within timescales of tens of minutes (A. Hansen et al. 2018). Indeed, the

same study suggested that larger Mb structures like TADs behave the

same way.

Changes in dynamics associated with transcription/gene expression

can also be observed at global nuclear scales. Interestingly, at these

scales, transcription levels have the opposite effect of the one described

above. Cells with decreased transcriptional activity show greater gen-

eral chromatin movement, whereas, cells with higher levels of expres-
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sion present a more constrained nuclear environment (Shaban and See-

ber 2020). This suggests that when gene expression is active, local

transcription-friendly environments are assembled, and chromatin is brought

together under these environments and localised constrictions are cre-

ated, which translate into a global reduction in correlated motion across

the nucleus. When local constraints are lacking, chromatin is freer to dif-

fuse. This is illustrated by the less sharp borders between neighbouring

domains that can be seen when studying contact frequencies. This phe-

nomenon further illustrates the correlation between genomic architecture

and function (Nagashima et al. 2019; Babokhov et al. 2020).

During cell differentiation, when major changes in gene expression/

transcription take place, changes in dynamics are also observed. This is

seen at the TAD level, where long-range TAD-TAD interactions as well

as TAD location, can be affected (Paulsen et al. 2019). This is because,

as seen before, the spatial organisation of TADs is intimately related

to the expression profile of the genes included within them, therefore,

new transcriptional needs lead to new spatial arrangements (Paulsen et

al. 2019; Beagan et al. 2020; figure 1.7). As the activation of certain

genes and deactivation of others take place, enhancer-promoter contacts

change. ”Rewiring” is crucial for lineage specific expression patterns as

cells specialise in their function (Bonev, Mendelson Cohen, et al. 2017).

These changes also dictate that TADs containing genes that are in-

activated become part of B compartments and locate accordingly within

the nucleus (Paulsen et al. 2019; figure 1.7). Migration between com-

partments has been widely observed in neuron differentiation, and sim-

ilar phenomena can also be observed in other lineages. For example, in

adipose tissue differentiation, the existence of ”TAD cliques” has been

described, these are groups of TADs with similar repressed state chro-

matin that associate towards the periphery of the nucleus and interact

with LADs (Paulsen et al. 2019). These cliques have their TAD compo-

sition change as adipose cells progress through differentiation. Here, an

increased number of TADs join the ”cliques”, as cells further commit to

CHAPTER 1. INTRODUCTION 32



Investigating chromatin domain structures in living cells using histone
pulse-labelling approaches

Figure 1.7: Dynamic events in the genome as a consequence of gene

expression alteration. When particular genes are silenced they migrate

from active into inactive compartments. Red circles represent gene ac-

tivating factors, green circles represent gene repressive factors (adapted

from Bonev and Cavalli 2016).

their fate. The reverse is also true, where the number of TADs in cliques

and associated with LADs decreases when cells are reprogrammed into

pluripotent states, as these require access to genes that would otherwise

be silent (Stadhouders et al. 2018). This illustrates well the dynamics of

genomes at a larger scale that is crucial for appropriate gene expression

landscapes.

Despite the general rule of correlation between peripheral nuclear

location and gene silencing, there are exceptions. This is the case with

chromatin in close proximity to the nuclear pore complex. Here, despite

the proximity to the nuclear lamina, heterochromatin exclusion zones can

be found, these vary in size but have as a common feature their cone-like

structure and the presence of euchromatin (Brown et al. 2008).
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1.2.3 DNA damage and repair

The response to genotoxic stress is a process that elicits dynamic

events in the nucleus. Dynamic changes in regions of damage can be

attributed to the breaks in chromatin fibres and their impact in the

physical properties of the polymer. Changes in dynamics can also be

considered as the consequence of the response to said lesion by either the

accumulation of repair proteins, which indirectly change the dynamics of

chromatin, or even that the movement observed plays an active role in

repair (Becker et al. 2014; Gandhi et al. 2012; Dion, Kalck, et al. 2012;

Lottersberger et al. 2015; Zidovska, Weitz, and Mitchison 2013).

The two mechanisms used to repair double strand breaks (DSB)

are non-homologous end joining (NHEJ) and homology-directed repair

(HDR). The former relies on direct re-ligation of the two DNA ends,

whereas the latter utilises the uncorrupted copy of the damaged DNA

in its homologous chromosome to repair damage. HDR is a less error

prone mechanism of repair than NHEJ, and is primarily prevalent in S-

phase and G2, whereas NHEJ seems to be preferred in G1 (Lieber 2010).

Whereas NHEJ can be performed in whatever location the break takes

place, as long as the necessary machinery is present, HDR requires con-

tact between the damaged DNA and its homologous counterpart. The

necessity for two independent parts of the genome to co-localise means

that one, or both of the copies must travel and scan, at least, a portion of

the nuclear volume before finding the relevant partner (Dion and Gasser

2013). At this stage the chromatin structure and arrangement play im-

portant roles, as different levels of openness can hinder the progression

of this scanning step (Agmon et al. 2013; Soutoglou et al. 2007).

DSB repair is regulated by the DNA damage checkpoint machinery,

DNA repair factors, and some chromatin remodelers. Studies have shown

that removal of these factors, be that through deletion or inhibition of

some of their components, reduces the mobility and dynamics of chro-

matin. Conversely, their activation has the opposite effect (Seeber, Dion,

and Gasser 2013; Miné-Hattab and Rothstein 2012; Dion, Kalck, et al.
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2012; Burgess et al. 2014; Luijsterburg et al. 2012).

There have been studies that suggest that the relocation of DSB sites

takes place not only due to the need to find the homologous pair to a dam-

age site, but also to prevent aberrant recombination events (Tsouroula et

al. 2016). Because heterochromatin is rich in repeating sequences, recom-

bination between non-homologous chromosomes can take place, which

has the potential to generate highly deleterious chromosomal aberra-

tions. When DSBs are repaired through HDR, they are first excluded

from the heterochromatic compartment, and repair only begins once DSB

site sequestration has taken place (Tsouroula et al. 2016).

The involvement of actin and actin-associated proteins in DSB re-

pair has long been described, with actin’s failure to polymerise and

crosslink, as well as inhibition of nuclear myosin I, leading to impaired

HDR (Spichal et al. 2016; Evdokimova et al. 2018; Marnef et al. 2019).

Indeed, recent evidence highlighted a direct role of nuclear F-actin in the

transport of DSB sites, to which Arp2/3 is recruited to promote actin

polymerisation and growth towards the nuclear periphery. Myosin is also

recruited to the site to transport and anchor it to the nuclear pore or inner

nuclear membrane proteins (Christopher P. Caridi et al. 2018). Despite

its role in DNA repair, actin has also been associated with other nuclear

functions such as loci translocation for regulatory purposes (Dundr et al.

2007; Chuang et al. 2006).

In yeast, there is a clear dynamic response of chromatin to genotoxic

stress at the whole nucleus level, however, there is still debate whether

the same takes place in mammalian cells (Miné-Hattab and Rothstein

2012). Some studies in mammalian cells suggest that there is no, or neg-

ligible changes in chromatin dynamics after DSB induction (Bonin et al.

2018; Whitefield et al. 2018), whereas others reported an increase in dy-

namics at the global level under these conditions (Lottersberger et al.

2015; Zidovska, Weitz, and Mitchison 2013). It is likely that changes are

dependent on cell type and the nature of the DNA damage. Neverthe-

less, studies that set out to explore mechanisms through which dynamic
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changes take place in the presence of DNA damage, have described the

involvement of INO80 (inositol requiring 80) chromatin remodeling com-

plex which promotes degradation of histones and consequent chromatin

decompaction when DSBs are induced, which leads to changes in chro-

matin characteristics and, consequently, its dynamic behaviour (Hauer et

al. 2017; Seeber, Dion, and Gasser 2013; Neumann et al. 2012). Besides

INO80, other families of chromatin remodelers have also been shown to

play a role in altering chromatin in the context of DNA damage repair, for

example SWI/SNF (switching defective/sucrose nonfermenting), CHD

(chromodomain, helicase, DNA binding) and ISWI (imitation switch).

These remodelers are key in the removal of nucleosomes from the dam-

age site, be that through nucleosome sliding or ejection, to allow the

access of repair machinery, facilitating nucleotide excision repair (Chai

et al. 2005; Aaron A Goodarzi, Kurka, and Jeggo 2011; Stanley, Moore,

and Aaron A. Goodarzi 2013).

There are also studies that suggest that chromatin movement ob-

served in the context of damage repair may have a component that de-

rives from forces that are relayed from microtubules. Here, the treatment

of cells with compounds that prevent polymerisation or favour catastro-

phe, like nocodazole, decrease chromatin mobility, even during interphase

(Lottersberger et al. 2015). The same was true upon removal of dynein

and the linker of nucleoskeleton and cytoskeleton (LINC) complex, sug-

gesting that this effect takes place through forces applied onto the nu-

cleus itself or relayed through the complexes that link the cytoskeleton

and nucleoskeleton. These findings are not just relevant in the context

of DNA damage repair but apply to general chromatin mobility as well

(Bronshtein et al. 2015).
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1.3 Methods of higher order chromatin anal-

ysis

1.3.1 Exploring chromatin architecture

The complexity of the genomic structures that allow for efficient pack-

aging of DNA and regulation of all aspects of its function have been slowly

but steadily discovered throughout the past few decades. The discovery

of the ever-increasing complexity of nuclear architecture has been possi-

ble due to three different types of method that have been improving at

a rapid pace, these are: imaging-based, ligation-based, and non-ligation

based 3D genome mapping methods.

Imaging-based techniques

Even though this type of method employs techniques that span both

light and electron microscopy, the most commonly applied technique is

DNA-fluorescence in situ hybridisation (DNA-FISH). This technique re-

lies on the hybridisation of fluorescently-tagged probes to their comple-

mentary target genes. DNA-FISH techniques are used to label and de-

termine the position and distances between particular loci of interest

(Maass et al. 2018; Finn et al. 2019). These techniques are limited by

both the diffraction limit of light microscopy, and the limits in base pair

resolution dictated by the size of the probes themselves (Miguel R Branco

and Pombo 2006; Nora et al. 2012). The latter limitation is often a trade

off between resolution and signal intensity, as probes that cover a longer

genomic length allow for a stronger signal but with lower resolution.

Different modalities of FISH looked to tackle some of these problems,

for instance, cryo-FISH, which relies on freezing and slicing of nuclei

into 100-200 nm-thick sections prior to probe hybridisation allowing for

greater hybridisation efficiency and higher resolution labelling of genomic

loci (Miguel R Branco and Pombo 2006; Ferrai et al. 2010; Simonis et

al. 2006; Barbieri et al. 2017). Furthermore, developments on probe

technology itself has allowed to increase the resolution of standard FISH
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from approximately 100 Kb to 15 Kb and smaller (Beliveau, Joyce, et al.

2012). These advances in probe technology have also led to the creation of

multiplexed super-resolution fluorescence in situ hybridization, which has

been instrumental in mapping chromatin domain structure and location.

It relies on sequential hybridisation of 30 Kb stretches of DNA with

probes that contain a 20 nucleotide readout sequence that is specific to

each of them, and to which a dye-labelled complementary probe binds.

After imaging the loci to which each specific probe binds, the signal is

extinguished by removal of the dye or by photobleacing, and another

round of hybridisation and labelling takes place. Once the process is

complete for the thousands of loci, the images are used to generate a three

dimensional map of the hybridised chromatin in 30 Kb segments which

can be individually identified (Beliveau, Joyce, et al. 2012; Beliveau,

Boettiger, et al. 2015; Bintu et al. 2018).

Despite their undeniable contribution in providing structural infor-

mation, DNA-FISH-derived techniques rely on permeabilisation and fix-

ation of cells so probes can enter nuclei, and for the target DNA to melt.

Therefore, they do not allow for the observation and imaging of living

cells.

Ligation-based techniques

Ligation-based methods (figure 1.8) derive from the chromosome con-

formation capture (3C) assay developed by Dekker et al. in 2002 (Job

Dekker et al. 2002). These rely on chromosome crosslinking, genome

shearing, and proximity ligation to generate a snapshot of the conforma-

tion of nuclei at a particular point in time. From here, a 3C library of

the nucleus can be generated by purifying the ligation products. From

this library it is possible to quantify, through PCR, the proximity of two

loci of interest, averaged across the cell population.

Whereas 3C allows the establishment of a proximity relationship be-

tween two known loci, 4C and 5C (methods derived from 3C) allow for

more complex relationships to be established. The former is capable of
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establishing a relationship between a locus of interest and the rest of

the genome, and the latter is used to explore the contacts between sev-

eral loci against each other (Van De Werken et al. 2012; Nora et al. 2012;

Kundu et al. 2017; Loviglio et al. 2017). But perhaps the most commonly

used derivative of 3C is High throughput chromosome conformation cap-

ture (Hi-C), which allows for the exploration of genome-wide interactions

(Lieberman-Aiden et al. 2009). This method relies on biotin-streptavidin

interactions to purify the 3C library in order to reduce background be-

fore sequencing. Genome conformation capture, a parallel technique to

Hi-C, avoids this step by sequencing the entire library, something that

is becoming increasingly cheaper and easier, with the added benefit of

controlling for biases that could otherwise be introduced by purification

steps (Rodley et al. 2009). Even though these techniques are depen-

dent on cell fixation and population averages, the development of single

cell Hi-C techniques has taken place, albeit at lower resolutions. These

rely on crosslinking and in situ proximity ligation followed by nuclear

isolation, and the ultimate generation of libraries from individual nuclei

(Nagano, Lubling, Yaffe, et al. 2015; Nagano, Lubling, Várnai, et al.

2017).

The methods described above provide useful information on DNA-

DNA interactions, however, they do not discriminate how these inter-

actions take place. By allying 3C methods with chromatin immunopre-

cipitation (ChIP) it is possible to assess the proteins that mediate the

observed interactions. This takes place by either sonicating and immuno-

precipitating crosslinked chromatin before ligation, as it is the the case

with chromatin interaction analysis by paired-end tag sequencing (ChIA-

PET; Fullwood et al. 2009), or by performing the pull-down step after

proximity ligation and DNA shearing take place, for example Hi-ChIP

and proximity ligation-assisted chromatin immunoprecipitation sequenc-

ing (PLAC-seq; Mumbach et al. 2016).

An advantage of sequencing based methods is that their resolution is

not dependent on light diffraction or fluorescent signal intensity as is the
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of the chromatin, isolation of nuclei and DNA fragmentation (for example, with a restriction enzyme). The obtained 
crosslinked chromatin fragments are then processed for 3C, circular chromosome conformation capture (4C) or 
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ligated and the DNA is purified. In 3C, the interactions between two chosen genomic regions are detected by PCR 
amplification with primers specific to the two regions of interest. PCR products are analysed semi- quantitatively on an 
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frequencies of all pairs of loci in the genome (Hi- C) or the interactions mediated by a protein of interest (PL AC- seq).
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Figure 1.8: Ligation-based techniques for genome architecture investi-

gation derived from the 3C method. Ligation based methods measure

contact frequencies of loci pairs and rely on crosslinking, shearing and

ligation of DNA. In 3C-derived methods, information can be extracted on

the contact frequency between two loci (3C), one locus and the reminder

of the genome (4C), or between many different parts of the genome (5C).

In Hi-C and PLAC-seq ligation products are tagged with biotin for en-

richment, and in PLAC-seq the DNA bound to the protein of interest

is immunoprecipitated. These two methods allow the extraction of in-

formation about genome-wide interactions and protein-DNA interactions

(Kempfer and Pombo 2020).
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case with FISH and other microscopy-related methods. They are depen-

dent however, on sequencing depth, which must be optimised for the type

of interaction of interest, since the resolution necessary to study TADs

and compartments is less than that needed to study smaller structures

(Rao, Huntley, et al. 2014).

Ligation-free techniques

Methods that rely on ligation between DNA fragments to discern

their interaction partners inevitably lead to the identification of fewer

interactions than those that take place in reality. This is because these

methods are intrinsically two dimensional; neighbouring fragments can

only be ligated upstream or downstream of the original sequence, there-

fore if more than 2 or 3 DNA segments were in contact, only a proportion

of those interactions would be identified. To attempt the elimination of

this bias, ligation-free methods have been recently developed (figure 1.9).

The general approach to eliminating the ligation step in 3D map-

ping methods is to attribute the same ”barcode” to the genomic frag-

ments that interact together. Genome architecture mapping (GAM) is

a method that relies on cryosectioning ultra-thin (∼ 200 nm) slices of a

frozen population of sucrose-embedded cells (figure 1.9). Following this,

slices of individual nuclei are isolated, PCR amplified, and barcoded. The

process is repeated for hundreds of nuclei slices, each slice with its own

barcode, before DNA is pooled and sequenced. Loci that localise closer in

space are more likely to have been extracted in the same slice, and there-

fore present the same barcode, whereas distant loci will seldom belong

to the same slice and therefore will not display the same barcode. The

process is repeated for hundreds of nuclear slices, and the data from the

cell population is pooled. Through the application of statistical models it

is possible to infer whether two or more loci co-localise within a specific

radius, depending on the frequency with which they localise in the same

slice. The resolution of this method is entirely dependent on the number

of nuclear slices produced; 400 slices sequenced with a depth of 1 million
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chromatin contacts between pairs of DNA loci can be 
inferred by counting their co- segregation frequency 
(that is, how often the two loci are contained in the 
same nuclear sections). Genomic regions that are closer 
in 3D space are more frequently found in the same  
nuclear slice. To detect statistically significant inter-
actions, GAM was combined with a mathematical 

model, statistical inference of co- segregation (SLICE)10. 
The most specific chromatin contacts detected with 
SLICE were found to contain active genomic regions, 
such as active enhancers and actively transcribed genes, 
with these contacts extending over megabases up to 
entire chromosomes10. SLICE separately models the ran-
dom interactions that depend on genomic distance and 
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Figure 1.9: Ligation-free techniques for genome architecture investiga-

tion through crosslinking and barcoding of DNA fragments. Fragments

in spatial proximity will display identical barcodes. In GAM, the nu-

cleus is divided into slices, and fragments in the same slice will display

an identical barcode. In SPRITE and ChIA-drop, DNA is sheared to

separate DNA clusters. In the former, barcoding is done sequentially

after several rounds of cluster separation, barcoding and pooling. In the

latter, barcoding is done through microfluidic separation and barcoding

of chromatin clusters (Kempfer and Pombo 2020).
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reads yields a resolution equivalent to that of Hi-C (30 kB), however, a

greater number of slices must be produced for greater resolution to be

achieved (Beagrie et al. 2017).

Two other methods that rely on barcoding for interaction identifica-

tion are SPRITE and ChIA-Drop (figure 1.9). Unlike GAM, both these

methods apply a crosslinking step before chromatin shearing and bar-

coding. In the case of the former, the resulting sheared chromatin is

separated across a 96-well plate and barcoded, these are then pooled and

the process is repeated several times before sequencing takes place. Chro-

matin fragments belonging to the same complex will present the same

barcode, as they were present in the same wells at each barcoding step

(Quinodoz et al. 2018). The latter performs its barcoding step through

the employment of microfluidics, where individual chromatin complexes

are enclosed within droplets containing barcoding reagent before sequenc-

ing takes place. Sequences that present the same barcode are those that

were cross linked together, and remained associated in the same droplet

during the barcoding process (Zheng et al. 2019). Both these methods

allow for all fragments within a complex to be identified, rather than only

those that have been ligated together. These three methods have been

employed to study super enhancer, TAD long-range interactions, and in-

teractions involving more than three loci (Beagrie et al. 2017). Indeed,

SPRITE has been able to detect interactions between loci belonging to

different chromosomes that interact with other nuclear structures such

as nucleoli and splicing speckles (Pombo and Miguel R. Branco 2007).

Furthermore, some ligation-free methods that are able to determine

DNA-Protein interactions have been developed. These are DamID and

TSA-seq. The former uses DNA adenine methyltransferase (Dam) fused

to the DNA-binding domain of the protein of interest. When the DNA-

binding domain interacts with its target sequence, Dam methylates the

adenines included in a GATC sequence in its vicinity. The whole genome

is then digested with a methylation-sensitive restriction enzyme and

adapters are added to the methylated fragments so these can be se-

CHAPTER 1. INTRODUCTION 43



Investigating chromatin domain structures in living cells using histone
pulse-labelling approaches

lected for sequencing. This method has been successful at mapping LADs

through the identification of the interactions between DNA and Lamin

B1, for example (Peric-Hupkes et al. 2010; Guelen et al. 2008). TSA-seq

employs a slightly different approach in that an antibody against the pro-

tein of interest is fused to horseradish peroxidase. Horseradish peroxidase

produces biotin-conjugated tyramide free radicals which bind to macro-

molecules in the vicinity. DNA that has been biotin-tagged can then be

isolated and sequenced to reveal the loci that were located in close prox-

imity to the protein of interest. This method has been especially useful in

mapping the spatial relationship between genes and splicing machinery

(Chen et al. 2018).

1.3.2 Exploring chromatin dynamics

Despite the advances made in the field of nuclear architecture, it

remains challenging to infer how these structures change over time. In

many cases, the methods that so expertly allow for detailed exploration

of genome structure, are not ideal to explore their temporal dimension,

in large due to the need for fixation. However, some methods have made

it possible to explore the way in which chromatin landscapes change over

time, which is crucial to determine its role.

Single locus to few loci imaging

Together with improving microscopy methods that present higher sen-

sitivity and resolution, a number of methods have been developed that

allow for labelling of single genomic loci. One of the first methods to

be used was the fluorophore-tagged lac repressor/operator array system

(figure 1.10 A). Here, fluorophore-tagged lac repressors bind to an ar-

ray of lac operators that have been introduced to the target locus, which

can be visualised and tracked (Robinett et al. 1996; Marshall et al. 1997).

Through the introduction of an identical system that relies on the tet op-

erator system, it was possible to label different loci in the same nucleus,

increasing the complexity of possible studies in living cells (Michaelis,
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Ciosk, and Nasmyth 1997). A downside of these techniques, beyond the

limited number of loci that can be labelled, is that they rely on the intro-

duction of an approximately 10Kb operator array into the target locus.

This both limits the technique to cells whose genomic manipulation is

easily achieved, and its resolution.

Fluorescently tagged zinc finger proteins (ZF) and transcription activator-

like effectors (TALEs) have also been employed to label individual loci

(figure 1.10 B). These have the added benefit of not being necessary to

alter the target locus, as they can be engineered to bind to specific DNA

sequences. On the other hand, the fact that they must be specifically

designed for a particular sequence also means that they lack versatil-

ity. Furthermore, to maximise the signal, ZFs and TALEs are routinely

used only in repetitive sequences, not unlike the systems described above

(Seeber, Hauer, and Gasser 2018).

In an effort to reduce the limitation of only being able to label repet-

itive sequences, be those endogenous or inserted, the ANCHOR3/ParB

DNA system was developed (figure 1.10 A). This relies on the introduc-

tion of an ANCH unit sequence into the locus of interest, where a dimer

of fluorophore-labelled ParB protein binds. Following this, additional

ParB proteins are recruited to the site and bind to the adjacent DNA

along the strand, spanning approximately 1Kb, enough to enable visual-

isation of the locus. It is true that ANCHOR/ParB has the advantage of

being employable in non-repetitive sequences of the genome, however, it

still requires targeted insertion of DNA elements onto the target locus,

albeit of much smaller Kb lengths than what was previously necessary

(Saad et al. 2014; Germier et al. 2017).

More recently, with the discovery and development of CRISPR/Cas9

technologies (figure 1.10 C), some of these challenges were effectively

tackled. Methods derived from this technology rely on editable sgRNAs

that lead a catalytically inactive Cas9 protein towards the locus of inter-

est (Jinek et al. 2012). This eliminated the need for the engineering of

specific proteins, like ZFs and TALEs to target specific loci, as well as
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Figure 1. Systems to !uorescently label genomic loci in living cells. (A) The genetically encoded bacterial systems require insertion of a repeat binding
sequence into the genome. This can be large, in the case of a lac or tet operator array, or small as in the case of the ANCHOR system. The repeat
sequence recruits a !uorescently tagged molecule speci"c to the repeat. While the lacO/tetO systems require many binding sites to visualize a locus, the
ANCHOR system spreads over the surrounding chromatin. (B) Fluorescently labeled TALEs and zinc "nger proteins (ZFPs) are designed to bind to a
speci"c locus. (C) CRISPR-Cas9 based methods to visualize genomic sites in living cells include the original !uorescently tagged, catalytically dead Cas9
(dCas9). Multiple sites can be uniquely visualized using Cas9 variants. To amplify the signal, the sgRNA can be modi"ed to include multiple binding sites
for !uorescently labeled RNA binding proteins. We highlight CRISPR-Sirius but there are many examples of this approach (see main text). Alternative,
methods to boost the signal include the CARGO system, where multiple sgRNAs with homology over a 2kb region are expressed from an exogenously
supplied plasmid. CRISPR-tag, has two ampli"cation approaches, the "rst is the insertion of a 250 bp sequence consisting of four unique sgRNAs. The
second ampli"cation step is through tagging of dCas9 with 14 copies of GFP11. GFP1-10 is expressed exogenously. Upon complementation of GFP11
with GFP1-10, a !uorescent signal is obtained. The newest visualization method is LiveFISH. Here sgRNAs are !uorescently tagged with dye molecules.
(D) While not yet used with Cas9 for locus-speci"c imaging, ArrayG may offer temporally unlimited imaging. This system takes advantage of a dim GFP
that becomes brighter upon binding to a GFP nanobody. The recruitment of the dim GFP to the nanobody is dynamic, meaning that after bleaching there
is a high probability of exchange with another unbleached dim GFP molecule.

Another exciting approach to overcome SNR is to change
the properties of the !uorescent molecule so that when it
is bound to its target, it becomes brighter. Yet to be ap-
plied for imaging of speci"c loci, ArrayG, ArrayD, and
ArrayG/N tags exemplify this !uorogenic enhancement ap-
proach (67) (Figure 1D). Based on genetically encoded
camelid nanobody tags, monomeric wild-type green !uo-
rescent protein brightens ∼26-fold when bound to the array
(67). This system was employed to track H2B molecules at
0.5 Hz for over an hour generating statistically robust trajec-
tory data enabled by an unlimited pool of dim, free binders
that can be stochastically exchanged on the array where
they become brighter. This system could potentially com-

plement the Janelia-Fluor Halo tags for multicolor imaging
(68). Finally, these tags are smaller than alternatives such as
the SunTag, Spaghetti monster, or MS2/PP7 increasing the
chance of a functionally tagged protein (69–72).

Single particle tracking of chromatin

Early experiments in mammalian cells using !uorescence
recovery after photobleaching (FRAP) and bulk tracking
of chromatin suggested that chromatin was generally im-
mobile (73–75). Later with the above described innovations
to study single genomic loci, single particle tracking (SPT)
became the most frequently used method to study chro-
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Figure 1.10: Methods for single locus dynamics investigation. A Geneti-

cally encoded bacterial systems make use of DNA sequences inserted into

the loci of interest onto which fluorescent tags bind. B Sequence specific

fluorescent proteins are DNA binding proteins designed to bind to a spe-

cific endogenous sequence. C CRISPR-Cas9 based methods make use of

the sgRNA directed binding of a catalytically inactive Cas9 nuclease to

report on loci location. Tagging can be achieved though the modification

of Cas9 or the sgRNA (adapted from Shaban and Seeber 2020).
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removing the need for inserting exogenous DNA sequences in regions of

interest. CRISPR/Cas9 methods of loci labelling fall broadly into two

categories: the ones where Cas9 is engineered to generate a signal, and

those where engineering takes place on the sgRNA.

The simplest approach in the engineered Cas9 category is the fusion

of a fluorescent tag to the Cas9 protein, however, one fluorescent molecule

cannot produce a signal strong enough for visualisation. Therefore, it is

necessary to recruit more fluorescent proteins to the locus. This can be

achieved by expressing several different sgRNAs that target Cas9 pro-

teins to the same locus in a non-competitive manner. An example of this

approach is the Chimeric array of sgRNA oligonucleotides (CARGO) sys-

tem (Gu et al. 2018). CRISPR-Tag operates slightly differently, where

the signal is amplified through the tagging of Cas9 with a tail-like array of

GFP11/GFP10 fluorescent proteins. This tagging system is composed of

tethered GFP10, which is a fragment of GFP, where GFP11 (the remain-

ing fragment) binds to yield a functional fluorescent protein. However,

this method relies on the insertion of a 250bp sequence in the locus of

interest where several tagged Cas9 bind (Chen et al. 2018; Kamiyama

et al. 2016). Another method that relies on a principle similar to that of

CRISPR-Tag is SunTag. SunTag is a scaffold that can be fused to a pro-

tein of interest that contains 10-24 copies of the GCNA epitope, which

binds EGFP-scFV antibody fusion protein. By using SunTag fused to

Cas9 (with the appropriate gRNAs) and expressing EGFP-scFV, it is

possible to label specific loci across the genome (Tanenbaum et al. 2014).

Methods that explore the sgRNA for signal generation can operate

quite differently, LiveFISH consists on the addition of a Cy3-labelled

(fluorescent) sgRNA to cells expressing Cas9; because the signal of these

molecules is stronger than that of EGFP, single molecule observations

are possible (H. Wang et al. 2019). Operating in a very different manner

is CRISPR-Sirius, here the sgRNA is engineered to display RNA stem-

loop structures that recruit RNA-binding proteins even when bound to

the Cas9 protein. These RNA-binding proteins are fluorescently labelled,
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therefore, when the Cas9 protein binds to a locus, the amplified signal

can be visualised (S. Wang et al. 2016; Ma, Tu, Naseri, Chung, et al.

2018; Fu et al. 2016; Ma, Tu, Naseri, Huisman, et al. 2016).

The methods used to track a single or a few foci outlined above have

been crucial in the discovery of important biological processes, for exam-

ple, through the application of LacO arrays, it was possible to observe

the nuclear location and timing of gene expression in vivo (Tsukamoto

et al. 2000) and the more modern CRISPR/Cas9 systems have been em-

ployed to study the dynamics of chromatin during DNA repair (H. Wang

et al. 2019).

Whole chromatin dynamics

Beyond the methods that give insight into the movement of particular

loci, there are those that allow for the exploration of the dynamics of chro-

matin as a whole. Singe particle tracking photoactivated localization mi-

croscopy (sptPALM) is one of these methods that uses photoactivatable

fluorophores that can be fused to DNA-associated proteins e.g. histones

(figure 1.11 A). Through several iterations of activation and tracking,

followed by bleaching, this method can be used to infer the direction and

speed in which a particular fluorophore is moving. By applying this to a

high number of labelled DNA-associated proteins, is it possible to extract

the dynamic characteristics of the global chromatin. This is a powerful

method that allows for single nucleosome tracking, however, each partic-

ular fluorophore only remains active during timescales of seconds, there-

fore, dynamic events that occur in timescales of greater lengths cannot

be observed (Manley et al. 2008; Shinkai et al. 2016; Holcman, Hoze, and

Schuss 2015).

A different strategy used for bulk and global chromatin dynamics

exploration relies on the labelling of bulk chromatin. In some of these

techniques, this step can be achieved by using intercalating agents like

Hoechst or even nucleotide analogs. After bulk labelling, cells are im-

aged through a time span of tens of seconds and maps of the global
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DC

BA

Figure 1.11: Methods for general chromatin dynamics analysis. A spt-

PALM in association with single particle tracking for whole chromatin

dynamics investigation. B Displacement correlation spectroscopy (DCS)

for generation of global direction and magnitude of movement maps. C

Dense Flow reconstruction and Correlation (DFCC) for generation of di-

rection and magnitude maps with greater resolution than DCS. D High

resolution diffusion mapping for determination of chromatin physical pa-

rameters in specific nuclear regions (adapted from Shaban and Seeber

2020).
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direction and magnitude of chromatin movement are generated. In the

case of displacement correlation spectroscopy (DCS), these are created

through the employment of particle image velocimetry algorithms and

auto-correlation functions over particular time-lags (Zidovska, Weitz, and

Mitchison 2013; figure 1.11 B). With the objective of increasing the res-

olution of DCS dynamics maps, Dense Flow reconstruction and Correla-

tion (DFCC) employs optical flow to capture the movement of chromatin

and calculate the direction and magnitude of its movement (figure 1.11

C). By computing the correlation between flow fields DFCC is capable of

yielding maps with nm resolution (Shaban, Barth, and Bystricky 2018).

In order to be able to not only analyse the global and bulk movements

of chromatin but also calculate physical parameters like mean squared

displacement (MSD), DFCC was further optimised into High resolution

Diffusion mapping (Hi-D; figure 1.11 D). This technique estimates the

trajectory of each pixel in the nucleus, allowing for the calculation of

the MSD of chromatin in all regions of the nucleus simultaneously, and

the generation of maps of the dynamic landscape (Shaban and Seeber

2020). As above, these techniques are employed over time-spans of tens of

seconds which prevents the capture of dynamic events that span greater

intervals. The computational power necessary to employ them is also

highly intensive.

Because these methods allow for the analysis of chromatin movements

as a whole, DCS, for example, has allowed for the discovery of coherent

chromatin movement regions. These are parts of the nucleus, in the

4-5 µm scale, whose chromatin moves in the same direction in an ATP-

dependent manner (Zidovska, Weitz, and Mitchison 2013).

1.4 Scope of the thesis

Much has been discovered regarding the structure and dynamics of

chromatin. Advancements in techniques that allow further scrutiny of

the nuclear environment push our knowledge in this field still further.
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However, challenges remain, especially when studying the dynamics of

chromatin structures, particularly at the Mb length scales (the scale of

TADs). The work outlined in this thesis describes my contributions to-

wards closing the gap on what is known about chromatin dynamics at

these particular scales.

I hypothesised that late replicating TADs presented, in general, rel-

atively low dynamism within the nuclear space, and that, for the most

part, their position did not change significantly within time scales of tens

of minutes. I further hypothesised that a small minority of TADs would

not follow the same dynamic patterns of the majority of the population

and present a more dynamic behaviour; and that through the introduc-

tion of perturbations to cell homeostasis (e.g. DNA damage), the number

of these dynamic domains could be altered, linking highly dynamic be-

haviour of chromatin structures of this scale to important cellular events

such as maintenance of genome integrity.

I explored these hypotheses through the employment of RAPID-release

(a recently developed pulse-labelling technique), where I labelled TADs

through their histone component. This allowed for the investigation of

their behaviour in living cells, and in real time, across different time-

scales. Using state-of-the-art high resolution live-cell imaging approaches,

the description of TADs position through time provided data for math-

ematical analysis of their dynamics. Parameters such as velocity, dis-

placement, and spatial distribution were extracted. Additionally, due to

the labelling stability granted by RAPID-release, it was possible to im-

age cells for as long as 1-3h, and, because of the employment of lattice

light sheet microscopy, it was also possible to image them as frequently

as every second, albeit not in the same experiment. Here I also describe

how the parameters extracted on the dynamics of TADs were altered

in the presence of perturbations to cell homeostasis, in particular post-

DNA damage induction. The evidence collected pointed towards the

existence of a large population of chromatin domains that had relatively

low mobility, along with a smaller population of chromatin domains that
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displayed greater displacement and were, therefore, more dynamic, as hy-

pothesised. Furthermore, I observed that the relative abundance of each

of these types of chromatin domain was affected by the introduction of

DNA damage, where its presence led to an increase in the number of

more dynamic domains.

In this thesis I also describe how RAPID-release was altered and

adapted in order to improve some of its features, such as consistency

of kinetics between cells, and usability. This was done to facilitate its

employment in other areas of research and to make it as versatile as

possible. Ground work was also laid for the creation of an orthologous

system to RAPID-release, relying on alternative components, to allow

the generation of two different pulses within the same cell; a feature

that could be advantageous in monitoring multiple structures or pulse-

labelling at differing time points.

Ultimately, the work presented here has contributed towards under-

standing chromatin dynamics and stability, which are crucial aspects in

cell function. Informing on how genetic material organises and moves

within the nucleus can help understand disorders connected with aber-

rant gene expression, linked with inappropriate nuclear architecture and

dynamics.

CHAPTER 1. INTRODUCTION 52



Chapter 2

Materials and Methods

2.1 Molecular biology

Nomenclature and ID references of plasmids and primers is written in

accordance to that used in the Bowman laboratory database for molec-

ular biology.

2.1.1 RAP-IRR

The first step in RAP-IRR assembly was the creation of the vec-

tor pmCherry-IRES-EGFP-Puro (Cl 1121) by digestion of pmCherry-C1

(Cl 0396) and IRES-EGFP-Puro (Cl 0970) with the enzymes XhoI and

MfeI. This was a transfer of the IRES-EGFP-Puro cassette into the vec-

tor pmCherry-C1. pmCherry-IRES-EGFP-Puro was then subjected to

an inverse PCR using the primers P1278 and P1279 to yield pmCherry-

IRES-EGFP (Cl 1122). pmCherry-IRES-EGFP was digested using XhoI

and SmaI and Gibson assembled with gBLOCK® (IDT) P1282 to form

pmCherry-NES-FKBP-TVMV-AI-IRES-EGFP (Cl 1123). This vector

was subsequently digested with Esp3I and HpalI and Gibson assem-

bled with gBLOCK® P1283 to yield pmCherry-NES-FKBP-TVMV-AI-

IRES-EGFP-TVMVx2-FRB-NES-OMP25 (Cl 1124, figure 2.1).

To generate vector pEGFP-TVMVx2-FRB-NES-OMP25-IRES-mCherry-

NES-FKBP-TVMV-AI (Cl 1162, figure 2.2), Cl 1124 was digested with

AgeI and SpeI to generate the cassette mCherry-NES-FKBP-TVMV-
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Figure 2.1: Map of plasmid CL1124, pmCherry-NES-FKBP-TVMV-AI-

IRES-EGFP-TVMVx2-FRB-NES-OMP25.

AI. This cassette was subjected to PCR using the primers P1366 and

P1367 to generate compatibility with the first portion of IRR. Cl 1124

was also digested with EcoRV and BstxI to generate the cassette EGFP-

TVMVx2-FRB-NES-OMP25. This cassette was subjected to PCR using

the primers P1368 and P1369 to generate compatibility with the second

portion of IRR. Finally, Cl 1124 and the amplified mCherry-NES-FKBP-

TVMV-AI cassette were digested with EcoRV and BstxI and ligated to-

gether. The resulting vector was digested with AgeI and SpeI, together

with the amplified EGFP-TVMVx2-FRB-NES-OMP25 cassette and lig-

ated.
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Figure 2.2: Map of plasmid CL1162, pEGFP-TVMVx2-FRB-NES-

OMP25-IRES-mCherry-NES-FKBP-TVMV-AI.
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Figure 2.3: Map of plasmid CL1126, pEGFP-HCVx2-PYL1-NES-

OMP25-IRES-mCherry-NES-ABI1-HCV-AI.

2.1.2 ABA-IRR

ABA-IRR was produced by the replacement of the TVMVx2-FRB-

NES cassette by HCVx2-PYL1-NES through Gibson assembly of BglII

and BamHI digested Cl 1162 and gBLOCK® P1285. Followed by the

replacement of the FKBP-TVMV-AI cassette by ABI1-HCV-AI through

ligation of EcoRI and EcoRV digested PCR products of gBLOCK®

P1284 amplified with primers P1392 and P1393. This yielded plasmid

pEGFP-HCVx2-PYL1-NES-OMP25-IRES-mCherry-NES-ABI1-HCV-AI

(CL1126, figure 2.3).

2.1.3 AUX-IRR

AUX-IRR was produced by the replacement of the TVMVx2-NES-

FRB cassette by TEVx2-NES-TIR1 through Gibson assembly of BglII

and BamHI digested Cl 1162 and gBLOCK® P1287. Followed by the re-
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Figure 2.4: Map of plasmid CL1128, pEGFP-TEVx2-TIR1-NES-

OMP25-IRES-mCherry-NES-AID-TEV-AI.

placement of the FKBP-TVMV-AI cassette by AID-TEV-AI through lig-

ation of EcoRI and EcoRV digested PCR products of gBLOCK® P1286

amplified with primers P1392 and P1394. This yielded plasmid pEGFP-

TEVx2-TIR1-NES-OMP25-IRES-mCherry-NES-AID-TEV-AI (CL1128,

figure 2.4).

2.1.4 HALO-IRR

HALO-IRR (Cl 1246, figure 2.5) was assembled by digesting Cl 1162

with AgeI and BglI and subjecting the open vector to Gibson assembly

with the PCR products of pHAT1-StrepII-HALO-HDR-donor (Cl1238)

with the primers P1379 and P1380.
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Figure 2.5: Map of plasmid CL1246, pHALO-TVMVx2-FRB-NES-

OMP25-IRES-mCherry-NES-FKBP-TVMV-AI.
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Figure 2.6: Map of plasmid CL1173, pH3.1-EGFP-TVMVx2-FRB-NES-

OMP25-IRES-mCherry-NES-FKBP-TVMV-AI.

2.1.5 Cargo-IRR

H3.1-IRR (Cl 1173, figure 2.6) was generated by digesting Cl 1162

with AgeI and subjecting it to Gibson assembly with the PCR products

of pH3.1-EGFP-HCVx2-FRB-OMP25 (Cl 1057) with the primers P1338

and P1341.

RPL11-IRR (Cl 1234, figure 2.7) was assembled by digesting Cl1162

with AgeI and subjecting it to Gibson assembly with the PCR products

from HeLa cell cDNA amplified with primers P1427 and P1428.

2.1.6 Circular permutation of ABI1

The structure of the PYL1-ABI1 dimer in complex with abscisic acid

was visualised using PyMol (Schrödinger) to identify a suitable location

for the new N and C-termini (R137 – N-terminus, G126 – C-terminus).

The circular permutation of ABI1 (CPABI1) was generated by PCR using
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Figure 2.7: Map of plasmid CL1234, pRPL11-EGFP-TVMVx2-FRB-

NES-OMP25-IRES-mCherry-NES-FKBP-TVMV-AI.
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125 136

430

Figure 2.8: Circular permutation of ABI1, CL 1257, pEGFP-HCVx2-

PYL-NES-OMP25-IRES-mCherry-NES-CPABI1-HCV-AI. Grey blocks

show the deleted base pair sequences of the ABI1 gene in its circularly

permutated version. The purple block shows the sequence transferred

from the N to the C-terminus of the protein. Purple arrow indicates the

transferred sequence’s new position within the gene.

the primers P1439 and P1440, and as a template a gel purified segment

of ABA-HCV containing solely the original ABI1 gene by digestion of

Cl 1126 with the enzymes EcoRI and XhoI. The first six amino acids of

the truncated ABI1 (S119-N434) were deleted and the following twelve

amino acids (S125-G136) were transferred to the 3’ end of the gene into

position 430 (figure 2.8). Finally, the end five amino acids (S430-N434)

were deleted to generate the final pEGFP-HCVx2-PYL-NES-OMP25-

IRES-mCherry-NES-CPABI1-HCV-AI (Cl 1257).

2.1.7 IRR combinatorial assembly

pEGFP-HCVx2-FRB-NES-OMP25-IRES-mCherry-NES-FKBP-HCV-

AI (Cl 1240, figure 2.9) was generated by sequentially swapping PYL1

and ABI1 in Cl 1126 by FKBP and FRB from Cl 1162 by using the

enzymes AscI and BamHI, and EcoRI and XhoI, respectively.

pEGFP-TVMVx2-PYL1-NES-OMP25-IRES-mCherry-NES-ABI1-TVMV-

AI (Cl 1241, figure 2.10) was generated by sequentially swapping FKBP
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Figure 2.9: Map of plasmid CL1240, pEGFP-HCVx2-FRB-NES-OMP25-

IRES-mCherry-NES-FKBP-HCV-AI.

and FRB in Cl 1162 by PYL1 and ABI1 from Cl1126 by using the en-

zymes AscI and BamHI, and EcoRI and XhoI, respectively.

pEGFP-HCVx2-ABI1-NES-OMP25-IRES-mCherry-NES-PYL1-HCV-

AI (Cl 1258, figure 2.11) was generated by ligating the AscI and BamHI

digested Cl 1126 and PCR products of Cl 1126 with the primers P1435

and P1436 also digested with AscI and BamHI. Followed by the ligation

of the previously generated plasmid digested with EcoRI and XhoI and

the PCR products of Cl 1126 with the primers P1437 and P1438 were

also digested with EcoRI and XhoI.

All plasmids were sequenced to ensure there were no mutations.
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Figure 2.10: Map of plasmid CL1241, pEGFP-TVMVx2-PYL1-NES-

OMP25-IRES-mCherry-NES-ABI1-TVMV-AI
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Figure 2.11: Map of plasmid CL1258, pEGFP-HCVx2-ABI1-NES-

OMP25-IRES-mCherry-NES-PYL1-HCV-AI
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2.2 Cell biology

2.2.1 Cell culture

All tissue culture steps were undertaken in a Labculture PLUS ESCO

Class II Biosafety Cabinet Tissue culture hood and incubation of the

cells took place at 37◦C and 5% CO2 with DMEM, high glucose, Glu-

taMAX medium with 10% fetal bovine serum (FBS) and 100U/ml peni-

cillin/streptomycin. The cells used throughout all work were Hela Kyoto

cells originally obtained from ATCC and maintained in the laboratory.

RAPID-release stable cells line was created by subsequent transfection of

each of the elements of RAPID-release into the cell line mentioned above

and incubated in the presence of puromycin (1µg/ml) for selection and

maintenance purposes.

2.2.2 Transfections

Transfections were carried out 48h prior to imaging using FuGENE

from PROMEGA according to protocols published by the supplier, us-

ing a 3:1 ratio of µl of reagent to µg of plasmid DNA. Transfections

were performed in 8-well µ-Slide chambers (ibidi) for direct use in imag-

ing. For transfection purposes cells were kept in DMEM, high glucose,

GlutaMAX medium with 10% fetal bovine serum (FBS) and 100U/ml

penicillin/streptomycin.

2.2.3 Cell synchronisation

Cells were synchronised using a double thymidine block. HeLa cells

were grown to approximately 25% confluency and treated with thymi-

dine at 2 mM concentration for 14h. After this period the medium was

removed and cells were washed with PBS. The medium was replaced

with fresh DMEM containing 24 µM deoxycytidine, and incubated for

9h. The medium was again removed, cells were washed with PBS, and

fresh DMEM medium was replaced. Thymidine was added to a final
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concentration of 2 mM , and cells incubated for 14h. After this period,

the medium was removed, cells were washed with PBS, and fresh DMEM

supplemented with 24 µM deoxycytidine was added.

This is in accordance with the protocol in Cell Cycle Synchroniza-

tion, chapter 10, Synchronization from Early S: Double Thymidine Block.

(Futcher 1999).

2.2.4 Immunostaining of γH2AX

Cells were exposed to zeocin at the concentration of 1000 µg/ml in

L-15 imaging medium for 1h and 4h. After this period cells were washed

with PBS and the medium was replaced with methanol at -20◦C and

cells were incubated at -20◦C overnight for fixation. Cells were then

washed with PBS and blocked with 5% BSA in TBST with 0.3% Triton

X-100 for 40 minutes. After this cells were washed with PBS and were

left incubating overnight with a 1:500 dilution of primary antibody (Cell

Signalling Technology, Phospho-Histone H2A.X (Ser139) (20E3) Rabbit

mAb #9718) with 1% BSA. The primary antibody solution was removed

and cells were washed with PBS. The secondary antibody solution (di-

lution 1:2000) with 1% BSA was added and cells were incubated for 1h

at room temperature. Cells were washed once more and mounted onto a

microscope slide using mounting resin. Imaging was performed using a

confocal spinning disc microscope as described in subsection 2.3.1.

2.2.5 Chromatin immunoprecipitation

DNA preparation

Approximately 3 million stably transfected HeLa cells expressing H3.1-

RAPID-release were seeded into a 10 cm culture dish and subjected to

synchronisation according to section 2.2.3 (except for asynchronous cell

ChIP). After a period of 1, 3, 5, or 7h (three repeats per time point) from

the last block lift, RAP was added to the cells for a final concentration

of 0.1 µM and cells were incubated until 8h after block release, at which
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point they were washed with PBS at 37◦C and fixed with 1% formalde-

hyde for 10 minutes in an orbital shaker. After this period, samples were

quenched with 2.5M glycine for 5 minutes and washed twice with PBS

containing protease inhibitors. PBS with protease inhibitors was added

to the fixed cells and these were scraped and transferred to a 15ml tube

for centrifugation (1000g, for 5 minutes at 4◦C) and the supernatant was

removed. Cells were resuspended in lysis buffer from the ChromoTek

GFP-Trap® Magnetic Agarose kit (gtma-20) and placed on ice for 30

minutes, being vigorously pipetted every 10 minutes and diluted with 0.3

ml of dilution buffer from the same kit with protease inhibitors. Lysates

were transferred to microcentrifuge tubes and sheared through sonica-

tion using a Bioruptor® by Diagenode for 3 cycles of 10 minutes with

on/off periods of 30 seconds. The resulting sheared samples were then

centrifuged at 20 000 g for 15 minutes and 4◦C, and supernatants were

collected.

DNA immunoprecipitation

GFP-Trap® Magnetic Agarose beads were resuspended by inverting

the tube, and 25 µl was transferred to microcentrifuge tubes and washed

with ice-cold dilution buffer before being separated with a magnet and

the supernatant discarded. The sheared DNA samples were added to

the beads and incubated with rotation for 1h at 4◦C. After this period,

beads were separated, the supernatants were discarded, and resuspended

in washing buffer. This process was repeated twice and the beads were

transferred to clean microcentrifuge tubes during the last wash. After

the supernatant was completely removed, acidic elution buffer was added

to the beads and these were constantly pipetted for 1 minute at room

temperature. Beads were then separated, supernatants were collected

and neutralised with neutralisation buffer, and the process repeated once

more. The collected supernatants were diluted with 50 µl of dilution

solution and RNAse was added, followed by a 45 minute incubation at

45 ◦C. After this, samples were incubated overnight at 65◦C. Proteinase
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K was added, and the samples were incubated for 1h at 60◦C. Finally,

samples were purified using a Monarch® PCR & DNA Cleanup Kit.

Sequencing and alignment

Fragment library preparation was performed by Novogene (Cambridge)

using an NEBNext® Ultra™ II DNA Library Prep Kit for Illumina®

(E7645, E7103) and sequencing was carried out through Illumina® High

Throughput Sequencing (PE150) with a depth of 30 Million paired reads

per sample. Mapping of the reads was performed against the //ftp.ensembl.

org/pub/release-82/gtf/homo sapiens/ reference Human genome using

the Burrows-Wheeler Alignment (BWA) Tool software (H. Li and Durbin

2009).

Data was visualised and aligned with existing replication domain

data (reference Int93773609 from Florida State University replication do-

main database) using Integrated Genomic Viewer (IGV, Broad Institute

and the Regents of the University of California) software and compared

with Hi-C data from the YEU lab (Northwestern University, reference

GM12878; Y. Wang et al. 2018).

2.3 Imaging

All imaging was performed with cells in Gibco™ Leibovitz’s L-15

Medium with 10% fetal bovine serum (FBS) and 100 U/ml penicillin/streptomycin.

2.3.1 Confocal microscopy

Confocal microscopy images presented in Chapter 3 were acquired

using a spinning disc confocal microscope using and UltraVIEW VoX

Live Cell Imaging System (Perkin Elmer) at 100X objective magnification

in an environmental chamber at 35◦C. The imaging volume of 10 µm and

the Z-spacing between images was 1 µm. The 488 nm laser was used at

4% power with an exposure time of 180 ms.

Images presented in Chapter 4 were acquired in the same microscope
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as above at 60X objective magnification. The imaging volume was 15

µm and the Z-spacing between images was 1 µm. The 488 nm laser was

used at 17.5% power with an exposure time of 180 ms, and the 561 nm

laser was used at 34% power with an exposure of 360 ms.

2.3.2 Lattice light sheet microscopy

Lattice light sheet microscopy was performed using the WarwickCAMDU-

operated lattice light sheet microscope in dithered mode with 62.5x mag-

nification. The set up operated an immersion lens into a L-15 media bath

at 37◦C where the sample sat on a 5mm glass cover-slip mounted onto a

medical grade steel holder using vacuum grease.

For long-term imaging, images were acquired every 30 seconds with

the 488 nm laser at minimum power. The imaging volume was 18 µm

and the exposure time was 35 ms. For short-term fast imaging, images

were acquired every second with the 488 nm at 3 % laser power. The

imaging volume was 13 µm and the exposure time was 5 ms.

2.4 Tethered cargo release procedures

2.4.1 EGFP-histone pulse for chromatin labelling

For confocal microscopy, RAPID-release stable cells were seeded into

an 8-well µ-Slide chamber (ibidi) for direct use in imaging and subjected

to a double thymidine block according to subsection 2.2.3. Five hours

post block removal, rapamycin was added to the well to a concentration

of 0.1 µM . The media in the µ-Slide was changed to L-15 3h after

the addition of rapamycin and cells were imaged with the parameters

specified in subsection 2.3.1.

For LLSM, RAPID-release stable cells were seeded into a 6-well plate

containing a 5mm glass cover-slip compatible with the LLSM sample

holder. They were subjected to a double thymidine block according to

subsection 2.2.3. Five hours post block removal, rapamycin was added
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to the well to a concentration of 0.1 µM . Three hours after the addition

of rapamycin the cover-slip was mounted onto the sample holder and

transferred to the L-15 bath mounted onto the LLSM at 37◦C for ther-

mal equilibration, imaging commenced 1h after that with the parameters

specified in subsection 2.3.2.

For DNA damage experiments in LLSM the protocol followed was the

same as above, except the L-15 medium bath contained 500 µg/ml or

1000 µg/ml of Zeocin, according to the required concentration.

2.4.2 Real-time cargo release

In the case of real-time cargo release by RAPID-release or IRR, cells

were transfected according to subsection 2.2.2 and imaged according to

subsection 2.3.1. Here, T=0s time-points were recorded prior to the

addition of rapamycin to the imaging medium. To commence the re-

lease, rapamycin was added to the cell media to a final concentration of

0.1 µM , and one minute later the image acquisition was initiated, im-

ages were captured every minute after this point for a duration of 20-30

minutes. For the abscisic acid-induced release, the same protocol was

followed except the final concentration of abscisic acid was 10 µM . For

the rapamycin-induced release events recorded in the presence of abscisic

acid, the latter was added 5 minutes prior to the addition of rapamycin,

the concentration of each of these was as previously described. For the

auxin-induced release the same protocol was followed except the final

concentration of auxin was 100 µM .

2.4.3 HALO-tagging

Ligand OregonGreen was added to imaging medium to a final con-

centration of 1 µM and incubated for 15 minutes. After this, cells were

washed with PBS and fresh L-15 medium. The medium was finally re-

placed by fresh L-15 prior to imaging. Cells were imaged according to

subsection 2.3.1.
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For cells exposed to rapamycin prior to ligand addition, this took

place 30 minutes before OregonGreen was introduced into the medium.

2.5 Data processing and analysis

Image processing was carried out using ImageJ (Schindelin et al.

2012). R was used for the statistical and graphical analysis of the ex-

tracted data.

2.5.1 RAPID-release and IRR kinetics analysis

Cell segmentation was performed manually with Z planes projected

with maximal pixel intensity, partitioning the cell into three compart-

ments: the nucleus, the cytoplasm, and the whole cell. Release from the

outer mitochondrial membrane (OMM) was characterised by the varia-

tion in standard deviation of pixel intensity of the whole cell segment.

2.5.2 Deskew and deconvolution

Deskewing of the images was performed using the SlideBook 6 deskew

tool with an angle of 57.2◦.

Deconvolution of the images was achieved through the application

of the Constraint Iterative (20 iterations) deconvolution tool also from

SlideBook 6. This tool applied a calculated point spread function (PSF)

without scaling to the original data pixel intensity range, in order to

prevent fluctuations of the absolute intensity of the labelled structures

between time-points.

2.5.3 Registration parameters

Registration was performed using the ImageJ plug-in Descriptor-

based series registration (Schindelin et al. 2012) with the parameters

detailed in table 2.1.
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Brightness of detections Interactive

Approximate size of detections Interactive

Type of detections Interactive

Subpixel localisation 3-dimensional quadratic fit

Transformation model Rigid(3D)

Regularize model Yes

Images are roughly aligned Yes

Number of neighbours for the descriptors 3

Redundancy for descriptor matching 2

Significance required for descriptor match 3

Allowed error for RANSAC 3

Global optimization All-to-all matching with range

Range for all-to-all matching 5

Image fusion Fuse and display

Interpolation Linear interpolation

Table 2.1: Parameters used in Descriptor-based series registration ImageJ

plug-in for image registration.
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2.5.4 Chromatin domain tracking parameters

Tracking was performed using ImageJ plug-in TrackMate (Tinevez et

al. 2017) with the parameters detailed in table 2.2 for long-term analysis

and the parameters in table 2.3 for short-term analysis.
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Estimated diameter 800nm

LOG detector Yes

LAP tracker Yes

Frame-to-frame linking:

Max distance 10 pixels

Track Feature penalties Mean intensity and estimated diameter

Track segment gap closing:

Max distance 10 pixels

Max frame gap 3 frames

Track segment splitting:

Max distance 4 pixels

Track segment merging:

Max distance 4 pixels

Track filters:

Track start filter Below 10

Duration of track filter Above 40

Table 2.2: Parameters used in TrackMate ImageJ plug-in for chromatin

domain tracking in long-term imaging.
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Estimated diameter 800nm

LOG detector Yes

LAP tracker Yes

Frame-to-frame linking:

Max distance 8 pixels

Track Feature penalties Mean intensity and estimated diameter

Track segment gap closing:

Max distance 8 pixels

Max frame gap 2 frames

Track segment splitting:

Max distance 4 pixels

Track segment merging:

Max distance 4 pixels

Track filters:

Track start filter Below 10

Duration of track filter Above 120

Table 2.3: Parameters used in TrackMate ImageJ plug-in for chromatin

domain tracking in short-term imaging.
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Chapter 3

Chromatin domain dynamics

Chromosomes of higher eukaryotes are subjected to hierarchical fold-

ing to constrain the genome to nuclear dimensions. Organising the

genome in such a manner leads to the appearance of structures of differ-

ent scales that influence both the architecture of the nucleus and gene

expression. Genome three-dimensional (3D) organisation has predomi-

nantly been studied through next generation sequencing methodologies,

and conclusions are often made from population averages, rather than

single cell data. Techniques that allow for imaging of single cells, such

as FISH, often rely on cell fixation processes. Information about struc-

tural traits of the genome can be extracted using these methods, but the

acquisition of information on the dynamics of the structures observed

is not possible. Live-cell imaging techniques have been used to probe

the kinetics of chromatin structures, however, these have been mostly

limited to one or two foci, integrated repetitive arrays, or have involved

indiscriminate labelling of bulk chromatin (Gasser 2002; Chambeyron et

al. 2005). It has remained challenging to image living cells during long

periods to extract direct information about the dynamics of chromatin

domain structures.

As the domain structure of the genome is mirrored by its replication

timing (Pope et al. 2014), I was able to use a recently developed tech-

nique, termed RAPID-release, where a short pulse of EGFP-labelled hi-

stones, during S-phase, is generated and incorporated into distinct chro-
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matin domains. As EGFP-labeled H3.1 has a slow turnover in human

chromatin (Kimura, Sugaya, and Cook 2002), and as tagged histones

are relatively inert compared with fluorescent nucleotides, they have the

potential to be used as location markers for extended periods of time.

I capitalised on this unique labelling ability to investigate the be-

haviour of chromatin domains in living cells across different time-scales.

This was achieved by tracking their positions, in absolute terms, as time

progressed. I started by employing fluorescence spinning disc confocal mi-

croscopy, however, the high laser power required by the technique caused

bleaching of the fluorophores early in the time series, and phototoxicity

problems were also observed. Therefore, I developed a different approach

that employed lattice light sheet microscopy, a technique that uses lower

laser power and, therefore, is less prone to causing flourophore bleaching

and phototoxic damage. I was able to extract the coordinates of each la-

belled chromatin domain at each time-point, and effectively reconstruct

the nucleus of single cells, and observe how their chromatin architecture

changed through time.

To explore the hypothesis laid out in section 1.4, I assessed how the

population of these structures behaved under standard conditions. I was

able to identify two different types of chromatin domains which I termed,

low mobility domains, and high mobility domains, depending on their

dynamics. I also looked to understand if perturbations to the integrity of

the genome could alter their dynamics. I triggered DNA damage in cells

by exposing them to Zeocin and observed a generalised increase in the

mobility of the labelled chromatin structures, suggesting DNA integrity

is related with the dynamics of chromatin.

3.1 Labelling chromatin domains

The replication of discrete parts of the genome take place indepen-

dently of each other and at different points of S-phase. These indepen-

dently replicating domains mirror the domain structures observed using
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Hi-C, and are generally referred to as Topologically Associated Domains

(TADs; Benjamin D. Pope and Gilbert, 2014). Due to this inherent

link between replication timing and the domain structure of genomes,

I hypothesized that, depending on the stage of S-phase, discrete TADs

could be labelled with a pulse of tagged histones. I posited that by only

labelling domains that are replicating within a limited time window, it

would be possible to tag these structures sparsely enough to allow obser-

vation without being hindered by an unmanageable number of labelled

genomic structures.

RAPID-release is a pulse-labelling technique developed by Apta-Smith,

Hernandez-Fernaud, and Bowman (2018) composed of two elements: (1)

a tether that anchors itself to the outer mitochondrial membrane (OMM),

composed of an anchor peptide, one half of a chemically-induced dimeri-

sation (CID) pair, a target site for a TVMV protease, EGFP as a fluores-

cent tag, cargo/protein of interest, and (2) a cytoplasm-soluble element

that is comprised of the other half of the CID pair, a TVMV protease to-

gether with its auto-inhibitory domain (AI), and a fluorescent tag. Upon

the addition of the trigger molecule (rapamycin, RAP), FKBP and FRB

dimerise, bringing into close proximity the TVMV protease and its cleav-

age site. Because the AI inhibits TVMV in a competitive manner, the

increase in local concentration of substrate (cleavage sites) dictates that,

when transiently uninhibited, the protease will be able to cleave its sub-

strate to release the fused protein of interest (figure 3.1).

To test whether EGFP-labelled histones followed a similar incorpo-

ration pattern to those of nucleotide analogs used in iPOND-like tech-

niques, I employed an asynchronous HeLa cell-line stably expressing the

RAPID-release constructs, having histone H3.1 as cargo. I expected to

observe different labelling patterns emerging across nuclei, as a conse-

quence of cells being in different points of the cell cycle when the pulse

took place.

Indeed, I observed cells that developed a homogeneous fluorescence

throughout the nucleus (figure 3.2, green arrows) whereas other cells in
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Figure 1- Orthogonal release systems
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Figure 2 - Dual colour, multi-pulse release
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Figure 3.1: Diagram of RAPID-release. Upon addition of rapamycin to

the media in which cells sit, the two components of the system dimerise,

bringing TVMV in close proximity to its target site. Cleavage of the

TVMV target releases EGFP-tagged histones that are quickly imported

into the nucleus. Figure provided by Dr Andrew Bowman (unpublished).

the population had nuclei with more granular appearances (figure 3.2,

white arrows). I postulated that the homogeneously fluorescent nuclei

were not in S-phase upon RAP addition, and so, histones were imported

into the nucleus but not incorporated into the genome. Conversely, I

attributed the granularity of cells to the incorporation of EGFP-labelled

histones into the chromatin fibre.
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Figure 3.2: Nuclear labelling patterns generated by RAPID-release. Dif-

ferent cells present different nuclear labelling patterns after RAPID-

release activation. Some are granular (white arrows), some are homo-

geneously fluorescent (green arrows). Scale bar, 10 µm.

3.1.1 Cell synchronisation for specific chromatin do-

main labelling

Upon analysis of the previously described data, it became clear that

it was possible to label different chromatin domains using this technique,

however, the patterns shown in figure 3.2 were not suitable for individual

domain tracking. The granularity observed was composed of domains

that were too numerous and that sat too close together to differentiate

and be efficiently tracked. Therefore, Isought to understand if there was a

particular window in the timing of S-phase where the employment of this

technique could label chromatin domains that were sparsely populated

enough, and of sufficiently large dimensions to be identified in isolation.

To achieve this, I subjected several populations of HeLa cells express-

ing RAPID-release to a double thymidine block. This procedure arrested

cells at the beginning of S-phase. After releasing the block, RAP was

added to the populations at different times to trigger the EGFP-labelled

histone pulse at different stages of S-phase.

The prevalence of granular nuclei was greatly increased in comparison

with their homogeneous counterparts, suggesting that more cells were

going through S-phase when RAP was added.

I also observed that cells subjected to RAP in early S-phase presented
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a granular appearance that was spread across the entirety of the nucleus,

much like the cells indicated with white arrows in figure 3.2. At later

stages, however, cells presented patterns where larger, more peripheral

domains appeared (figure 3.3, yellow arrows). This is consistent with

the literature in that small domains are located towards the centre of

the nucleus and are the first ones to be replicated in S-phase, and larger

heterochromatic domains replicate later in S-phase and are located in the

periphery of nuclei (Rhind and D. M. Gilbert 2013).

Through analysis of my data I estimated that the best time to gener-

ate a histone pulse would be 5 h after the onset of S-phase. This was for

two main reasons: (1) earlier pulses would label too many domains of too

small dimensions that would be impossible to track effectively, and (2) a

pulse generated later than 5 h post block lift would be too close to the

end of S-phase, or indeed fall outside it. In the latter case, cells showed a

small amount of peripheric replication that incorporated EGFP-labelled

histones, but where a significant part of the nucleus presented a homo-

geneous texture similar to that presented by cells out of S-phase (figure

3.3, blue arrows).

I performed all subsequent experiments in cells subjected to a double

thymidine block where RAP was added 5 h post block removal.

CHAPTER 3. CHROMATIN DOMAIN DYNAMICS 81



Investigating chromatin domain structures in living cells using histone
pulse-labelling approaches

+RAP 1h post-release

H
3.

1-
EG

FP

+RAP 3h post-release

+RAP 5h post-release

H
3.

1-
EG

FP

+RAP 7h post-release

Figure 3.3: S-phase pulse timing. Cells exposed to RAP at later stages

of S-phase present a greater number of large labelled domains and fewer

homogeneous nuclei are observed. Scale bar, 10 µm.
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3.1.2 Chromatin domains remain labelled across cell

divisions

Next, I looked to understand if the labelling achieved through RAPID-

release was stable enough for long-term imaging of these structures. I

assumed that this would be the case if two daughter cells maintained

similar nuclear labelling patters across, at least, one round of cell divi-

sion.

To test this, a population of RAPID-release transfected cells were

treated with RAP and diluted in suspension after 30 minutes. The cells

were seeded onto an imaging slide and incubated for 12h.

I postulated that thinly seeded cells would settle distantly from each

other, and if two cells were in close proximity they would likely be two

daughter cells that arose from the division of the same parent. If both

daughter cells presented the same nuclear pattern I could assume that

the structures were maintained across cell divisions, and therefore stable.

Cells that sat close together presented a similar nuclear labelling pat-

tern; while some pairs of cells presented homogeneously fluorescent nu-

clei, others had a chromatin labelling pattern similar to that generated

when RAP is added in late in S-phase. Interestingly, some cells remained

aggregated prior to settling. This allowed me to better compare and con-

firm the conservation across cell cycles, as evidenced by the second and

third panels in figure 3.4. This suggested that chromatin domain labelling

is stable enough for long-term imaging and analysis of the structures.

Besides assessing the potential ability to image chromatin domains in

the long-term, the fact that labelling patterns remained conserved across

cell divisions also suggested that these were functional chromatin struc-

tures whose replication timing was correlated with their architecture.
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Figure 3.4: Stability of replication domains. Daughter cells resulting

from a cell division retain a similar spacial genetic arrangement to each

other, suggesting the location of TADs is conserved after a round of cell

division. Arrows of the same colour indicate daughter cells resulting from

the same parent. Scale bar, 10 µm.

3.2 Labelled chromatin replication domains

mirror higher order genomic structures

To draw parallels between the observed domains labelled with EGFP

and how these correspond to chromatin at the genomic level, I performed

a series of chromatin immunoprecipitation and sequencing assays (ChIP-

seq). Here, I triggered histone release from the OMM at different intervals

post double thymidine block release (1h, 3h, 5h and 7h, in a way identical

to section 3.1.1), and precipitated and sequenced the DNA fragments

associated with EGFP to identify the structures.

Expectedly, the addition of RAP at 1 and 3h post block release led

to the labelling of early replicating chromatin (figures 3.5 and 3.6). The

differences between the enriched regions of 1h and 3h samples also il-

lustrate the progression and propagation of DNA replication along the

linear genome within the discrete replication domains, as the signal shifts

along the genome. The contrast in enrichment between 3 and 5h is stark,

suggesting that when RAP was added 5h post block release, late replicat-

ing chromatin was labelled instead. These regions were almost entirely

inversely complementary to those of earlier samples and the difference

between 5h and 3h was greater than that between 3h and 1h. These
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observation aligned with the Repli-seq data and the replication timing

of different regions of chromatin more widely. Indeed, late replicating

chromatin was almost exclusively labelled in 5h samples. Repli-seq is a

technique that allows for the identification of the timing of replication of

the different parts of the genome. It relies on the incorporation of BrdU

in nascent strands of newly replicated DNA, sorting of cells according

to their stage of the cell cycle, and immunoprecipitation of the labelled

DNA and its sequencing. Through this process it is possible to attribute

a replication timing to the different regions of the genome (R. Hansen

et al. 2010).

Interestingly, the patterns found in 7h samples was similar to that

found in asynchronous samples, suggesting that, at this stage, cells had

exited S-phase. This is because, if cells exit S-phase, few tagged histones

will be incorporated, resulting in few reads. Therefore, cells that escape

the double thymidine block will be the ones incorporating histones, pre-

senting a labelling pattern similar to that of asynchronous cells. These

data reinforced my assumption that in order to consistently label late

replicating chromatin, the pulse of histones should be performed at 5h

post block lift and that 7h is too late to label chromatin domains effec-

tively.

Different replication timing chromatin also broadly aligned with TAD

boundaries, further illustrating the replication timing regulation role of

these structures, and suggesting that the labelled structures observed are

in fact topologically associated domains, as has previously been observed

(Pope et al, 2014). This allowed me to confidently associate the dynamics

of the observed domains with that of TADs. Furthermore, the size of the

enriched late replicating domains (5h) presented sizes of approximately

1-4 Mb in size, which is consistent with the size of TADs previously

described, also shedding light on the size of the labelled structures in

base-pairs terms.
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Figure 3.5: ChIP-seq of labelled chromatin. Chromatin immunoprecipi-

tation of a region of chromosome 3 and its alignment to replication timing

(Int93773609, Florida State University Replication Domain Database)

and topologically associated domains (GM12878, YEU lab, Y. Wang

et al. 2018). Green portion of the plot in Genome replication timing

represents early replicating and red portion represents late replicating

chromatin. Darker blue represents regions of greater EGFP enrichment.

CHAPTER 3. CHROMATIN DOMAIN DYNAMICS 86



Investigating chromatin domain structures in living cells using histone
pulse-labelling approaches

Asynchronous 
cells

1h post block 
lift

3h post block 
lift

5h post block 
lift

7h post block 
lift

Genome 
replication 

timing

Contacts

Chr 1 165Mb 170Mb160Mb

Figure 3.6: ChIP-seq of labelled chromatin. Chromatin immunoprecipi-

tation of a region of chromosome 1 and its alignment to replication timing

(Int93773609, Florida State University Replication Domain Database)

and topologically associated domains (GM12878, YEU lab, Y. Wang

et al. 2018). Green portion of the plot in Genome replication timing

represents early replicating and red portion represents late replicating

chromatin. Darker blue represents regions of greater EGFP enrichment.
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3.3 Spinning disc confocal microscopy for

long-term imaging of chromatin domains

To study the spatiotemporal dynamics of the labelled chromatin do-

mains I started by imaging cells using a spinning disc confocal microscope

where a Z-stack would be produced for each 1 minute time point, for the

duration of two hours. I intended to reconstruct the nucleus in three-

dimensions at each time point. Comparing the position of domains in

three-dimensions (3D) would allow me to characterise their spatiotem-

poral dynamics, which could give insight into the way these structures

behave.

Using this approach I observed chromatin domains splitting into sev-

eral different structures and merging, once more, into a single domain

(figure 3.7). Even though preliminary and limited in scope, this sug-

gested RAPID-release and spinning disc confocal microscopy were tools

that could give insight into the behaviour of chromatin domains at these

time scales. However, when analysing data from later in the time-series I

observed that the labelled domains were suffering photo-bleaching. More-

over, nuclei were suffering deformations that started to manifest between

40 and 60 minutes, and that these exacerbated further as imaging pro-

gressed. Nuclei at the beginning of the time series presented an oblate

spheroid shape, sitting on the bottom of the slide and fitting comfortably

within the 10 µm cross-sectional imaging window, whereas towards the

end of the imaging period their shape had morphed into a sphere that

could no longer be observed in its entirety within the 10 µm Z-space

(figure 3.8).

I postulated that the photo-bleaching of EGFP stemmed from the

intensity of the laser, and relatively long exposure time used. I also at-

tributed the deformation of nuclei to photo-toxicity caused by the stated

imaging conditions. Therefore, this limited the use of spinning disc con-

focal microscopy to relatively short time periods.
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Figure 3.7: Examples of dynamic chromatin domains. In the time-span of

3 minutes one chromatin domain split into 3 different resolvable domains

and converged back into one single domain. Scale bar, 5 µm.
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Figure 3.8: Effect of extended imaging on cell structure using confocal

microscopy. Cells imaged for 2h under a spinning disc confocal micro-

scope suffered nuclear deformation, causing the nucleus to partially leave

the 10 µm-deep imaging window. Scale bar, 10 µm. Red line indicates

the bottom of the imaging well.
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3.4 Lattice light sheet microscopy as a method

for data acquisition

To avoid the problems described above, I employed lattice light sheet

microscopy (LLSM). Confocal microscopy operates by illuminating the

entirety of the sample and collecting images from a particular Z-plane at

one time, this means that to collect images from an n number of planes,

the entire sample (and consequently, every plane) must be illuminated n

times for every time point. Lattice light sheet microscopy, however, relies

on the sole illumination of the plane being captured, this means that at

each time-point, each imaging plane is illuminated once. Furthermore,

lattice light sheet microscopes require exposure times tens of times lower

than those of confocal microscopes for each capture, reducing even fur-

ther the exposure of a sample to laser. I expected that this significant

reduction in laser exposure would allow for long-term imaging of nuclei

without significant bleaching of fluorophores and nuclear deformation.

Indeed, I observed that photo-bleaching was reduced to lower levels,

and nuclear deformation no longer took place. Whereas spinning disc

confocal microscopy caused nuclear deformation after 40 minutes of laser

exposure, LLSM did not induce any changes to the nuclear integrity even

after 2h of imaging. In fact I was able to image cells for as long as 3h

without nuclei showing signs of swelling, allowing true long-term imaging

of cells (figure 3.9).

CHAPTER 3. CHROMATIN DOMAIN DYNAMICS 91



Investigating chromatin domain structures in living cells using histone
pulse-labelling approaches

Side view

H
3.

1-
EG

FP

t=0min t=20min t=40min

t=60min t=90min t=120min

Figure 3.9: Effect of extended imaging on cell structure using lattice

light sheet microscopy. Cells imaged for 2h in the lattice light sheet

microscope do not suffer nuclear deformation, and photo-bleaching is

significantly reduced. Scale bar, 5 µm. Red line indicates the bottom of

the imaging well.
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3.4.1 Exploring parameters of LLSM for chromatin

domain imaging

Due to the reduced bleaching and photo-toxicity, it was possible to in-

crease the temporal resolution and resolution in the Z-axis in my images.

I attempted an array of different combinations of imaging parameters in

several iterations (table 3.1) to try to optimise data collection.

I was able to increase temporal resolution from 1 minute to 30 seconds,

and resolution in the Z-axis was increased 10 fold, from 1 µm to 100 nm.

Because the objective is tilted at an angle of 57.2 degrees, a movement

of 0.3 µm translates into an effective movement of 0.1 µm in the Z-axis.

Furthermore, I increased the imaging window from 10 µm to 18 µm in

case events such as mitosis, that lead to a change in cell dimensions, took

place, so it would be possible to observe them in their entirety (table 3.2).

An important difference betIen confocal microscopy and LLSM, how-

ever, is the necessity for thermal equilibration of the sample and its

holder prior to imaging. I observed that under certain circumstances,

when imaging for longer than 30 minutes, the sample lost focus by drift-

ing out of its focal plane. I postulated that this was due to the thermal

expansion of the sample holder when inserted into the imaging chamber.

The holder is made of surgical grade steel and suffers an increase in tem-

perature from 20 degrees to 37 when inserted in the LLSM. This was

not a phenomenon that had to be taken into consideration when imaging

with the confocal microscope.

This issue was solved by allowing the sample to sit on its holder in

the imaging chamber for 1h prior to the start of image acquisition. This

period was sufficient to increase the holder’s temperature to 37 degrees

and eliminate drift, as it is possible to observe in figure 3.10.

The different iterations of imaging parameters and the thermal equi-

libration of the sample holder are a good illustration of the optimisation

process that took place for the employment of LLSM in my research.

This was especially important because this technique had never been

employed at these time-scales until this point.
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Figure 3.10: Effect of sample holder’s thermal expansion on extended

LLSM imaging. Thermal expansion of the sample holder generates drift

from the focal plane that leads to a loss of focus, and therefore, renders

the images collected after 20 minutes inadequate for domain dynamics

analysis. A, Cell imaged without thermal equilibration prior to time-

series capture. B, Cell imaged after thermal equilibration prior to time-

series capture. Scale bar, 10 µm.

Parameters First attempt Second attempt Final parameters

Laser power 1% minimum minimum

Number of planes 130 130 180

Exposure time (ms) 35 35 35

Step size (Z-axis, µ m) 0.5 0.3 0.3

Time-step (s) 60 30 30

Max. imaging time (h) 3 3 3

Table 3.1: Parameters attempted for long-term imaging of cells to in-

crease the volume of data acquired whilst reducing bleaching and im-

proving temporal resolution.
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Parameters Confocal LLSM

Laser power 4% minimum

Imaging window 10 µm 18 µm

Exposure time 180ms 35ms

Z-axis resolution 1 µm 0.1 µm

Temporal resolution 60s 30s

Table 3.2: Comparison between the parameters and capabilities of spin-

ning disc confocal microscopy and those of LLSM.

3.4.2 Processing of LLSM data post-acquisition

Data deskew

The first step in processing LLSM data is to deskew each stack of

images corresponding to each of the recorded time-points. Because the

objective lens sits at a 57.2 degree angle from the horizontal plane, each

plane in the Z-axis must be adapted, otherwise, when compiling a 3D

image, these would manifest an angled skew of the same order. To deskew

a Z-stack, images are shifted in accordance to the lens angle, and returned

to a format that is faithful to the sample’s true spatial characteristics.

Image deconvolution

From the deskewed data set I looked to increase the sharpness of the

image, ensuring that the structures in which I was interested could be

more easily discerned from the background and between themselves. This

process relies on a calculated point spread function (PSF) generated by

Slidebook, to infer the parts of the image that were the result of light

diffraction, and which parts of the image correspond to actual cellular

structures. This technique lead to the generation of sharper images where

the labelled structures could easily be resolved from the background, but

more importantly, this step made possible to resolve structures that sat

close to each other and that would not be able to be resolved otherwise

(figure 3.11).
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H3.1-EGFP

A

B

Figure 3.11: Deconvolution of acquired images. Deconvolved images

present lower background than their non-deconvolved counterparts. Fur-

thermore, chromatin domains are better resolved and, therefore, easier

to identify in the nuclear space after the deconvolution process is ap-

plied. The yellow line indicates the plane whose profile is depicted in the

right-hand side graphs. Scale bar, 10 µm.
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Figure 3.12: Registration of LLSM time series. Data sets that are pro-

cessed through descriptor-based series registration present a static nu-

cleus frame-by-frame, instead of a global drift of the organelle throughout

the time series. A, Time-series before image registration. B, Time-series

after image registration. The yellows line represents the place where the

nucleus sat at t = 0. Scale bar, 5 µm.

Image registration

The final step in processing LLSM data was the removal of drift gener-

ated by cellular movement. Tracking the coordinates of structures within

the nucleus without taking into consideration this movement would lead

to skewed dynamics. To eliminate the movement of the nucleus, I em-

ployed the descriptor-based series registration plug-in for ImageJ (Schin-

delin et al. 2012) to maintain the nucleus static in relation to its sur-

roundings, eliminating that component from the dynamics of chromatin

domains. The software works by generating a rigid model of the nucleus

at each time-point and then aligning them all. Because the model used

is rigid, this dictates that the nucleus is not distorted in order to align

images across time points, but only repositioned in three dimensions to

achieve this goal (figure 3.12).
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Domain tracking

The final goal of acquiring and processing the data was to identify

the labelled chromatin domains and track them through time, in order to

extract information about their dynamics (figure 3.13). To achieve this

I employed TrackMate (Tinevez et al. 2017).

Its output consists of the spatial coordinates of each domain at each

point of the time-series, allowing for the analysis of the movement of

each structure through time. It also allows the identification of split and

merge events analogous to those observed in section 3.3, figure 3.7.

The identification of each domain is dependent on its dimensions, and

to identify and link two domains as part of the same track it uses a cost

matrix, where domains at subsequent time-steps are associated to the

same track. Linking happens between the domains that present the low-

est cost in the matrix. This cost is primarily dependent on the distance

between the two in subsequent time-points where greater distances yield

higher linking costs. Further to this, it is possible to confer extra costs to

the linking of domains, depending on characteristics other than distance,

for example, mean intensity of domains and estimated diameter, allowing

for more faithful linking throughout the time-series.
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Figure 3.13: Track generation using TrackMate. Green dots represent

the location of the centre of mass of domain at time = t, the coloured

lines indicate the path each domain has explored throughout the entirety

of the time-series. Due to imaging at an angle, some of the domain tracks

appear outside of the representative slices shown. Scale bar, 10 µm.
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3.5 Characterisation of the dynamics of chro-

matin domains

3.5.1 Spatial distribution of domains within the nu-

cleus

To quantify the spatial distribution of chromatin domains I calculated

the distance between each domain and the closest point of the nuclear

periphery. I defined the nuclear periphery by generating a convex hull of

the cloud of points, comprised of all the labelled chromatin domains that

existed within the nucleus. A convex hull is the smallest convex volume

that contains all points in a cloud. It generates a series of triangles using

the outer most points, such that the volume of this envelope is minimised

whilst containing all points. The convex hull for each cell was formed

of approximately 60-70 points (domains) and was generated from their

coordinates at T = 0, and remained static throughout the time-series to

allow the domains that were part of its generation to migrate in relation

to it (figure 3.14). I employed this technique due to the high number of

domains that sit at the very edge of nuclei. My observations showed that

a great number of these domains did not move in relation to the nuclear

envelope, which allowed for the calculation of convex hulls that were a

good approximation to the location of the nuclear envelope. The lack of

mobility in peripheral domains may also imply that many of the labelled

domains could have a physical association with the nuclear lamina itself.

My data showed that the average of median location of the labelled

chromatin domains across all time points was within 100 nm of the pe-

riphery of the nucleus ( 33 nm long-term and 43 nm short-term imaging,

figure 3.15). This was consistent with what I observed in the images col-

lected both in my preliminary data (figure 3.1) and the 3D images of

nuclei. It was also possible to observe that at distances greater than 300

nm the number of domains was kept low but constant, suggesting that,

even though late replicating domains generally sat in the periphery of the
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Figure 3.14: Convex hull generation. The convex hull connects the outer-

most points of a cloud and generates a convex polygon that resembles

the nucleus. The first three tiles show the application of a convex hull

to a long-term imaged cell, displayed according to all three dimensions.

Bottom-right tile shows an illustrative 3D convex hull (adapted from

plotting - Convex hull in 3D - Mathematica Stack Exchange 2021).
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Figure 3.15: Median distance of chromatin domains to the periphery

of the nucleus. A, Long-term imaging, 30 seconds time-step, 1h time-

course. B, Short-term imaging, 1 second time-step, 3 minutes and 20

seconds time-course.

nucleus, some were located in the centre (figure 3.15). Central domains

often associated with nucleoli, appearing to be anchored to these struc-

tures, however, some did not seem to be associated with any discernable

nuclear structures (figures 3.3 and 3.11).

3.5.2 Splitting and merging events

One of the first dynamic events witnessed in my preliminary data was

chromatin domains coalescing together and moving apart (figure 3.7). I

looked to confirm that these events could be observed using LLSM. I

found that they were still observable using this method, as evidenced in

figure 3.16. I also intended to confirm that TrackMate could record them
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faithfully. Through manual curation, I observed that these events were

recorded by the software as merging and splitting events of the tracks it

attributed to each chromatin domain.

Long timescales

When imaging cells for 1h and with a time-step of 30 seconds (long-

term imaging) I observed that the majority of tracks (76.6%) did not

present splitting or merging events, 13% exhibited both, 5.4% exhibited

only splitting events, and 5% of tracks exhibited only merging events (fig-

ure 3.17 A). Of the tracks that presented this behaviour, approximately

half only experienced it once. Tracks that split or merge multiple times

became increasingly less frequent as the number of splits and merges

mounted (figure 3.17 C). I also observed that tracks tendentiously split

and merged a similar number of times e.g. if a track presents 3 merging

events, it is likely that it will also present 3 splitting events. However,

some merging events stemmed for the convergence of more than two

tracks more often than the splitting of one track gave rose to several do-

mains (figure 3.17 B). This asymmetry can be illustrated by the fact that

within the universe of tracks that exhibited this behaviour, the average

number of merging events was 1.63, and in the case of splitting events, it

was 1.56, suggesting that in general there were more associating tracks

than splitting ones.
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EGFP-H3.1

t=34.5min t=36min

t=37.5min t=39min

Figure 3.16: Chromatin domain coalescence and divergence. The track

contains two distinct domains until t = 37.5mins, upon which they

merge. After that event, the track splits into two different domains once

again. The location of the detected domains is denoted by the green

circles. Magenta circle denotes a labelled domain located outside the

current plane. Scale bar, 5 µm.
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Figure 3.17: Splitting and merging events on long imaging time-scales.

A, Proportions of chromatin domains that experience none, both, only

splitting, or only merging events. B, Relationship between number of

splitting and merging events. Magenta denotes a high percentage of split

events of y magnitude for tracks that presented x number of merge events,

and cyan denotes the contrary. C, Frequency of the number of splitting

and merging events within the population of chromatin domains that

experience this phenomenon.
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Short timescales

When imaging cells for 3 minutes and 20 seconds and with a time-

step of 1 second (short-term imaging) I observed that the majority of

tracks (81.3%) did not present splitting or merging events, 14% exhibited

both, 2.8% exhibited only splitting events, and 1.9% of tracks exhibited

only merging events (figure 3.18 B). Of the tracks that presented this

behaviour, it was more common for it to happen only once, with more

events become increasingly rarer. However, splitting/merging tracks were

proportionally less frequent than what was observed in long-term imaging

(figure 3.18 A). On the other hand, the average number of splitting and

merging events per track was greater in this case, increasing from 1.63

to 2.09 for merging and from 1.56 to 2.04 for splitting events (when

comparing long and short-term imaging). As before, I also observed that

tracks tendentiously split and merge a similar number of times, however,

towards higher numbers of events the linear correlation between the two

started to change, becoming less predictable (figure 3.17 C).
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Figure 3.18: Splitting and merging events on short imaging time-scales.

A, Proportions of chromatin domains that experience none, both, only

splitting, or only merging events. B, Relationship between number of

splitting and merging events. Magenta denotes a high percentage of split

events of y magnitude for tracks that presented x number of merge events,

and cyan denotes the contrary. C, Frequency of the number of splitting

and merging events within the population of chromatin domains that

experience this phenomenon.
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3.5.3 Dynamics - Velocity, track length, and maxi-

mum displacement

To characterise the dynamics of chromatin domains I extracted in-

formation about their (1) average velocity across all time-steps, (2) the

length of their tracks (defined as the sum of the distances between all

consecutive time points), and (3) the maximum displacement, defined as

distance between the two points of a track that sit farthest apart.

I observed that on long-term imaged domains, the mean average

velocity was 0.231 µm/min, the average track length was 11.455 µm,

and the average maximum displacement was 0.791 µm (figure 3.19).

On short-term imaged domains the average mean velocity was 4.180

µm/min, the average track length was 13.030 µm, and the average max-

imum displacement was 0.507 µm (figure 3.20).

It was interesting to note that short-term imaged domains seemed to

present higher levels of mobility than expected. They had higher veloci-

ties, greater track lengths and a higher than expected maximum displace-

ment. I anticipated the opposite, since they were imaged for a fraction

of the time of their long-term imaged counterparts (3 minutes and 20

seconds versus 1h). I believe that this discrepancy can be attributed to

the higher sampling speed that short-term imaged domains experience,

this attributed a more significant component of thermal noise to the cal-

culated speed and track length. As short-termed imaged domains were

imaged 60 times per minute, their position was recorded at the same

rate, therefore, any displacement caused by thermal noise would be also

recorded 60 times per minute. In the end, the accumulation of shorter

movements equates to a high calculated track length. On the other hand,

long-term imaged domains were sampled twice per minute, having the

movement attributed to thermal noise only sampled as many times, as a

consequence, the thermal component of calculated movement of the do-

mains is less significant. This means, short-term and long-term sampling

provide information about two distinct types of movement, the former

informs on very short term fluctuations in position, whereas the latter
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provides insight into how chromatin domains behave in long time-scales.

I also observed that all three metrics presented a positively skewed

distribution, suggesting that even though the great majority of domains

behaved similarly to each other, there were those that fell outside the

expected range. Therefore, I assumed that there were two distinct pop-

ulations of dynamic domains, one whose maximum displacement seemed

to approximately fit a normal distribution, and another whose maxi-

mum displacements caused the skew in the distribution. Tracks above a

maximum displacement threshold of 1.2 µm for long-term, and 0.8 µm

for short-term imaged domains (approximately double the value at which

the probability density is maximum) were termed High Mobility Domains

(HMDs), and in contrast, those falling below the threshold were termed

Low Mobility Domains (LMDs), and some randomly selected tracks of

HMDs and LMDs were manually analysed (see section 3.5.4 and figures

3.24 and 3.25 for further analysis).
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Figure 3.19: Velocity, track length and maximum displacement of chro-

matin domains in long-term imaged cells. Domains that present maxi-

mum displacements lower than 1.2 µm are termed Low Mobility Domains

(LMDs), and domains that present maximum displacements greater than

that threshold are termed High Mobility Domains (HMDs).
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Figure 3.20: Velocity, track length and maximum displacement of chro-

matin domains in short-term imaged cells. Domains that present maxi-

mum displacements lower than 0.8 µm are termed Low Mobility Domains

(LMDs), and domains that present maximum displacements greater than

that threshold are termed High Mobility Domains (HMDs).
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3.5.4 High mobility and low mobility chromatin do-

mains

Location of the different populations

My first approach was to establish a relationship between the location

of chromatin domains (in relation to the nuclear periphery) and their

maximum displacement. I expected that if phenomena like anchoring to

the lamina were taking place, domains would be more likely to present

low mobility if peripherally located, conversely, domains sitting more

internally would be tendentiously more mobile.

My data shows that the majority of chromatin domains labelled

through our method sat peripherally within the nuclear space. This was

to be expected taking into consideration that these are late replicating do-

mains (figures 3.21 and 3.22). My data also showed that both LMDs and

HMDs manifested themselves throughout the nucleus, however, LMDs

were present in far greater numbers towards the periphery, translating

into a lower median maximum displacement around this region. The me-

dian maximum displacement increased in locations not adjacent to the

nuclear lamina, as HMDs became more abundant in relation to LMDs.

This was especially clear in long-term imaged cells (figure 3.21). For ex-

ample, the mean maximum displacement of domains located within 0.5

µm of the lamina was 0.67 µm, whereas this number was 0.85 and 0.83 µm

for domains located between 0.5 and 1, and 1 and 1.5 µm, respectively,

and broadly increasing thereafter. This suggests that the characteristic

low mobility of LMDs may be the result of physical restraints that take

place at peripheral locations, and that, at internal parts of the nucleus,

these restrains are not as significant.

When imaging cells in the short-term, it was possible to observe that

the distribution of chromatin domains presented a similar pattern to that

of long-term-imaged cells, where the great majority of domains located to

the periphery. In this case, however, a clear difference in mean maximum

displacement between domains located adjacent to the nucleus, and in-
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ternal domains had not yet developed. Domains located within 0.5 µm of

the lamina had a maximum displacement of 0.44 µm, whereas this num-

ber was 0.47 and 0.46 µm for domains located between 0.5 and 1, and

1 and 1.5 µm, respectively (figure 3.22). This suggests that the effect of

restraints on the movement of chromatin domains is not yet observable

at this timescale since the median maximum displacement of domains

was similar regardless of distance to the periphery. It also suggests that

maximum displacements in the interior of the nucleus that exceed those

seen in the periphery requires greater timescales, possibly in the 10s of

minutes.
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Figure 3.21: Relationship between distance to nuclear periphery and

maximum displacement in long-term-imaged cells. Each box plotted

encompasses an interval of 0.5 µm in distance from the nuclear periphery.
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Figure 3.22: Relationship between distance to nuclear periphery and

maximum displacement in short-term-imaged cells. Each box plotted

encompasses an interval of 0.5 µm in distance from the nuclear periphery.
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Examples of individual domain dynamics

For a more detailed analysis of LMDs and HMDs I looked at the

tracks of 3 LMDs and 8 HMDs chosen at random in order to observe

how the behaviour of the two populations differed. I observed that LMDs

(a, b, and c in figure 3.24) remained in place and that their movement

was limited to a space of approximately 300 nm in diameter after 1h

of imaging (long-term imaging). Conversely, HMDs (d to k in figure

3.24) presented track lengths greater than 20 µm. The movements that

HMDs experienced, although different in appearance, presented recurring

patterns that were of interest.

It was common to observe domains moving in a particular direction

over several minutes intercalated with periods of no significant move-

ment (d and e), similarly, other domains such as i appeared static before

rapidly changing locations and returning to a static state. I termed this

type of movement an A-B movement since the domain moved from A to

B, even if it experienced static periods. I observed domains that moved

in a particular direction followed by periods of backtracking along the

same route (f and g), I termed this an A-B-A movement. Some domains

moved in a pattern which I described as A-B-C movement, where these

would adopt discrete directions that changed multiple times (h and j).

Finally, some HMDs presented motions similar to those of LMDs where

there was not a discernable directionality to their movement, but explor-

ing volumes with greater diameter, which I termed A movements. These

observations suggest that HMDs are chromatin domains that experience

forces that change their location over time, except for those domains like

k, which seem to not have the same level of constraint as LMDs but also

did not experience forces similar to those of other HMDs that actively

alter their location.

I observed similar patterns on short-term-imaged cells (figure 3.25),

although with lower maximum displacements. LMDs remained relatively

static and no discernable difference was observed when compared to long-

term imaged domains (domains a, b and c). The enhanced temporal
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resolution also allowed me to observe the movement patterns of HMDs

in greater detail. Domains e, g, and h are a good example of A-B move-

ments, whereas i represents A movements. Backtracking (A-B-A move-

ments) can be observed in domain k, and domains d, f, and j are good

examples of A-B-C movement. These further support my observations

above.

I looked to extract the mean squared displacement (MSD) of the en-

tire population of domains, and that of the example domains. I assumed

that the movement of domains could not be attributed to free diffusion

since they are tethered by their position in the chromosome. However,

I extracted this metric for several reasons: (1) to quantify the degree

of restraint of chromatin domains in vivo, (2) to investigate how the

movement of individual domains compares to the average, and (3) to

investigate the dynamic phenomena observed on the HMDs.

The average MSD of the population of both the long-term and short-

term imaged domains indicated that their movement was subdiffusive as

predicted, the MSD curve tended towards a plateau as the calculation

time step increased. The MSD of long-term imaged domains reached

values greater than 0.2 µm2 (figure 3.23 A) and short-termed imaged

domains did not exceed 0.1 µm2 (figure 3.23 B).

My data also showed that the MSD of the example long-term imaged

LMDs selected remained low throughout the 1h time-course, not exceed-

ing 0.1 µm2 (a, b, and c of figure 3.24). I observed a similar pattern

in the short-term imaged domains (figure 3.25) where LMDs presented

MSD values of around half those of the population. This further suggests

that LMDs face restraints to their movement as previously postulated.

LMDs MSD values contrasted greatly with those observed on HMDs,

where the MSD reached values greater than 3 µm2 and 1 µm2, for long

and short-term imaging, respectively. It was also possible to observe the

resulting MSD associated with the different movement patters of HMDs.

Domains that present A-B movements showed increases in MSD that cor-
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Figure 3.23: Chromatin domain MSD of long and short-term imaged

cell populations. A, Example of domains and tracks identified in a nu-

cleus imaged long-term, and the average MSD of the all chromatin do-

mains analysed. B, Example of domains and tracks identified in a nucleus

imaged short-term, and the average MSD of the all chromatin domains

analysed. Scale bars, 10 µm. C, Profiles of the variation in MSD of a

particle as a function of the type of the diffusion to which it is subject.
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responded to the dynamic portion of the track, often displaying superdif-

fusion in these intervals, whereas plateaus in MSD could be seen when

domains remained stationary, returning the movement to subdiffusion (d,

e, and i, figure 3.24). When domains exhibited A-B-A movements, the

MSD decreased during the periods where there was a reversal of direction,

this was especially observable in f where the backtracking behaviour was

more pronounced. However, this also took place when domains moved

towards locations that were nearer to their initial position, even if this

was not done along the path already explored, as evidenced in h and j

(A-B-C movement). Interestingly, the MSD of domain k approximately

followed that of the population average (A movement).

When analysing the MSD of short-term imaged domains (figure 3.25)

I found a similar correlation between these movement patterns and changes

in MSD. The observation that HMDs had a markedly greater MSD than

the population average suggests that the movements of HMDs were likely

to be a consequence of events in the nucleus that applied forces to these

structures, and that their movement was a mixture of directed motion

and confined diffusion. Conversely, the movement pattern of LMDs

seemed to stem form physical constraints to the domains. Domains

such as k (figure 3.24), however, seemed to sit somewhere in the middle,

where there were constraints in place that prevented it from diffusing

freely, however, not to the same degree observed in LMDs, but no forces

seemed to be acting on them to generate movement in any particular

direction.

I was also interested in investigating if HMDs had a preferred direction

of travel in relation to the nuclear edge, i.e., if there is a clear preference

between travelling parallel or perpendicular to the nuclear lamina. To

achieve this I calculated the distance between the domains in figures 3.24

and 3.25, and the convex hull of the nuclei to which they belonged. I did

this at each time-point, and plotted their progression, together with the

total displacement between each successive time-point.
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Figure 3.24: Dynamics of individual LMDs and HMDs, long-term imag-

ing. Left side column displays the tracks of the randomly selected chro-

matin domains (magenta). Scale bar, 1 µm. Magenta circles represents

position at t = 0, and green represents domains outside the visible plane.

Middle column displays the mean squared displacement of the entire

population of chromatin domains in red and that of the corresponding

individual domains in magenta. Right side column displays the distance

to the convex hull/nuclear edge (black) and displacement of the same

domain between each consecutive time-point (red). LMDs: a, b and c.

HMDs: movement type A-B, d, e, i; A-B-A, f, g; A-B-C, h, j; A, k.
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Figure 3.25: Dynamics of individual LMDs and HMDs, short-term imag-

ing. Left side column displays the tracks of the randomly selected chro-

matin domains (magenta). Scale bar, 1 µm. Magenta circles represents

position at t = 0, and green represents domains outside the visible plane.

Middle column displays the mean squared displacement of the entire

population of chromatin domains in red and that of the corresponding

individual domains in magenta. Right side column displays the distance

to the convex hull/nuclear edge (black) and displacement of the same

domain between each consecutive time-point (red). LMDs: a, b and c.

HMDs: movement type A-B, e, g, h; A-B-A, k; A-B-C, d, f, j; A, i.
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I observed that 5 out of the 6 LMDs were located adjacent to the

nuclear edge (a, b, and c, figure 3.24, and b, and c, figure 3.25), whereas

the 6th LMD was located approximately 2 µm away from the periphery

and towards the centre of the nucleus (a, figure 3.25). As expected,

their position did not change significantly throughout the time-series,

therefore, nor did their distance to the nuclear edge.

Of the 8 HMDs imaged over 1h, only one was located adjacent to the

nuclear periphery and remained there for the duration of the time-course,

suggesting its movement was entirely parallel to the lamina (f, figure

3.24). Other domains such as d, e, g, and to a certain extent k, even

though not adjacent to the lamina, presented movements mostly parallel

to the nuclear edge as well. However, h, i, and j displayed significant

movement that was directed to or from the periphery. Indeed, domain

i reached the periphery and moved away from it once more, whereas j

reached the edge of the nucleus at time-step 70 and remained at that

location for the remainder of the time-course. Of the 8 HMDs imaged

short-term (figure 3.25), 3 were located adjacent to the nuclear edge, d,

h, and j, remaining there for the duration of the time-course. Domain

k was also located in close proximity to the lamina but not adjacent to

it, it did, however, move towards the periphery during the 3 minutes

and 20 seconds of imaging. Domains e and i also moved towards the

periphery during the time-course. On the other hand, domains f and

g moved mostly parallel to the lamina. Taking into consideration the

different time-course lengths between the two imaging conditions I did

not expect to see fluctuations in distance to the nuclear edge of the same

order in short-term than on long-term imaging, however, it was useful to

observe how the HMDs’ position changed second-by-second in order to

fill the gaps between the 30-second time-steps of long-term imaging.

My data suggests that there is not a clear preference in the direction

of travel for HMDs in relation to the nuclear edge. These can indeed

shuttle between the periphery and more central regions of the nucleus

but this does not seem to constitute a trend. The same is true regarding
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travelling in a plane parallel to the nuclear edge.

3.6 The impact of DNA damage on chro-

matin dynamics

The nucleus is a dynamic organelle that responds to a variety of

stimuli. Its architecture can change drastically depending on the stage

of the cell cycle, transcription patterns, and in response to DNA dam-

age (Schneider and Grosschedl 2007). Therefore, after characterising the

dynamics of chromatin domains in section 3.5 I looked to introduce per-

turbations to cells and assess their impact on nuclear dynamics.

It was interesting to me that only a small proportion of chromatin do-

mains were highly mobile, furthermore, my observations of HMDs move-

ment patterns and MSD suggested that forces were being applied to

chromatin domains that led to their translocation. Recent theories have

suggested that in order to repair double strand breaks through homolo-

gous directed repair, the damaged sites must be sequestered out of the

heterochromatic compartments to which they belong in order to prevent

deleterious chromosome crossovers (Tsouroula et al. 2016). I intended to

investigate if the movements of the few HMDs observed above could be

related to this phenomenon, and if it were not only the DSB sites that

were removed from the compartment, but the whole TAD.

I induced DNA damage to cells by exposing them to zeocin, a bleomycin

family glycopeptide antibiotic that generates DNA damage, both single

stranded and double strand breaks, by intercalating into DNA (Chankova

et al. 2007). Double strand breaks trigger the homologous recombination

repair pathway (Wright, S. S. Shah, and Heyer 2018). I expected to ob-

serve significant dynamic events that could be associated with this type

of repair as well as other phenomena that this perturbation could cause

in order to draw conclusions and better understand dynamic chromatin.

Through this process I observed significant changes to the way chro-

matin domains move. The addition of zeocin had an impact on the split-
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ting and merging events, the velocity of the domains, their maximum

displacement, and mean squared displacement.

3.6.1 Zeocin induces DNA damage

To trigger DNA damage I exposed cells to 1000 µg/ml of zeocin in

imaging media for 1 and 4 hours. γH2AX is the phosphorylated form of

histone H2AX (on serine 139), a protein from the histone H2A family,

which enriches in sites of double strand breaks. Therefore, I used it as a

marker to confirm the induction of DSBs (Scully and A. Xie 2013).

Cells that were exposed to zeocin presented γH2AX foci that were

more numerous and of greater intensity. This took place in cells that had

been exposed for both 1h and 4h, suggesting that the zeocin treatment

triggered a significant amount of double-strand breaks throughout the

nucleus and that DNA damage had been triggered in cells imaged after

zeocin exposure (figure 3.26).

Whilst the majority of γH2AX did not co-localise with H3.1-EGFP la-

belled domains, a number of them presented an overlap with the γH2AX

signal. This was both in the position and in the dimensions of the do-

main, suggesting that γH2AX propagation on DNA may be curtailed by

the same factors that bind replication domains (figure 3.26, yellow and

white arrows).
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Figure 3.26: DNA damage by Zeocin. Yellow and white arrows indicate

the co-localisation of H3.1-EGFP and γH2AX foci. Scale bar, 10 µm.

EGFP channel in yellow and RFP in magenta.
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3.6.2 Effect of DNA damage on the spatial distri-

bution of domains within the nucleus

First, I looked at the impact of DNA damage on the distribution of

domains across the nuclear volume using the nuclear periphery as a refer-

ence point. I observed that in long-term imaged cells, the average median

distance to the periphery had changed from 33.1 nm to 30.1 and 35.4

nm, when cells were exposed to 500 and 1000 µg/ml of zeocin, respec-

tively. Despite this, differences were not significant according to a t-test

(p=0.227, and 0.352, respectively), suggesting that at these time-scales

DNA damage does not induce significant changes on the distribution of

the labelled domains withing the nucleus (figure 3.27 A).

When analysing short-term imaged cells I observed that the average

median distance to the periphery had changed from 42.8 nm to 49.6 and

38.1 nm when treated with 500 and 1000 µg/ml zeocin, respectively.

In this instance, the differences were statistically significant between 0

µg/ml and the 500 µg/ml zeocin treatment (p=0.0291) but not between

0 µg/ml and 1000 µg/ml of zeocin (p=0.179; figure 3.27 B).

These results were contradictory since in some instances, the addi-

tion of zeocin increased the median distance of domains to the periphery,

whereas in other cases it reduced this distance. Furthermore, the major-

ity of these differences were not statistically significant, only one reaching

the p-value threshold of 0.05. Therefore, I concluded that there was not

a meaningful relationship between the presence or absence of zeocin and

the spatial distribution of chromatin domains within the nucleus in rela-

tion to the periphery.
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Figure 3.27: Effect of zeocin on domain distance to the nuclear periphery.

A, Long-term imaging, 30 seconds time-step, 1h time-course. B, Short-

term imaging, 1 second time-step, 3 minutes and 20 seconds time-course.

CHAPTER 3. CHROMATIN DOMAIN DYNAMICS 129



Investigating chromatin domain structures in living cells using histone
pulse-labelling approaches

3.6.3 Effect of DNA damage on splitting and merg-

ing events

Next, I assessed the effect DNA damage had on splitting and merging

events. I was interested in this metric because a potential increase in

dynamic behaviour caused by the triggering of homologous recombination

repair, could have led to an increase in splitting or merging events as a

consequence of parts of chromosomes migrating within the nucleus.

I observed that, on long-term imaged cells, there was a negligible

difference on the proportion of tracks that experience either splitting,

merging, or both events. In the absence of zeocin, 77% of cells did

not experience a splitting or merging event, this number was 80% and

77% for cells treated with 500 and 1000 µg/ml of zeocin, respectively.

However, I observed a significant reduction in the average number of

splitting and merging events when cells were treated with 1000µg/ml

on tracks that experienced them. Under these conditions, the average

number of splitting events was reduced from 1.56 to 1.31 (p=0.021) per

track, and the number of merging events was reduced from 1.63 to 1.44

(p=0.024). Similarly, I saw a reduction in the number of splitting and

merging events when the 500 µg/ml treatment was employed, however,

this was not significant (p=0.06 and p=0.11, for splitting and merging

events, respectively; figure 3.28 A and B).

I also observed that the presence of zeocin interfered with the relation-

ship between the number of splits and merges a track experienced. When

zeocin was absent I observed that there was a slight bias towards merg-

ing events (as described in subsection 3.5.2). When zeocin was added,

the bias towards merging events was widened, and the almost linear re-

lationship between the two phenomena became less clear, as illustrated

in figure 3.28 C).
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Figure 3.28
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Figure 3.28: Effect of DNA damage on splitting and merging events in

long-term imaged cell. A, Distribution of the amount of splitting and

merging events experienced by domains of this subset in function of their

zeocin treatment. B, Proportion of domains that experience splitting,

merging, both, or none of these events, in function of zeocin treatment.

C, Heat map of the relationship between splitting and merging events.
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When analysing cells imaged short-term, I observed a different be-

haviour from that described above. In this instance, I observed an in-

crease in the proportion of cells that exhibit splitting and merging events

that follows the pattern of increasing zeocin concentration. The propor-

tion of tracks that did not experience these events decreased from 81%

to 76% and 74% in the presence of 500 and 1000 µg/ml of zeocin, re-

spectively (figure 3.29 B). However, the difference in the average number

of splitting and merging events each track of the subset experienced was

not significant, unlike what was observed in long-term imaging, this can

be illustrated by the similar average of splitting and merging events each

population experiences regardless of zeocin treatment (figure 3.29 A). I

could also observe that the effect of zeocin on the relationship between

the number of splitting and merging events was less pronounced in this

instance, where the slight bias towards merging events was not as clear

(figure 3.29 C).

On the whole, in long-term imaged cells, the number of tracks that

experienced splitting, merging, or both events remained fairly constant

in the presence of zeocin, but the number of events per track decreased.

On the other hand, in short-term imaged cells, the number of tracks that

experienced these events increased, however, the number of events per

track did not manifest a clear trend in the presence or absence of zeocin.

These data suggest that sequestration of DSB prior to repair could be

reducing the freedom domains have to approach and separate from one

another. This sequestration allied with the slower rate of image acqui-

sition may mean that the increase in number of splitting and merging

events can only be observed when imaging cells rapidly.

These observations further suggest that employing a combination of

different temporal resolutions can increase insight into phenomena that

would not be possible to capture in their entirety by utilising just one

method, which displays the value in capturing nuclear dynamics at dif-

ferent time-scales.
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Figure 3.29: Effect of DNA damage on splitting and merging events in

short-term imaged cell. A, Distribution of the amount of splitting and

merging events experienced by domains of this subset in function of their

zeocin treatment. B, Proportion of domains that experience splitting,

merging, both, or none of these events, in function of zeocin treatment.

C, Heat map of the relationship between splitting and merging events.
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3.6.4 Effect of DNA damage on population dynam-

ics

Velocity, track length and maximum displacement

To assess if DNA damage had a wide-spread impact on the dynam-

ics of the chromatin domain population, I compared average velocity,

average track length and maximum displacement of cells that were not

treated, treated with 500 µg/ml, and 1000 µg/ml of zeocin.

I observed that, in cells imaged over 1h, the mean of the average ve-

locity had significantly increased from 0.231 µm/min to 0.263 and 0.255

µm/min when cells were exposed to 500 and 1000 µg/ml of zeocin, re-

spectively. Interestingly, the changes to average track length were not

significant, having only changed from 11.455 µm to 11.703 and 11.273

µm. However, I did observe a marked change in the profile of the distri-

bution; under the effect of zeocin, two peaks emerged from the domain

populations, one approximately in the region of 8-9 µm, and another

around the 13-14 µm mark for both 500 and 1000 µg/ml treatments.

The maximum displacement experienced a significant increase in both

500 and 1000 µg/ml zeocin treatments, changing from 0.791 to 0.932

and 0.928 µm (figure 3.30).

Cells imaged over 3 minutes and 20 seconds presented similar be-

haviour, with a significant increase in mean average velocity from 4.180

µm/min to 4.690 and 4.521 µm/min, with 500 and 1000 µg/ml zeocin

treatments. Domains imaged under these conditions presented significant

changes on track length, unlike those imaged long-term. The average

length of their tracks increased from 13.030 µm to 15.09 and 14.53 µm

in the presence of 500 and 1000 µg/ml. However, they did not present

changes in their distribution as long-term imaged cells did. Finally, these

cells presented significant differences in maximum displacement between

untreated cells and those treated with 500 and 1000 µg/ml zeocin. In

this particular case, maximum displacement increased from 0.507 to 0.566

and 0.544 µm, respectively (figure 3.31).
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The positive skew in the distributions of all three metrics previously

observed in untreated cells was also observed in the presence of zeocin.

However, under these conditions there was an increase in the probabil-

ity density towards higher values, which translates into an increase in

the proportion of HMDs. Allied to this, an increase in maximum dis-

placement without an accompanying increase in track length suggests

that the movement of chromatin domains became more directional, as

domains did not travel greater distances in total, but explored a greater

nuclear volume. All this suggests that there are forces being applied

to the labelled chromatin domains that exceed those of untreated cells.

These changes could stem from physical changes to the DNA polymer

itself due to lesions, and/or due to the sequestration and relocation of

entire genomic regions for repair. In both cases, forces can be relayed

to the labelled domains through the chromatin fibre, leading to their in-

creased displacement, or indeed the labelled domains could be the ones

onto which the forces are being applied.
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Figure 3.30: Effect of DNA damage on velocity, track length, and maxi-

mum displacement of long-term imaged chromatin domains.
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Figure 3.31: Effect of DNA damage on velocity, track length, and maxi-

mum displacement of short-term imaged chromatin domains.
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Maximum displacements within individual cells and MSD of

different populations

To better understand the phenomena described above, I performed

a single cell analysis of maximum displacement values, rather than as

an ensemble as presented above. Interestingly, the zeocin-treated cells

congregated towards the top end of the spectrum, suggesting that, at

the single cell level there was an increase in the number of HMDs, or an

increased mobility when DNA damage was induced (figure 3.32 A). The

greater values of maximum displacement for the two populations of cells

treated with 500 and 1000 µg/ml translated into an increase of MSD at a

greater rate, when compared to their untreated counterparts, confirming

that chromatin domains in nuclei that were subjected to DNA damage

were exploring greater nuclear volumes (figure 3.32 B). Interestingly, I

observed that in the long-term, the difference between the MSD of cells

treated with 500 and 1000 µg/ml of zeocin is negligible when compared

to non treated cells.

In the short-term, the relationship between maximum displacement

and zeocin treatment was less clear when analysing domains cell-by-cell

(figure 3.33 A). Under these conditions, I also observed that the MSD of

all three populations increased at a similar rates, however it was greater

in zeocin-treated cells (figure 3.33 B).
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A

B

Figure 3.32: Effect of DNA damage on maximum displacement and MSD

on long-term imaged cells. A Ranking of median maximum displacement

of chromatin domains of each cell. B Mean squared displacement of each

cell population. Black: non-treated; orange: 500 µg/ml zeocin; red: 1000

µg/ml zeocin.
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B

A

Figure 3.33: Effect of DNA damage on maximum displacement and MSD

on short-term imaged cells. A Ranking of median maximum displace-

ment of chromatin domains of each cell. B Mean squared displacement

of each cell population. Black: non-treated; orange: 500 µg/ml zeocin;

red: 1000 µg/ml zeocin.
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3.6.5 Effect of DNA damage on location and move-

ment of LMDs and HMDs

Effect of DNA damage on the location of LMDs and HMDs

DNA damage increased maximum displacement and the MSD of do-

main populations (section 3.6.4). However, according to my observation

in section 3.6.2, the introduction of DNA damage did not significantly

affect the spatial distribution of chromatin domains in relation to the

nuclear periphery. This suggests that the increase in the maximum dis-

placement of a population does not depend on the migration of chromatin

domains from the nuclear edge into the centre of the nucleus. Therefore,

I looked to understand if the increase in maximum displacement of the

population was due to a generalised increase in maximum displacement

of all domains, or if there was a subset of domains that was generating

this change.

In long-term imaged cells, the increase in maximum displacement

was due to the increase in HMDs from 11% of the entire population of

domains to nearly twice this value (20.6% and 20.85% for 500 and 1000

µg/ml, respectively). This trend took place regardless of distance to the

periphery of the nucleus; domains that were located within 500 nm from

the periphery experienced a similar increase in relative numbers as those

located more centrally (figure 3.34).

In short-term imaged cells, the proportion of HMDs increased from

10.59% of the total to 15.67% and 14.63% for 500 and 1000 µg/ml zeocin

treatment, respectively. This increase was smaller than the one observed

in long-term imaged cells, which I attributed to the smaller imaging time

window (figure 3.35).

These observations suggest that even though the probability of finding

HMDs increases with distance to the periphery, the effect of zeocin on

all domains is equivalent regardless of their location in relation to the

periphery of the nucleus.
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Figure 3.34: Effect of DNA damage on the maximum displacement of

long-term imaged peripheral and central chromatin domains. The first

quadrant (top left) contains peripheral HMDs, the second quadrant (top

right) contains central HMDs, the third quadrant (bottom right) contains

central LMDs, and the fourth quadrant (bottom left) contains peripheral

LMDs.

CHAPTER 3. CHROMATIN DOMAIN DYNAMICS 144



Investigating chromatin domain structures in living cells using histone
pulse-labelling approaches

0 1 2 3 4 5

0.
0

1.
0

2.
0

3.
0

M
ax

im
um

 d
is

pl
ac

em
en

t, 
µ

m

                                                           Median distance to the nuclear edge, µm
0 1 2 3 4 5

0.
0

1.
0

2.
0

3.
0

0 1 2 3 4 5

0.
0

1.
0

2.
0

3.
0

M
ax

im
um

 d
is

pl
ac

em
en

t, 
µ

m

         Median distance to the nuclear edge, µm

No Zeocin
500μg/ml Zeocin
1000μg/ml Zeocin

11.45% 3.18%

66.14% 19.24%

23.12%61.22%

5.63%10.04%

22.81%66.60%

8.07% 2.52%

Figure 3.35: Effect of DNA damage on the maximum displacement of

short-term imaged peripheral and central chromatin domains. The first

quadrant (top left) contains peripheral HMDs, the second quadrant (top

right) contains central HMDs, the third quadrant (bottom right) contains

central LMDs, and the fourth quadrant (bottom left) contains peripheral

LMDs.
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Effect of DNA damage on movement directionality

I looked to explore the directionality of chromatin domain movement

to assess if this was taking place parallel to the nuclear lamina, or, in-

deed, perpendicular to it. To achieve this, I compared the variation in

distance to the nuclear periphery of each domains with their maximum

displacement by calculating the ratio between the two distances. This

relationship allowed me to compare the maximum distance travelled by a

domain, and the component of that movement that relates to the direc-

tion perpendicular to the lamina. For example, if a HMD travels parallel

to the lamina, its variation in distance to periphery (∆d) will be zero

regardless of its maximum displacement (MaxD). Conversely, if a HMD

travels perfectly towards (or from) the nuclear lamina, its variation in

distance to periphery will equal its maximum displacement (figure 3.36

A).

When looking at the whole population of long-term imaged domains,

there was a change in ∆d:MaxD from 0.42 in untreated cells to 0.47 and

0.41 in cells treated with 500 and 1000 µg/ml zeocin, respectively, how-

ever, these difference were not significant (p=0.233 and p=0.209). Dif-

ferent patterns emerged when considering HMDs and LMDs separately.

In the case of HMDs, there was a significant increase in the perpendicu-

larity of domain movements in relation to the nuclear periphery in cells

treated with 500 µg/ml (t-test; p=0.048) where the ∆d:MaxD increased

from 0.40 to 0.43. However, the increase to 0.42 in cells treated with

1000 µg/ml was not significant (p=0.233). This was in contrast with

LMDs, where decreases in ∆d:MaxD from 0.43 in untreated cells to 0.38

and 0.39 in cells treated with 500 and 1000 µg/ml zeocin, respectively,

were both significant (p=0.00013 and p=0.0048; figure 3.36 B).

Short-term imaged cells saw significant differences in ∆d:MaxD on

the whole population between untreated cells and those treated with

500 µg/ml of zeocin, where it increased from 0.43 to 0.49. There were

also increases in the case of cells treated with 1000 µg/ml zeocin (0.45),

however, these were not significant (p=0.126). Unlike long-term imaged
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domains where the perpendicularity of movements increased in HMDs

but decreased in LMDs in the presence of zeocin, in short-term im-

ages domains it increased in both populations. In the HMD population,

∆d:MaxD increased from 0.31 to 0.41 and 0.35 for 500 and 1000 µg/ml

zeocin treatments, respectively (p=0.0019 and p=0.322). The LMD pop-

ulation saw increases from 0.44 to 0.51 and 0.46 (p=1.51e-8 and p=0.096;

3.36 C).

These data suggest that in the long-term, HMDs increase the perpen-

dicularity of their movements in relation to the nuclear lamina, but that

LMDs do not experience this same increase in the same time scales upon

DNA damage induction. This could be a consequence of the observa-

tions that have been previously made (Christopher Patrick Caridi et al.

2019) where DSB sites are translocated to the periphery for repair, either

directly (where the labelled domains are being actively moved to the pe-

riphery) or indirectly (where forces being applied on different regions of

the genome are being relayed to the labelled domains). The fact that in

the short-term imaged cells, the differences between HMDs and LMDs

are not as pronounced suggests that significant differences develop over

periods of time greater than 3 minutes and 20 seconds but that, all do-

mains experience changes in the direction of their movement when DNA

damage is induced.
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Effect of DNA damage on example HMDs

Long-term imaged HMDs presented movement patterns identical to

those described in section 3.5.4 (figure 3.37 A). Movements with the A-

B pattern were evident in domains d, f, g, h, and k. Domains a, c,

and j displayed A-B-C movements, and b, e, i, and l showed an A-B-A

pattern. Some of these, however, displayed a combination of several pat-

ters, for example, domain b had elements of A-B-A movement but with

backtracking events taking place in two different directions in separate

occasions. Domain g moved in one particular direction with static peri-

ods (A-B) but with slight changes of direction (A-B-C). Domain l also

presented elements of both A-B-A and A movement (figure 3.37).

In short-term imaged domains I could observe similar behaviour (fig-

ure 3.38 A). Domains a, e, g j, and k exhibited movement intercalated

with stationary periods (A-B), d and l showed backtracking (A-B-A),

and domains b, c, h, and i displayed changes of direction during their

movement (A-B-C).

Despite an increase in number of HMDs, the movements that these

displayed were not different from those described in section 3.5.4. This

suggests that the forces that affected chromatin domains after DNA dam-

age induction were similar to those operating in non-treated cells; how-

ever, due to the increase in HMDs, the forces were more common, further

suggesting an increase in the number of dynamic events in the nucleus.

The relationship between MSD and the the movement patterns de-

scribed in section 3.5.4 was maintained; the static and dynamic periods

manifested themselves as plateaus and increases in MSD, whereas move-

ments that brought the domains closer to their initial position led to a

decrease in MSD. One difference between cells that were untreated, and

their zeocin treated counterparts, was the values the MSD reached. In

the former, MSDs did not reach values greater than 4, whereas the lat-

ter presented MSD values that reached between 4 and 5 for domains a,

d, and g). The same correlation between MSD and movement pattern
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was also observed in short-term imaged cells, however, in this instance,

the MSD did not reach values that were clearly greater than those of

untreated cells.

These data further suggest that the induction of DNA damage does

not translate into a change in the movement patterns as seen above, but

that it affects movement magnitude.

Taking into consideration that HMDs of cells treated with zeocin

display a greater component of their movement towards and from the

periphery of nuclei, I attempted to confirm if that could be observed in

individual domains. I observed that in long-term imaged domains, some

maintained a relatively stable distance to the periphery, suggesting that

their movement was mostly parallel to the lamina (figure 3.37 , a, b, e).

Others remained distant to the lamina but their position fluctuated more

significantly (d, j, k, l), whereas some saw their position slowly approach

or leave the nuclear periphery (f, g, h). Domain c started away from the

periphery and then migrated to become adjacent to it, before becoming

more internal once more; domain i followed the opposite pattern, where it

began in the periphery, followed by a centrally-bound movement, before

returning to the periphery.

In general, short-term imaged domains did not change their position

in relation to the periphery in a significant manner, as expected due

to the short imaging period (figure 3.38). This was especially clear in

domains e, f, g, and h, other domains such as a and i presented a subtle

drift towards, and then away, from the periphery during the time-course.

Domains b, c, d, j, and k were located close to the periphery, or even

adjacent to it, and migrated to and from the lamina during the time-

course.

This suggests that the difference observed in the previous section can-

not be clearly observed at this level of detail. The domains I analysed in

detail did present differences in MSD, but their distance to the periph-

ery profiles are not markedly different from untreated populations. This
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suggests that the subtle differences are only observable when taking into

account the entire population and not just a small subset of HMDs.
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Figure 3.37: Dynamics of individual HMDs in the presence of zeocin,

long-term imaging. Left side column displays the tracks of the randomly

selected chromatin domains (magenta). Scale bar, 1 µm. The magenta

circle represents position at t = 0, and green represents domains outside

the visible plane. Middle column displays the mean squared displacement

of the entire population of chromatin domains in red and that of the cor-

responding individual domains in magenta. Right side column displays

the distance to the convex hull/nuclear edge (black) and displacement of

the same domain between each consecutive time-point (red).
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Figure 3.38: Dynamics of individual HMDs in the presence of zeocin,

short-term imaging. Left side column displays the tracks of the ran-

domly selected chromatin domains (magenta). Scale bar, 1 µm. The

magenta circle represents position at t = 0, and green represents domains

outside the visible plane. Middle column displays the mean squared dis-

placement of the entire population of chromatin domains in red and that

of the corresponding individual domains in magenta. Right side col-

umn displays the distance to the convex hull/nuclear edge (black) and

displacement of the same domain between each consecutive time-point

(red).

CHAPTER 3. CHROMATIN DOMAIN DYNAMICS 155



Investigating chromatin domain structures in living cells using histone
pulse-labelling approaches

3.7 Discussion

To test the hypotheses previously put forward, the work developed

in this chapter intended to (1) create a workflow to stably label and

image chromatin domains in living cells, (2) analyse and characterise the

dynamics of labelled chromatin using the developed methodology, and

(3) explore how this could be used to study the effect of perturbations

(DNA damage, in this instance) on the dynamics of chromatin.

Through the employment of RAPID-release, with appropriate tim-

ings, I was successful at labelling TADs in a stable fashion, and with the

spacing and size necessary for effective tracking. Allied to this, through

protocol optimisation, lattice light sheet microscopy provided a method

of imaging cells with the necessary resolution in space and in time to

extract both long-term and short-term data on the movement of these

structures without causing widespread damage to cells. This was im-

portant because studying chromatin dynamics at the TAD length scale,

in living cells, has remained challenging due to the limitations of the

methods available.

Using the workflow developed, I extracted information about the spa-

tial distribution, splitting and merging events, and dynamic character-

istics of the labelled chromatin domains. Perhaps unsurprisingly, most

of the domains that were labelled were located at the periphery of the

nucleus since pulses were generated towards the end of S-phase, when

peripheral heterochromatin is replicated. More striking, however, was

that characteristics such as velocity, distance travelled, and maximum

displacement followed a right skewed distribution. This allowed me to

define two distinct populations of domains, LMDs and HMDs. The for-

mer representing the bulk of chromatin domains, characterised by low

relative mobility, and the latter representing those that were more mo-

bile and were in the minority, representing the tail of the distribution.

HMDs were also relatively more abundant in in the centre of the nucleus

where the minority of all labelled domains resided. Due to the lower

mobility observed more prominently in peripheral domains, it is likely
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that an important number of these were bound to the lamina and were,

therefore, LADs. In fact, the least mobile of all domains were found

immediately adjacent to the nuclear lamina. On the other hand, the rel-

atively higher mobility of central domains could be explained by the lack

of anchoring structures to restrain the movement of structures. However,

some central domains presented very low mobility, which could indicate

their anchoring to structures such as the nucleolus.

Characterising the dynamics of TADs using this methodology, and

without perturbations to the cells, allowed for the creation of a bench-

mark of an array of parameters against which to compare the effect dif-

ferent treatments can have on chromatin dynamics. By building on the

work described above, I observed how DNA damage affected previously

observed dynamics in an effort to better understand the nuclear events

witnessed. An obvious change after DNA damage induction was the

increase in the dynamism of chromatin, where the velocity and maxi-

mum displacement of domains increased significantly. The number of

HMDs also reflected this change, with their relative numbers approxi-

mately doubling in long-term imaged cells but not quite reaching this

value in short-term imaged cells. Interestingly, this increase in HMD

numbers happened consistently across the nucleus and regardless of dis-

tance to the periphery. This was unexpected because of the greater degree

of constraint peripheral domains showed on average. Despite this, it was

clear that with the induction of DNA damage, the forces acting upon

chromatin domains became more frequent and led to greater distances

travelled, even if the patterns of movement remained the same.

DSB repair requires the migration of genomic regions. In the case of

heterochromatin repair, these regions must be translocated from the chro-

matin compartments to which they belong. Furthermore, other studies

have highlighted that break sites can also be translocated to the periph-

ery for this same purpose (Taddei and Gasser 2006). Therefore, it is

likely that the movements observed are either a direct consequence of

this, where domains themselves are translocated for repair, rather than
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just the DSB sites, which is something not described before, or that they

happen as an indirect consequence, caused by the movement of other

parts of the genome that ultimately relay forces onto the labelled do-

mains. In fact, the direction of movement of chromatin domains was

affected by the induction of DNA damage, becoming more perpendicular

to the lamina in HMDs. However, there was contradictory evidence on

LMDs and the population as a whole between long-term and short-term

imaged cells, warranting more work on this area. In fact, further work

will be carried out to investigate the effects of DNA damage on chro-

matin using this methodology but with a focus on the agents that may

be involved in the phenomena observed, such as RAD52, which is cru-

cial in recombination of DNA, and actin, which has been linked with the

translocation of DSB sites.

Apparent contradictions in the evidence provided by short-term and

long-term imaged cells were also found in other aspects of chromatin dy-

namics, which puts in evidence the importance of being able to acquire

images at different time-scales. Splitting and merging events are an ex-

ample of this. I expected that as chromatin becomes more dynamic, I

would observe more splitting and merging events, as domains could en-

counter each other and move away more often. Not only that, if portions

of the genome were being actively translocated, be that entire domains,

or fractions of a domain, this would reflect on the frequency of these

events. Indeed, this was the case when imaging cells in the short-term,

where the number of splitting and merging tracks increased, in addition,

the number of times each track exhibited this behaviour also increased.

In contrast, long-term imaged cells contradicted these observations with

not only decreases in the number of splitting and merging tracks, but

also with a reduction in the number of events per track. These seem-

ingly discrepant data illustrate not only the need for imaging to take

place at different time-scales, but also the need to understand the rea-

sons behind their differences and ways of conciliating them to develop

true understanding of chromatin dynamics. It is possible that the more
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frequent acquisition of images allows for the visualisation of events that

a more sporadic capture rate does not, this being wholly dependent on

the time-scales of the events being observed.

It is difficult to assess whether all splitting and merging events have

a biological significance, or if they only take place due to serendipitous

proximity. However, some domains were observed travelling significant

distances before merging. It is known that inter-TAD interactions exist

and that these play a role in regulation (Nora et al. 2012; Bar Yaacov

et al. 2019; Welch et al. 2020), therefore, it would be beneficial to further

investigate if the events observed can be related to these interactions.

There is also the possibility that merging and splitting of tracks arise

due to movements into and from the compartments to which TADs be-

long, something that is known to happen for heterochromatin to undergo

homologous recombination repair, or as a result of changes in transcrip-

tion patterns (Tsouroula et al. 2016; Paulsen et al. 2019; Beagan et al.

2020; Bonev, Mendelson Cohen, et al. 2017).

Following domain tracks was also key in better understanding the

influences to which domains are subject. It was clear that the move-

ment of HMDs is not solely dependent on diffusion and that other forces

are being applied to them besides the constraints conferred by being

part of chromosomes. The movement of some domains presented clear

subdiffusive behaviour intercalated with superdiffusivity periods. The

former could be explained by both tethering to nuclear structures, but

also that, by virtue of being part of a chromosome, they remain teth-

ered to the remainder of the macromolecule, restricting their movements.

The superdiffusive movement of HMDs could be linked to their interac-

tions with actin and its associated machinery. It is known that nuclear

actin mediates the translocation of chromatin in the nucleus; it has been

shown that the polymerisation of F-actin is crucial in the translocation

of DSB sites through the action of myosin motor proteins, especially in

heterochromatin. This process could be linked to the translocation of

the whole domains rather than just the damage sites. Studies involv-
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ing actin polymeriser Arp2/3 could be employed to assess whether the

movement witnessed in these circumstances is also dependent on F-actin

assembly or if it does not impact whole domain translocations (Christo-

pher P. Caridi et al. 2018). Alternatively, phalloidin studies could also

be used towards this end. Furthermore, it would be of interest to un-

derstand how domains connect to any nuclear structures that could be

driving their movement and applying forces to them. Chaperones such as

UNC-45b (Lee, Melkani, and Bernstein 2014) and Smc5/6 (Chiolo et al.

2011) are involved in establishing a bridge between DNA and myosin mo-

tors, therefore, they are good candidates to understand the mechanisms

behind HMD movement.

Alternatively, other active events taking place in chromatin, such as

the threading of DNA strands through loop extrusion could be behind

the movements observed (Sanborn et al. 2015). Relocation for regulatory

purposes could also be the root of some of these translocations. Solely by

employing the methods used in this work it is not possible to determine

the source of the phenomena described, therefore, more work is needed

to understand the mechanism behind this.

However useful in researching nuclear dynamics at the Mb scale, this

methodology does not allow for tracking of the smaller and more numer-

ous, early replicating domains, which limits its application. There is also

a trade off between the duration of imaging and the time step that can

be applied during acquisition, making it difficult to observe, in the same

cell, those events that take place over tens of minutes and those that

happen in a few seconds. Despite this, the workflow developed can be

used for the investigation of other perturbations to cells, for example, the

degradation of structural proteins, such as cohesin or CTCF, or inhibition

of myosin motors and actin polymerisation (linked with DNA transloca-

tion). There is also scope to investigate the process of chromosome con-

densation, nuclear envelope reformation and chromatin decondensation,

by exploring how the labelled domains condense into mitotic chromo-

somes using this method. This could shed light on whether the observed
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chromatin domains are solely composed of chromatin that is contiguous

along the linear chromosome or if DNA originating from different parts

of the genome coalesce together to form these structures. Understand-

ing these processes could play an important role on the investigation

of genomic stability and the processes associated with it, representing

an important contribution towards research around diseases where this

aspect is of importance, such as many types of cancer.

In summary, through the generation of a short pulse of tagged his-

tones towards the end of S-phase I labelled TADs in such a way that

their movements could be tracked through time using LLSM. This led to

the identification of two different populations of chromatin domains in

function of the displacement they presented, LMDs and HMDs. Char-

acterisation of these two populations alluded to the presence of both

constraints and forces that act upon them. The induction of DNA dam-

age saw the alteration of dynamic characteristics of chromatin through

mechanisms that are not fully understood but that can further be in-

vestigated using the methods described in this chapter. Ultimately, this

work has added to what is known about the dynamics of chromatin at the

TAD length scale, and has laid the foundations for future discoveries in

this area by setting up a robust methodological pipeline for the imaging

of chromatin structures at different time scales.
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Chapter 4

Expanding the capabilities of

RAPID-release

Pulse-labelling techniques are powerful tools that have been employed

with great success in all areas of molecular and cell biology. Important

scientific discoveries such as Okazaki fragments and the secretory path-

way of cells have been possible through the application of techniques of

this type (Stein and Alexandrov 2014; Palade 1975).

However useful, there are limitations to their employment in cell bi-

ology and imaging. For example, incorporation of radioactive amino

acids or functional amino acid derivatives allow for immediate labelling

of structures, but present challenges concerning imaging processing, re-

sulting from the requirement for derivatisation of the incorporated func-

tional groups (Lang and Chin 2014). Other self-labelling techniques such

as SNAP-tag, that allow for real-time imaging of living cells, also present

difficulties for the study of events with fast kinetics. This derives from

the time it takes to quench, pulse, and label the reporters, which can take

from minutes to hours (Juillerat et al. 2003; Crivat and Taraska 2012;

Clément et al. 2016).

The development of RAPID-release by Apta-Smith et al (2018) took

a novel approach through the employment of a rapid pulse of labelled

proteins that can be observed at the single-cell level, in real-time, using

fluorescence microscopy. It relies on tethering of the protein of interest
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to a cytosolic anchor soon after translation (in this case, the outer mi-

tochondrial membrane [OMM]), which provides the time necessary for

folding and maturation of the associated fluorescent tag, as well as for

the accumulation of greater numbers of the protein to be pulsed. This is

followed by the addition of Rapamycin (RAP), which promotes release

of the anchored POI and the generation of the desired pulse through

the activity of tobacco vein mottling virus (TVMV) protease (Stein and

Alexandrov 2014; figure 3.1).

For processes whose kinetics exceed those of the folding and matu-

ration of fluorescent protein tags, the above mentioned characteristics

are key. Processes such as nuclear import and incorporation of histones

into chromatin, which would be difficult to study using traditional pulse-

labelling methods are a good example (Campos et al. 2010; Bonner et

al. 1988; Reits and Neefjes 2001; Chudakov, S. Lukyanov, and K. A.

Lukyanov 2005; Ishikawa-Ankerhold, Ankerhold, and Drummen 2012).

The employment of RAPID-release for the study of chromatin domain

dynamics in the previous chapter is evidence of how powerful this tech-

nique is, with the potential to study a broad range of other nuclear

processes.

The work presented in this chapter aims to enhance RAPID-release

in three ways: (1) To decrease variability in behaviour of the system

between cells, whilst, at the same time, increasing the speed of release of

the tethered cargo, (2) improve adaptability of the system, to be used in

a variety of different research, and (3) to develop an orthologous system

using distinct chemically-induced dimerisers and proteases, allowing for

the generation of two independent pulses in the same cell. To achieve

the first goal I attempted to stabilise the ratio between protease and

tether by eliminating the reliance of RAPID-release on the transfection

of two separate vectors, and replace this with one single vector with

both components. To achieve the second aim, I made the system fully

modular, and in order to achieve third goal, I replaced the Rapamycin-

induced dimerisers with Abscisic acid (ABA) and Auxin (AUX)-induced
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versions, and the TVMV protease with a HCV and TEV counterpart, as

well as the associated target cleavage site.

My attempts were successful at decreasing the variability of the sys-

tem across populations of cells as well as at increasing the average speed

of release of tethered cargo. I was also successful at generating a modular

system that is easy to edit and adapt to the needs of any project. How-

ever, the generation of an orthologous system to RAPID-release proved

to be challenging, as the novel combinations of dimerisers and proteases

failed to produce kinetics similar to those of RAP-TVMV.

4.1 A single vector construct improves upon

consistency of a dual vector system

RAPID-release (Apta-Smith, Hernandez-Fernaud, and Bowman 2018)

(figure 4.2A) relies upon the transfection of two distinct vectors: one en-

coding the tether, and another encoding the protease (figure 4.2 B). I

posited that carrying out a double transfection with both elements of

the system would yield high variability between the cells of a population

regarding the level of expression of each individual vector, and that this

would happen as a direct consequence of cells taking up different amounts

of each plasmid. Asymmetries in expression between the two elements of

the system would, therefore, be followed by a disparity in cargo release

kinetics between cells, since the release rate of the tethered cargo is de-

pendent on the ratio between the protease and the tether element, i.e.,

the greater the protease to cargo ratio, the faster the release (figure 4.2

G).

To tackle this heterogeneity issue I looked to generate a single vector

that contained the two elements as an Internal Ribosome Entry Site

(IRES)-separated cistron (figure 4.2 B). IRES is an RNA element that

allows for cap-independent translation initiation. If this element is placed

after the primary open reading frame of an mRNA molecule, translation

takes place from both the cap and the IRES site. If a stop codon is
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placed immediately before IRES, two independent polypeptides can be

generated from one single mRNA molecule (Renaud-Gabardos 2015).

I hypothesised that employing this method would not only eliminate

the variability in protease:tether ratio generated by two-plasmid trans-

fections, but also increase the ease with which this step is performed.

This would hold true regardless of the number of plasmids a cell may

take up.

4.1.1 Relative order of the RAPID-release elements

and IRES

To decide the order in which the two elements should be in relation

to IRES, my first approach was to design and generate two potential

versions of this IRES-RAPID-release (IRR) system. One where the pro-

tease was encoded before IRES and the tether after, and the other in the

opposite order. These two iterations of IRR were developed due to the

fact that cap-dependent and IRES-dependent translation have different

efficiencies, the latter being, in most cases, between 20 and 50% as effi-

cient as the former (Mizuguchi et al. 2000). It was important to assess if

the Protease:Tether ratios generated by each of the versions allowed the

system to operate correctly, or if that difference in efficiency would have

a significant impact in the way RAPID-release operated.

Transfection of each IRES construct showed EGFP anchored to the

OMM, as well as mCherry soluble in the cytoplasm, in a pattern equal

to that of the original RAPID-release. This was the case for both ver-

sions of IRR, suggesting both elements were being expressed as separate

proteins independently of their order in relation to IRES, and proving

that IRES does not interfere with the cellular localisation of upstream or

downstream constructs (figure 4.1).

However, I also observed that cells transfected with the Protease-

IRES-Tether version of IRR presented a high level of background cargo

release in the absence of Rapamycin (figure 4.1, yellow arrows), some-

thing that was not observed in cells transfected with the Tether-IRES-
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Protease version. This created a problem for the correct functioning of

RAPID-release, which relies on the creation of an intense pulse of la-

belled cargo. The inadvertent release from the cytosolic anchor cripples

its function and reduces its benefits. I did not believe that this could be

attributed to IRES affecting the function of OMP25, as this element is

present in the C-terminus of the tether construct. OMP25 is located far

downstream from the IRES in the case of Protease-IRES-Tether, where

I observe the higher EGFP background, but adjacent to IRES in the

Tether-IRES-Protease version, where this phenomenon was not observed.

I believe, therefore, that the background is a consequence of spurious

cleavage events of cargo from the OMM as a result of the high protease

to tether ratio, promoted by the different efficiencies of cap-dependent

and IRES-dependent translation. Under normal circumstances the auto-

inhibitory domain would be capable of preventing pre-rapamycin release

of cargo but the increased abundance of protease increases the likeli-

hood of cleavage and, therefore, a background release of cargo can be

observed. As a result of these findings I decided that the Tether-IRES-

Protease version of IRR (figure 4.1 B) was the most appropriate to move

forward towards my goal of improving upon RAPID-release, since it did

not present a significant premature cargo release problem.

Further to this, in IRES-dependent translation, the IRES’ origin

recognition element causes the addition of a tetrapeptide (Met-Ala-Thr-

Thr) at the beginning of the reading frame that follows. This does not

represent a problem in the protease construct, however, it would limit

the use of the system if the integrity of the N-terminus of a protein of

interest were important for its function, as is the case with histones.
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Figure 4.1: Element order affects the performance of RAPID-release.

Cells expressing the Tether-IRES-protease (top row) version of IRR

present less background cleavage than those expressing Protease-IRES-

tether (bottom row, yellow arrows). The former expresses less protease

in relation to tether than the latter (mCherry channel). Scale bar, 10

µm. EGFP channel in yellow and mCherry in magenta.

CHAPTER 4. EXPANDING THE CAPABILITIES OF
RAPID-RELEASE

167



Investigating chromatin domain structures in living cells using histone
pulse-labelling approaches

4.1.2 Two-vector versus polycistronic expression

My next step was to compare IRR to the two-plasmid version of

RAPID-release to assess whether my approach would succeed at improv-

ing its kinetics.

I started by comparing the relative amounts of protease to tether

construct between a population of cells transfected with the two orig-

inal RAPID-release plasmids, and another transfected with IRR. Both

were imaged using the same laser intensities and exposure times. I then

extracted the mean pixel intensity of the EGFP signal, and that of the

mCherry to calculate the ratio between protease and tether for cells in

both populations, and compared the results between the two groups.

I observed that cells transfected with IRR presented significantly

greater Protease:Tether ratio than their two-plasmid counterparts (0.440

and 0.328, respectively, p=0.00402, t-test). I also observed that the vari-

ance on these ratios was significantly reduced in IRR when compared to

the original system (p=1.053e− 07, f-test; figure 4.2 E). This suggested

that there was an improvement in consistency of expression in the cells

where IRR was employed, when compared to the two-plasmid version.

To evaluate whether the reduction in expression variability would also

translate into a reduction in the variation of the kinetics of the system

across cells, I next studied the rates of cargo release from the OMM. As

a measure for cargo release I used the variation in the standard deviation

(SD) of the maximum pixel intensity of the EGFP signal of the whole cell

through time. This metric was chosen because prior to the addition of

RAP the entirety of the EGFP signal originates from the mitochondria,

resulting in a high standard deviation between the intensity of pixels

across the cell as a whole. However, once RAP is added and cargo starts

to be released, EGFP becomes increasingly diffused, reducing the SD

of the pixel intensity (figure 4.2 C and D). By analysing how fast this

decline in SD occurs I can infer how fast cargo is released from the OMM

in each cell. I recorded this variation upon the addition of RAP, and

calculated the slope of the line fitted to the first five time-points. This

CHAPTER 4. EXPANDING THE CAPABILITIES OF
RAPID-RELEASE

168



Investigating chromatin domain structures in living cells using histone
pulse-labelling approaches

time window was chosen as it is the interval in which SD fits to a linear

regression, and its variation can be attributed to the diffusion of EGFP

after cleavage from the OMM.

I observed that the IRR system leads to a significant reduction in

release rate variance (p=8.42e−4, f-test; figure 4.2 F). This is clear when

analysing the release profiles in figure 4.2 D, where greater homogeneity

between cells can be observed in IRR-transfected cells (right) than with

the two-plasmid system (left). Furthermore, the IRR cells also presented

a significant increase in the average rate or cargo release when compared

to the two-plasmid system (0.063 and 0.035, respectively, p=1.632e−05,

t-test; figure 4.2 F).

I, therefore, concluded that transforming RAPID-release from a two-

plasmid into a one-plasmid system improved the consistency of its be-

haviour between cells and promoted faster kinetics, allowing faster cel-

lular processes to be studied through its application. It is important to

note, however, that in some specific instances, transfecting two different

plasmids can generate Protease:Tether ratios that lead to faster release.

However, employing the two-plasmid system to achieve faster release ki-

netics in a small number of cells stands as a trade-off between this and

consistency across the cell population and low levels of background cleav-

age.
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Figure 4.2
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Figure 4.2: IRES-RAPID-release (IRR) Vs dual vector system. A An

overview of the RAPID-release system with the tethered element above

and the soluble element below. B structure of the original two-vector

system and the IRR system. C An example release of EGFP from OMM

upon addition of rapamycin for the two-plasmid and IRR systems. D

SD of the max pixel intensity of individual cells through time (measure

of release kinetics) two-vector (left) versus the IRR systems (right). Red

traces depict cells shown in D. E The ratio between the protease and

tethered construct is significantly greater in IRR than in the original

two-vector system. IRR also presents significantly less variance in this

metric, across the cell population. F Release rates of tethered cargo are

significantly greater in IRR when compared with the two-vector system.

The variance of release rates is less in IRR compared to the two-vector

version. G The ratio of protease to tethered construct is directly pro-

portional to the release rate.

4.2 Conferring a modular structure to IRES-

RAPID-release

Redesigning RAPID-release to transform it into IRR gave me the op-

portunity to add features that were not present in the original system.

First, I made the system modular. When designing IRR I placed a unique

restriction site between each of the elements that compose it. This eased

the addition and replacement of cargo and fluorophores, facilitating the

study of different proteins of a pathway, or different pathways all to-

gether. Having the ability to exchange labels is also important in case

fluorescence microscopy is not appropriate for the study of certain pro-

cesses. The presence of unique restriction sites between any of the other

modules of IRR also allows for the effortless alteration of any aspects of

the system the user may deem necessary.

I also added a nuclear export sequence (NES) to both elements of

the system, which is not present in the original RAPID-release (figure
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Figure 4.3: Tether release from cargo-free IRR. Upon addition of RAP,

EGFP is cleaved from the OMM and diffuses through the cytoplasm.

The addition of an NES prevents the protease and uncleaved tether from

accumulating in the nucleus. Scale bar, 10 µm. EGFP channel in yellow

and mCherry in magenta.

4.2 B), to decrease the probability that once translated, a tether element

containing a nuclear protein would be imported before it had the chance

to be anchored to the OMM. The NES added to the soluble element pre-

vents it from accumulating in the nucleus, freeing it from mCherry, which

allows for the labelling of intra-nuclear structures using fluorophores that

operate in this channel without the interference of this element (figure

4.3).

Adding and changing cargo with IRR

To test the modularity and versatility of IRR, I added two different

cargo proteins to the system – histone H3.1 and the ribosomal protein

RPL11. Both of these proteins are imported into the nucleus upon trans-

lation. In the case of histone H3.1 it is incorporated into chromatin as
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part of the nucleosome, and RPL11 is transported to the nucleolus to

be assembled into ribosomes as part of a large ribosomal subunit (LSU)

subcomplex, the 5S RNP, which is composed of the 5S RNA, RPL5 and

RPL11 (Sloan, Bohnsack, and Watkins 2013).

Both of these proteins were added to IRR with ease, requiring only one

PCR and one restriction endonuclease cloning event. They were added

to the N-terminus of the tether as illustrated in figure 4.2 A, leaving

them tagged by EGFP on their C-terminus. When expressed in context

with IRR, both EGFP-labelled proteins were anchored to the OMM.

Upon addition of rapamycin, they dissociated from the OMM and import

into the nucleus was observed with kinetics similar to those described

before (figure 4.4). It was also possible to observe the enrichment of

RPL11 in the nucleolus as time progressed. This is encouraging data that

exemplifies the versatility of IRR, and illustrates how its employment can

have direct implications on the research of nuclear processes, or, indeed,

implications in research of diseases such as Diamond-Blackfan anemia,

which arises due to mutations on RPL11 (Gazda et al. 2008).
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Figure 4.4: Compatibility of IRR with different proteins of interest. IRR

with different cargo: H3.1, and RPL11. Yellow arrows indicate the nu-

cleolus, where RPL11 accumulates after the addition of RAP. Scale bar,

10 µm. EGFP channel in yellow and mCherry in magenta.
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Introducing HALO technology as an alternative fluorophore

I then looked to alter the fluorophore associated with IRR. This is im-

portant since altering the way a protein is labelled can open doors to new

ways of studying their behaviour through different methods other than

fluorescence microscopy, such as affinity chromatography/pulldowns, bi-

otin conjugation, etc.

I chose to replace EGFP with HALO-tag, a self labelling protein tag

that covalently binds to a synthetic ligand (by Promega Corporation,

Kiwamu Takemoto, Tomoki Matsuda 2011). The protein tag encoded is

a 33kDa catalytically inactive hydrolase that is not endogenous to human

tissues and that under physiological conditions binds covalently to a small

synthetic ligand in an irreversible manner. These ligands dictate the

wavelength in which the tag can be observed, making it easier to change

the colour of the label between experiments if necessary (He et al. 2011).

By utilising the modular characteristics of IRR, I replaced EGFP with

HALO and transfected the HALO-IRR (without cargo). The synthetic

ligand was then added to cells, in this case OregonGreen (figure 4.5), and

the HALO-OregonGreen pulse was initiated by addition of rapamycin.

As expected, the addition of RAP led to the dimerisation of FRP

and FKBP, and the consequent enrichment of mCherry on the OMM.

However, interestingly, this dimerisation did not translate into the re-

lease of the tethered HALO-OregonGreen in a pattern similar to the one

observed in in figure 4.3. What I observed was the maintenance of the

fluorophore on the OMM (figure 4.6 A). I postulated that the synthetic

ligand in solution could be inhibiting the activity of TVMV and, there-

fore, preventing any release from the OMM. Therefore I added RAP to a

population of cells transfected with IRR-HALO where OegonGreen had

not been added. After 30 minutes I added the ligand and imaged the cells.

I assumed that if Oregon Green was causing protease inhibition I would

see the fluorophore diffused throughout the cell. On the other hand, if

it was the HALO element itself that was preventing its own release from

the OMM, or any other phenomenon, I expected to see enrichment of
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Figure 4.5: Chemical structure of OregonGreen fluorescent dye, a syn-

thetic ligand compatible with HALO-tag. In grey the substrate for the

HALO hydrolase where the covalent bond forms.

OregonGreen on the OMM.

I observed that, once again, mCherry had enriched the OMM, sug-

gesting dimerisation was still taking place, but, more importantly, that

OregonGreen was diffused throughout the cell (figure 4.6 B). This indi-

cates that HALO had been released from the OMM upon the addition of

RAP, suggesting that the OreonGreen dye inhibits the activity of TVMV

but the Halo element itself does not.
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Figure 4.6: Effect of OregonGreen on HALO-IRR kinetics. A The use of

HALO technology where the OregonGreen is added to the medium prior

to RAP prevents the release of tethered cargo by TVMV cleavage. B

When OregonGreen is added to cells after RAP, the cleavage of tether

construct is rescued. Scale bar, 10 µm. EGFP channel in yellow and

mCherry in magenta.
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4.3 Development of a system orthologous

to IRES-RAPID-release

IRR’s newly conferred modularity created the opportunity to develop

an orthologous system that relied on the same principles as RAPID-

release, but that employed different sets of dimerisers and proteases. I

developed this orthologous IRR for two reasons: (1) some element in the

original IRR could be incompatible with some types of research (where,

for example, rapamycin may be needed for other purposes), and (2) it

would create the ability to generate two distinct pulses within the same

population of cells independent of each other.

4.3.1 RAP-TVMV, ABA-HCV, and AUX-TEV

I started by employing the enhanced modularity of the system to

easily replace the key elements of IRR. A version was generated where

abscisic acid (ABA) receptor PYL1 (PYL1) replaced FKBP, Abelson In-

teractor 1 (ABI1) replaced FRP (PYL1 and ABI1 dimerise in the pres-

ence of ABA) (Liang, Ho, and Crabtree 2011), and Hepatitis C Virus

(HCV) protease replaced TVMV (figure 4.8 A). Another version was

also produced where Transport Inhibitor Response 1 (TIR1) replaced

FKBP, Auxin-inducible degron (AID) replaced FRB (which dimerises in

the presence of auxin (AUX)), and Tobacco Etch Virus (TEV) protease

replaced TVMV.

The two dimerisation pairs and proteases were chosen because the

small molecules that activate them have no analogs in human cells and,

therefore, any cross-talk between the system and physiological processes

would be unlikely. Similarly to TVMV in IRR, the proteases chosen

included auto-inhibitory domains (AI) that were designed to prevent the

spurious cleavage of cargo off the OMM through competitive inhibition,

prior to the addition of the dimerisation-inducing small molecule. The

AI used with HCV was previously designed by Ingallinella et al. 2000.

The AI I used for TEV, however, was generated by me through mutation
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of the native TEV substrate (ENLYFQ—(G/S)), where a proline was

inserted in the position immediately after the cleave site to generate the

sequence ENLYFQ—PG. I posited that adding a proline residue to the

position immediately after the cleavage site could inhibit the activity of

TEV.

I was aware that the AUX triggered approach could lead to premature

targeting and degradation of the protease and/or tether by the protea-

some if TIR1 reached high enough levels (S. Li et al. 2019). To try to

prevent this, AID was placed on the soluble portion of IRR, and TIR1

was anchored to the OMM. If this undesirable degradation were to take

place none-the-less, there would not be a signal on the EGFP, mCherry,

or both channels.

Upon testing I observed that the new orthologous systems were not

functioning like the original rapamycin-induced system. The abscisic-

acid triggered IRR (ABA-IRR) presented the same characteristics as

rapamycin-triggered IRR (RAP-IRR) prior to the addition of their re-

spective small molecule trigger; there was enrichment of the tether on the

OMM, and the protease was diffused through the cytoplasm. It was also

encouraging to observe that upon the addition of ABA, mCherry-HCV

enriched on the OMM, suggesting that the ABA-dependent dimerisation

took place. However, even though dimerisation occurred, HCV did not

cleave EGFP from the OMM at a rate similar to that of RAP-IRR since

the increase in diffusible EGFP was negligible (figure 4.7 A and B).

The auxin-triggered IRR (AUX-IRR) presented yet a different set

of issues, even if neither the tether nor the protease had been targeted

for degradation by the proteasome. In this case, protease was diffused

throughout the cytoplasm and the tether construct was enriched on the

OMM as expected. However, it was clear that even prior to the addition

of AUX there was already a significant presence of soluble EGFP in

the cytoplasm, suggesting a significant constitutive cleavage of the cargo

off the OMM (figure 4.7 C). I attributed this to the inefficiency of the

AI that was developed precisely to prevent this phenomenon. As it was
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stated in subsection 4.1.1, this undesirable outcome would undermine the

applications or IRR and cripple its use. Furthermore, upon the addition

of AUX there was not a rapid enrichment of mCherry-TEV to the OMM,

as observed with RAP-IRR and ABA-IRR. Interestingly however, even

though this phenomenon was not observed, the EGFP that still enriched

the OMM at this point was completely released after 20 minutes (figure

4.7C).
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Figure 4.7: Testing of different orthologous dimerisers and proteases to

RAP-IRR. A, Original RAP-IRR before and after the addition of RAP.

B, ABA-IRR before and after the addition of ABA. C, AUX-IRR before

and after the addition of AUX. Scale bar, 10 µm.
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4.3.2 Optimisation of ABA-IRR

Taking into consideration the outcomes described in subsection 4.3.1,

it was decided that AUX-IRR would be abandoned as potential ortho-

logues but that ABA-IRR would be further investigated in the attempt

to generate an alternative system. This was due to two reasons: (1) it

was not clear if TIR1 and AID1 were dimerising at rates compatible with

what is expected of IRR, and (2) the background cleavage of TEV was

too high to fit the purpose of IRR.

To understand the reason behind the inactivity of HCV, I proceeded

to generate all four possible combinations of dimerisers and proteases

(RAP-TVMV, ABA-HCV, RAP-HCV, and ABA-TVMV) to compare

the kinetics of these permutations. Generation of these permutations was

facilitated by the modularity conferred upon the system when upgrading

RAPID-release into IRR.

I expected that if HCV was not compatible with the structure of IRR

it would fail to cleave cargo off the OMM regardless of the dimeriser

associated with it. On the other hand, if the incompatibility was gen-

erated by the dimerisers themselves, I expected TVMV to be inhibited

when paired with the ABA dimerisation pair, and HCV regain its activity

once paired with the RAP dimerisation pair.

I observed that when paired with FKBR/FRB, HCV’s activity was

greatly improved, increasing from 0.017 to 0.040 (p=7.884e-14, t-test). I

also observed that, just like HCV, if TVMV was paired with PYL1/ABI1

its activity was significantly inhibited, dropping from 0.055 to 0.022

(p=5.933e-16, t-test; figure 4.8 B and C). The permutation of these el-

ements also showed that TVMV had a higher cleavage rate than HCV,

0.063 compared to 0.040, respectively (p=1.196e-07, t-test). Interest-

ingly, this difference between TVMV and HCV was still observable even

when both proteases were associated with the ABI1/PYL1 dimerisation

pair and their activity was significantly reduced. Here, the cleavage rate

of TVMV was also significantly greater than that of HCV (0.022 and

0.010, respectively, p=0.0394, t-test; figure 4.8 B and C).
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These data suggest that the reason behind the inactivity of HCV in

subsection 4.3.1 was not its incompatibility with IRR. The data points

towards the ABA dimerisation pair conferring much slower cleavage ki-

netics upon fused proteases through a mechanism that is not yet known.

It was clear that if I were to create an orthologous system and apply the

ABA pair, these incompatibilities would have to be resolved.
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Figure 4.8: Combinatorial analysis of RAP and ABA dimerisers, and

TVMV and HCV proteases. A Diagram of RAPID-release and its or-

thologous cassettes. B SD of the max pixel intensity of individual cells

through time (measure of release kinetics) of all four combinations of

dimerisers and protease. C Release rates of different combinations of

dimerising domains (rapamycin or abscisic acid-triggered) and proteases

(TVMV or HCV).
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4.3.3 Modifying the abscisic acid dimerisation sys-

tem to enhance release kinetics

I aimed to assess whether TVMV and HCV protease inhibition took

place through chemical inhibition dependent on the ABA molecule itself.

To achieve this, RAP-HCV was triggered by the addition of RAP in the

presence of ABA. Under these condition, if ABA itself was causing the

inhibition of proteolytic activity, there would be no release of cargo from

the OMM. However, if this was not the mechanism of inhibition I would

see similar kinetics independently of the presence or absence of abscisic

acid.

I observed that RAP-HCV protease recruited to the OMM with com-

parable kinetics upon rapamycin addition, as expected, with the release

profiles and rates showing no significant difference between the exper-

iments performed in the absence or presence of ABA (0.040 vs 0.044,

respectively, p=0.2944, t-test; figure 4.9 A). This suggested that chemi-

cal inhibition is not the mechanism through which the ABA dimerisation

pair is inhibiting the associated proteases.

Following this, I postulated that the inhibition of protease activity

derived from a steric hindrance of the proteases in reaching their cleavage

sites.

To test this, I theorised that a different arrangement of the dimeri-

sation domains would rescue proteolytic activity, by bringing into closer

proximity the protease and the target site.

To achieve this, I pursued two strategies. Firstly, I analysed the

crystal structure of the dimerised PYL1 and ABI1 (PDB: 3KDJ) and

designed a circularly permutated version of ABI1, in such way that its C-

terminus containing the HCV protease would come into closer proximity

with its target site in the tethered element (figure 4.9 B). Secondly I

performed a cassette swap of the ABI1 and PYL1 domains, so that ABI1

would be present in the tethered and PYL1 in the soluble element fused

to the protease (figure 4.9 C). My rational was that because ABI1 and

HCV are both relatively large globular proteins, their flexibility is limited,
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but because PYL1 has smaller dimensions it could confer the protease

construct greater flexibility in reaching its cleavage site, which may, in

turn, rescue HCV activity.

My data shows that the circularly permutated ABI1 (CP-ABI1) do-

main in conjunction with the original PYL1 still dimerised in the presence

of ABA, suggesting that the alteration of the polypeptide had not affected

the system. However, I still observed low rates of cleavage, which were

comparable to those seen with the original ABA pair. In fact, there was

a significant decrease in cleavage rate from 0.017 to 0.011 in this instance

(p=0.001231, t-test). The swap of ABI1 and PYL1 between elements

proved successful in dimerising, however there was still not a significant

difference between the two permutations in terms of release rates; the

original disposition of the pair allowed for a release rate of 0.017, where

the swapped domains presented one of 0.015 (p=0.1491, t-test; figure 4.9

D).

Both these results suggest that I either failed to bring the protease and

the target site into close proximity, or that the mechanism through which

PYL1/ABI1 inhibits HCV and TVMV is different to what I hypothesised.

Closer inspection of the PYL1 structure revealed that the N and C-

termini are also orientated away from the ABI1 interface, suggesting the

former may be true, and that a double circular permutation may be

necessary.
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Figure 3
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Figure 4.9: Proteolytic activity inhibition caused by ABA dimerisation

system. A The inhibition of proteolytic activity is not caused by the

presence of ABA. B Crystal structure of dimerised PYL1 and ABI1 in the

presence of abscisic acid. Circularly permutated termini highlighted in

red and dark blue. C Diagram of domain swap between the two cistrons

of IRR. D Release rate alteration of ABA-HCV after the application of

proteolytic activity-rescue measures.
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4.4 Discussion

The optimisation and improvement of RAPID-release had three prin-

cipal aims: (1) improve the existing system in terms of speed and con-

sistency, (2) improve usability, and (3) create an orthologous system to

the original RAP-IRR to allow dual pulse events.

I was successful at achieving aim number one by combining both

tether and protease in a single IRES-based expression vector. This in-

creased the average speed of cargo release and reduced variability across

cell populations. A clear advantage of these improved characteristics is

that cellular pathways with faster kinetics can now be studied more eas-

ily across a population of cells. This will ensure that the data of studies

that rely on a high number of observations are now easier to acquire and

analyse, since a higher proportion of cells will present adequate levels of

both elements of the system.

My second aim of improving system adaptability and ease of use

by introducing unique in-frame restriction sites between the functional

elements was also successful. It was important for this aim to be achieved

so IRR could be used as widely as possible. Increasing the ease with which

fluorophores, cargo, and other elements can be exchanged will ensure

that research of varied types will capitalise on IRR, even if their specific

necessities are somewhat different to ours. However, it was made clear by

my attempt to use HALO-tag as a replacement label that some changes

to the system may not be possible, and that these must be thoroughly

tested and understood. I would argue that this may even be the case

with certain types of cargo. It is likely that some proteins may interfere

with the system itself or that it may simply be incompatible with cell

physiology for certain factors to exist anchored to the OMM without

triggering cell death or affecting other signalling pathways.

I am aware, however, that more work needs to be done to achieve aim

number three, and confer upon the system dual-release capabilities. It

was useful to understand that the ABA dimerisation pair was preventing

the cleavage of cargo from the OMM and that this likely happened due
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to structural limitations and not chemical interaction between ABA and

the proteases. In the future I intend to take this approach further and

perform a circular permutation on PYL1 (similarly to ABI1 in 4.3.3). I

will then aim to analyse the performance of all the combinations of CP-

PYL1, CP-ABI1, PYL1, and ABI1. These alterations will provide further

information on the ABA dimeriser’s mechanism of inhibition of proteases,

and hopefully, lead to the discovery of a combination of dimerisers that

brings the tether and protease together but does not inhibit the crucial

step that is cleavage of the anchored cargo.

It is perhaps also worth working towards the development of a func-

tioning auto inhibitory domain for TEV and incorporate this protease in

IRR. This would increase protease choice, which could be useful in terms

of compatibility of the system with different areas of research, or even

for flexibility in the rate of cargo release. It could also be interesting to

test TEV with ABA dimerisation pair to see if the the same occurs with

this combination in terms of proteolytic inhibition.

Nevertheless, fulfilling the first and second aims already presents a

significant improvement to the system and its potential to be used in

the study of dynamic cellular processes. I believe that my system is es-

pecially useful when studying processes that rely on protein movement

across different cellular compartments, for example, the nucleus. Ex-

amples of where the RAPID-release approach could prove fruitful are

processes such as histone deposition and turnover, the loading of chro-

matin binding proteins, such as cohesin, the ORC (origin recognition

complex) or MCM2-7 (minichromosome maintenance protein complex),

the study of ribosome synthesis, where ribosomal proteins must translo-

cate to the nucleolus before re-export to the cytoplasm, and the study of

proteins that form the nuclear lamina, especially those associated with

laminopathies.

In the future, besides the completion of the orthologous system, I

intend to adapt the system further. It is my objective to not only reduce

promiscuous cleavage of tethered cargo (resulting from spurious inter-
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actions of the proteases with their cleavage sites), but also increase the

rate at which the tether is cleaved from the OMM, with an ultimate goal

of achieving release kinetics comparable to cellular diffusion of larger

macromolecules. One avenue would be to apply different optogenetic

approaches to achieve both a reduction of background and an increase

in release speed, such as the one published in M. W. Kim et al. (2017).

In this study, the gating of release is achieved through cleavage-site se-

questration by juxtaposed fusion to the LOV2 domain. The cleavage

site (TEV in this case) is exposed only when blue light is shone on the

cells, avoiding the requirement for an auto-inhibitory peptide. A sec-

ond potential avenue would be to develop a protease amplifier strategy

(Stein and Alexandrov 2014). As the current release rates are far slower

than the catalytic turnover of the proteases, it is likely that the auto-

inhibitory peptides retain significant functionality even after recruitment.

An amplifier strategy would use a second protease to remove the AI upon

recruitment, thus allowing the primary protease to work unhindered.

In summary, the work laid out here represents a contribution towards

the existing array of pulse-labelling methodologies that can be used to

study a variety of cellular processes. RAPID-release, its optimised ver-

sion, and nascent orthologous systems, present their greatest potential

when used in conjunction with microscopy and imaging, however, their

potential in biochemical analysis should also not be discounted.
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Chapter 5

Conclusion

The work developed in this thesis focused mainly on the investiga-

tion of chromatin through the employment of a newly developed pulse

labelling technique – RAPID-release. Through its employment in concert

with state-of-the-art microscopy, it allowed me to observe and analyse the

movement of chromatin domains in living cells in the time scale of hours

or as rapidly as every second. As such, using this method, I characterised

how TADs behaved under normal conditions within the nucleus, and ob-

served the phenomena in real-time. And by comparing the benchmark

of dynamic parameters developed, I could compare how DNA damage

affected the dynamics of chromatin. All this allowed me to confirm my

hypotheses that TADs presented mostly low mobility at these time scales,

but that a small proportion of these structures deviated from the major-

ity by presenting a more dynamic behaviour. This work further showed

that with the introduction of DNA damage, the subpopulation of dy-

namic chromatin domains could be expanded, linking DNA damage to

the phenomena we observed.

I am confident, however, that the uses of the methodology I developed

are not limited to the study of DNA damage, but can also be employed

to better understand a wide range of actors that play roles in genome

structure, integrity and regulation, as well as investigating the effect of

different perturbations to cell homeostasis.

Despite the focus of this work being on chromatin dynamics, I am con-
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fident that RAPID-release can be used in contexts different to straight-

forward genomic imaging, and that its versatility can be explored in other

areas of cell function. This is especially true when paired with state-of-

the-art microscopy, even if its use is not limited by this. Confidence in

the versatility of the method inspired its optimisation and adaptation

with the aims of making it suitable for use in kinetic, signalling, and

structural studies, and its wider use would be a testament to its success.

I am confident that the work presented here amounts to a significant

contribution in the topic of chromatin dynamics, and opens a path for

further discoveries in this field. I am also confident that my efforts have

widened the pool of pulse-labelling techniques available to molecular,

cellular, and biochemical scientists in the pursuit of their research.
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Nora, Elphège P. et al. (May 2012). “Spatial partitioning of the regulatory

landscape of the X-inactivation centre”. In: Nature 485.7398, pp. 381–

BIBLIOGRAPHY 212



Investigating chromatin domain structures in living cells using histone
pulse-labelling approaches

385. issn: 00280836. doi: 10.1038/nature11049. url: https://

www.nature.com/articles/nature11049.

Nuebler, Johannes et al. (July 2018). “Chromatin organization by an

interplay of loop extrusion and compartmental segregation”. In: Pro-

ceedings of the National Academy of Sciences 115.29, E6697–E6706.

issn: 0027-8424. doi: 10.1073/PNAS.1717730115. url: https://

www.pnas.org/content/115/29/E6697.

Ohlsson, Rolf, Rainer Renkawitz, and Victor Lobanenkov (Sept. 2001).

CTCF is a uniquely versatile transcription regulator linked to epige-

netics and disease. doi: 10.1016/S0168-9525(01)02366-6.

Ohta, Shinya et al. (Sept. 2010). “The Protein Composition of Mitotic

Chromosomes Determined Using Multiclassifier Combinatorial Pro-

teomics”. In: Cell 142.5, pp. 810–821. issn: 00928674. doi: 10.1016/

j.cell.2010.07.047. url: https://pubmed.ncbi.nlm.nih.gov/

20813266/.

Palade, George (Sept. 1975). “Intracellular Aspects of the Process of

Protein Synthesis”. In: Science 189.4206, pp. 867–867. issn: 0036-

8075. doi: 10.1126/science.189.4206.867-b. url: https://

pubmed.ncbi.nlm.nih.gov/1096303/.

Paulsen, Jonas et al. (May 2019). “Long-range interactions between topo-

logically associating domains shape the four-dimensional genome dur-

ing differentiation”. In: Nature Genetics 51.5, pp. 835–843. issn: 15461718.

doi: 10.1038/s41588-019-0392-0. url: https://www.nature.

com/articles/s41588-019-0392-0.

Peric-Hupkes, Daan et al. (May 2010). “Molecular Maps of the Reor-

ganization of Genome-Nuclear Lamina Interactions during Differen-

tiation”. In: Molecular Cell 38.4, pp. 603–613. issn: 10972765. doi:

10.1016/j.molcel.2010.03.016. url: https://pubmed.ncbi.

nlm.nih.gov/20513434/.

Phillips, Jennifer E. and Victor G. Corces (June 2009). CTCF: Master

Weaver of the Genome. doi: 10.1016/j.cell.2009.06.001. url:

https://pubmed.ncbi.nlm.nih.gov/19563753/.

BIBLIOGRAPHY 213



Investigating chromatin domain structures in living cells using histone
pulse-labelling approaches

Phillips-Cremins, Jennifer E. et al. (June 2013). “Architectural protein

subclasses shape 3D organization of genomes during lineage commit-

ment”. In: Cell 153.6, pp. 1281–1295. issn: 10974172. doi: 10.1016/

j.cell.2013.04.053. url: http://dx.doi.org/10.1016/j.cell.

2013.04.053.

plotting - Convex hull in 3D - Mathematica Stack Exchange (2021). url:

https://mathematica.stackexchange.com/questions/190428/

convex-hull-in-3d-two-colorings-for-some-of-the-faces

(visited on 06/26/2021).

Pombo, Ana and Miguel R. Branco (Oct. 2007). Functional organisation

of the genome during interphase. doi: 10.1016/j.gde.2007.08.008.

Pope, Benjamin D. et al. (Nov. 2014). “Topologically associating do-

mains are stable units of replication-timing regulation”. In: Nature

515.7527, pp. 402–405. issn: 14764687. doi: 10.1038/nature13986.

url: https://www.nature.com/articles/nature13986.

Prokocimer, Miron et al. (July 2009). “Nuclear lamins: key regulators of

nuclear structure and activities”. In: Journal of Cellular and Molec-

ular Medicine 13.6, pp. 1059–1085. issn: 15821838. doi: 10.1111/j.

1582-4934.2008.00676.x. url: http://doi.wiley.com/10.1111/

j.1582-4934.2008.00676.x.

Quinodoz, Sofia A. et al. (July 2018). “Higher-Order Inter-chromosomal

Hubs Shape 3D Genome Organization in the Nucleus”. In: Cell 174.3,

744–757.e24. issn: 10974172. doi: 10.1016/j.cell.2018.05.024.

url: https://pubmed.ncbi.nlm.nih.gov/29887377/.

Rao, Suhas S.P., Su Chen Huang, et al. (Oct. 2017). “Cohesin Loss Elimi-

nates All Loop Domains”. In: Cell 171.2, 305–320.e24. issn: 10974172.

doi: 10.1016/j.cell.2017.09.026. url: https://doi.org/10.

1016/j.cell.2017.09.026.

Rao, Suhas S.P., Miriam H. Huntley, et al. (Dec. 2014). “A 3D map of the

human genome at kilobase resolution reveals principles of chromatin

looping”. In: Cell 159.7, pp. 1665–1680. issn: 10974172. doi: 10.

BIBLIOGRAPHY 214



Investigating chromatin domain structures in living cells using histone
pulse-labelling approaches

1016/j.cell.2014.11.021. url: https://pubmed.ncbi.nlm.nih.

gov/25497547/.

Reits, E. A.J. and J. J. Neefjes (2001). From fixed to FRAP: Measuring

protein mobility and activity in living cells. doi: 10.1038/35078615.

Renaud-Gabardos, Edith (2015). “Internal ribosome entry site-based vec-

tors for combined gene therapy”. In: World Journal of Experimen-

tal Medicine 5.1, p. 11. issn: 2220-315X. doi: 10.5493/wjem.v5.

i1.11. url: /pmc/articles/PMC4308528/%20/pmc/articles/

PMC4308528/?report=abstract%20https://www.ncbi.nlm.nih.

gov/pmc/articles/PMC4308528/.

Rhind, Nicholas and David M. Gilbert (Aug. 2013). “DNA replication

timing”. In: Cold Spring Harbor Perspectives in Biology 5.8, a010132.

issn: 19430264. doi: 10.1101/cshperspect.a010132. url: http:

//cshperspectives.cshlp.org/%20https://pubmed.ncbi.nlm.

nih.gov/23838440/.

Ricci, Maria Aurelia et al. (Mar. 2015). “Chromatin Fibers Are Formed

by Heterogeneous Groups of Nucleosomes In Vivo”. In: Cell 160.6,

pp. 1145–1158. issn: 0092-8674. doi: 10.1016/J.CELL.2015.01.054.

Rivera-Mulia, Juan Carlos and David M. Gilbert (June 2016). Replicating

Large Genomes: Divide and Conquer. doi: 10.1016/j.molcel.2016.

05.007. url: http://dx.doi.org/10.1016/j.molcel.2016.05.

007.

Robinett, Carmen C. et al. (1996). “In vivo localization of DNA sequences

and visualization of large-scale chromatin organization using lac op-

erator/repressor recognition”. In: Journal of Cell Biology 135.6 II,

pp. 1685–1700. issn: 00219525. doi: 10.1083/jcb.135.6.1685.

url: https://pubmed.ncbi.nlm.nih.gov/8991083/.

Rodley, C. D.M. et al. (Nov. 2009). “Global identification of yeast chro-

mosome interactions using Genome conformation capture”. In: Fun-

gal Genetics and Biology 46.11, pp. 879–886. issn: 10871845. doi:

10.1016/j.fgb.2009.07.006. url: https://pubmed.ncbi.nlm.

nih.gov/19628047/.

BIBLIOGRAPHY 215



Investigating chromatin domain structures in living cells using histone
pulse-labelling approaches

Ryba, Tyrone et al. (June 2010). “Evolutionarily conserved replication

timing profiles predict long-range chromatin interactions and distin-

guish closely related cell types”. In: Genome Research 20.6, pp. 761–

770. issn: 10889051. doi: 10.1101/gr.099655.109. url: http:

//www.genome.org/cgi/doi/10.1101/gr.099655.109..

Saad, Hicham et al. (2014). “DNA Dynamics during Early Double-Strand

Break Processing Revealed by Non-Intrusive Imaging of Living Cells”.

In: PLoS Genetics 10.3. issn: 15537404. doi: 10.1371/journal.

pgen.1004187. url: https://pubmed.ncbi.nlm.nih.gov/24625580/.

Sabari, Benjamin R. et al. (July 2018). “Coactivator condensation at

super-enhancers links phase separation and gene control”. In: Sci-

ence 361.6400, eaar3958. issn: 0036-8075. doi: 10.1126/science.

aar3958. url: https://pubmed.ncbi.nlm.nih.gov/29930091/.

Sanborn, Adrian L. et al. (Nov. 2015). “Chromatin extrusion explains key

features of loop and domain formation in wild-type and engineered

genomes”. In: Proceedings of the National Academy of Sciences of the

United States of America 112.47, E6456–E6465. issn: 10916490. doi:

10.1073/pnas.1518552112. url: www.pnas.org/cgi/doi/10.

1073/pnas.1518552112.

Schalch, Thomas et al. (July 2005). “X-ray structure of a tetranucleo-

some and its implications for the chromatin fibre”. In: Nature 2005

436:7047 436.7047, pp. 138–141. issn: 1476-4687. doi: 10 . 1038 /

nature03686. url: https://www.nature.com/articles/nature03686.

Schindelin, Johannes et al. (July 2012). Fiji: An open-source platform

for biological-image analysis. doi: 10.1038/nmeth.2019. url: http:

//fiji.sc/Adding%7B%5C_%7DUpdate%7B%5C_%7DSites.

Schmidt, Dominic et al. (May 2010). “A CTCF-independent role for

cohesin in tissue-specific transcription”. In: Genome Research 20.5,

pp. 578–588. issn: 10889051. doi: 10.1101/gr.100479.109. url:

http://www.genome.org/cgi/doi/10.1101/gr.100479.109..

Schneider, Robert and Rudolf Grosschedl (Dec. 2007). Dynamics and

interplay of nuclear architecture, genome organization, and gene ex-

BIBLIOGRAPHY 216



Investigating chromatin domain structures in living cells using histone
pulse-labelling approaches

pression. doi: 10.1101/gad.1604607. url: https://pubmed.ncbi.

nlm.nih.gov/18056419/.

Schoenfelder, Stefan et al. (Sept. 2015). “Polycomb repressive complex

PRC1 spatially constrains the mouse embryonic stem cell genome”.

In: Nature Genetics 47.10, pp. 1179–1186. issn: 15461718. doi: 10.

1038 / ng . 3393. url: https : / / pubmed . ncbi . nlm . nih . gov /

26323060/.

Scully, Ralph and Anyong Xie (Oct. 2013). Double strand break repair

functions of histone H2AX. doi: 10.1016/j.mrfmmm.2013.07.

007. url: https : / / www . ncbi . nlm . nih . gov / pmc / articles /

PMC3818383/.

Seeber, Andrew, Vincent Dion, and Susan M. Gasser (Sept. 2013). “Check-

point kinases and the INO80 nucleosome remodeling complex en-

hance global chromatin mobility in response to DNA damage”. In:

Genes and Development 27.18, pp. 1999–2008. issn: 08909369. doi:

10.1101/gad.222992.113. url: http://www.genesdev.org/cgi/.

Seeber, Andrew, Michael H. Hauer, and Susan M. Gasser (Nov. 2018).

Chromosome dynamics in response to DNA damage. doi: 10.1146/

annurev-genet-120417-031334. url: https://pubmed.ncbi.nlm.

nih.gov/30208290/.

Selvaraj, Siddarth et al. (Dec. 2013). “Whole-genome haplotype recon-

struction using proximity-ligation and shotgun sequencing”. In: Na-

ture Biotechnology 31.12, pp. 1111–1118. issn: 10870156. doi: 10.

1038/nbt.2728. url: https://www.nature.com/articles/nbt.

2728.

Sexton, Tom et al. (Feb. 2012). “Three-dimensional folding and func-

tional organization principles of the Drosophila genome”. In: Cell

148.3, pp. 458–472. issn: 10974172. doi: 10.1016/j.cell.2012.01.

010. url: http://www.cell.com/article/S0092867412000165/

fulltext.

BIBLIOGRAPHY 217



Investigating chromatin domain structures in living cells using histone
pulse-labelling approaches

Shaban, Haitham A., Roman Barth, and Kerstin Bystricky (2018). Nanoscale

mapping of chromatin dynamics in living cells. doi: 10.1101/405969.

url: https://doi.org/10.1101/405969.

Shaban, Haitham A. and Andrew Seeber (May 2020). Monitoring global

chromatin dynamics in response to DNA damage. doi: 10.1016/j.

mrfmmm.2020.111707.

Shah, Sheel et al. (2018). “Dynamics and Spatial Genomics of the Nascent

Transcriptome by Intron seqFISH”. In: Cell 174, pp. 363–376. doi:

10.1016/j.cell.2018.05.035. url: https://doi.org/10.1016/

j.cell.2018.05.035.

Shen, Yin et al. (July 2012). “A map of the cis -regulatory sequences in

the mouse genome”. In: Nature 2012 488:7409 488.7409, pp. 116–120.

issn: 1476-4687. doi: 10.1038/nature11243. url: https://www.

nature.com/articles/nature11243.

Shinkai, Soya et al. (Oct. 2016). “Dynamic Nucleosome Movement Pro-

vides Structural Information of Topological Chromatin Domains in

Living Human Cells”. In: PLoS Computational Biology 12.10, e1005136–

e1005136. issn: 15537358. doi: 10.1371/journal.pcbi.1005136.

url: http://www.mext.go.jp/english/.

Shoeman, R. L. and P. Traub (June 1990). “The in vitro DNA-binding

properties of purified nuclear lamin proteins and vimentin.” In: Jour-

nal of Biological Chemistry 265.16, pp. 9055–9061. issn: 0021-9258.

doi: 10.1016/S0021-9258(19)38810-6.

Shrinivas, Krishna et al. (Aug. 2019). “Enhancer Features that Drive

Formation of Transcriptional Condensates”. In: Molecular Cell 75.3,

549–561.e7. issn: 10974164. doi: 10.1016/j.molcel.2019.07.009.

Simonis, Marieke et al. (Nov. 2006). “Nuclear organization of active

and inactive chromatin domains uncovered by chromosome confor-

mation capture-on-chip (4C)”. In: Nature Genetics 38.11, pp. 1348–

1354. issn: 10614036. doi: 10.1038/ng1896. url: https://www.

nature.com/articles/ng1896.

BIBLIOGRAPHY 218



Investigating chromatin domain structures in living cells using histone
pulse-labelling approaches

Sloan, Katherine E., Markus T. Bohnsack, and Nicholas J. Watkins (Oct.

2013). “The 5S RNP Couples p53 Homeostasis to Ribosome Biogen-

esis and Nucleolar Stress”. In: Cell Reports 5.1, pp. 237–247. issn:

22111247. doi: 10.1016/j.celrep.2013.08.049. url: https:

//pubmed.ncbi.nlm.nih.gov/24120868/.

Sofueva, Sevil et al. (Dec. 2013). “Cohesin-mediated interactions orga-

nize chromosomal domain architecture”. In: EMBO Journal 32.24,

pp. 3119–3129. issn: 02614189. doi: 10.1038/emboj.2013.237.

url: https://www.embopress.org/doi/full/10.1038/emboj.

2013.237%20https://www.embopress.org/doi/abs/10.1038/

emboj.2013.237.

Solomon, David A, Jung-Sik Kim, and Todd Waldman (2014). “Cohesin

gene mutations in tumorigenesis: from discovery to clinical signifi-

cance”. In: BMB Rep 47.6, pp. 299–310. doi: 10.5483/BMBRep.

2014.47.6.092. url: www.bmbreports.orghttp://dx.doi.org/

10.5483/BMBRep.2014.47.6.092.

Soutoglou, Evi et al. (June 2007). “Positional stability of single double-

strand breaks in mammalian cells”. In: Nature Cell Biology 9.6, pp. 675–

682. issn: 14657392. doi: 10.1038/ncb1591. url: https://www.

nature.com/articles/ncb1591.

Spichal, M et al. (2016). “Evidence for a dual role of actin in regulating

chromosome organization and dynamics in yeast”. In: Journal of cell

science 129.4, pp. 681–692. issn: 1477-9137. doi: 10.1242/JCS.

175745. url: https://pubmed.ncbi.nlm.nih.gov/26763908/.

Stadhouders, Ralph et al. (Feb. 2018). “Transcription factors orches-

trate dynamic interplay between genome topology and gene regulation

during cell reprogramming”. In: Nature Genetics 50.2, pp. 238–249.

issn: 15461718. doi: 10.1038/s41588-017-0030-7. url: https:

//www.nature.com/articles/s41588- 017- 0030- 7%20https:

//www.nature.com/articles/s41588-017-0030-7/.

Stanley, Fintan K.T., Shaun Moore, and Aaron A. Goodarzi (Oct. 2013).

“CHD chromatin remodelling enzymes and the DNA damage re-

BIBLIOGRAPHY 219



Investigating chromatin domain structures in living cells using histone
pulse-labelling approaches

sponse”. In: Mutation Research/Fundamental and Molecular Mech-

anisms of Mutagenesis 750.1-2, pp. 31–44. issn: 0027-5107. doi: 10.

1016/J.MRFMMM.2013.07.008.

Stein, Viktor and Kirill Alexandrov (Nov. 2014). “Protease-based syn-

thetic sensing and signal amplification”. In: Proceedings of the Na-

tional Academy of Sciences of the United States of America 111.45,

pp. 15934–15939. issn: 10916490. doi: 10.1073/pnas.1405220111.

url: https://www.pnas.org/content/111/45/15934.
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