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Abstract

In this thesis we study geometric growth on translation surfaces. We obtain asymp-

totic formulae for the growth of various geometric objects on translation surfaces

such as volumes of balls and circumferences of large circles. Using these asymptotic

formulae, we then prove a distribution result for large circles on translation sur-

faces. Finally, we explore the entropy minimization problem for translation surfaces

and prove a special case. These results generalize well-known results that hold for

negatively curved surfaces.
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Chapter 1

Introduction

The purpose of this thesis is to explore the idea that the growth of geodesics1 and

certain geometric objects on translation surfaces is similar to the growth of such

objects on surfaces of negative curvature.

Translation surfaces are examples of closed surfaces that admit a locally Euclidean

metric except at finitely many points which are known as singularities (see Figure

1.1). When the genus of a closed surface is greater than one, the Gauss-Bonnet

theorem states that the average curvature of the surface must be negative. Be-

cause translation surfaces of genus greater than one are locally flat except at a finite

number of singular points, as a consequence of the Gauss-Bonnet theorem, we can

think of these singular points as points of concentrated negative curvature. This

idea suggests that, at least in some respects, translation surfaces should behave like

negatively curved surfaces.

We will explore the idea that translation surfaces behave like negatively curved

surfaces when it comes to the growth of geometric objects. To formalize what we

mean by a geometric object2, we provide the following definition.

Definition 1.0.1. Let M be a metric space. A geometric object on M refers to any

of the following:

1We emphasize that in most of the translation surfaces literature, geodesics are defined to be
locally distance minimising paths that do not pass through singularities. This is because geodesics
are often referred to in the context of the straight-line/geodesic flow which is not defined at singu-
larities. We are interested in comparing translation surfaces to negatively curved surfaces from a
geometric, not dynamical point of view. Hence, throughout this thesis we include geodesics that
pass through singularities (see Chapter 2 Section 7 for a more detailed discussion).

2Note that although saddle connections and cylinders on translation surfaces are indeed geo-
metric, for the purpose of this thesis we do not include them in the term geometric object.

1



Figure 1.1: Three translation surfaces obtained by identifying opposite edges of
polygons. Top left: A torus with no singularities. Top right: A genus two translation
surface with one singular point corresponding to the identified vertices. Bottom: A
genus two translation surface with two singularities (the filled and non-filled circles).

• a geodesic or closed geodesic1;

• a ball in the universal cover of M ; or

• a circle which is defined to be the set of end points of geodesics of length R

(the radius) based at some centre point x ∈M .

We emphasize that the growth of other types of objects on translation surfaces,

which we will refer to as dynamical objects, have been well studied in the literature.

These dynamical objects include cylinders (which correspond to geodesics that are

not allowed to pass through singularities, up to homotopy) and saddle connections

on the surface (see Section 2.6 for a summary of growth results for these dynamical
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objects on translation surfaces). We will see that the behavior of the growth of

geometric objects on translation surfaces differs from the behavior of the growth of

dynamical objects on translation surfaces.

The work in this thesis generalizes several results related to growth on negatively

curved surfaces to translation surfaces.

The study of the growth of such geometric objects on translation surfaces seems to

have been initiated by Klaus Dankwart in [8]. An asymptotic result for the growth

of closed geodesics on translation surfaces, due to Alex Eskin and Kasra Rafi, was

announced at a talk in June 2018 [14].

The main results of this thesis are as follows:

• we prove asymptotic formulae for the growth of various geometric objects on

translation surfaces;

• we prove a distribution result for appropriately defined circles on translation

surfaces; and

• we explore how the rate of growth of these geometric objects changes over an

appropriate moduli space for translation surfaces.

We conclude this introduction by summarizing the chapters of this thesis.

In Chapter 2: Background, we elaborate on the above discussion by providing a

more detailed summary of the context of this work, as well as providing definitions

and notation which will be used throughout the later chapters.

In Chapter 3: Asymptotic growth on infinite graphs, we develop a method for prov-

ing asymptotic formulae on infinite graphs.

In Chapter 4: Asymptotic growth on translation surfaces, we use the method devel-

oped in Chapter 3 to prove asymptotic results for translation surfaces analogous to

results that hold for negatively curved surfaces.

In Chapter 5: Distribution of large circles on translation surfaces, we prove that

large circles on translation surfaces distribute with respect to some measure, as the

radii of these circles tend to infinity.
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In Chapter 6: Minimizing entropy and equilateral surfaces, we explore which trans-

lation surfaces of a fixed area minimize the growth rate of their geometric objects. In

particular, we state and discuss some conjectures and give partial evidence towards

these conjectures.

In Chapter 7: Conclusion, we discuss directions for further research.

4



Chapter 2

Background

The purpose of this chapter is to provide context for the work in this thesis and to

introduce important definitions and concepts used in later chapters.

We begin by looking at geometric growth for negatively curved surfaces and finite

metric graphs. In particular, we will introduce the definition of volume entropy

which quantifies the growth rate of geometric objects for various spaces, asymptotic

formulae for the growth of geometric objects, distribution results, and entropy min-

imization problems.

We will then turn our attention to translation surfaces. First, we will define and

look at the basic properties of translation surfaces. Then we will study the geometry

of translation surfaces. Finally, we will look at prior work for geometric growth on

translation surfaces.

2.1 Volume entropy

We begin by introducing the notion of volume entropy which quantifies the growth

rate of geometric objects on particular spaces. More specifically, volume entropy is

a non-negative number that can be defined for certain metric spaces that measures

the exponential growth rate of various geometric objects defined on the space; for

example, the number of geodesic paths of bounded length starting at some base

point or the number of closed geodesics of a bounded length.

In this section, we will introduce the definition of volume entropy in the setting of

Riemannian manifolds and finite metric graphs.
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2.1.1 Volume entropy for Riemannian manifolds

We begin by introducing the definition of volume entropy in the context of Rieman-

nian manifolds.

Let M be a closed and connected manifold with Riemannian metric ρ and universal

cover M̃ equipped with the lifted metric ρ̃. Fix a point c ∈ M̃ and consider a ball

B(c,R) of radius R > 0 centred at c.

Definition 2.1.1. The volume entropy of M is defined by

h(M,ρ) = lim
R→∞

1

R
log Volρ̃(B(c,R)),

where Volρ̃(B(c,R)) denotes the Riemannian volume of B(c,R) in (M̃, ρ̃).

We note that the definition is well defined; Manning [31] showed that the limit al-

ways exists and h(M,ρ) is independent of the base point c ∈ M̃ (see 2.1).

One useful property of volume entropy is that it serves as an invariant for Rie-

mannian surfaces; because isometries preserve the volume of balls, two isometric

Riemannian manifolds will have the same volume entropy.

In the following example, we calculate the volume entropy of a hyperbolic surface

explicitly.

Example 2.1.2. Consider a hyperbolic surface Sg of genus g ≥ 2 with metric ρ,

which endows Sg with constant curvature equal to −1.

The universal cover of Sg is the hyperbolic plane, H. Let c ∈ H. Using hyperbolic

geometry (see [1]), one can check that

Volρ̃(B(c,R)) = 2π(cosh(R)− 1).

By applying the expression cosh(x) = (ex + e−x)/2, it is easy to see that

h(Sg, ρ) = lim
R→∞

1

R
log Volρ̃(B(c,R)) = 1.

Note that for Riemannian manifolds, at least some negative curvature is needed for

positive volume entropy (see Example 2.1.3). Informally, this is because geodesics

emanating from a shared point, but at different angles, grow apart exponentially

6
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Figure 2.1: On the left is S2, a genus 2 surface of constant negative curvature. Two
geodesic paths of length R based at some point x ∈ Sg are represented by the dashed
lines. On the right we have H, the lift of S2, together with two lifts of the geodesic
paths based at a lift x̃ of x. The dashed circle represents the boundary of B(x̃, R).

fast in negative curvature. The following example further highlights the need for

negative curvature.

Example 2.1.3. Let T = R2/Z2 be a torus equipped with a flat metric. A ball of

radius R > 0 in the universal cover of T , the Euclidean plane E, has area πR2.

Hence, the volume entropy of the flat torus T is

h(T ) = lim
R→∞

1

R
log(πR2) = 0.

As mentioned at the beginning of this section, volume entropy captures the expo-

nential growth rate of various geometric objects on a given space. For Riemannian

manifolds, this means that we could replace the function V (B(c,R)) := Volρ̃(B(c,R))

in the definition of volume entropy by any of the following counting functions asso-

ciated to (M,ρ) and get the same limit (see work by [32] and [30]):

• `(C(c,R)), the circumference of a ball of radius R centered at some point c in

(M̃, ρ̃);

• C(R), the number of closed geodesics on M , considered up to homotopy, of

length less than or equal to R; and

• Nx,y(R), the number of geodesics connecting points x and y on M of length

less than or equal to R.

For Riemannian manifolds, volume entropy also captures dynamical growth on the

manifold since geodesic paths on Riemannian manifolds correspond to orbits of the

geodesic flow. In fact, in [31], Manning showed that for Riemannian manifolds

7



(M,ρ) of non-positive curvature, the volume entropy coincides with the topological

entropy htop of the associated geodesic flow.

2.1.2 Volume entropy for finite metric graphs

Here we introduce an analogous definition of volume entropy for finite metric graphs

that quantifies the exponential growth rate of paths of a certain length based at some

point. This setting is simple enough, yet it forms the foundation for our analysis of

volume entropy for translation surfaces.

Let G be a directed, finite, connected, non-cyclic graph without terminal vertices.

Let V and E be the vertex and edge sets of G respectively. We can give G a metric

by defining a length function ` : E → R+ on G. Let x ∈ V and define N(x,R) to be

the number of non-backtracking paths based at x in G, of length less than or equal

to R.

Definition 2.1.4. The volume entropy of (G, `) is defined by

h(G, `) := lim
R→∞

1

R
logN(x,R).

Once again, h(G, `) is independent of x ∈ G and the limit exists (see [29]). Note

that one could also consider the growth of volumes of balls in the universal cover of

the graph, like in the case of Riemannian manifolds (see [29]).

Example 2.1.5. Let G be a graph consisting of one vertex and two oriented edges,

each of length 1. Each time a path reaches the vertex, it can continue in one of two

directions. Hence N(x,R) = 2bRc and the entropy of (G, `) is

h(G, `) = lim
R→∞

1

R
log(2bRc) = log(2).

Once again, one can replace the growth function N(x,R) with other geometric

growth functions such as the number of closed paths of a bounded length on the

graph.

Note that in the case of Riemannian manifolds, volume entropy quantified the

growth rate of geometrical objects as well as dynamical objects since geodesic

paths correspond to images of points under geodesic flows. For finite metric graphs,

geodesic flows cannot be defined in the same way due to the presence of vertices

with multiple edges. This disconnect between the geometric and dynamical point
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of view will also appear when we turn our attention to translation surfaces for a

similar reason.

2.2 Asymptotic formulae for counting and growth func-

tions

In this section, we will begin by looking at a couple of well-known counting prob-

lems, and then discuss the key tool, the Ikehara-Wiener Tauberian theorem, which

we will use to prove the asymptotic results in the next few chapters.

In a general sense, counting problems seek to quantify the growth of some function

or collection of objects. Perhaps the most famous result for a counting problem is

the prime number theorem which gives an asymptotic formula the growth of the

prime numbers (see [37]).

Theorem 2.2.1 (Prime number theorem). Let π(x) denote the number of prime

numbers p such that p ≤ x, for x ∈ R+. Then

lim
R→∞

π(x)

x/ log x
= 1,

which we write as π(x) ∼ x/ log(x).

The prime number theorem tells us that, in the limit, the number of primes below

a certain number x grows like the function x/ log(x). The Riemann hypothesis, if

true, would give a stronger result, i.e., an asymptotic with an error term.

In the setting of closed Riemannian manifolds, we can consider the growth of vol-

umes of balls, lengths of circles, and closed geodesics as functions for which we wish

to establish asymptotic formulae.

In the case of manifolds with negative sectional curvature, work by Margulis gives

asymptotic formulae for the above growth functions (see [32]). In particular, he

proved that, given a Riemannian manifold (M,ρ), there exist constants D,E, F,G >

0 such that

lim
R→∞

V (B(c,R))

ehR
= D, lim

R→∞

`(C(c,R))

ehR
= E,

lim
R→∞

C(R)

ehR/hR
= F, and lim

R→∞

Nx,y(R)

ehR
= G,

9



where the growth functions V (B(c,R)), `(C(c,R)), C(R) and Nx,y(R) were defined

in the previous section.

The asymptotic results stated above imply the existence of the limits in the defini-

tion of volume entropy for Riemannian manifolds.

One of the goals of this thesis is to prove the analogous asymptotic formulae for

translation surfaces, to those proved by Margulis for negatively curved surfaces.

We conclude this section by introducing the Ikehara-Wiener Tauberian theorem

and discuss how it can be used to deduce asymptotic formulae for certain count-

ing/growth functions. The asymptotic formulae that we prove for translation sur-

faces will be proved using this theorem.

The Ikehara-Wiener Tauberian theorem ([50] and [24]) tells us that the asymptotic

behaviour of certain functions can be deduced from the pole structure of a mero-

morphic extension of the Laplace transform of the function. It can be used to prove

the prime number theorem [11].

We will use the the following formulation1 of the Ikehara-Wiener Tauberian theorem.

Theorem 2.2.2 (Ikehara–Wiener Tauberian theorem). Let ρ : R+ → R+ be a non-

decreasing and right-continuous function. Formally denote η(z) :=
∫∞

0 e−zRdρ(R),

for z ∈ C. Then suppose that η(z) has the following properties:

1. there exists some a > 0 such that η(z) converges absolutely and is analytic on

Re(z) > a;

2. η(z) has a meromorphic extension to a neighbourhood of the half-plane Re(z) ≥
a;

3. a is a simple pole for η(z), i.e., C = limz→a(z − a)η(z) exists and is positive;

and

4. the extension of η(z) has no poles on the line Re(z) = a other than a.

Then ρ(R) ∼ (C/a)eaR as R→∞.

1This formulation comes from the typical formulation (for example in [11]) by using a change of
variable.
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Figure 2.2: A portion of {z ∈ C : Re(z) > 0} is drawn along with an illustration of

the conditions for the Ikehara-Wiener Tauberian theorem. In particular: η(z) must

converge absolutely and be analytic on the right side of the dashed line Re(z) = a;

a must be a simple pole for η(z); η(z) must be the only pole on the line Re(z) = a;

and there must exist a meromorphic extension of η(z) to some neighbourhood of

the line Re(z) = a (represented by the dotted line). The dots represent some poles

of the extension.

2.3 Distribution problems

Distribution problems are concerned with how some sequence of objects are dis-

tributed on a given space. A classic example is given by the following theorem, due

to Weyl [49], which states that the images of a point on a circle under iterations of

an irrational rotation are evenly distributed on the circle.

Theorem 2.3.1. Let α ∈ R\Q. Then the sequence {αn (mod 1)}n∈N is equidis-

tributed on [0, 1), i.e. for all 0 ≤ a < b < 1,

lim
N→∞

1

N
#{n ≤ N : αn (mod 1) ∈ [a, b]} = b− a.

We can rephrase this theorem in terms of measures. We have a sequence of proba-

bility measures µN on [0, 1) defined by taking µN to be the uniform average of the

11



Dirac measures on the points nα mod 1 for 1 ≤ n ≤ N , then µN → µ as N →∞ in

the sense of weak-* convergence.

In the case of Riemannian surfaces, we can ask how the geometric objects introduced

earlier distribute on the surfaces. For example, given a Riemannian surface (S, ρ) of

genus g ≥ 2, we can define the circle C(x,R) to be the set of points on S which are

joined by a geodesic of length R > 0 to the center point x. Equivalently, we could

consider projections of circles from the surface’s universal cover.

For constant negative curvature surfaces of genus g ≥ 2, as the radius tends to infin-

ity, these circles become equidistributed with respect to normalized volume measure

(see Randol [45]).

We can state the distribution result more precisely.

Definition 2.3.2. Let (S, ρ) be a genus g ≥ 2 surface of constant negative curvature.

Define a family of probability measures µR (R > 0) on S by∫
fdµR =

1

`(C(x,R))

∫
C(x,R)

f(x)dλ(x), for f ∈ C(S,R),

where λ is the natural length parameterization on C(x,R).

The result states that the measures µR converge to the normalized volume measure

in the weak-* topology.

In Chapter 5, we will prove an analogous result for appropriately defined circles on

translation surfaces.

2.4 Minimizing volume entropy

In this section, we consider volume entropy as a function defined over the moduli

space of certain spaces (i.e. the space of certain metrics on a given topological space)

and consider which spaces minimize volume entropy over the moduli space. We will

first introduce this function in the context of negatively curved surfaces and later

for finite metric graphs.
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Recall that the volume entropy of a negatively curved surface (S, ρ) is defined by

h(S, ρ) = lim
R→∞

1

R
log Volρ̃(B(c,R)),

where Volρ̃(B(c,R)) denotes the Riemannian volume of B(c,R) in (S̃, ρ̃).

Let M denote the moduli space of negatively curved metrics on a surface, S, of

genus g ≥ 2. We can extend the definition of volume entropy to a function overM,

h :M→ R≥0 where h(ρ) is the volume entropy of (S, ρ).

If we consider volume entropy as quantifying the complexity of a given metric on S,

it is natural to ask questions such as:

• What are the smallest and largest values that a metric on S can take?

• Which metrics, if any, minimize entropy?

• What is the regularity of the volume entropy function h(ρ)? Is it continuous?

Smooth?

Note from the definition of volume entropy, that volume entropy scales with respect

to homothety of the metric. In particular, if h(tρ) denotes the volume entropy of

some metric ρ scaled by a factor of t > 0, then h(tρ) = h(ρ)/
√
t. For this reason,

the appropriate notion of volume for the metrics in question is generally fixed when

asking the above questions.

The question of which surfaces minimize entropy for negatively curved surfaces was

solved by Katok [25].

Theorem 2.4.1. Let S be a surface of genus g ≥ 2. Let ρ0 be a metric of constant

negative curvature on S and let ρ1 be any other metric of negative curvature on S.

Then

h(S, ρ1)Volρ1(S) ≥ h(S, ρ0)Volρ0(S),

with equality if and only if ρ1 is a constant curvature metric.

In particular, if we fix the area of the metrics, we see that constant curvature metrics

minimize entropy on S. Intuitively, this is because volume entropy can be thought

of as a measure of complexity of a geometric space, and constant curvature metrics

13



are the most symmetric and hence the least complex.

This work was generalized by Besson, Courtois and Gallot in [2], in which the au-

thors showed that an analogous result holds for manifolds in higher dimensions. In

particular, they show that locally symmetric spaces minimize entropy when volume

is fixed.

The entropy minimization problem has been studied in other contexts, such as for

finite metric graphs (see [29]). For the types of graphs defined in Section 2.1.2, the

metrics which minimize entropy when the sum of the edge lengths are fixed, are

those which are the most symmetric. For example, in the case of a graph G with

one vertex and n edges, the metric which minimizes entropy is the metric which

sets all the edge lengths equal to one another. In the general case, the metric that

minimizes entropy is the one for which the length of any edge is proportional to the

sum of the logs of the valencies of its vertices. In [29], Lim proved the following

result.

Theorem 2.4.2. Let G be a finite oriented connected graph with vertex set V and

oriented edge set E, such that the valency at each vertex x, which we denote by

k(x) + 1, is at least 3. For e ∈ E, let i(e) and t(e) denote the initial and terminal

vertex of e, respectively. Then there is a unique normalized length function which

minimizes volume entropy, given by

hmin =
1

2

∑
x∈V

(k(x) + 1) log(k(x)),

and the entropy minimizing length function is given by

`(e) =
log(k(i(e))k(t(e)))∑

x∈V (k(x) + 1) log(k(x))
,

for all e ∈ E.

We conclude by commenting on the regularity of the entropy function. Katok,

Knieper, Pollicott and Weiss [26] showed that the entropy function h has a C∞

dependence on the metric.

2.5 Translation surfaces background

The previous sections gave an overview of some aspects of geometric growth in the

context of negatively curved surfaces and finite metric graphs. The aim of this thesis
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is to show that some of these results generalize to translation surfaces which gives

credence to the idea that, at least in some aspects, translation surfaces behave like

surfaces of negative curvature.

In this section, we will give a brief introduction to translation surfaces. A good

reference for this material (and more background) can be found in the surveys [54]

and [51].

The study of translation surfaces has received much attention in the last couple

of decades. Translation surfaces themselves arise naturally in the study of various

other dynamical systems, and their study employs the tools from various fields such

as: algebraic geometry; number theory; and of course, dynamical systems theory

and geometry [51].

We begin by providing an informal definition of a translation surface which high-

lights their key features. A translation surface is a closed surface endowed with

a flat metric except at, possibly, a finite number of singular points. Furthermore,

there is a well-defined notion of north at every non-singular point.

Singularities on translation surfaces are cone-points. To see what this means, con-

sider the following construction: let k ∈ N and take (k + 1) copies of the upper

half-plane with the usual metric and (k + 1) copies of the lower half-plane. Then

glue them together along the half infinite rays [0,∞) and (−∞, 0] in cyclic order

(Figure 2.3).

A B C D

C B A D

Figure 2.3: Four half-disks glued together cyclically. A singularity/cone-point of
angle 4π on a translation surface has a neighbourhood isometric to a neighbourhood
of the the origin in the picture (the red dot).

There are a few equivalent definitions of translation surfaces that appear in the

literature. We will present the one which is most suited to our needs.

Definition 2.5.1. A translation surface is a closed and connected topological sur-

face, X, together with a finite set of points Σ and an atlas of charts to C on X\Σ,
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whose transition maps are translations. Furthermore, we require that for each point

x ∈ Σ, there exists some k ∈ N and a homeomorphism of a neighbourhood of x to a

neighbourhood of the origin in the 2k+ 2 half-plane construction that is an isometry

away from x.

It is easy to see that the above definition gives a finite volume and locally Euclidean

metric on X\Σ. The set Σ = {x1, . . . , xn} is the set of singularities or cone-points on

the surface, where the singularity xi has a cone-angle of 2π(k(xi)+1) with k(xi) ∈ N.

An interesting consequence of the almost-flat metric of translation surfaces is that

by cutting the surface along straight lines, one can decompose the surface into a

finite collection of Euclidean polygons. Hence, any translation surface has an in-

finite number of representations, where each representation is a finite collection of

polygons in the plane along with certain edge identifications taking an edge of one

polygon to a parallel edge of (possibly) another polygon. This also gives us a con-

venient way of constructing examples of translation surfaces (Figure 2.4).

a

a

Figure 2.4: A translation surface obtained from gluing edges from one polygon to
the opposite parallel edge on the other polygon. One such edge identification is
denoted by “a”.

Note that two distinct polygonal representations may represent the same translation

surface (Figure 2.5). In particular, two polygonal representations are equivalent if

one can be subdivided into new polygons which can then be rearranged via trans-

lations to form the other polygonal representation. In general, it is difficult to tell

whether two polygonal representations represent the same surface.

We conclude this section with the definition of saddle connections on translation

surfaces.
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Figure 2.5: Above are two parallelograms whose opposite sides are glued together
to form tori. The parallelogram on the right can be cut along the vertical dashed
line two form two triangles which can be translated and glued back together to
form the square on the left with opposite sides identified. Hence the two polygonal
representations represent the same torus.

Definition 2.5.2. A saddle connection, s, on a translation surface is a geodesic

segment connecting one singularity to another (possibly the same) singularity such

that no singularity lies in the interior of the segment.

Saddle connections play an important role in the study of translation surfaces and

continue to do so in the later chapters of this thesis.

2.6 Dynamics on translation surfaces

In this section, we briefly introduce the dynamics of the geodesic (or straight-line)

flow on translation surfaces. We begin by providing some motivation for studying

dynamics on translation surfaces which comes from the study of billiards (see [16]

for a more detailed discussion). We then describe some dynamical growth results

for translation surfaces and see how the growth differs from dynamical growth on

negatively curved surfaces.

Consider a rational polygon (a Euclidean polygon whose interior angles are rational

multiples of π). One can think of this polygon as a friction-less billiard table upon

which we place a particle. We can then push the particle in a given direction and

follow its trajectory as it moves around the table (Figure 2.6). When a particle hits

the edge of a table, we assume an elastic collision where the angle of incidence is

equal to the angle of reflection. Note that we ignore trajectories which eventually

hit a corner because the direction of reflection is not well-defined.

It is natural to ask questions about the long term behaviour of trajectories on the

table such as:
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Figure 2.6: A rectangular billiard table with a particular trajectory drawn in red.

Q1) Does there exist a periodic orbit on the table?

Q2) What is the growth rate of periodic orbits of a bounded length, supposing they

exist?

Q3) Do dense orbits exists on the table?

These problems are difficult for general billiard tables; in the case of non-rational

polygons, it is not currently known if every triangle has a periodic orbit [20].

Studying these orbits proves to be difficult, in part due to the fact that the trajec-

tory keeps changing direction. A fruitful method of answering these questions for

rational polygonal billiards is to “unfold” them and their trajectories, so that the

trajectories become straight-line flows on translation surfaces [53]. We will look at

a particular example for illustrative purposes (Figure 2.7).

The unfolded tables along with the gluing described form a translation surface X

which may have singularities around the vertices of the reflected tables. In this ex-

ample, the translation surface has one singularity of cone-angle 6π (Figure 2.8). The

straight-line flow on the unfolded tables is simply the geodesic flow on X\Σ with

respect to the flat metric on the surface. This amounts to tracing out a straight-line

in the direction of the flow. Note that we discard flows which hit a singularity in

forwards/backwards time.

This unfolding process allows us to transfer some statements about the geodesic

/straight-line flow on translation surfaces to statements about the billiard flow for

rational billiard tables. This is because billiard trajectories can be unfolded and

studied as geodesic/straight-line flows (and vice-versa).
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Figure 2.7: On the left we have an “L” shaped billiard table with a trajectory drawn
in blue. On the right we have four unfolded copies of the original billiard table, with
the unfolded trajectory in blue. The four tables are glued along the touching edges
and the remaining edges are glued to their opposite edges.

Figure 2.8: The unfolded billiard tables glue together to form a translation surface
of genus 2 with one singularity (formed from the four central vertices marked in red).
Every point on the surface, except at the singularity, has a neighbourhood which is
isomorphic to a Euclidean ball. The singularity has a cone-angle of 4× 3π/2 = 6π.
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Q1 and Q2 above for billiard dynamics can be answered using this unfolding method

and some results for counting cylinders on translation surfaces.

Definition 2.6.1. A cylinder on a translation surface is an embedding of a Eu-

clidean cylinder (S1 × I for some interval I and S1 is obtained from identifying the

endpoints of some interval J). We insist that the boundary components of such a

cylinder are composed of parallel saddle connections.

Note that a periodic orbit on a rational billiard table unfolds to a periodic orbit

on a translation surface. This periodic orbit will be contained within a cylinder

and hence by translating the orbit perpendicular to the direction of the orbit, we

obtain an uncountable family of orbits of the same length as the original. Hence, if

we wish to count periodic orbits on the surface, it is natural to group such orbits

together and count cylinders instead. Note that the length of the periodic orbits

corresponding to a given cylinder will be the circumference of the cylinder.

The following result by Masur [36] proves that every translation surface contains a

cylinder.

Theorem 2.6.2. Let X be a translation surface. Then X contains an embedded

cylinder.

We can use the above result to show that there exists a periodic orbit on every

rational billiard table (Q1 above): If we have a rational billiard table, we can unfold

it to obtain a translation surface that contains an embedded cylinder, and so it has

a periodic orbit that corresponds to a periodic orbit on the billiard table.

Similarly, Q2 is answered by the following theorem regarding the growth of cylinders

on translation surfaces ([34] and [33]).

Theorem 2.6.3. Let X be a translation surface of genus g ≥ 2 and let Cy(X,L)

denote the number of cylinders on X of circumference less than or equal to L. Then

there exist constants 0 < a < b <∞, only depending on g, such that

aL2 ≤ Cy(X,L) ≤ bL2,

for L sufficiently large.

We will present another important growth result on translation surfaces which will

be of use to us later. The growth result characterizes the growth of saddle connec-

tions on translation surfaces.
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We denote the number of saddle connections (Definition 2.5.2) on a surface of length

less than L by S(L). Again, from [34] and [33] we get a similar growth result to the

one for cylinders.

Theorem 2.6.4. Let X be a translation surface of genus g. Then there exist con-

stants 0 < c < d <∞, only depending on g, such that

cL2 ≤ S(L) ≤ dL2,

for L sufficiently large.

The above growth results indicate that dynamical trajectories grow quadratically on

translation surfaces. In the first few sections of this chapter, we saw that geometric

objects (such as closed geodesics) grow exponentially on surfaces of negative curva-

ture. For such surfaces, geodesic paths and trajectories of the geodesic flow coincide

and hence dynamical trajectories on negatively curved surfaces grow exponentially.

The aim of this thesis is to explore the idea that geometric growth (see Definition

1.0.1) on translation surfaces behaves like geometric growth on surfaces of negative

curvature.

2.7 Geometry of translation surfaces

The aim of this section is to describe the geometry of translation surfaces. We begin

by looking at geodesics on translation surfaces and end by elaborating on the idea

that translation surfaces with singularities are “negatively curved” from a geomet-

rical point of view.

We begin by introducing the natural metric for translation surfaces. First note that

any general path on a translation surface may pass through singularities. Hence any

finite path p may be written as p = p1 . . . pn, where the pi are sub-paths whose inte-

riors are contained in X\Σ and whose endpoints may be contained in Σ. The length

of p, `(p), is then the sum of the lengths of its sub-paths, i.e. `(p) =
∑n

i=1 `(pi).

The length of each sub-path is obtained from the Euclidean structure of X\Σ. We

can then define a path metric on X by

d(x, y) = inf
γ
`(γ),

where x, y ∈ X and the infimum is taken over all paths γ starting at x and ending
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at y (see [19]).

Geodesics on translation surfaces have a combinatorial structure which differs from

the smooth structure of geodesics on Riemannian surfaces. We claim that geodesics

on translation surfaces have the following structure (Figure 2.9).

≥ π

≥ π
≥ π

≥ π

≥ π

≥ π

Figure 2.9: A representation of a geodesic on a translation surface.

The following result can be found in [5].

Proposition 2.7.1. Geodesics on translation surfaces are concatenations of straight-

line segments which may meet at singularities, such that the smallest angle between

any two adjacent segments (as measured about the singularity) is greater than or

equal to π.

See [47] for a more detailed discussion of geodesics on translation surfaces. We will

try to provide some intuition as to why geodesics have this structure.

To see that any geodesic will be a concatenation of straight-line segments (possibly

including saddle connections), recall that any finite path can be decomposed into

sub-paths contained in the Euclidean part of X, X\Σ. Hence each of these sub-

paths is locally distance minimising if and only if it is a straight-line segment.

The next thing to note is that not all straight-line segments meeting at a singularity

form a geodesic. If the two straight-line segments form an angle of less than π at the

singularity, the path formed from concatenating the two segments will not be locally

distance minimising at the singularity in the same way that the path formed from

two edges of a Euclidean triangle is not a geodesic in the Euclidean plane (Figure

2.10).

Next suppose that two segments which meet at a singularity x do not form an angle

of less than π between them (see Figure 2.11). We claim that these two segments
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Figure 2.10: A translation surface obtained from gluing opposite sides of a polygon.
This surface has two singularities represented by the filled and non-filled dots. The
red line represents a straight-line segment meeting the filled singularity and the red
sectors represent the directions in which a straight-line segment could be joined with
the red segment to form a geodesic.

form a geodesic. To see this, suppose that they do not. Then because of the path

metric, we could find a path γ connecting a point a which lies on one segment and is

close to the singularity to a point b which lies on the other segment and is close to the

singularity, such that `(γ) < d(a, x)+d(x, b). Then because γ must be a straight-line

segment which does not pass through x, it must leave some neighbourhood of the

singularity via a straight-line. However, if we chose x and y to be sufficiently close

to the singularity, `(γ) > d(a, x) + d(x, b) which gives a contradiction.

A BB A

Figure 2.11: A local picture of a singularity of cone-angle 4π formed by gluing two

disks along a slit. Two segments (dashed lines) meet the singularity at an angle of

greater than or equal to π on both sides and hence form a geodesic.
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We conclude by noting that geodesics on translation surfaces have the property that

if they do pass through a singularity, then they are unique in their homotopy class

(see [8]). This property is shared by negatively curved surfaces. Note that as we

have seen in the previous section, closed geodesics/orbits which do not pass through

singularities may have an infinite number of closed geodesics in their homotopy class

(i.e. the other closed geodesics along the same cylinder). For this reason, when it

comes to counting geodesics in later sections, we count geodesics up to homotopy.

2.7.1 Translation surfaces are “negatively curved”

The purpose of this section is to discuss the idea that, from a geometrical point

of view, translation surfaces are in some sense similar to surfaces of non-positive

curvature.

We begin by looking at the Gauss-Bonnet theorem (see [9]) which relates the cur-

vature of a closed Riemannian surface to its underlying topology:

Theorem 2.7.2. Let (S, g) be a closed Riemannian surface of genus g ≥ 0 with

Gaussian curvature denoted by K. Then

−2π(2g − 2) =

∫
S
KdA.

Essentially, the Gauss-Bonnet theorem states that the average curvature of the sur-

face is constrained by the topology of the surface; in particular, the higher the genus,

the more negative the average curvature will be.

A similar theorem holds for translation surfaces which can be obtained by consid-

ering a triangulation of the surface.

Theorem 2.7.3. Fix g ≥ 2 and let X be a translation surface with singularities

Σ = {x1, . . . , xn}, where xi has cone-angle 2π(di + 1). Then

−2π(2g − 2) =
∑
xi∈Σ

−2π(di).

By considering these theorems side-by-side, they suggest that, heuristically, one can

think of the singularities on translation surfaces as behaving like points of concen-

trated negative curvature, where the larger the cone-angle of a singularity, the higher

the concentration of negative curvature at that particular singularity.
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As mentioned in the introduction, the intuitive observation that singularities may

be thought of as points of concentrated negative curvature inspires the following

question: do translation surfaces behave like surfaces of negative curvature? In the

next two sections we will look at existing work which explores the idea that trans-

lation surfaces behave like negatively curved surfaces when it comes to geometric

growth.

2.8 Volume entropy for translation surfaces

Recall from Section 2.1, that for a negatively curved surface, volume entropy is a

positive number which quantifies the exponential growth rate of various geometric

objects on the manifold such as the growth of the volume of a ball as its radius goes

to infinity.

The aim of this section is to explore an analogous notion of volume entropy for

translation surfaces. This work has already been partially carried out by Dankwart

(see [8]) and so we will briefly discuss the definition and some of its properties.

The original definition of volume entropy that Dankwart used focused on orbital

counting rather than the types of geometric objects we discussed for Riemannian

manifolds. We will define volume entropy in terms of the growth of geometric ob-

jects on the surface.

Let X be a translation surface with universal cover X̃ that inherits a metric from the

flat metric defined on X. We define the following counting functions for X inspired

by those introduced for Riemannian surfaces:

• V (B(x̃, R)), the volume of a ball of radius R centered at x̃ ∈ X̃;

• `(C(x̃, R)), the circumference of a ball of radius R centered at some point

x̃ ∈ X̃;

• C(R), the number of closed geodesics on X of length less than or equal to R;

and

• Nx,y(R), the number of geodesics from x to y on X of length less than or equal

to R.

By analogy with the definition of volume entropy for Riemannian manifolds (Defi-

nition 2.1.1) we can consider the rate of growth of balls in the universal cover X̃.

25



Definition 2.8.1. Let X be a translation surface. Fix x̃ ∈ X̃. We define the volume

entropy of X to be

h = h(X) := lim sup
R→∞

1

R
log V (B(x̃, R)).

As in the case of the definitions of volume entropy for Riemannian manifolds and

finite metric graphs, h is independent of the choice of x̃. This follows from the fact

that any two points on X can be joined by a geodesic of length less than or equal

to the diameter of X, the triangle inequality and the definition of volume entropy.

For convenience, we will often assume that x̃ is the lift of a singularity x ∈ Σ. The

asymptotic formulae deduced in Chapter 4 imply that the limsup in the definition is

in fact a limit, but perhaps it is also simple to deduce using a subadditivity argument.

The structure of geodesics on X and the structure of X̃ itself, allow us to interpret

the volume of a ball in X̃ in terms of X. This interpretation will prove fruitful when

proving results on the growth of objects on translation surfaces.

First we introduce some notation and definitions relating geodesics on translation

surfaces to saddle connections.

Let S denote the set of oriented saddle connections on a surface X, partially-ordered

by non-decreasing length.

Definition 2.8.2. We define a saddle connection path p = s1, . . . , sn to be a finite

string of oriented saddle collections s1, . . . , sn which form a geodesic path.

We denote by `(p) = `(s1) + `(s2) + · · · + `(sn) the sum of the lengths of the

constituent saddle connections. Let i(p), t(p) ∈ Σ denote the initial and terminal

singularities, respectively, of the saddle connection path p.

Let x ∈ Σ be a singularity, then we define

P(x,R) := {p : i(p) = x and l(p) ≤ R}

to be the number of saddle connection paths starting at x of length less than or

equal to R. We define P(x) =
⋃
R>0 P(x,R) to be the set of all saddle connection

paths starting at x.

Note that we obtain an additional counting function N(x,R) := #P(x,R) similar
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the one we focused on for finite metric graphs.

We can now give an explicit formula for the volume of a ball on X̃ in terms of saddle

connection paths on X. See Figure 2.12 for an illustration.

Lemma 2.8.3. Let X be a translation surface and fix a singularity x ∈ Σ with lift

x̃ ∈ X̃ and let 2π(k(x) + 1) be the cone angle of x. Then for R > 0,

V (B(x̃, R)) = (k(x) + 1)πR2 +
∑

p∈P(x,R)

k(t(p))π(R− `(p))2,

where the singularity at the end of path p has cone angle 2π(k(t(p)) + 1).

Proof. The ball B(x̃, R) consists of end points of geodesics which begin at x̃ and

are of length less than or equal to R. The set of such geodesics is in one-to-one

correspondence with the set of geodesics on X which begin at x ∈ Σ of length less

than or equal to R. The volume contributed by the geodesics starting from x (or

equivalently x̃) which do not pass through a singularity is given by (k(x) + 1)πR2,

where 2π(k(x) + 1) is the cone angle at x. A geodesic that begins at x and passes

through a singularity will be a concatenation of a path p ∈ P(x,R) and a straight-

line segment that satisfies the geodesic angle condition with p (see Proposition 2.7.1).

Hence the contribution of volume from such geodesics corresponding to a saddle

connection path p ∈ P(x,R), is given by k(t(p))π(R− (`(p))2.

We conclude this section by noting an alternative characterization of volume entropy

for translation surfaces which uses generating functions. We first note that we can

replace V (B(x̃, R)) in the definition of volume entropy for translation surfaces with

any other geometric counting function defined at the beginning of this section and

obtain the constant h. In particular, we can replace it with N(x,R) := #P(x,R).

Proposition 2.8.4. Let X be a translation surface and fix x ∈ X. Then the volume

entropy of X is given by

h(X) = inf
t>0

t :
∑

p∈P(x)

e−t`(p) <∞

 .

A proof for the equivalence for the two notions of volume entropy follows from the

proof of a similar statement in [27] for the case of finite metric graphs. We will

provide a sketch of the proof for completeness.
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R

Figure 2.12: (i) The radii of B(x̃, R) are concatenations of saddle connections fol-
lowed by a radial line segment from a singularity; (ii) A heuristic figure illustrating
that the boundary of B(x̃, R) will consist of the union of circular arcs centred on
singularities reached via concatenations of saddle connections

Proof. Let h′ be the infimal value of t for which
∑

p∈P(x) e
−t`(p) converges. Then for

t > h,

∑
p∈P(x)

e−t`(p) =

∞∑
n=0

∑
p∈P(x):n≤`(p)≤n+1

e−t`(p) ≤
∞∑
n=0

N(x, n+1)e−tn =

∞∑
n=0

e(h−t+o(1))n.

It follows that
∑

p∈P(x) e
−t`(p) converges when t > h, hence h ≥ h′.

Suppose that h > h′. Then because the set of u for which∑
p∈P(x)

e−u`(p) <∞
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is an interval, we can choose some t ∈ (h′, h) such that∑
p∈P(x)

e−t`(p) <∞.

Then for R > 0,

etR
∑

p∈P(x)

e−t`(p) =
∑

p∈P(x)

et(R−`(p)) ≥
∑

p∈P(x,R)

et(R−`(p)).

For `(p) < R, we have et(R−`(p)) > 1, hence etR
∑

p∈P(x) e
−t`(p) ≥ N(x,R). Taking

the logarithm of both sides and letting R tend to infinity, we obtain t ≥ h, which

gives a contradiction. Hence h = h′.

2.9 Exponential growth of geometric objects on trans-

lation surfaces

We will now look at existing work for geometric growth on translation surfaces.

The study of geometric growth on translation surfaces seems to have been initiated

by Dankwart in [8]. Part of his work involved studying volume entropy for trans-

lation surfaces. A result of his that forms the foundation for our later work is that

translation surfaces do have positive volume entropy and so behave like negatively

curved surfaces in this respect.

We will briefly sketch an argument for why volume entropy for translation surfaces

is positive, then give a more intuitive picture afterwards.

We first need to introduce the following result from Dankwart [8].

Lemma 2.9.1. Let X be a translation surface. If s, s′ ∈ S are oriented saddle

connections then there exists a saddle connection path which starts with s and ends

with s′.

Proposition 2.9.2. Let X be a translation surface. Then h(X) > 0.

Proof. Let s be any oriented saddle connection on X. By Lemma 2.9.1 and the fact

that there exist at least two other saddle connections on X, we can find two distinct

closed saddle connection paths p1 and p2 which pass through s.
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Because p1 and p2 both pass through s, by concatenation we can generate a family

of geodesic paths which correspond to words in 〈p1, p2〉.

Let ` = max{`(p1), `(p2)}. Then P(i(s), R) ≥ 2bR/`c. Hence

h(X) = lim sup
R→∞

logP(i(s), R)

R
≥ lim sup

R→∞

log 2bR/`c

R
=

log 2

`
> 0.

Perhaps a more intuitive way to get a sense for why the volume entropy is positive for

translation surfaces is to consider what happens to the set of geodesic paths based

at a point x ∈ Σ, of length less than or equal to R, as R goes to infinity (Figure 2.12).

As the boundary of a ball increases, it passes through singularities, creating sectors

of shorter radii to start growing about the singularity which correspond to geodesics

which pass through that singularity. Then as the radius of the ball further in-

creases, each of these sectors pass through more singularities, forming new sectors.

This compounding effect of sectors creating new sectors is where the exponential

growth comes from.
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Chapter 3

Asymptotic growth on infinite

graphs

3.1 Introduction

In this chapter, we prove asymptotic formulae for the growth of paths on infinite

metric graphs which satisfy some appropriate conditions. We first will show that

for such a graph G, given a vertex x ∈ V(G), the number of non-backtracking paths

starting at x of length less R, is asymptotic to (C/h(G))eh(G)R as R goes to infinity,

where h(G) is the volume entropy of G and C > 0. We will then prove a similar

asymptotic formula for the growth of closed paths on G.

The method of proof we develop in this chapter will later be used to prove asymptotic

results for translation surfaces. We develop the method in the context of infinite

graphs, partly because infinite graphs are less complex than translation surfaces and

partly because infinite graphs are interesting in their own right.

The proof follows the lines of the classical proof of the prime number theorem. In

particular, the proof is based on the use of the Ikehara-Wiener Tauberian theorem

(see Section 2.2.2). The theorem states that if a particular complex function ηG(z)

associated to an infinite graph G satisfies certain properties, then the asymptotic

formula for the growth of paths holds. We show that these properties hold for ηG(z)

by rewriting the function in terms of infinite matrices which contain information

about the poles of ηG(z). In the special case of finite graphs, the asymptotic result

could be easily deduced using ideas in [42] for finite matrices.
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3.2 Background

In this section, we will introduce the types of infinite graphs we will be working

with, along with some basic definitions.

Let G be a non-empty strongly connected oriented graph (i.e., every point can be

reached by any other point by following a path that respects the orientation on the

paths edges). Let V = V(G) and E = E(G) be the vertex and oriented edge sets of

G, respectively. We insist that the cardinality of V be finite and that the cardinality

of E be countably infinite. For every edge e, let i(e) and t(e) denote the initial and

the terminal vertex of e, respectively. We introduce a length function ` : E → R
which assigns a positive real number `(e) to each edge e ∈ E . Furthermore, we will

need to partially-order E by non-decreasing lengths with respect to `.

Example 3.2.1 (Infinite Rose). A graph G formed from one vertex and a countably

infinite number of edges (Figure 3.2.1).

· · ·x e1 e2 e3 e4

Figure 3.1: A single vertex V = {x} and infinitely many edges E = {en}∞n=1.

A path in G corresponds to a sequence of edges p = e1 . . . en for which t(ej) = i(ej+1),

for 1 ≤ j < n. We denote its length by `(p) =
∑n

j=1 `(ej).

Let PG(x,R) := {p = e1 . . . en : i(e1) = x, `(p) ≤ R} denote the set of paths on

G of length at most R starting at x ∈ V(G). Let PG(x) =
⋃
R>0 PG(x,R) denote

the set of all paths in G starting at x. We denote the cardinality of PG(x,R) by

NG(x,R) = #PG(x,R).
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Definition 3.2.2. We define the volume entropy of (G, `, x) to be

h = h(G, `) = lim sup
R→∞

1

R
logNG(x,R).

Note that because G is connected, h is independent of the base-point x.

We will often make use of the following characterization of volume entropy in terms

of generating functions (see [27] or Proposition 2.8.4).

Proposition 3.2.3. The volume entropy of (G, `, x) is given by

h = inf
σ>0

σ :
∑

p∈PG(x,R)

e−σ`(p) <∞

 .

We will impose further constraints on the infinite graphs (G, `). The first is that

the length function ` : E → R must grow sufficiently fast; this is required in order

for h(G, `, x) to be finite. To see why we need this condition, consider the graph G
in Example 6.4.1 which has a single vertex and an infinite number of edges. If the

lengths of the edges of G have a finite upper bound then for R sufficiently large,

NG(x,R) =∞ and thus h(G, `, x) =∞.

Other constraints are required for the asymptotic result to hold. We summarize the

graph properties we require under the following hypotheses.

Graph Hypotheses. Henceforth, we shall consider graphs with finite vertex set

V and a countable oriented edge set E . Furthermore, we require that E and the

associated length function satisfy the following properties:

(H1) For all σ > 0 we have
∑

e∈E e
−σ`(e) <∞;

(H2) There exists some L > 0 such that for all pairs of directed edges e, e′ ∈ E ,

there exists a path in G which starts with e and ends with e′ and is of length

less than or equal to `(e) + L+ `(e′); and

(H3) There does not exist a d > 0 such that

{`(c) : c is a closed path} ⊂ dN.

Under the above hypotheses, the volume entropy h = h(G, `, x) does not depend on

the choice of base point x.
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Lemma 3.2.4. If the graph (G, `) satisfies (H1) and (H2) then 0 < h <∞.

Proof. By assumption (H2) and the pigeonhole principle applied to V, there exists a

path p connecting the base point x to some vertex v and two closed paths, c1 and c2,

which both pass through v (Figure 3.2). By considering all possible concatenations

of these closed paths it is clear that NG(x,R + `(p)) ≥ 2bR/bc for all R > 0, where

b = max{`(c1), `(c2)}. Hence h ≥ log 2
b > 0.

x

v

c1

c2

p

Figure 3.2: A path p connecting vertex x to v and two closed loops c1 and c2 which
meet v. Note that the edges in c1 and c2 do not need to have distinct edges.

To see that h is finite, recall that we can characterize h as follows (see Proposition

3.2.3)

h = inf
σ>0
{σ :

∑
p∈PG(x)

e−σ`(p) <∞}.

We can formally write

∑
p∈PG(x,R)

e−σ`(p) ≤
∞∑
n=1

(∑
e∈E

e−σ`(e)
)n
, (1)

for σ > 0, where the right-hand side of the above equation involves all possible

finite sums of edge lengths. Using (H1) one can see that for σ = σ0 sufficiently

large
∑

e∈E e
−σ`(e) < 1 and thus the sums in (1) converge for σ = σ0. Hence

h ≤ σ0 <∞.

The main results of this chapter are the following asymptotic formulae. First we

have an asymptotic formula for NG(x,R).
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Theorem 3.2.5. If the graph (G, `) satisfies (H1),(H2) and (H3), then there exists

a constant C > 0 such that NG(x,R) ∼ (C/h)ehR, i.e.,

lim
R→∞

NG(x,R)

ehR
= C/h.

Remark 3.2.6. Without hypothesis (H3) this theorem may not hold. For example,

in the case of finite graphs, if we consider a metric graph (G, `) with a single vertex

and two edges of length 1, then NG(x,R) = 2bRc for all R > 0. In this case, the

limit in Theorem 2.4 does not converge.

Next, we have an asymptotic formula for the growth of closed paths on G. A closed

path on G is a path p such that t(p) = i(p). We say a closed path is primitive if it is

not multiple concatenations of another closed path. Let CG(R) denote the number

of primitive closed paths of length less than or equal to R.

Theorem 3.2.7. If the graph (G, `) satisfies (H1),(H2) and (H3), then

CG(R) ∼ ehR

hR
.

The proofs will be based on the application of the Ikehara-Wiener Tauberian theo-

rem which we rewrite here for the reader’s convenience.

Ikehara-Wiener Tauberian Theorem. Let ρ : R+ → R+ be a non-decreasing

and right-continuous function. Formally denote η(z) :=
∫∞

0 e−zRdρ(R), for z ∈ C.

Then suppose that η(z) has the following properties:

1. there exists some a > 0 such that η(z) converges absolutely and is analytic on

Re(z) > a;

2. η(z) has a meromorphic extension to a neighbourhood of the half-planeRe(z) ≥
a;

3. a is a simple pole for η(z), i.e., C = limz→a(z − a)η(z) exists and is positive;

and

4. the extension of η(z) has no poles on the line Re(z) = a other than a.

Then ρ(R) ∼ (C/a)eaR as R→∞.

In order to apply the Tauberian theorem to the non-negative, right-continuous and

non-decreasing counting function NG(x,R), we will need to study the complex func-

tion ηG(z) obtained from taking the Laplace transform of NG(x,R). In the next
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section we will see how this function can be written as a generating function in-

volving exponential weightings on the paths in PG(x,R). We will then rewrite the

aforementioned complex function in terms of countable matrices which allows us to

construct a meromorphic extension to ηG(z). Finally, we will use the hypotheses

(H1)–(H3) to deduce that ηG(z) has the required properties that allow us to apply

the Tauberian theorem.

3.3 The Laplace transform of NG(x,R), ηG(z)

In this section, we introduce a complex function whose analytic properties will allow

us to derive the asymptotic formula for NG(x,R) using the Tauberian theorem.

Definition 3.3.1. We can formally define the following complex function using a

Riemann-Stieltjes integral

ηG(z) = ηG,x(z) =

∫ ∞
0

e−zRdNG(x,R), z ∈ C.

For Re(z) > h we can rewrite ηG(z) in terms of the path lengths of G by using

integration-by-parts

ηG(z) =

∫ ∞
0

e−zRdNG(x,R)

= [e−zRNG(x,R)]∞0 + z

∫ ∞
0

e−zRNG(x,R)dR

= lim
T→∞

e−zTNG(x, T ) + z

∫ ∞
0

(
e−zR

∑
p∈PG(x,R)

1

)
dR

= z
∑

p∈PG(x)

∫ ∞
`(p)

e−zRdR

=
∑

p∈PG(x)

e−z`(p),

where the limit tends to 0 for Re(z) > h.

From the above derivation and Proposition 3.2.3, we observe that ηG(z) converges

to an analytic function for Re(z) > h.

In order to deduce information about the poles of ηG(z) it will prove useful to

rewrite
∑

p∈PG(x) e
−z`(p) in terms of countable matrices which contain the weighted

path length data associated to (G, `).

36



3.4 Countable Matrices

In this section, we will introduce families of countable matrices which contain in-

formation about the edge lengths of E = E(G), as well as information about which

pairs of edges form paths in G. This allows us to construct the sum of exponen-

tially weighted path lengths associated to G by considering powers of these matrices.

Let us order the oriented edge set E = (ea)a∈N by non-decreasing length and write

`(a) := `(ea), a ∈ N.

Definition 3.4.1. For z ∈ C, we can associate to G the infinite matrix Mz(a, b)

defined by

Mz(a, b) =

e−z`(b) if t(a) = i(b),

0 otherwise.

where the rows and columns are indexed by the oriented edges, partially ordered by

their lengths.

Note that the path length data for G can be retrieved from these matrices in the

following way. Let PG(n, a, b) denote the set of oriented paths p in G consisting of n

edges, whose final edge is b, and form a path ap with a. It then follows from formal

matrix multiplication that for any n ≥ 1, we can write the (a, b)th entry of the nth

power of the matrix Mz as:

Mn
z (a, b) =

∑
p∈PG(n,a,b)

e−z`(p), (2)

which will be finite for Re(z) > 0 by hypothesis (H1).

3.5 Countable matrices to operators

In order to deduce properties of ηG(z) using Mz, we will need to consider Mz as a

bounded linear operator acting on `∞(C). More generally, given an infinite matrix

L = (L(a, b))∞a,b=1 with supa
∑

b |L(a, b)| < ∞, we can associate to L a bounded

linear operator L̂ : `∞(C)→ `∞(C) by

L̂(u) =
( ∞∑
b=1

L(a, b)ub

)∞
a=1

where u = (ub)
∞
b=1 ∈ `∞(C).

We denote the operator norm on the Banach space of bounded linear operators on

`∞(C) by ‖·‖.
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By hypothesis (H1), when Re(z) > 0 we can associate to Mz a bounded linear

operator M̂z : `∞(C)→ `∞(C) defined by

M̂z(u) =
( ∞∑
b=1

Mz(a, b)ub

)∞
a=1

.

We can now proceed to formally rewrite ηG(z) in terms of the operators M̂z.

For Re(z) > 0, we define:

(a) w(z) = (χEx(ej)e
−z`(j))∞j=1 ∈ `1(C) where χEx denotes the characteristic func-

tion of the set Ex = {e ∈ E : i(e) = x} of edges whose initial vertex is x;

and

(b) 1 = (1)∞j=1 ∈ `∞(C) is the vector all of whose entries are equal to 1.

Observe that for Re(z) > 0 we have w(z) ∈ `1(C) by (H1).

Using Equation (2), we can formally rewrite ηG(z) as

ηG(z) =
∑

p∈PG(x)

e−z`(p) = w(z) ·
( ∞∑
n=0

M̂z
n
)

1, (3)

where w · v =
∑∞

j=1wjvj for w ∈ `1(C) and v ∈ `∞(C).

3.6 ηG(z) converges absolutely and is analytic on Re(z) >

h

In order to proceed, we would like to study the holomorphicity of the function

z 7→ M̂z. We begin by recalling some basic definitions and properties of holomorphic

functions from the complex plane to Banach spaces. Let B denote a Banach space

with norm ‖·‖.

Definition 3.6.1. A function f : U ⊂ C → B is holomorphic of for every z0 ∈ U ,

there exists a power series expansion

f(z) =
∞∑
n=0

αn(z − z0)n,
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with αn ∈ B for all n ≥ 0, which is convergent in the sense that∑
n=0

‖αn‖|z − z0|n <∞

for |z − z0| sufficiently small.

We recall some standard facts about holomorphic functions from the complex plane

to Banach spaces (see [41] for a reference).

Proposition 3.6.2. Let U ⊂ C be open.

1. Suppose that fn : U → B is holomorphic for n ∈ N. Furthermore, suppose

that fn → f to some f : U → B in the sense of uniform convergence on U .

Then f is also holomorphic. As a corollary, if gn : U → B are holomorphic

and
∑∞

n=1 supz∈U‖gn(z)‖ <∞, then
∑∞

n=1 gn is holomorphic on U .

2. If f : U → B is a holomorphic and ` : B → C is a continuous linear functional,

then ` ◦ f : U → C is holomorphic in the usual sense.

3. Let X1, X2 be Banach spaces and define L(X1, X2) to be the Banach space of

bounded linear operators from X1 to X2, equipped with the operator norm topol-

ogy. Let X,Y, Z be Banach spaces. If f : U → L(X,Y ) and g : U → L(Y,Z)

are holomorphic, then the function z 7→ f(z) ◦ g(z) is also a holomorphic

function from U to L(X,Z).

Lemma 3.6.3. The function z 7→ M̂z is holomorphic from the half-plane Re(z) > 0

to the Banach space of bounded linear operators on `∞(C).

Proof. Fix z0 ∈ C such that Re(z0) > 0. Let U denote the open ball of radius

Re(z0) centred at z0. For n ≥ 0 we define the countable matrices

M (n)
z0 (a, b) =


(−`(b))n

n! e−z0`(b) if t(a) = i(b),

0 otherwise.

Let a, b ∈ S. By considering the power series expansion of e−z`(b) at z0, for z ∈ C,

we can write

Mz(a, b) =
∞∑
n=0

M (n)
z0 (a, b)(z − z0)n.

We will show that for z ∈ U ,

∞∑
n=0

‖M̂ (n)
z0 ‖|z − z0|n <∞.
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Because z0 ∈ C with Re(z0) > 0 was arbitrary, by Definition 3.6.1, the result will

follow.

Let z ∈ U . Then

∞∑
n=0

‖M̂ (n)
z0 ‖|z − z0|n ≤

∞∑
n=0

∑
s∈S

∣∣∣∣(−`(s))nn!
e−z0`(s)

∣∣∣∣ |z − z0|n.

Because the terms in the sum on the right-hand side are non-negative, the above

sum converges if and only if the following sum converges

∑
s∈S

∞∑
n=0

∣∣∣∣(−`(s))nn!
e−z0`(s)

∣∣∣∣ |z − z0|n =
∑
s∈S

e−Re(z0)`(s)
∞∑
n=0

∣∣∣∣(−`(s)(z − z0))n

n!

∣∣∣∣
=
∑
s∈S

e−Re(z0)`(s)e|`(s)(z−z0)|

=
∑
s∈S

e(−Re(z0)+|(z−z0)|)`(s).

By hypothesis (H1), the above sum converges if |z − z0| < Re(z0) and so we are

done.

Lemma 3.6.4. The function z 7→
∑∞

n=0 M̂z
n

= (I − M̂z)
−1 exists and is holomor-

phic on the half-plane Re(z) > h to the Banach space of bounded linear operators

on `∞(C).

Proof. Recall that hypothesis (H2) states that there exists some L > 0 such that

for all pairs of directed edges e, e′ ∈ E , there exists a path p in G of length `(p) ≤ L
such that epe′ is a path in G. Let N := L/mine∈E `(e) denote the maximum number

of edges in such a path p. Fix some a0 ∈ E satisfying i(a0) = x (recall that we are

considering the growth of paths that begin at x ∈ V). Our aim is to prove that the

following inequality holds for all σ > h

∑
p∈PG(x)

e−σ`(p) ≥ e−σ(`(a0)+L)

N + 1

∞∑
n=0

‖M̂σ
n
‖.

By Proposition 3.2.3, the left-hand side of the above equation is bounded and hence

for all ε > 0,
∑∞

n=0‖M̂h+ε

n
‖ ≥

∑∞
n=0‖M̂z

n
‖ converges uniformly on the domain

Re(z) > h + ε. By Proposition 3.6.2 part 1, this will imply that z 7→
∑∞

n=0 M̂z
n

is holomorphic on Re(z) > h. It is then easy to check that
∑∞

n=0 M̂z
n

= (I−M̂z)
−1.
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Fix σ > h. Using Equation (3) and Equation (2), we can write

(N + 1)
∑

p∈PG(x)

e−σ`(p) = (N + 1)w(σ) ·
( ∞∑
n=0

M̂σ
n
)

1

≥ w(σ) ·
( ∞∑
n=0

N∑
i=0

M̂σ
n+i
)

1

≥ (w(σ))a0

∞∑
n=0

N∑
i=0

∑
b∈E

M̂σ
n+i

(a0, b)

= e−σ`(a0)
∞∑
n=0

N∑
i=0

∑
b∈E

∑
p∈PG(n+i,a0,b)

e−σ`(p).

Let a′ ∈ E . Then for any q ∈ PG(n, a′, b), by (H2), we can form a path a′pqq where

`(pq) ≤ L and the number of edges, i, in pqq, satisfies n ≤ i ≤ N + n. Hence

(N + 1)
∑

p∈PG(x)

e−σ`(p) ≥ e−σ`(a0)
∞∑
n=0

N∑
i=0

∑
b∈E

∑
p∈PG(n+i,a0,b)

e−σ`(p)

≥ e−σ`(a0)
∞∑
n=0

∑
a,b∈E

∑
q∈PG(n,a,b)

e−σ(`(q)+`(pq))

≥ e−σ(`(a0)+L)
∞∑
n=0

∑
a,b∈E

∑
q∈PG(n,a,b)

e−σ(`(q))

≥ e−σ(`(a0)+L)
∞∑
n=0

sup
a∈E

∑
b∈E

∑
q∈PG(n,a,b)

e−σ(`(q))


= e−σ(`(a0)+L)

∞∑
n=0

∥∥∥M̂σ
n
∥∥∥ .

Using Lemma 3.6.4 and Equation (3), on Re(z) > h, we can write

ηG(z) =
∑

p∈PG(x)

e−z`(p) = w(z) ·
(
I − M̂z

)−1
1, (4)

and conclude that ηG(z) is analytic and bounded on Re(z) > h and therefore ηG(z)

satisfies part (1) of the Ikehara-Wiener Tauberian theorem.

We will proceed by using Equation (4) to give a meromorphic extension of ηG(z) to

Re(z) > 0. In particular, we will see that understanding when (I−M̂z) is invertible
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for Re(z) > 0 will allow us to understand the pole structure of the extension of

ηG(z) to Re(z) > 0.

3.7 ηG(z) is meromorphic on Re(z) > 0

From the definition of entropy it followed that ηG(z) is analytic on Re(z) > h and

hence part (1) of the Tauberian theorem holds.

In this section, we will study the properties of the holomorphic operator-values func-

tion (I − M̂z) : `∞(C)→ `∞(C), to show that ηG(z) is meromorphic on Re(z) > 0.

To this end, we shall make use of an idea by Hofbauer and Keller in [21], where they

observe that the invertibility of certain operators of the above form depends only

on the determinant of a finite matrix associated to Mz.

Fix ε > 0 and, for convenience, also assume that h > ε. Given k ≥ 1, we can

truncate the matrix Mz to the k × k matrix Az,k = (Mz(i, j))
k
i,j=1. We can then

write

Mz =

(
Az,k Bz,k

Cz,k Dz,k

)
,

where Bz,k = (Mz(i, j + k))∞i,j=1, Cz,k = (Mz(i+ k, j))∞i,j=1 and

Dz,k = (Mz(i+ k, j + k))∞i,j=1. Note that Az,k, Bz,k, Cz,k and Dz,k are all holomor-

phic operator-valued functions because each is a composition of Mz with a linear

map from the space of bounded linear operators on `∞(C) to certain relevant Ba-

nach spaces of operators.

Fix ε > 0. Then by taking k sufficiently large, by (H1) we have

‖D̂z,k‖ = sup
n∈N

∞∑
m=1

|Dz,k(n,m)| ≤
∞∑
m=1

e−Re(z)`(m+k) ≤
∞∑
m=1

e−ε`(m+k) < 1, (5)

for Re(z) ≥ ε. Hence, z 7→
∑∞

n=0 D̂z,k = (I − D̂z,k)
−1 is a holomorphic operator-

valued function on Re(z) > ε for k sufficiently large.

By writing `∞(C) as the direct sum of two subspaces, we can then verify that I−M̂z

can be written as(
I − Âz,k − B̂z,k(I − D̂z,k)

−1Ĉz,k −B̂z,k(I − D̂z,k)
−1

0 I

)(
I 0

−Ĉz,k I − D̂z,k

)
. (6)
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Definition 3.7.1. Let us denote the k × k matrix

Wz,k := Az,k +Bz,k(I −Dz,k)
−1Cz,k.

By (5), it follows that for Re(z) > ε, whenever k is sufficiently large and det(I −
Wz,k) 6= 0, then I − M̂z is invertible with inverse(

I 0

(I − D̂z,k)
−1Ĉz,k (I − D̂z,k)

−1

)(
(I − Ŵz,k)

−1 (I − Ŵz,k)
−1B̂z,k(I − D̂z,k)

−1

0 I

)
.

(7)

Next observe that when det(I −Wz,k) 6= 0, we can write (I −Wz,k)
−1 = Adj(I −

Wz,k)/det(I−Wz,k), where Adj(I−Wz,k) denotes the adjugate of (I−Wz,k). Because

Adj(I −Wz,k) and the other entries of the decomposition of (I − M̂z)
−1 above are

holomorphic operator-valued functions, after factoring out 1/det(I−Wz,k) from the

right-hand side of Equation (6), for Re(z) ≥ ε, we obtain a holomorphic operator-

valued function Ez,k (see Proposition 3.6.2).

Hence, for z satisfying Re(z) > ε and det(I −Wz,k) 6= 0, we can write

w(z) · (I − M̂z)
−11 =

w(z) · Ez,k1
det(I −Wz,k)

, (8).

Note that det(I −Wz,k) is bounded and the sum of a countable number of holo-

morphic functions and so is itself a holomorphic function on Re(z) ≥ ε. Hence the

function in equation (7) is meromorphic on Re(z) ≥ ε.

Equations (3) and (7) show us that ηG(z) has a meromorphic extension to Re(z) ≥ ε
where the poles may occur at z such that det(I −Wz,k) = 0, for k sufficiently large.

Furthermore, because ε > 0 was arbitrary, ηG(z) has an extension to Re(z) > 0.

Hence we have proven that part (2) of the Ikehara-Wiener Tauberian theorem holds

for ηG(z), i.e. the following proposition holds

Proposition 3.7.2. ηG(z) has a meromorphic extension to Re(z) > 0 where the

poles occur at z such that det(I −Wz,k) = 0, for k is sufficiently large..

3.8 Poles on the line Re(z) = h+ it

In this section, we prove that ηG(z) satisfies the last two requirements of the Ikehara-

Wiener Tauberian theorem. In particular, we still need to show that ηG(z) satisfies:
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3. h is a simple pole for ηG(z), i.e., there exists a C > 0 such that C = limz→a(z−
a)ηG(z) exists and is positive; and

4. the extension of ηG(z) has no poles on the line Re(z) = h other than h.

In the last section we saw that the poles of ηG(z) must satisfy det(I −Wz,k) = 0

for some sufficiently large k. The graph hypotheses (H2) and (H3) will allow us to

deduce that for σ > 0, the Wσ,k are non-negative irreducible matrices for σ > h

and consequently we can show that the poles on the line Re(z) = h + it have the

properties required.

Let us begin by fixing ε such that 0 < ε < h. Choose k large enough so that

the extension of ηG(z) is meromorphic on Re(z) > ε, with poles at z such that

det(I−Wz,k) = 0. Recall that a non-negative n×n matrix M is irreducible if for all

i, j satisfying 1 ≤ i, j ≤ n there exists a natural number m such that (Mm)i,j > 0.

In the next lemma, we require the following version of the Perron-Frobenius theorem

(see [17]).

Theorem 3.8.1. (Perron-Frobenius theorem) Let A be an irreducible non-negative

n× n matrix with spectral radius ρ. Then the following statements hold

• ρ is a positive real number and it is an eigenvalue of A,

• ρ is a simple eigenvalue, and

• A has a left and a right eigenvector associated to ρ whose components are all

positive.

Lemma 3.8.2. Let σ > 0. Then Wσ,k is a non-negative irreducible matrix. Further-

more, there exists a neighborhood U containing σ and a function ρ : U → C such

that Wz,k has a simple maximal positive eigenvalue ρ(z) = ρ(Wz,k), that depends

analytically on z and satisfies ρ′(σ) < 0.

Proof. The matrix Wσ,k = Aσ,k +Bσ,k(I −Dσ,k)
−1Cσ,k is non-negative when σ > h

because the entries in Mσ are non-negative. We will now show that the matrix Wσ,k

is irreducible. To see this, note that by assumption (H2), for all 1 ≤ i, j ≤ k, there

exists a m > 0 and some path p consisting of m edges, starting with edge ei and

ending with edge ej . Such a path can be broken up into sub-paths of two types.

The first type consists of those paths that stay completely within {e1, . . . , ek} and

the second type which consists of those paths that initially enter the complement

E − {e1, . . . , ek} and finally leave at their end. Note that Wm
σ,k is a binomial sum of
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matrices whose terms are products of powers of Aσ,k (corresponding to sub-paths of

the first type) and powers of Bσ,k(I − Dσ,k)
−1Cσ,k (corresponding to sub-paths of

the second type), where the powers that appear in each term sum to m. By consid-

ering the entries of the matrices Wm
σ,k formed from these terms (which correspond

to sums of exponential weightings of paths) and noting the decomposition of p into

the aforementioned sub-paths, it follows that Wm
σ,k(i, j) ≥ e−σ`(p) > 0.

We can now apply the Perron-Frobenius theorem (see Theorem 3.8.1) to deduce

that the simple maximal positive eigenvalue ρ(σ) > 0 for Wσ,k exists.

It is a standard fact from perturbation theory that there exists some neighborhood

U of σ in C and a holomorphic function ρ : U → C such that ρ(z) is an eigenvalue

of Wz for every z ∈ U , and admits a choice of left and right eigenvectors depending

holomorphically on z ∈ U .

We will show that ρ′(σ) < 0. By the previous paragraph, we see that the entries

in Wn
σ are of the form

∑
p e
−σ`(p), where the sum is over some paths consisting of

n edges. Let x, y > 0 be real numbers such that x, x + y ∈ U . Then by Gelfand’s

formula,

ρ(x+ y) = lim
n→∞

∥∥Wn
x+y

∥∥1/n ≤ lim
n→∞

e−ymine∈E `(e) ‖Wn
x ‖

1/n ≤ e−y·mine∈E `(e)ρ(x).

It follows directly that the derivative of ρ at x is negative.

We can now proceed to prove that part (3) of the Tauberian theorem holds for ηG(z).

Proposition 3.8.3. h is a simple pole of ηG(z) and the residue of this pole is

positive.

Proof. Choose k large enough so that the poles of ηG(z) occur when det(I−Wz,k) =

0. We begin by noting that h is a pole for ηG(z) by definition of h. For z in

a neighbourhood of h, we denote by ρ(z) the perturbed eigenvalue of Wz,k that

corresponds to ρ(Wh,k). We can write det(I −Wz,k) = (1 − ρ(z))Πk
i=2(1 − λi(z)),

where the λi(z) denote the other eigenvalues of Wz,k. By the Perron-Frobenius

theorem and standard perturbation theory, the λi(z) are bounded away from 1 for z

near h. Let ψ(z) := det(I −Wz)/(1− ρ(z)) = Πk
i=2(1−λi(z)). Because det(I −Wz)

and (1− ρ(z)) have a simple zero at h, ψ(z) is holomorphic at, and near z = h. By

Lemma 3.8.2, ρ′(h) 6= 0 and ρ(z) is analytic near h. Using this and a meromorphic
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extension for ηG(z) (see Equation (7)), the residue of ηG(z) at h is given by

C : = lim
z→h

(z − h)ηG(z)

= lim
z→h

(z − h)
w(z) · Ez,k1

det(I −Wz,k)

= lim
z→h

(z − h)(w(z) · Ez,k1)

(ρ′(h)(z − h) + ρ′′(h)(z − h)2/2 + . . .)ψ(z)

=
w(h) · Eh,k1
ρ′(h)ψ(h)

.

Because the λi(h) are bounded away from 1, h is either a simple pole or a removable

singularity. By the characterization of entropy in terms of generating functions

(Proposition 3.2.3), z = h is not a removable singularity for ηG(z) (therefore w(h) ·
Eh,k1 6= 0). One can see that C > 0 because ηG(σ) > 0 for σ > h.

We conclude by proving the final part of the Tauberian theorem. We will use

Wielandt’s theorem (see [17]), which we state here for convenience.

Theorem 3.8.4. (Wielandt’s theorem) Let the n×n matrix A satisfy the conditions

of the Perron-Frobenius theorem. Suppose the n× n matrix B satisfies

A(i, j) ≥ |B(i, j)|

for 1 ≤ i, j ≤ n. Then for any eigenvalue λ of B, |λ| ≤ ρ, where ρ is the spectral

radius of A, with equality if and only if there exists a diagonal n × n matrix D

satisfying

B = DAD−1.

Proposition 3.8.5. ηG(z) has no poles other than h on the line Re(z) = h.

Proof. Choose k large enough so that the poles of ηG(z) occur when det(I−Wz,k) =

0. Suppose for a contradiction that there exists another pole at h+ it (t 6= 0). Let

c be any closed path and choose an integer kc > k such that the edges of c have

index smaller than kc. Then construct the kc × kc matrices Wz,kc and consider the

new extension of ηG(z) to ε′ where 0 < ε′ ≤ ε. From Proposition 3.7.2 we see that

det(I − Wh,kc) = 0 = det(I − Wh+it,kc) and thus 1 is an eigenvalue for Wh+it,kc

and Wh,kc Furthermore, ρ(Wh,kc) = 1 because otherwise ηG(z) would have a pole at

some c > h, contradicting Definition 3.2.2.

Next observe that |Wh+it,kc(a, b)| ≤Wh,kc(a, b) for all 1 ≤ a, b ≤ k and ρ(Wh+it,kc) ≥
1 = ρ(Wh,kc). Consequently, we can apply Wielandt’s theorem to conclude that
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ρ(Wh+it,kc) = ρ(Wh,kc) = 1 and that there exists a diagonal matrix D, whose non-

zero entries have unit modulus, such that Wh+it,kc = DWh,kcD
−1. Thus for all

n > 1, we have Wn
h+it,kc

= DWn
h,kc

D−1.

Suppose that the closed path c contains some edge a ∈ E and consists of n edges.

Note that Wn
h+it,kc

(a, a) is a sum that includes e(h+it)`(c) as one of its terms (see the

proof of Lemma 3.8.2). Since Wn
h+it,kc

= DWn
h,kc

D−1, it follows that Wn
h+it,kc

(a, a) =

Wn
h,kc

(a, a). Note that Wn
z,kc

(a, a) =
∑

p∈PG(a,kc)
e−z`(p) for some subset of paths

PG(a, kc) ⊂ PG(x) that includes the closed path c. Because the summands in

Wn
h,kc

(a, a) are real and positive, the only way for Wn
h+it,kc

(a, a) = Wn
h,kc

(a, a) to

hold is if the summands in Wn
h+it,kc

(a, a) are real and positive; otherwise the real

component of Wn
h+it,kc

(a, a) would be strictly less than Wn
h,kc

(a, a). This then im-

plies that t must satisfy `(c)t = 2πmc for some non-zero integer mc.

Because c was arbitrary, the above construction implies that for all closed paths c,

`(c) ∈ dN with d = 2π/t which contradicts (H3).

Finally, we have shown that ηG(z) satisfies the hyptheses of the Ikehara-Wiener

Tauberian theorem and hence

NG(R) ∼ (C/h)ehR

for some C > 0. To be more specific, C is given by

lim
z→h

(z − h)w(z) · (I − M̂z)
−11.

3.9 Asymptotic formula for the growth of closed paths

In this section, we obtain an asymptotic formula for the growth of closed paths on

infinite graphs (see Theorem 3.2.7).

Definition 3.9.1. An oriented closed path on an infinite graph G is an oriented

path q = (e1, . . . , en), of length |q| = n, considered up to cyclic permutation, with

the additional requirement that t(en) = i(e1). We say that q is primitive if it is not

a multiple concatenation of a shorter closed path.

Note the asymptotic formula will hold whether we count oriented closed paths or

closed paths however, in order to use the method of proof developed in the previous

section, we will work with oriented closed paths.
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Let Q(T ) denote the set of oriented primitive closed paths1 on G of length less than

or equal to T . Let Q :=
⋃
T>0Q(T ) denote the set of all oriented primitive closed

paths on G. We want to count the number the number of oriented primitive closed

paths CG(T ) := #Q(T ).

It follows from the strong connectedness of G and (H2), that the exponential growth

rate of CG(T ) is equal to the volume entropy of the graph, i.e.

h = lim
T→∞

1

T
logCG(T ). (9)

The proof of Theorem 3.2.7 follows a similar strategy to the proof presented in the

previous section. In particular, it requires an application of the Ikehara-Wiener

Tauberian theorem to a “zeta function” defined in terms of closed paths on the

graph. A similar approach can be used to deduce the prime number theorem ([37]).

3.9.1 Zeta functions

We now present the definition of the zeta functions that will be used in the proof of

Theorem 3.2.7.

Definition 3.9.2. We can formally define the zeta function by the Euler product

ζ(z) =
∏
q∈Q

(
1− e−z`(q)

)−1
, z ∈ C

where the product is over all oriented primitive closed paths.

This converges to a non-zero analytic function for Re(z) > h by the definition of

volume entropy (see Equation (8)).

The proof of Theorem 3.2.7 requires us to work with a different presentation of the

zeta function. Let En denote the set of oriented edge strings e = (e1, . . . , en) of

length n corresponding to general oriented (not necessarily primitive) closed paths

q. Each element q ∈ Q consisting of n edges will give rise to n elements of En
corresponding to cyclic permutations. For e ∈ En let `(e) :=

∑n
i=1 `(ei).

Lemma 3.9.3. For Re(z) > h, we can write

1Formally we will count oriented primitive paths, which does not include repeated paths, but
for the purposes of asymptotic counting there is no difference.
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ζ(z) = exp

 ∞∑
n=1

1

n

∑
e∈En

e−z`(e)

 . (10)

Furthermore, ζ(z) is holomorphic on Re(z) > h.

Proof. We begin by noting that

∞∑
n=1

1

n

∑
e′∈En

e−z`(e
′) ≤

∑
x∈V

∑
p∈PG(x)

e−z`(p)

where the right-hand side converges for Re(z) > h by Proposition 3.2.3 and the fact

that the entropy is independent of x ∈ V.

Hence for ε > 0, on Re(z) > h+ ε,

exp

 ∞∑
n=1

1

n

∑
e′∈En

e−z`(e
′)


converges uniformly and so this function is holomorphic on Re(z) > h.

Given k ≥ 1, let Eprimk ⊂ Ek denote the set of (allowed) oriented edge strings

e = (e1, . . . , ek) corresponding to oriented primitive closed paths q which consist of

k edges. In particular, each q contributes k strings in Eprimk (due to cyclic permuta-

tions).

For each m ≥ 1 we can write

∑
q∈Q

e−zm`(q) =
∞∑
k=1

1

k

∑
e∈Eprimk

e−zm`(e).

Using the above equation, we can write

exp

 ∞∑
n=1

1

n

∑
e′∈En

e−z`(e
′)

 = exp

 ∞∑
k=1

∑
e∈Eprimk

∞∑
m=1

e−zm`(e)

km

 ,

where we have set replaced e′ ∈ En with e ∈ Eprimk and n with n = km for m ≥ 1.
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We then rewrite ζ(z) using the Taylor expansion for log(1− z)

ζ(z) = exp

−∑
q∈Q

log(1− e−z`(q))


= exp

∑
q∈Q

∞∑
m=1

e−zm`(q)

m

 .

(11)

3.9.2 Extending the zeta function

We want to now consider z ∈ C with Re(z) > 0. To extend the zeta function we

will rewrite the zeta function in terms of infinite matrices introduced in the previous

section.

Recall definition 3.4.1.

Definition 3.9.4. Let us order the oriented edge set E by non-decreasing length.

For z ∈ C, we can associate to G the infinite matrix Mz(e, e
′) defined by

Mz(e, e
′) =

e−z`(e
′) if t(e) = i(e′),

0 otherwise.

where the rows and columns are indexed by the oriented edges, partially ordered by

their lengths.

As before, we can write Mz as follows

Mz =

(
Az,k Bz,k

Cz,k Dz,k

)
,

where Az,k is the k×k finite sub-matrix of Mz corresponding to the first k ∈ N, say,

oriented edges and the other sub-matrices Bz,k, Cz,k, Dz,k are infinite. We define

Wz,k := Az,k +Bz,k(I −Dz,k)
−1Cz,k.

Recall that for the proof in the previous section, for any ε > 0, we obtained a

meromorphic extension of ηG(z) to the half-plane Re(z) > ε, of the form

w(z) · Ez,k1
det(I −Wz,k)

,
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whose poles occur at z for which det(I−Wz,k) = 0. We will pursue a similar strategy

here, although the details are different.

Rather than rewrite ζ(z) in terms of the operator (I − M̂z)
−1 and then apply a

factorization, we will write ζ(z) in terms of two formally defined auxiliary functions

formally defined on Re(z) > 0. The two functions are det(I −Wz,k) and

gk(z) = exp

− ∞∑
n=1

1

n

∑
e∈En(k)

e−z`(e)

 ,

where En(k) ⊂ En denotes the set of oriented edge strings e = (e1, . . . , en) of length

n corresponding to oriented closed paths for which all of the ej (1 ≤ j ≤ n) are

disjoint from the first k edges in the ordering on E .

We can rewrite ζ(z) in terms of det(I−Wz,k) and gk(z) by following Hofbauer-Keller

[21].

Lemma 3.9.5. On Re(z) > h, we can write

ζ(z) =
1

gk(z) det(I −Wz,k)
.

Proof. By Equation (9), on Re(z) > h we can rewrite ζ(z) in terms of Mz as follows

ζ(z) = exp

( ∞∑
n=1

tr(Mn
z )

n

)
,

where given a countable matrix A, we define the formal sum tr(A) =
∑∞

i=1A(i, i).

Similarly, on Re(z) > h we can write

gk(z) = exp

(
−
∞∑
n=1

tr(Dn
z,k)

n

)
.

Next, by applying the formula det(I − B) = exp(−
∑∞

n=1 tr(Bn)/n), for a finite

matrix B, to Wz,k, we obtain the following expression for det(I−Wz,k) on Re(z) > h

det(I −Wz,k) = exp

(
−
∞∑
n=1

tr(Wn
z,k)

n

)
.

Note that det(I −Wz,k) 6= 0 on Re(z) > h.
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We claim that tr(Mn
z ) = tr(Dn

z,k)+tr(Wn
z,k) on Re(z) > h. To see this, first note that

tr(Mn
z ) and tr(Dn

z,k) are the sums of exponentially weighted oriented edge strings in

En and En(k), respectively. Similarly, tr(Wn
z,k) is the sum of exponentially weighted

oriented edge strings with at least one edge in the first k saddle connections (see the

proof of 3.8.2) and so corresponds to an exponentially weighted sum over En\En(k).

By applying the above observations together, it follows that on Re(z) > h

ζ(z) = exp

( ∞∑
n=1

tr(Mn
z )

n

)

= exp

( ∞∑
n=1

tr(Dn
z,k)

n

)
exp

( ∞∑
n=1

tr(Wn
z,k)

n

)

=
1

gk(z) det(I −Wz,k)
.

We will now use the above expression to extend ζ(z). First we will study at the

analyticity of det(I −Wz,k) and gk(z).

Lemma 3.9.6. Fix ε > 0. Provided k (the size of Wz,k) is sufficiently large, the

functions gk(z) and det(I −Wz,k) are analytic on Re(z) > ε. Furthermore, gk(z) is

non-zero on Re(z) > ε.

Proof. Let E(k) ⊂ E consist of the oriented edges e that are not in the first k in the

partial ordering. Then for Re(z) > ε,

∞∑
n=1

1

n

∑
e∈En(k)

∣∣∣e−z`(e)∣∣∣ ≤ ∞∑
n=1

 ∑
e∈E(k)

∣∣∣e−z`(e)∣∣∣
n

≤
∞∑
n=1

 ∑
e∈E(k)

e−ε`(e)

n

.

Consequently, gk(z) is analytic for Re(z) > ε if
∑

e∈E(k) e
−ε`(e) < 1, which holds

for k sufficiently large. Note that gk(z) is non-zero on this domain because ez is

non-zero on C.

For det(I −Wz,k) to be analytic on Re(z) > ε, it suffices to show that (I −Dz,k) is

invertible for such z, which holds provided ||Dz,k|| < 1. To this end, we note that
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||Dz,k|| ≤
∑
e∈E(k)

e−ε`(e)

and hence ||Dz,k|| < 1 for k sufficiently large.

Fix ε < h and let k be sufficiently large so that 1/ζ(z) = gk(z) det(I − Wz,k) is

analytic on Re(z) > ε. To proceed, we need to understand the location of the poles

of the extension of ζ(z) on Re(z) > ε. Note that gk(z) is non-zero and hence poles of

the extension of ζ(z) correspond to the zeros of det(I −Wz,k) in Re(z) > ε. Hence,

we can apply the analysis for ηG(z) in the previous section to deduce the following

Lemma.

Lemma 3.9.7. The meromorphic extension of ζ(z) is analytic for Re(z) > h, with

a simple pole at z = h which has positive residue, and there are no other poles on

the line Re(z) = h.

3.9.3 Proof of Theorem 3.2.7

Having established the properties of the complex function ζ(z), the derivation of

the asymptotic formula follows a classical route (see [43]). Using Equation (10), for

Re(z) > h, we can write

−ζ
′(z)

ζ(z)
=

∞∑
n=1

∑
q∈Q

`(q)e−zn`(q) =

∫ ∞
0

e−zTdF (T ) (12)

where

F (T ) :=
∑

n`(q)≤T

`(q) =
∑

n`(q)≤T

`(q)

[
T

`(q)

]
≤ CG(T )T, (13)

with the summation over pairs (n, q) ∈ N × Q provided n`(q) ≤ T , and CG(T ) =

Card{q ∈ Q : `(q) ≤ T} = #Q(T ).

By Lemma 3.9.7, we can write ζ(z) = ψ(z)/(z − h) where ψ(z) is analytic in a

neighbourhood of Re(z) ≥ h and non-zero at h. Thus

ζ ′(z)

ζ(z)
=
−1

z − h
+
ψ′(z)

ψ(z)
. (14)

Comparing (11) and (13) we can apply the Ikehara-Wiener Tauberian theorem to de-

duce that F (T ) ∼ ehT /h as T →∞. Using (12), it follows that lim infT→∞
CG(T )
ehT /hT

≥
1.
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For any σ > h and sufficiently large T > 0 we can sum the geometric series in (11)

to bound

−ζ
′(σ)

ζ(σ)
≥
∑
`(q)≤T

1

eσ`(q)
`(q)(

1− e−σ`(q)
) ≥ ∑

`(q)≤T

`(q)

σ`(q)

1

eσT
=

1

σ

CG(T )

eσT
,

using ex − 1 ≤ xex for x ≥ 0.

Thus for any σ′ > σ we have

CG(T )

eσ′T
≤ e(σ−σ′)Tσ

(
−ζ
′(σ)

ζ(σ)

)
→ 0 as T →∞.

Since σ > h is arbitrary, we deduce that CG(T )/eσT → 0 as T →∞.

Given T sufficiently large, we choose y < T such that eσy = ehT /T and write

CG(T )− CG(y) =
∑

y<`(q)≤T

1 ≤
∑
`(q)≤T

`(q)

y
≤ F (T )

y
.

By rearranging this inequality, we can write

CG(T )
hT

ehT
≤ CG(y)

hT

ehT
+ F (T )

hT

ehT y
= CG(y)

h

eσy
+ F (T )

h

ehT

(
σ

h− log T
T

)
.

By using the asymptotic formula for F (T ) and the limit for CG(T )/eσT above, it

then follows that lim supT→∞CG(T ) hT
ehT
≤ σ

h . Since σ > h can be chosen arbitrarily,

we deduce that CG(T ) ∼ ehT

hT , as required.
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Chapter 4

Asymptotic growth on

translation surfaces

4.1 Introduction

In this chapter, we will use the method developed in the previous chapter for proving

the asymptotic growth formulae for paths on infinite graphs, to prove some asymp-

totic results for translation surfaces.

The key insight here is that the growth of geodesics on translation surfaces depend

on the growth of saddle connection paths on the surfaces (concatenations of saddle

connections which form geodesics). To understand how saddle connection paths

grow on the surface we observe that we can form an infinite graph (with a finite

vertex set and a countable edge set) from a translation surface by taking the sin-

gularities as vertices and the saddle connections as edges. Then saddle connection

paths on the surface almost correspond to the paths on the associated infinite graph.

We say almost because any two edges which meet at a vertex on a graph form a path

but due to the angle condition for saddle connection paths, two saddle connections

which meet at a singularity may not form a saddle connection path. This detail

will turn out not to be an issue after we make some minor changes to the countable

matrices we introduced for infinite graphs.

We proceed by describing the counting and growth functions for which we wish

to establish asymptotic formulae, namely functions which count saddle connection

paths, volume of balls in universal covers, circumferences of geodesic circles on

translation surfaces and closed geodesics of a bounded length. We then introduce
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countable matrices analogous to the ones used in the previous chapter and deduce

that the countable matrices for translation surfaces have the same spectral properties

as the ones we introduce for infinite graphs. The asymptotics for the aforementioned

counting and growth functions will then follow from the Ikehara-Wiener Tauberian

theorem.

4.2 Background

We begin by recalling some key notation we introduced in the background.

Let X be a translation surface with singularity set Σ. Let h = h(X) denote the

volume entropy of X. We denote the set of oriented saddle connections on X by S,

which we order by non-decreasing length. Recall that a saddle connection path p is

a sequence of saddle connections which form a geodesic on X. We denote the length

of such a path with respect to the metric on X by `(p). Let i(p) and t(p) denote the

initial and terminal singularity of an oriented saddle connection path p, respectively.

Let P(x) := {p : i(p) = x} denote the set of saddle connection paths starting at x

and P(x,R) := {p : i(p) = x, `(p) ≤ R} denote the set of saddle connection paths

starting at x of length less than or equal to R > 0.

We will now introduce the growth and counting functions that we will be proving

asymptotic formulae for.

Let VolX denote the volume measure on X and Vol
X̃

denote the corresponding

measure on the universal cover of X, X̃. We define B(x̃, R) to be the ball of radius

R > 0 based at x̃ ∈ X̃. Recall from the the background chapter that this ball in

the universal cover corresponds to the set of end-points of geodesics based at x̃ of

length less than or equal to R > 0. Next, we define C(x,R) to be the “circle” based

at x which corresponds to the set of end-points of geodesic paths based at x and

of length equal to R > 0 and so this set is a one-dimensional curve. Note that this

curve will have the same length as the boundary of B(x̃, R).

Definition 4.2.1. Let X be a translation surface with singularity set Σ and univer-

sal cover X̃. After fixing x ∈ Σ with lift x̃, We define

1. N(x,R) = #P(x,R) to be the number of saddle connection paths on X, based

at x, and of length less than or equal to R;

2. V (B(x̃, R)) = Vol
X̃

(B(x̃, R)) to be the volume of B(x̃, R) with respect to Vol
X̃

;
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3. `(C(x,R)) to be the length of the the circle C(x,R) with respect to the metric

on X;

4. Nx,y(R) to be the number of geodesics paths starting at x, ending at y and of

length less than or equal to R, for x, y ∈ Σ; and let

5. π(R) to be the number of closed geodesics on X up to homotopy and of length

less than or equal to R.

For simplicity we are considering (lifts of) base points in Σ for now however, we will

see how we can generalize the method of proof to arbitrary points z ∈ X in Section

4.5.

Our aim is to show that the functions above have an asymptotic formulae.

Theorem 4.2.2. Let X be a translation surface with entropy h. Consider the

counting and growth functions defined above. Then there exist constants A,C,D > 0

such that

N(x,R) ∼ AehR, V (B(x̃, R)) ∼ (C/h)ehR,

`(C(x,R)) ∼ CehR and Nx,y(R) ∼ DehR.

The following asymptotic formula for the growth of closed geodesic was announced

by Eskin based on joint work with Rafi (see [14]. They have not published a proof

and so we will provide a proof for completeness in this chapter (see Section 4.6).

Theorem 4.2.3. Let X be a translation surface with volume entropy h. Then

π(R) ∼ ehR

hR
.

We will proceed by introducing countable matrices associated to a given translation

surface. We will then prove that these matrices satisfy the same spectral properties

as the matrices in the previous chapter which allows us to deduce the asymptotic

formulae.

4.3 Countable matrices for translation surface

Recall that the countable matrices in the previous chapter contained data about a

graph’s paths. In particular, the matrices kept track of which pairs of edges could

form a path as well as exponential weightings of the lengths of the graph’s edges. We
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would like to define an analogous family of matrices which do the same for saddle

connection paths on a given translation surface.

Definition 4.3.1. For z ∈ C, we can associate to X the infinite matrices Mz(s, s
′)

defined by

Mz(s, s
′) =

e−z`(s
′) if ss′ form a saddle connection path,

0 otherwise.

where the rows and columns are indexed by s ∈ S, partially ordered by their lengths.

For infinite graphs, we restricted our attention to graphs which satisfied certain

hypotheses which ensured that the matrices had the necessary spectral properties

which guaranteed that we could apply the Tauberian theorem.

We will now show that the saddle connection paths on any translation surface sat-

isfy analogous properties that ensure that the matrices defined above have the same

spectral properties as the matrices defined for infinite graphs.

Translation surface properties. We claim that the following three properties

hold for all translation surfaces X.

(T1) For all σ > 0 we have
∑

s∈S e
−σ`(s) <∞;

(T2) There exists some L > 0 such that for all pairs of directed saddle connections

s, s′ ∈ S, there exists a saddle connection path beginning with s and ending

with s′ of length less than or equal to `(s) + L+ `(e′); and

(T3) There does not exist a d > 0 such that

{`(c) : c is a closed saddle connection path} ⊂ dN.

The first two properties follow from existing work for translation surfaces.

Property (T1) follows from the lower bound in the following result for the growth

of saddle connections on translation surfaces (see [33] and [34]).

Proposition 4.3.2. Let X be a translation surface and let N(X,L) denote the

number of saddle connections on X of length less than or equal to L. Then there

exists constants 0 < c1 < c2 <∞ such that

c1L
2 ≤ N(X,L) ≤ c2L

2,
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for L sufficiently large.

The following result from [8] (which we restate for our purposes here) allows us to

conclude that (T2) holds for all translation surfaces.

Proposition 4.3.3. Let X be a translation surface. There exists a constant L > 0

such that for all pairs of saddle connections s, s′ ∈ S, there exists a saddle connection

path p which starts with s and ends with s′ of length `(p) ≤ `(s) + L+ `(s′).

We will provide a proof that Property (T3) holds for all translation surfaces.

Proposition 4.3.4 (T3). Let X be a translation surface. Then there does not exist

a d > 0 such that

{`(c) : c is a closed saddle connection path} ⊂ dN.

Proof. We proceed by contradiction. First note that if the lengths of all closed sad-

dle connection paths were an integer multiple of some constant d, then the length

of every saddle connection would be an integer multiple of d/2. To see this, let s

be any saddle connection on X. If i(s) = t(s) then s is a closed saddle connection

path and so we are done. If i(s) 6= t(s) then by Proposition 4.3.3, there exists a

closed saddle connection path ci such that ci passes through i(s) and s̄cis forms a

saddle connection path (where s̄ is the saddle connection s with reversed orienta-

tion). Similarly, there exists a closed saddle connection path ct which starts and

ends at t(s), such that scts̄ forms a saddle connection path (Figure 4.1). The con-

catenation scts̄ci is also a closed saddle connection path of length 2`(s)+`(ct)+`(ci)

and so by our assumption, `(s) ∈ (d/2)N. We shall now show that this is impossible.

s

ct

ci
i(s)

t(s)

Figure 4.1: Given a saddle connection s we can find two closed saddle connection
paths ci and ct which start and end at i(s) and t(s) respectively.
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It follows from [36] that X contains an embedded cylinder C, i.e., the product of a

circle with an interval I = [0, L] for some L > 0, whose boundaries consist of a single

saddle connection or multiple parallel saddle connections. We will now construct a

countable family of triangles whose edges correspond to unions of saddle connections

using this cylinder (Figure 4.2) and whose edge length spectrum cannot lie in (d/2)N.

x x x x

y y y

b b b

aT1
T2

T3
c3

c1
c2

θ θ θ

Figure 4.2: Three copies of a cylinder on X with two singularities on separate
boundaries represented by circles and squares (labelled x and y, respectively). The
corresponding triangles T1, T2 and T3 are also drawn. The edges of Tn are given
by a, n copies of b and cn which are all saddle connections or unions of saddle
connections. The angle between a and b is given by θ /∈ πZ.

Fix two singularities x and y, one from each boundary of the cylinder. Let b denote

the union of saddle connections that form the boundary of the cylinder connecting

x to itself. Let a be the shortest saddle connection connecting x to y across the

cylinder. Then consider the unique saddle connection cn connecting x to y which is

defined to be the third side in a triangle Tn whose other edges are b concatenated

with itself n times and a (Figure 4.2). By our assumption, the length of each edge

is an integer multiple of d/2 because the edges are formed from saddle connections.

To see that this leads to a contradiction, we first observe that by scaling all of the

Tn by a factor of 2/d, Tn’s edges will be of integer length.

Observe that the angle θ between a and the edge formed by n copies of b in Tn is

independent of n. By the cosine formula

`(cn) =
√
`(a)2 + (n`(b))2 − 2`(a)n`(b) cos(θ) (1)

for all n ∈ N.

Note if cos(θ) were irrational then `(cn) would not be an integer for any n ∈ N.

Hence we can write cos(θ) = p/q where p and q are coprime integers.
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By squaring both sides of Equation (1) and multiplying through by q2, we see that

q2`(cn)2 = (q`(a))2 + (qn`(b))2 − 2`(a)n`(b)pq.

By replacing n with a variable x ∈ R, we obtain a polynomial

P (x) := (q`(b))2x2 − 2`(a)`(b)pqx+ (q`(a))2 ∈ Z[x]

whose values at the integers are squares.

By a classical result (see for instance [46]), it follows that there exists some Q(x) ∈
Z[x] such that P (x) = Q(x)2.

Let Q(x) =
∑M

i=0 dix
i for some M ∈ N and di ∈ Z. By equating the coefficients in

the equation P (x) = Q(x)2, we see that di = 0 for i ≥ 2 and obtain the following

equations for the remaining coefficients:

d2
1 = (q`(b))2, d2

0 = (q`(a))2, and d0d1 = −`(a)`(b)pq.

By comparing the above equations, it follows that p = ±q. Hence, cos(θ) = ±1,

i.e., θ ∈ πZ, which implies that the width of the cylinder is zero. Hence we obtain

a contradiction.

We have seen that Properties (T1), (T2) and (T3) hold for all translation surfaces

X. We are now in a position to follow the same approach we used for infinite graphs

to deduce the asymptotics in Theorem 4.2.2.

4.4 Asymptotics for N(x,R), V (B(x̃, R)), `(C(x,R)) and

Nx,y(R)

In this section, we will prove Theorem 4.2.2. We will follow the method used in the

previous chapter. We will leave the proof of the asymptotic for closed geodesics to

the final section of this chapter (Section 4.6).

As in the case of infinite graphs, in order to deduce asymptotic results for translation

surfaces we will be using the Ikehara-Wiener Tauberian theorem which we recall now

for the reader’s convenience.

Ikehara-Wiener Tauberian Theorem. Let ρ : R+ → R+ be a non-decreasing
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and right-continuous function. Formally denote η(z) :=
∫∞

0 e−zRdρ(R), for z ∈ C.

Then suppose that η(z) has the following properties:

1. there exists some a > 0 such that η(z) converges absolutely and is analytic on

Re(z) > a;

2. η(z) has a meromorphic extension to a neighbourhood of the half-planeRe(z) ≥
a;

3. a is a simple pole for η(z), i.e., C = limz→a(z − a)η(z) exists and is positive;

and

4. the extension of η(z) has no poles on the line Re(z) = a other than a.

Then ρ(R) ∼ (C/a)eaR as R→∞.

We begin by noting that the functions N(x,R)), V (B(x̃, R)), `((x̃, R)), Nx,y(R) and

π(R) that we wish to establish asymptotic formulae for are clearly non-negative,

right-continuous and non-decreasing. We will now define four complex functions

ηN (z), ηV (z), η`(z) and ηx,y(z) which correspond to N(x,R), V (B(x̃, R)), `(C(x,R))

and Nx,y(R) respectively, by

ηN (z) =

∫ ∞
0

e−zRdN(x,R)),

ηV (z) =

∫ ∞
0

e−zRdV (B(x̃, R)),

η`(z) =

∫ ∞
0

e−zRd`(C(x,R)) and

ηx,y(z) =

∫ ∞
0

e−zRdNx,y(R).

As before, we will rewrite these complex functions in terms of the matrices Mz, more

specifically, their associated operators M̂z. By Lemma 3.6.4, for Re(z) > h we can

write

ηN (z) =
∑

p∈P(x)

e−z`(p)

= v(z) ·
( ∞∑
n=0

M̂z
n
)

1

= v(z) ·
(
I − M̂z

)−1
1,

where v(z) = (χEx(s)e−z`(s))s∈S , where χEx denotes the characteristic function of

the set Ex = {s ∈ S : i(s) = x} of saddle connections starting from the singularity
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x ∈ Σ, and 1 = (1)s∈S ∈ `∞(C). Note that by (T1), v(z) ∈ `1(C). By Lemma 3.6.4,

ηN (z) is analytic and bounded on Re(z) > h.

Let P(x, y) denote the set of saddle connection paths starting at a and ending at

y ∈ Σ. We can rewrite ηx,y(z) as

ηx,y(z) =
∑

p∈P(x,y)

e−z`(p) = v(z) ·
(
I − M̂z

)−1
uy,

where uy ∈ `∞(C) is given by (uy)s = χy(s) where χy(s) = 1 if t(s) = y and 0

otherwise.

In order to rewrite ηV (z) and η`(z) in terms of M̂z we recall Lemma 2.8.3 for the

reader’s convenience, which relates B(x̃, R) to the saddle connection paths on X.

Lemma 4.4.1. Let X be a translation surface and fix a singularity x ∈ Σ. Let

2π(k(x) + 1) be the cone angle of x. Then for R > 0,

V (B(x̃, R)) = (k(x) + 1)πR2 +
∑

p∈P(x,R)

k(t(p))π(R− `(p))2,

where the singularity at the end of path p has cone angle 2π(k(t(p)) + 1).

A similar expression for the circumference `(C(x,R)) holds:

`(C(x,R)) = 2(k(x) + 1)πR+
∑

p∈P(x,R)

2k(t(p))π(R− `(p)).

Recall that for standard Euclidean circles, the circumference of the circle is given

by ∂
∂r (πr2) = 2πr. Similar reasoning allows us to deduce that

`(C(x̃, R)) =
d

dR
V (B(x̃, R)). (2)

Note that the expressions for V (B(x̃, R)) and `(C(x̃, R)) imply that we can write

the entropy of X as h = limR→∞
1
R log(`(C(x̃, R))) or h = limR→∞

1
R log(N(x,R)).

Using the above expression for `(C(x,R)), we can use integration-by-parts to rewrite

η`(z) in terms of saddle connection paths on X.

Lemma 4.4.2. For Re(z) > h, we have that

η`(z) =
2π

z
(k(x) + 1) +

2π

z
k(t(p))

∑
p∈P(x,R)

e−z`(p).
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Furthermore, η`(z) is analytic on Re(z) > h.

Proof. We begin by showing that for all z such that Re(z) > h,

lim
R→∞

`(C(x,R))ezR = 0.

To see this, note that because h = limR→∞
1
R log(`(C(x̃, R))), given ε > 0, there

exists some Rε such that for R > Rε, `(C(x̃, R)) < e(h+ε)R. Hence if we let ε =

(Re(z)− h)/2

lim
R→∞

|`(C(x,R))ezR| ≤ lim
R→∞

e(h+ε)ReRe(z)R = lim
R→∞

e−εR = 0.

For Re(z) > h we use integration-by-parts to write to rewrite η`(z) as follows

η`(z) =

∫ ∞
0

e−zRd`(C(x,R))

= [e−zR`(C(x,R))]∞0 + z

∫ ∞
0

e−zR`(C(x,R))dR

= z

(
2π(k(x) + 1)

∫ ∞
0

Re−zRdR+
∑

p∈P(x)

∫ ∞
`(p)

2k(t(p))π(R− `(p))e−zRdR
)

= z

(
2π(k(x) + 1)

∫ ∞
0

Re−zRdR+
∑

p∈P(x)

2πk(t(p))e−z`(p)
∫ ∞

0
Te−zTdT

)
=

2π

z
(k(x) + 1) +

2π

z
k(t(p))

∑
p∈P(x,R)

e−z`(p).

Note that we used the fact that the limit disappears as Re(z) > h as well as the

change of variable T = R− `(p) for each saddle connection path p ∈ P(x).

By Proposition ??, it follows that the summation over all of these contributions is

uniformly convergent for Re(z) > h which gives the required result.

We can rewrite ηV (z) using a similar approach or by using the relationship between

V (B(x̃, R)) and `(C(x,R)) (Equation (1)). In particular, for Re(z) > h, we can
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rewrite ηV (z) using Equation (1) and the proof of the above Lemma:

ηV (z) =

∫ ∞
0

e−zRdV (B(x̃, R))

=

∫ ∞
0

e−zR
d

dR
V (B(x̃, R))dR

=

∫ ∞
0

e−zR`(C(x,R))dR

=
η`(z)

z
.

Hence

ηV (z) =
2π

z2
(k(x) + 1) +

2π

z2
k(t(p))

∑
p∈P(x,R)

e−z`(p).

We can now write η`(z) and ηV (z) in terms of M̂z. Let u = (k(t(s)))s∈S ∈ `∞(C).

Then using Lemma 4.4.2 and Lemma 3.6.4, we can write

η`(z) =
2π

z

(
(k(x) + 1) + v(z) ·

(
I − M̂z

)−1
u

)
= zηV (z),

on Re(z) > h.

Note that because of the above formula, the residue of η`(z) at z = h is given by h

times the residue of ηV (z) at h.

We can now deduce the asymptotic results for N(R), V (B(x̃, R)), `(C(x,R)) and

Nx,y(R). In particular, because Mz satisfies (T1)−(T3), we can apply the proofs for

Lemma 3.6.4, Proposition 3.7.2, Proposition 3.8.3 and Proposition 3.8.5 to deduce

that ηN (z), ηV (z), η`(z) and ηx,y(z) have meromorphic extensions to Re(z) > 0 and

that these extensions all satisfy the assumptions of the Tauberian theorem. Hence

there exist constants A > 0, C > 0 and D > 0 such that

N(x,R) ∼ AehR, V (B(x̃, R)) ∼ (C/h)ehR,

`(C(x,R)) ∼ CehR and Nx,y(R) ∼ DehR.

Note that the constant in each asymptotic formula is the residue given by

lim
z→h

(z − h)η(z)

for the respective complex function.
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As a consequence we see that if we change singularity x ∈ Σ we are using as the

initial point for our geodesics, we will typically get different coefficients for volume

and circumference growth, although the growth rate, h, remains the same.

4.5 Basepoints in X\Σ

In this section, we consider a slight generalization which allows us to consider

geodesic paths that start at an arbitrary point x ∈ X rather than a singularity.

Let y ∈ X\Σ and let G be the set of oriented geodesics g, from y to a singularity,

such that g has length `(g). Order G by non-decreasing lengths. We define a family

of matrices (Pz)z∈C where

1. the rows are indexed by such geodesics g and the columns are indexed by the

oriented saddle connections s;

2. the non-zero entries correspond to pairs g, s such that the geodesic g and

saddle connection s form a geodesic on X; and

3. The non-zero entries are given by Pz(g, s) = e−z`(s).

One can then modify the complex functions using these new matrices. For example,

if we want to prove an asymptotic result for `(C(y,R)), the length of the circle of

radius R based at y ∈ X\Σ, we can consider

ηV,y(z) =
2π

z
(k(y) + 1) +

2π

z
vy(z) · P̂z(I − M̂z)

−1u,

where vy(z) = (e−z`(g))g∈G. Note that it follows from the triangle inequality, Prop-

erty (T1), and the fact that X has finite diameter, that vy(z) ∈ `1(C), i.e. the

number of geodesics based at y which end at a singularity of length less than or

equal to R grows quadratically. Finally, the asymptotic result follows by applying

the same method as before.

4.6 Closed geodesics

We conclude this chapter by proving the asymptotic result for closed geodesics on

translation surfaces (Theorem 4.2.3). We note that this result, due to Eskin and

Rafi, was announced by Eskin in the talk [14]. Their proof has not been published
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at the time of writing so we provide a proof for completeness.

The asymptotic result for closed geodesics on translation surfaces follows from the

asymptotic result for closed paths on infinite graphs (Chapter 3 Section 3.9) and

the work in this chapter.

We begin by noting that geodesics on translation surfaces will either be saddle

connection paths or will be part of a family of closed geodesics which span the cir-

cumference of a cylinder and so do not pass through a singularity. We adopt the

convention that we do not count closed geodesics which do not pass through a singu-

larity, thus avoiding the complication of having uncountably many closed geodesics

of the same length.1

Definition 4.6.1. A closed geodesic on a translation surface is a saddle connection

path corresponding to an (allowed) finite string of oriented saddle connections q =

(s1, . . . , sn), of length |q| = n and up to cyclic permutation, with the additional

requirement that sns1 is a saddle connection path. We say that q is primitive if it

is not a multiple concatenation of a shorter closed geodesic.

Let X be a translation surface with singularity set Σ and volume entropy h = h(X).

Let Q(T ) denote the set of such oriented closed geodesics on X of length less than

or equal to T , and let Q :=
⋃
T>0Q(T ).

It follows from (T2) and the fact that there are finitely many singularities on X,

that the exponential growth rate of #Q(T ) is equal to the volume entropy of X, i.e.

h = lim
T→∞

1

T
log #Q(T ). (3)

We define the following zeta function analogous to the zeta function in Definition

3.9.2.

Definition 4.6.2. We can formally define the zeta function by the Euler product

ζX(z) =
∏
q∈Q

(
1− e−z`(q)

)−1
, z ∈ C

where the product is over all oriented primitive closed paths.

1Alternatively, we could count one such geodesic from each family but then their growth would
only be polynomial and this would not affect the asymptotic.
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By Lemma 3.9.3, it follows that ζX(z) is a non-zero analytic function on Re(z) > h.

Once again, we will rewrite ζX(z) in terms of the following family of infinite matrices

associated to X.

Definition 4.6.3. For z ∈ C, we can associate to X the infinite matrices Mz(s, s
′)

defined by

Mz(s, s
′) =

e−z`(s
′) if ss′ form a saddle connection path,

0 otherwise.

where the rows and columns are indexed by s ∈ S, partially ordered by their lengths.

Let k ∈ N. We can write Mz as follows

Mz =

(
Az,k Bz,k

Cz,k Dz,k

)
,

where Az,k is the k×k finite sub-matrix of Mz corresponding to the first k ∈ N, say,

oriented saddle connections and the other sub-matrices Bz,k, Cz,k, Dz,k are infinite.

We formally define Wz,k := Az,k +Bz,k(I −Dz,k)
−1Cz,k.

Next we define the following auxiliary function

gk(z) = exp

− ∞∑
n=1

1

n

∑
s∈Sn(k)

e−z`(s)

 ,

where Sn(k) ⊂ Sn denotes the set of oriented saddle connection strings s = (s1, . . . , sn)

of length n corresponding to oriented closed geodesics for which all of the sj (1 ≤
j ≤ n) are disjoint from the first k edges in the ordering on S.

By the proof of Lemma 3.9.5, on Re(z) > h, we can write

ζX(z) =
1

gk(z) det(I −Wz,k)
.

Using the fact that all translation surfaces satisfy properties (T1)–(T3), we can ap-

ply the proofs of Lemma 3.9.6 and Lemma 3.9.7 to deduce that ζX(z) satisfies the

assumptions of the Ikehara-Wiener Tauberian theorem (see Theorem 2.2.2).
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The fact that ζX(z) satisfies the assumptions of the Tauberian theorem, allows us

to apply the proof in Section 3.9.3 to ζX(z), to deduce the asymptotic for closed

geodesics on translation surfaces, Theorem 4.2.3.
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Chapter 5

Distribution of large circles on

translation surfaces

5.1 Introduction

In this chapter, we will study how large circles, C(x,R), on X distribute on the

surface as R tends to infinity. We will show that as R goes to infinity, the circles

distribute with respect to some measure on the surface. In the final section, we will

briefly look at a distribution result for closed geodesics on translation surfaces.

We begin by stating the main theorem. Let X be a translation surface of entropy

h = h(X) and fix a singularity x ∈ Σ (the singularity set of X). Let C(x,R) be the

curve (or “circle”) defined by the set of endpoints of geodesics on X of length R

which begin at x. Note that if x̃ is a lift of x, then `(C(x,R)) = `(C(x̃, R)) where

`(C(x̃, R)) denotes the length of the circle based at x̃ ∈ X̃.

We define a family of natural probability measures µR supported on the sets C(x,R)

for R > 0. These correspond to the normalized arc length measure on the curve

C(x,R).

Definition 5.1.1. We can define a family of probability measures µR (R > 0) on

X by

µR(A) =
`(C(x,R) ∩A)

`(C(x,R))
, for Borel sets A ⊂ X,

where `(C(x,R) ∩A) denotes the length of the part of C(x,R) which lies in A.

The next result describes the convergence of the probability measures µR as the

radius R tends to infinity.
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Theorem 5.1.2 (Circle distribution). The sequence of measures (µR)R>0 converge

in the weak-* topology to a measure µ, which is equivalent to the volume measure

VolX on X, i.e. limR→∞
∫
fdµR =

∫
fdµ for any f ∈ C(X).

We note that this is not quite a traditional equidistribution result in the sense

that although µ is equivalent to the volume measure VolX , it seems likely that the

Radon-Nikodym derivative is not constant.

Example 5.1.3 (L-shaped surface). We can consider an L-shaped surface where the

identification of opposite sides gives a surface of genus 2 and only one singularity.

The singularity comes from the identification of the corners and has a cone-angle of

6π. The circle drawn represents C(x,R).

Figure 5.1: A large circle projected onto a L-shaped domain.

We briefly describe the strategy for the proof of Theorem 5.1.2. We begin by not-

ing that because the set of all Borel probability measures on X is compact in the

weak-* topology, it follows that the set of measures µR accumulate on some set of

limit measures as R→∞. To show that the set of limit measures contains only one

measure, it suffices to show that limR→∞ µR(B) converges for a set of sufficiently

small closed balls B ⊂ X\Σ that generate the Borel σ-algebra.

To deduce the above limit, we first prove asymptotic results for `(C(x,R) ∩ B) for

small closed balls B ⊂ X\Σ. In particular, for such balls B, we will show that there

exist some constants C(B) > 0 such that

`(C(x,R) ∩B) ∼ C(B)ehR as R→∞.
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Combining this asymptotic with the asymptotic `(C(x,R)) ∼ CehR proved in the

previous chapter, we have

lim
R→∞

µR(B) = lim
R→∞

`(C(x,R) ∩B)

`(C(x,R))
= lim

R→∞

C(B)ehR

CehR
=
C(B)

C
=: µ(B).

This then proves the theorem.

In order to deduce the asymptotic for the functions `(C(x,R) ∩ B), it might seem

natural to consider an appropriate complex function for `(C(x,R) ∩ B) and then

apply the Tauberian theorem, as in the proof of the asymptotic formulae for the

circumference of circles. However, due to the fact that `(C(x,R) ∩ B) may not

be monotonic, we cannot directly apply the Tauberian theorem. Therefore, we

will instead prove an asymptotic result for the non-decreasing continuous function

VA(R) := Vol
X̃

(B(x̃, R) ∩ Ã), for Borel sets A ⊂ X i.e., the area of the intersection

of a ball of radius R in the universal cover of X intersected with the lifts of A. We

will then be able to use these asymptotics to indirectly deduce the corresponding

asymptotics for `(C(x,R) ∩B) for small closed balls1 in X\Σ.

5.1.1 Notation

We begin by introducing some useful notation. Once again, we fix a translation

surface X with singularity set Σ and choice of base point for the saddle connection

paths, x ∈ Σ. Let P(x) denote the the set of saddle connection paths based at

x and P(x,R) denote the set of saddle connection paths based at x of length less

than or equal to R > 0. Let π : X̃ → X denote the canonical projection from the

universal cover X̃ to X. Let Σ̃ and S̃ denote the lifts of the singularity set Σ and

oriented saddle connections S, respectively. Throughout this section, we fix a lift of

x, x̃ ∈ Σ̃. Let p̃ denote a lift of p ∈ P(x). Then we let `(p̃) denote the length of p̃ and

i(p̃), t(p̃) ∈ Σ̃ denote the singularities at the beginning and end of p̃, respectively.

Definition 5.1.4. Let z ∈ Σ with a choice of lift z̃ ∈ Σ̃ (i.e., π(z̃) = z) and let

R > 0.

1. We denote a Euclidean disk D(z̃, R) in X̃ (with centre z̃ and radius R > 0) by

D(z̃, R) ⊂ X̃
1The proof of the asymptotic result for VA(R) works for Borel sets A, however we need to restrict

our attention to open balls B to deduce the asymptotic for `(C(x,R) ∩B).
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consisting of the set of those points ỹ ∈ X̃ which are joined to z̃ by a straight

line segment of length at most R > 0, which does not have a singularity in its

interior.

2. Let p ∈ P(x) be a saddle connection path with unique lift p̃ based at x̃ ∈ Σ̃.

Let w̃ := t(p̃) ∈ Σ̃. We define a Euclidean sector

E(p,R) ⊂ D(w̃, R) ⊂ X̃

associated to p (with centre w̃ and radius R > 0) by the set of points y ∈ X̃
which are joined to w̃ by a straight line segment of length at most R > 0,

which does not have a singularity in its interior, and which additionally forms

a geodesic in X̃ with p̃.

On occasion it will be convenient to consider sectors on X, which we define in an

analogous way and denote by EX(p,R).

Given a radius R > 0 we can write the ball B(x̃, R) in X̃ as

B(x̃, R) = D(x̃, R) +
⋃

p∈P(x,R)

E(p,R− `(p)).

Fix a Borel set A ⊂ X. As mentioned at the beginning of this section, we are

interested in an asymptotic formula for VA(R) := Vol
X̃

(B(x̃, R) ∩ Ã). We will

proceed with a similar approach to the one we used for the asymptotic results in the

previous section by making the following observation, analogous to Lemma 2.8.3.

Lemma 5.1.5. For R > 0 we can write,

VA(R) = Vol
X̃

(D(x̃, R) ∩ Ã) +
∑

p∈P(x,R)

Vol
X̃

(E(p,R− `(p)) ∩ Ã). (1)

where the first term is the volume of the Euclidean disk and the second term is

expressed in terms of the volumes of Euclidean sectors.

The heuristic of the basic identity (1) is illustrated in Figure 2.

Example 5.1.6. In the particular case that A = X, the identity reduces to

VX(R) = (k(x) + 1)πR2 +
∑

p∈P(x,R)

k(t(p))π(R− `(p))2.
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x̃

E(p,R− `(p))

t̃(p)

Ã1

Ã2

Ã3

Figure 5.2: The ball B(x̃, R) ⊂ X̃ is a union of appropriate Euclidean sectors E(·, ·)
centred at lifts of singularities. We are interested in the volume of the lifts of A,
represented by Ã1, Ã2 and Ã3, which intersect E(p,R− `(p)).

5.1.2 Asymptotic formula for VA(R)

In order to derive an asymptotic formula for VA(R), we can use the same strategy

developed for proving the asymptotic results in the previous two chapters. In par-

ticular, we aim to show that the following complex function satisfies the hypotheses

of the Ikehara-Wiener Tauberian theorem (Theorem 2.2.2).

Definition 5.1.7. For Borel sets A ⊂ X with VolX(A) > 0, we can formally define

a complex function by the Riemann-Stieltjes integral

ηA(z) =

∫ ∞
0

e−zRdVA(R), for z ∈ C. (2)

First we need to show that the growth rate of VA(R) is positive. Note that if

VolX(A) = 0 then VA(R) = 0 for all R > 0. Before we proceed, we require the

following lemma (a similar result can be found in [8]).

Lemma 5.1.8. Let A ⊂ X be a Borel set such that VolX(A) > 0. Let diam(X)

denote the finite diameter of X. Then there exists a saddle connection s′ ∈ S such

that

VolX(EX(s′, diam(X)) ∩A) > 0.

Proof. We require two simple preliminary results.

Claim 1. For any x ∈ X there is a straight line segment gx joining x to some

singularity y := t(gx) ∈ Σ of length at most diam(X).
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Proof of claim 1. A translation surface is a geodesic space of finite diameter because

it has finite volume. In particular, we can connect x to a singularity in X by a

geodesic which necessarily takes the form px = gxs1 . . . sn or px = gx of length

`(px) ≤ diam(X), where the si are oriented saddle connections and gx is an oriented

straight line segment from x to some some singularity t(gx) ∈ Σ. In either case, gx

is the required straight line segment.

Claim 2. Let a ∈ A. By claim 1, there exists an oriented straight line segment ga

connecting a to some singularity t(ga). The sector EX(ga, 2diam(X)) must contain

a singularity.

Proof of claim 2. Assume for a contradiction that EX(ga, 2diam(X)) ∩ Σ = ∅.
Since the angle of the sector is greater than or equal to 2π and by assumption

EX(ga, 2diam(X)) is Euclidean, one can choose a ball B(c,diam(X)) ⊂ EX(ga, 2diam(X))

centred at c ∈ EX(ga, 2diam(X)) of diameter diam(X) (see Figure 5). However,

by claim 1, there exists a straight line segment gc of length `(gc) ≤ diam(X),

connecting c to some singularity z ∈ Σ. This implies that z ∈ B(c,diam(X)) ⊂
EX(ga, 2diam(X)) which gives a contradiction.

We can now complete the proof of the lemma. For any a ∈ A, claim 2 implies we can

choose z ∈ EX(ga, 2diam(X))∩Σ. Thus we can choose an oriented saddle connection

sa of length `(sa) ≤ 2diam(X), from z to y = t(ga), such that sag
−1
a is an allowed

geodesic. Because `(g−1
a ) = `(ga) ≤ diam(X), it follows that a ∈ EX(sa,diam(X)).

Finally, because {sa}a∈A is countable, VolX(A) > 0 and
⋃
{sa:a∈A} EX(sa, diam(X)∩

A) = A, at least one of the finite number of sectors, EX(sa,diam(X)), must satisfy

VolX(EX(sa,diam(X) ∩A) > 0.

Lemma 5.1.9. Let A ⊂ X be a Borel set such that VolX(A) > 0. Then

lim
R→∞

1

R
log(VA(R)) = h.

Proof. We will prove the result by considering upper and lower bounds for VA(R) and

their logarithmic limits. For the upper bound, it suffices to use VA(R) ≤ VX(R) =

Vol
X̃

(B(x̃, R)) and the definition of h. For the lower bound, observe that

VA(R) ≥ VolX(E(s′, diam(X)) ∩A) ·N(x, s′, R− diam(X)),
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a ga
y

c

z

Figure 5.3: The point a ∈ A is connected to y ∈ Σ via segment ga. The dotted
sector represents EX(ga, 2diam(X)). The ball B(c,diam(X)) ⊂ EX(ga, 2diam(X))
contains a singularity z ∈ Σ.

where N(x, s′, R) denotes the number of saddle connection paths starting at x end-

ing with saddle connection s′ and of length less than or equal to R.

Next we recall a result from Dankwart (see [8] or Proposition 4.3.3) which states

that any two oriented saddle connections s1, s2 can be connected by a third oriented

saddle connection s of length smaller than a given L > 0, such that the path s1ss2

form an allowed saddle connection path. Using this result, we see that N(x, s′, R) ≥
N(x,R− (L+ `(s′)) and hence

VA(R) ≥ VolX(E(s′, diam(X)) ∩A) ·N(x,R− (diam(X) + L+ `(s′)),

where N(x,R) := #P(x,R). Finally, the definition of volume entropy and the

asymptotic formula for N(x,R) derived in the previous chapter allows us to conclude

that

lim
R→∞

1

R
log(VX(R)) = lim

R→∞

1

R
log(N(x,R)) = h

as required.

We next show that Lemma 5.1.9 can be improved to an asymptotic formula by

following the method developed in the previous chapter.
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Proposition 5.1.10. If VolX(A) > 0 then there exists C(A) > 0 such that

VA(R) ∼ (C(A)/h)ehR as R→∞.

Proof. By Lemma 5.1.9 and the assumption that VolX(A) > 0, the complex function

ηA(z) has a pole at z = h and converges to an analytic function on Re(z) > h. In

particular, for Re(z) > h, we can can use (1) to write

ηA(z) =

∫ ∞
0

e−zRdVA(R)

= z

∫ ∞
0

Vol
X̃

(D(x̃, R) ∩ Ã)e−zRdR

+ z
∑

p∈P(x)

∫ ∞
`(p)

Vol
X̃

(E(p,R− `(p)) ∩ Ã)e−zRdR

= z

∫ ∞
0

Vol
X̃

(D(x̃, R) ∩ Ã)e−zRdR

+ z
∑

p∈P(x)

e−z`(p)
∫ ∞

0
Vol

X̃
(E(p, r) ∩ Ã)e−zrdr

using the change of variables r = R− `(p) for each of the terms in the final summa-

tion.

By using the matrices Mz for translation surfaces (Definition 4.3.1), we can write

ηA(z) as

ηA(z) = z

∫ ∞
0

Vol
X̃

(D(x̃, R) ∩ Ã)e−zRdR+ zv(z) ·

( ∞∑
n=0

M̂n
z

)
uA(z)

= z

∫ ∞
0

Vol
X̃

(D(x̃, R) ∩ Ã)e−zRdR+ zv(z) ·
(
I − M̂z

)−1
uA(z)

where

a) uA(z) =
(∫∞

0 Vol
X̃

(E(s, r) ∩ Ã)e−zrdr
)
s∈S
∈ `∞; and

b) v(z) = (χEx(s)e−z`(s))s∈S ∈ `1, where χEx denotes the characteristic function

of the set Ex = {s ∈ S : i(s) = x}.

The quadratic growth of the volume function R 7→ Vol
X̃

(D(x̃, R)∩ Ã) gives that the

term

z

∫ ∞
0

Vol
X̃

(D(x̃, R) ∩ Ã)e−zRdR
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is analytic for Re(z) > 0. Moreover, the sequences v(z) and uA(z) are analytic

on Re(z) > 0 and by Lemma 5.1.8, uA(h) is non-zero. It follows from the work in

Sections 3.7 and 3.8 in Chapter 3, that the complex function ηA(z) has the following

properties:

1. ηA(z) converges absolutely to a non-zero analytic function for Re(z) > h;

2. ηA(z) extends to a simple pole at z = h with residue C(A) > 0; and

3. ηA(z) has an analytic extension to a neighbourhood of

{z ∈ C : Re(z) > h} − {h}.

Finally, we can apply the Ikehara-Wiener Tauberian theorem to the monotone con-

tinuous function VA(R) to deduce the asymptotic formula

VA(R) ∼ (C(A)/h)ehR as R→∞, (3)

where C(A) > 0 is the residue of ηA(z) at z = h. This completes the proof of the

proposition.

5.2 Proof of Theorem 5.1.2

We now have all the ingredients to complete the proof of Theorem 5.1.2. Recall

from the previous chapter, that `(C(x,R)) ∼ CehR and in the previous section we

showed that if VolX(A) > 0 then VA(R) ∼ (C(A)/h)ehR for some C(A) > 0, and

if VolX(A) = 0 then for all R > 0, VA(R) = 0 (and so we can formally write

VA(R) ∼ 0ehR). We use this to define the measure µ as follows: for all Borel sets

A ⊂ X we define

µ(A) =


C(A)
C if VolX(A) > 0,

0 if VolX(A) = 0.

It follows from the definition of C(A) as the residue of ηA(z) at h and the expression

ηA(z) = z

∫ ∞
0

Vol
X̃

(D(x̃, R) ∩ Ã)e−zRdR+ zv(z) ·
(
I − M̂z

)−1
uA(z),

that µ(A) defines a probability measure on X.

Furthermore, it is easy to see that µ is equivalent to the volume measure on X,

VolX , (i.e. µ(A) = 0 if and only if VolX(A) = 0 for all Borel sets A). In partic-
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ular, if VolX(A) = 0 then VA(R) = 0 for all R > 0 and µ(A) = 0. For the case

where µ(A) = 0, we can consider the contrapositive statement and observe that if

VolX(A) > 0 then we have shown that µ(A) = C(A)/C > 0.

It remains to show that µR → µ in the weak-* topology. To this end it suffices to

consider µR(B) for appropriately small balls B ⊂ X\Σ (see [48]).

The proof of Theorem 5.1.2 now comes in two steps. The first step is to deduce an

asymptotic result for annuli. The second step is to let the thickness of the annuli

tend to zero.

To achieve the first step, given ε > 0 we denote by

A(x̃, R− ε, R) := B(x̃, R)− B(x̃, R− ε), for x̃ ∈ Σ̃ and R > ε,

the corresponding annulus. We can then use (3) twice to deduce an asymptotic

expression for Vol
X̃

(A(x̃, R− ε, R) ∩ B̃) of the form

Vol
X̃

(A(x̃, R− ε, R) ∩ B̃) ∼ (C(B)/h)ehR
(

1− e−hε
)

as R→∞. (4)

For the second step, we require an approximation argument. Let B ⊂ X\Σ denote

a closed ball with centre c ∈ X\Σ and radius t > 0. Let d = ‖B − Σ‖ denote

the Hausdorff distance of B from Σ. For sufficiently small δ > 0 (with δ � d), let

Bδ and B−δ denote concentric balls also centred at c, with radii t + δ and t − δ,
respectively. Fix R > 0 and ε such that ε� δ.

Let L(R) denote the set of connected components of C(x,R) ∩ B. Similarly, let

Aδ(R) and A−δ(R) denote the set of connected components of A(x̃, R,R − ε) ∩ B̃δ
and A(x̃, R,R− ε) ∩ B̃−δ, respectively (see Figure 5.4).

Note that to each connected component A−δ ∈ A−δ(R), we can associate a segment

L ∈ L(R), namely the segment which corresponds to the boundary component of

A−δ furthest away from the associated singularity. Similarly, for each L ∈ L(R) we

can associate a connected component Aδ ∈ Aδ(R) (see Figure 5.4). Hence we have

the following inclusions:

A−δ(R) ↪→ L(R) ↪→ Aδ(R).
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B

B−δ

L

A−δ

B

Bδ

Aδ

L

Figure 5.4: (a) We can associate to a connected component A−δ ∈ A−δ(R), a
segment L ∈ L(R); and (b) We can associate to L the connected component Aδ ∈
Aδ(R)

Note that the reverse inclusions do not necessarily hold.

For L ∈ L(R), we will compare `(L)ε to the volume Vol
X̃

(Aδ) of the associated

connected component Aδ ∈ Aδ(R). Using the assumption that ε � δ and a little

Euclidean geometry, it follows that

`(L)ε ≤
Vol

X̃
(Aδ)

(1− ε
2d)

.

Similarly, for A−δ ∈ A−δ(R), we can compare Vol
X̃

(A−δ) to `(L)ε for the associated

L ∈ L(R) and deduce that

Vol
X̃

(A−δ) ≤ Lε.

By summing up the contributions from the aforementioned connected components

and using the bounds above, it follows that

Vol
X̃

(A(x̃, R,R− ε) ∩ B̃−δ) ≤ `(C(x,R) ∩ B̃)ε ≤
Vol

X̃
(A(x̃, R,R− ε) ∩ B̃δ)(

1− ε
2d

) .

Using the asymptotic formulae for annuli (4) and the above bounds, we can deduce
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that
C(B−δ)

C(B)

(1− e−hε)
ε

≤ lim inf
R→∞

`(C(x,R) ∩B)

(C(B)/h)ehR

≤ lim sup
R→∞

`(C(x,R) ∩B)

(C(B)/h)ehR

≤ C(Bδ)

C(B)

(1− e−hε)
ε

1(
1− ε

2d

) .
Since

(
1− e−hε

)
/ε = h+O(ε) independently of R, letting ε→ 0 we can deduce that

C(B−δ)

C(B)
h ≤ lim inf

R→∞

`(C(x,R) ∩B)

(C(B)/h)ehR
≤ lim sup

R→∞

`(C(x,R) ∩B)

(C(B)/h)ehR
≤ C(Bδ)

C(B)
h.

We can deduce an asymptotic formula for `(C(x,R)∩B) by letting δ → 0 and using

the absolute continuity of the measure µ(A) := C(A)/C to conclude that

`(C(x,R) ∩B) ∼ C(B)ehR as R→∞.

Finally, we can prove Theorem 5.1.2 by considering the above asymptotic formula

and the asymptotic formula for `(C(x,R)),

lim
R→∞

µR(B) = lim
R→∞

`(C(x,R) ∩B)

`(C(x,R))
= lim

R→∞

C(B)ehR

CehR
=
C(B)

C
=: µ(B),

for all balls X\Σ. In particular, this implies that µR converges to µ in the weak-*

topology (see [48]).

Remark 5.2.1. Although the probability measures µ and VolX are equivalent they

(probably) are not equal. A proof of this statement can probably be deduced by

examining how C(B) varies as we translate some ball B around X\Σ.

5.3 Distribution result for closed geodesics

We conclude this chapter by noting that one can obtain a distribution result for the

growth of closed geodesics on translation surfaces. A more general result can be

found in [6] which uses different techniques. We provide a sketch of the proof based

on the techniques developed in the previous chapters.

Recall the following definition of closed geodesics on translation surfaces (Definition

4.6.1).

Definition 5.3.1. A closed geodesic on a translation surface is a saddle connection
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path corresponding to an (allowed) finite string of oriented saddle connections q =

(s1, . . . , sn), of length |q| = n and up to cyclic permutation, with the additional

requirement that sns1 is a saddle connection path. We say that q is primitive if it

is not a multiple concatenation of a shorter closed geodesic.

Let Q(T ) denote the set of oriented primitive closed geodesics on X of length less

than or equal to T . Let Q :=
⋃
T>0Q(T ) denote the set of all oriented primitive

closed geodesics on X. Let C(T ) := #Q(T ) denote the number of of oriented prim-

itive closed geodesics of length at most T .

We adopt the convention that we do not count closed geodesics that do not pass

through a singularity, thus avoiding the complication of having uncountably many

closed geodesics of the same length.

Given a Borel set A ⊂ X, we define CA(T ) :=
∑

q∈Q(T )
`A(q)
`(q) , where `A(q) denotes

the length of the part of q which lies in A.

We define the following modified zeta function.

Definition 5.3.2. We can formally define a modified zeta function for a given Borel

set A ⊂ X, by

ζA(z, t) =
∏
q∈Q

(
1− e−z`(q)+t`A(q)

)−1
, z ∈ C and t ∈ R.

By applying a modified proof to the one presented in Section 3.9 for the asymptotic

formula for closed geodesics on infinite graphs, we can obtain the following result.

Theorem 5.3.3. Given a Borel set A ⊂ X, there exists a constant 0 ≤ ν(A) ≤ 1

such that

CA(T ) ∼ ν(A)
ehT

hT
.

We can then use this asymptotic result to obtain a distribution result for closed

geodesics on translation surfaces.

Theorem 5.3.4. Let X be a translation surface. Then for all Borel subsets A ⊂ X,

there exists some 0 ≤ ν(A) ≤ 1 such that

lim
T→∞

CA(T )

C(T )
= ν(A).

Furthermore, ν defines a probability measure on X which is singular with respect to

the volume measure on X
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Proof. It follows from the previous theorem and the asymptotic formula for closed

geodesics that

lim
T→∞

CA(T )

C(T )
= ν(A).

Furthermore, one can check that ν(A) defines a probability measure on X.

The measure ν obtained is singular with respect to the volume measure (Vol)X (and

thus with respect to µ), since one can show that the Borel set Y = ∪s∈Ss correspond-

ing to the union of the saddle connections has ν (Y ) = 1, but (Vol)X (Y ) = 0.
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Chapter 6

Minimizing entropy and

equilateral surfaces

6.1 Introduction

The aim of this chapter is to introduce and study the entropy minimization problem

for translation surfaces.

In Chapter 2, we saw that one can associate an entropy function to the moduli space

of negatively curved metrics on certain closed surfaces or metrics on certain finite

graphs. Because entropy scales inversely with respect to area, it is natural to restrict

our attention to metrics of constant area. One can then ask various questions about

this entropy function such as:

• How smooth is it?

• What are its minimum values?

• Which metrics which achieve the minima? (entropy minimization problem).

We will attempt a similar study in the context of translation surfaces, focusing on

the entropy minimization problem.

Taking inspiration from the solution to the entropy minimization problem in the

setting of finite metric graphs and Riemannian manifolds, we provide a conjecture

for the analogous problem for translation surfaces and give evidence in favor of this

conjecture. Our conjecture says for any n, k ∈ N, the volume entropy function de-

fined over the moduli space of unit area translation surfaces with n singularities,
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each of cone-angle 2π(k+ 1), has global minima at the surfaces that can be tiled by

equilateral triangles whose vertices coincide with the singularities of the surface.

We will begin by introducing the natural definition of moduli spaces for translation

surfaces. We will then highlight the difficulty of studying the entropy function for

translation surfaces and state our conjecture properly. Afterwards, we will intro-

duce special subsets of the moduli space for which the entropy function is better

behaved. Finally, we will prove that equilaterally triangulated translation surfaces

are the entropy function’s global minima when restricted to these subsets.

We will state the above result in a rough form before proceeding. Let X be any

translation surface and let A ∈ SL(2,R). We can obtain a new translation surface

A(X) by cutting X into polygons, applying A to the polygons, and then gluing the

polygons back together. The resultant surface will be a translation surface with the

same area and singularity data as X. In particular, we obtain a space of translation

surfaces by considering SL(2,R)(X), i.e. the SL(2,R)-orbit of X.

Theorem 6.1.1. Let E be a translation surface that can be tiled by equilateral

triangles such that the vertices of the triangles occur at the singularities of E. Fur-

thermore, assume that each of E’s singularities have the same cone-angle, 2π(k+1)

for a given k ∈ N. Then h : SL(2,R)(E) → R+ has a minimum value of h(E) > 0

and the only surfaces in SL(2,R)(E) that obtain this minimum are equilaterally tiled

surfaces.

6.2 Background

In this section, we will introduce a couple of notions of moduli spaces of translation

surfaces and review what is known about the entropy function defined on these

spaces. We use [54] and [51] as references.

6.2.1 Strata

Let S be a closed topological surface of genus g ≥ 2. We denote the set of all

translation surface structures on S by Q(g).

This set can be partitioned into sets of translation surface structures that share the

same singularity data. Recall from the background chapter that if X is a translation

surface of genus g ≥ 2 with singularity set Σ 6= ∅, then
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∑
x∈Σ

k(x) = 2g − 2, (1)

where 2π(k(x) + 1) is the cone-angle of singularity x.

Definition 6.2.1. Let H(k1, . . . , kn) denote the set of translation surfaces with n

singularities of cone-angles 2π(k1 + 1), . . . , 2π(kn + 1), such that k = (k1, . . . , kn)

is a partition of 2g − 2, i.e. a non-increasing list of positive integers whose sum is

2g − 2. Then by Equation (1), we see that there is a natural partition of Q(g) into

a finite number of H(k). We call the sets H(k) strata.

Strata are known to be complex orbifolds of dimension 2g + n− 1 which consist of

at most three connected components. Furthermore, away from the orbifold points,

each stratum has an atlas of charts to Cn with transition functions in GL(2,Z). We

let HA(k) denote the set of area A > 0 surfaces in H(k).

Another interesting property of strata, is that their connected components are never

compact with respect to the analytic topology. Masur’s criterion (see [35]) states

that a closed subset of HA(k) is compact if and only if there is a positive lower

bound for the lengths of the saddle connections on all the surfaces in the subset.

We will now look at the moduli space of unit area flat tori which shares some

properties with general strata. Furthermore, it highlights the SL(2,R) action on

strata which we will study later. We will consider the tori up to rotation.

Example 6.2.2. The moduli space which we denote by M can be identified with

SO(2)\SL(2,R)/SL(2,Z), where SL(2,Z) is the space of 2×2 matrices with entries

in Z and determinant 1, and SO(2) ⊂ SL(2,R) is the space of rotation matrices.

To see this, note that any unit area torus can be represented by a parallelogram in

the plane with opposite sides identified. Hence the action of SL(2,R) on the plane

defines an action on M. This action is easily seen to be transitive as any paral-

lelogram can be sent to any other by an element of SL(2,R). Furthermore, it is

easily seen that the stabilizer subgroup of the unit torus is SL(2,Z). Hence by the

Orbit-Stabilizer theorem and the fact that we are interested in tori up to rotation,

M∼= SO(2)\SL(2,R)/SL(2,Z).

M shares properties with general strata. In particular, M is an orbifold; the square

torus (corresponding to the identity matrix) and the torus that can be tiled by two
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equilateral triangles are the orbifold points of M. Furthermore, M has a cusp

corresponding to tori with a short closed geodesic.

s
ee

s

e

Figure 6.1: Left: The fundamental domain for M. The vertical lines are glued

together as well as the two line segments joining s to the corners labelled e. The

point labelled s corresponds to the square torus and the points labelled e are both

identified and correspond to the torus triangulated by two equilateral triangles. The

cusp (north) corresponds to tori which have a short closed geodesic.

6.2.2 Entropy function for strata

In this section, we will introduce the entropy function for strata and examine what

is already known about it.

We begin by noting that from the definition of volume entropy, it follows that vol-

ume entropy scales inversely and quadratically with respect to area i.e. if we scale

our surface by doubling its area, we scale its entropy by a factor of 1/
√

2. For this

reason we will consider the subset of strata consisting of constant area surfaces to

be the moduli spaces of translation surfaces. We will refer to these constant area

subsets as just strata for convenience.

By analogy with the case of metric graphs and negatively curved surfaces, we can

naturally extend the definition of volume entropy for individual translation sur-

faces to a function on strata. In particular, given a stratum HA(k), we define the
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entropy function h : HA(k)→ R+, where h(X) is the volume entropy of X ∈ HA(k).

The study of volume entropy for translation surfaces seems to have been initiated

by Dankwart in his PhD thesis [8]. Dankwart defined volume entropy in terms of

orbital counting which is equivalent to the definition we use. He explored some of

the questions we posed in the introduction and obtained some partial results.

We will summarize and present simplified statements of some of his results that are

of interest to us.

Theorem 6.2.3 (Dankwart). Fix some stratum HA(k) such that k is a partition of

2g − 2, for g ≥ 2. Then:

1. The entropy function h : HA(k)→ R+ is continuous;

2. There exists a constant c(g) such that h(X) ≥ c(g) for all X ∈ HA(k); and

3. We can find surfaces of arbitrarily high entropy in HA(k). These correspond

to surfaces with a short closed geodesic.

For some intuition as to why part (3) of the above results holds, see the proof of

Lemma 3.2.4.

The methods used by Dankwart often rely on taking advantage of the fact that

there exists a quasi-isomorphism between the universal covers of hyperbolic surfaces

and translation surfaces, as well as some results regarding the fundamental group

of genus g ≥ 2 surfaces. These methods do not seem to generalize to studying the

differentiability of the entropy function or finding local and global minima. We do

not study the smoothness of the entropy function, except when we restrict to certain

subsets (see Proposition 6.5.4).

6.2.3 Difficulties of studying the entropy function

In this section, we will look at the difficulties of studying the entropy function for

translation surfaces. To do this, we will compare this setting with the case of finite

metric graphs (see [29]).

Recall from Chapter 2, that for finite connected graphs, one can define a notion

of volume entropy as follows. Let (G, `) be a finite connected graph with a length

function on its edges ` : E(G)→ R+. Let x ∈ G and let N(x,R) denote the number
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of non-backtracking paths that start at x and are of length less than or equal to R.

Then the volume entropy of (G, `) is defined to be

h(G, `) = lim
R→∞

1

R
log(N(x,R)).

We can define the moduli space of metric graphs to be the set of length functions

` : E(G) → R+ such that the sum of the edge lengths with respect to this length

function is equal to 1, i.e.
∑

e∈E(G) `(e) = 1.

In this setting, when one varies the length function on the graph G, the underlying

path structure of the G remains constant and only the lengths of the paths vary.

Because volume entropy for finite metric graphs depends on the growth of paths,

this means that when comparing the entropy of two length functions, it suffices to

compare lengths of the paths on G with respect to the two length functions.

Recall from Chapter 4, that the volume entropy of a translation surface is similar to

the volume entropy of certain infinite graphs. In contrast to the finite graph case,

one can perturb a translation surface in such a way that at least one of its saddle

connection paths (for example saddle connection paths which come from boundaries

of cylinders) will no longer satisfy the geodesic angle condition under this pertur-

bation (see Figure 6.2). This means that as we vary the metric on the translation

surface, not only do the lengths of the saddle connection paths change, but a path

that once was a saddle connection path may no longer be a saddle connection path

and vice versa.

In order to make progress on the entropy minimization problem, we will restrict

the domain of the entropy function to certain natural subsets of strata, namely

SL(2,R)-orbits of translation surfaces. SL(2,R)-orbits have the property that the

saddle connection path structure of surfaces in these spaces remain constant as in

the case of the moduli spaces of metric graphs.

In the next subsection, we will introduce these SL(2,R)-orbits before returning to

the topic of entropy on strata in the next section, where we will motivate and state

a conjecture for the entropy minimization problem.
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s1

s2

s1

s2

Figure 6.2: Two translation surfaces obtained from identifying opposite sides of two
polygons. Both translation surfaces belong to HA(2) and the translation surface
on the right is obtained by continuously modifying the surface on the left. Two
saddle connections s1 and s2 on the left surface form a saddle connection path.
The corresponding saddle connections on the right surface no longer form a saddle
connection path due to the geodesic angle condition (the shortest path between their
endpoints is now the dashed line).

6.2.4 SL(2,R)-orbits of translation surfaces

Recall from Chapter 2 (or [51]), that any translation surface X admits a polygonal

decomposition P . Given A ∈ SL(2,R), A acts linearly on R2 and hence we obtain

obtain a new polygonal decomposition A(P ). Note that A sends parallel lines in

P to parallel lines in A(P ). We can obtain a new translation surface A(X) from

A(P ) by identifying edges in A(P ) as follows: if edge e was identified to e′ in P to

obtain X, then we identify edge A(e) to edge A(e′) (we note that this construction is

well-defined (see [52] or see [38] for a more rigorous construction). Because SL(2,R)

preserves the area of the polygons, and the angle around any vertex under the edge

identifications, we see that SL(2,R) produces a natural action on strata.

The SL(2,R)-action on strata is a powerful tool for studying dynamics on trans-

lation surfaces (see [52] for a good introduction to this topic). We note that the

closure of any SL(2,R)-orbit will be an orbifold and there are at most countably

orbits many in a given stratum [13].

The SL(2,R)-action is relevant to our purposes because it preserves the saddle con-

nection path structure of translation surfaces. To see this, fix A ∈ SL(2,R) and

take two saddle connections on a translation surface X joined at a singularity which

also form an angle of less than π. Because A acts as a linear map on polygons (pre-

serving parallel lines) the images of the saddle connections in A(X) will also join at

a singularity and will have angle less than π (Figure 6.2.4). Hence under the action
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of SL(2,R), saddle connection paths are sent to saddle connection paths. For this

reason, working with entropy functions becomes more tractable when restricting to

SL(2,R)-orbits of translation surfaces, at least when approaching the problem from

the perspective developed in this thesis.

Figure 6.3: The action of some A ∈ SL(2,R) on two saddle connections which meet
at a singularity. If the original angle between the saddle connections is less than π
then it will remain less than π under the action of A.

Although the saddle connection path preserving property of the SL(2,R)-action

simplifies the study of the entropy function, it is still difficult to track how the

lengths of the different saddle connection paths vary under the SL(2,R)-action of

an arbitrary surface.

Remark 6.2.4. It follows from the definition of a translation surface (see Definition

2.5.1), that each point on a translation surface outside of the singularity set has

a well-defined notion of north. This is because outside of the singularity set, the

surface has an atlas of charts to C whose transition maps are translations. Because

of this, translation surfaces that differ by a rotation are generally considered to be

distinct. For studying volume entropy, this distinction does not matter since the

volume entropy of two translation surfaces that differ by a rotation is the same. For

presentation’s sake we assume two surfaces are distinct if they differ by a rotation,

unless otherwise specified.
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6.3 Entropy minimization conjecture

In this section, we state a conjecture for the entropy minimization problem for strata.

We motivate this conjecture by looking at the results of the entropy minimization

problems for finite metric graphs and negatively curved surfaces.

6.3.1 Initial observations

In Chapter 2, we saw that in the case of surfaces of negative curvature, the metrics

which minimise entropy are those which are the most symmetric (i.e. hyperbolic

metrics). A similar result holds when considering metrics on finite graphs. For

example, a k-regular graph (a graph where each vertex has the same valence k ∈ N,

see Figure 6.4) will have its entropy minimized by the length function which sets all

edges to have the same length. In general, the metrics which minimise entropy for

finite metric graphs are those which cause vertices of high valence to be far apart.

The following result (see [29]) gives the precise edge weighting.

Theorem 6.3.1 (Lim). Let G be a finite connected graph such that the valency at

each vertex x, which we denote by k(x) + 1, is at least 3. Let V(G) denote the vertex

set of G. Then there is a unique normalized length distance that minimizes volume

entropy, given by

hmin =
1

2

∑
x∈V(G)

(k(x) + 1) log(k(x)),

and the entropy minimizing length function is given by

`(e) =
log(k(i(e))k(t(e)))∑

x∈V(G)(k(x) + 1) log(k(x))
,

for all e ∈ E(G).

Vertices of high valency can informally be thought of as points of high expansion or

concentrated negative curvature. This is because paths that meet a vertex of high

valency can be continued in a large number of distinct ways.

Recall from Chapter 3, that the notion of entropy for translation surfaces is closely

related to the notion of entropy for infinite graphs. For translation surfaces, singular-

ities with large cone-angles can be thought of as points of high negative curvature or

expansion. Using this observation and the result of the entropy minimization prob-

lem for finite metric graphs, we might expect translation surfaces with the lowest

entropy in their stratum, are those that have their singularities of large cone-angles
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Figure 6.4: A 3-regular graph with 3 vertices.

far away from one another.

If we restrict our attention to strata HA(k) that have the property that all singu-

larities have the same cone-angle, then the problem becomes more tractable (but

less ambitious) due to the additional symmetry on the singularity set. We denote

such a stratum by HA(kn) where kn denotes the tuple consisting of n copies of

k ∈ N. Taking inspiration from k-regular graphs, it is natural to conjecture that the

entropy of surfaces of the aforementioned type is minimized when the singularities

on the surface are spread out as far as possible from one another (or themselves)

in a symmetric way. In particular, the surfaces that achieve this would be tiled by

equilateral triangles whose vertices correspond to the singularities of the surface. A

priori, it is not evident that such surfaces exist in a given stratum HA(kn).

In the next section, we will show that any connected component of a stratum of

type HA(kn) contains a surface described in the previous paragraph.

6.3.2 Square-tiled surfaces and equilateral surfaces

In this section, we will define square-tiled surfaces and equilateral surfaces. We will

show that every component of a stratum HA(k) contains an equilateral surface (and

a square-tiled surface).

We begin by looking at square-tiled surfaces which are special types of translation
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surfaces (see [23] for a more detailed introduction to square-tiled surfaces).

Definition 6.3.2. A square-tiled surface is a translation surface obtained from a

finite collection of equal area squares in R2 after identifying pairs of parallel sides

via translations. We add the additional requirement that each corner of the squares

must correspond to a singularity of the surface.1

Examples of square-tiled surfaces include the left translation surface in Figure 6.2

and the surface in Figure 2.10.

Given a square-tiled surface XS , there is a natural map πX : XS → T where T is the

standard square torus. In particular, given some x ∈ XS corresponding to a point

in some square tile, πX(x) is the corresponding point on the square torus obtained

after identifying opposite sides of the square tile. This map is well-defined due to the

edge identifications of the square tiles. It is easy to see that πX(x) is a finite cover of

the standard square torus except at the singularities which are ramification points.

At a singularity of cone-angle 2π(k + 1), this covering map looks like w = zk+1 in

local complex coordinates where z = 0 corresponds to the singularity.

We will now turn our attention to surfaces that can be tiled by equilateral triangles

(see [4]).

Definition 6.3.3. We define an equilateral surface to be a translation surface that

admits a triangulation into equilateral triangles, such that the vertices of the equi-

lateral triangles are singularities of X.

See Figure 6.5 for an example of an equilateral surface.

Observe that square-tiled surfaces and equilateral surfaces are related in the sense

that any equilateral surface can be obtained by applying the matrix

∆ =

√ 2√
3

√
1

2
√

3

0

√√
3

2


to a square-tiled surface. Similarly, any equilateral surface gives rise to a square-

tiled surface.

1Typically one allows square-tiled surfaces to include square tiles whose vertices do not neces-
sarily correspond to singularities.
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Figure 6.5: An equilateral surface obtained from gluing opposite sides of a polygon.
This surface has one singularity of cone-angle 6π. This surface corresponds to a
shearing of the L-shaped surface (see the left surface in Figure 6.2).

Equilateral surfaces have been studied in [4]. In this paper, the authors study the

length of the shortest saddle connection on a translation surfaces, called the systole

of the surface, and calculate the maximum systole over any stratum. In particular,

they show that the surfaces that realize the maximum systole over any given stra-

tum are equilateral surfaces.

The following result (Lemma 3.2 in [4]) guarantees the existence of square-tiled and

equilateral surfaces in any connected component of any stratum.

Proposition 6.3.4. Let C ⊂ HA(k) be a connected component of a stratum. Then

C contains an equilateral surface and a square-tiled surface.

Proof. The result follows a result Lemma 4 in [28] which states that there exists a

translation surface in C which can be decomposed into a single horizontal cylinder.

Such a surface will be a rectangle whose two vertical sides correspond to the same

single saddle connection and its two horizontal sides will both decompose into hor-

izontal saddle connections, where each saddle connection appears on both the top

and the bottom. By changing the lengths of the saddle connections appropriately,

we can obtain a square-tiled surface.

We then obtain an equilateral surface by rotating the vertical side to form an angle

of π/3 with the horizontal sides (by applying ∆ as defined above).
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6.3.3 Entropy minimization conjecture

In this section, we state a conjecture regarding entropy minimization and equilateral

surfaces.

Using the discussion in Section 6.3.1, in particular, taking inspiration from the

entropy minimization result for k-regular graphs, we make the following conjecture.

Conjecture 6.3.5. Let HA(kn) denote a stratum with n singularities, each of cone-

angle 2π(k + 1). Then the entropy function h : HA(kn)→ R+ has global minima at

the equilateral surfaces in HA(kn).

As discussed in Section 6.2.3, tackling this conjecture looks difficult due to the fact

that the saddle connection path structure may change as we compare two different

surfaces in a given connected component of a stratum.

We note that for strata corresponding to singularities with varying cone-angles, we

do not expect that equilateral surfaces will minimize entropy (compare to the gen-

eral minimization result for finite metric graphs - Theorem 6.3.1).

In order to make progress in studying this conjecture, we restrict our attention to

minimizing the volume entropy function over particularly nice subsets of connected

components of strata that contain equilateral surfaces.

6.4 Entropy minimization for SL(2,R)-orbits of equilat-

eral surface in HA(kn)

In this section, we will study the entropy function on the SL(2,R)-orbit of equilat-

eral surfaces whose singularities all have the same cone-angle (i.e., are in strata of

the form HA(kn).

We will begin by looking at SL(2,R)-orbit(s) of equilateral surfaces in HA(2). We

will see that there is only one such orbit which contains all the equilateral surfaces

in HA(2).

We will then prove that equilateral surfaces whose singularities have the same cone-

angle minimize entropy in their SL(2,R)-orbits (Theorem 6.1.1). The proof involves

first understanding the structure of saddle connection paths on surfaces in the afore-

mentioned SL(2,R)-orbits. We then use this structure to obtain a simplified equa-
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tion for the entropy of such surfaces and then apply a result that can be found in

[3] related to minimizing functions defined on lattices to deduce our result.

Using the simplified equation for entropy, we will also show that the entropy func-

tion is smooth on these orbits (Proposition 6.5.4).

Then in subsection 6.6, we will develop a method for calculating the entropy of

surfaces in such orbits.

6.4.1 Equilateral surfaces in HA(2)

In this section, we will see that there is one equilateral surfaces, up to isometry

(including rotations), in HA(2).

We begin by briefly noting that the SL(2,R)-orbit of an equilateral surface in HA(2)

is the unit tangent bundle of a genus 0 orbifold with two cusps (see Appendix A in

[22]). Rotating the surface corresponds to rotating the associated vector in the unit

tangent bundle.

Our approach is to construct a set of candidate equilateral surfaces combinatorially

and then show that one of the resulting surfaces is a torus (and hence not in HA(2))

and that the others are isometric.

Let E denote an equilateral surface in HA(2). It follows from the Gauss-Bonnet

theorem, that E will be triangulated by 6 equilateral triangles, under the condition

that the vertex of every triangle meets a singularity (see [4] for details).

Starting with 6 equilateral triangles in the plane, in order to form a translation

surface with these triangles, we are required to glue every edge to another edge via

a translation. Hence we are forced to arrange the triangles in the shape shown in

Figure 6.6.

Despite being forced to arrange the triangles into the polygon in Figure 6.6, we still

have freedom in deciding the identification of the edges on the boundary of this

polygon. Given the restriction that edges must be glued together via translations,

it is easy to see that there are two ways to glue the two top edges to the two bottom

edges and two ways to glue the left edges to the right edges. In particular, we see

that there are four ways of gluing 6 equilateral triangles to give a translation surface
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Figure 6.6: In order for the triangles to form a translation surface, they must be
configured in the above shape (up to translations of the triangles), where two edges
overlapping signify a gluing. We do not specify a gluing on the outer edges of the
shape but note that they must be glued to other outer edges via translations.

(Figure 6.7).
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Figure 6.7: There are four ways to glue the outer edges to each other via translations.

Out of these four surfaces there is only one distinct translation surfaces in HA(2)

(up to rotation) because three of the configurations yield isometric surfaces and one

of them is a torus. One can check that Ehv is a torus (and hence not in HA(2)) by

observing that the cone-angle around the any of the red points is equal to 2π. The

remaining three surface can be obtained from one another by applying rotations of

π/3 or 2π/3. One can check that this is so by applying the rotations and then using

cut-and-paste operations on the triangles.
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6.4.2 Saddle connection paths on the SL(2,R)-orbits of equilateral

surfaces

The aim of this section is to give a comprehensive description of the saddle con-

nection paths on surfaces in the SL(2,R)-orbits of equilateral surfaces/square-tiled

surfaces whose singularities all have the same cone-angle. We will see that the

length spectrum of saddle connection paths of these surfaces depend on the length

spectrum of the torus formed by the tiles of these surfaces. In this section, we fix a

square-tiled surface XS ∈ HA(kn) with singularity set Σ.

For reasons that will become apparent later, we will introduce the following gener-

alisation of a saddle connection.

Definition 6.4.1. An oriented singular connection, e, is a finite sequence of ori-

ented saddle connections, i.e. e = s1 . . . sn where the si are saddle connections, such

that for 1 ≤ i < n, t(si) = i(si+1) and the angle formed by starting at si and moving

clockwise about t(si) (with respect to some fixed orientation) to si+1 is equal to π

(Figure 6.8).

ππ π

Figure 6.8: Four saddle connections that form a single singular connection.

Note that a single singular connection can still be a saddle connection.

It will prove useful to write saddle connection paths in terms of oriented singular

connections instead of saddle connections. In particular, we can write any sad-

dle connection as p = e1 . . . en, where the ei are singular connections such that

t(ei) = i(ei+1) and the angle condition for geodesics on translation surfaces holds

for eiei+1. Furthermore, we make the additional requirement that the singular con-

nections in the decomposition of p are “maximal with respect to p” i.e. for 1 ≤ i < n,

eiei+1 is not a singular connection. Note that the set of saddle connection paths on

X correspond to sequences of singular connections with the above restrictions.

We will proceed by studying saddle connection paths on a square-tiled surface XS ,

and note that saddle connection paths on general surfaces in SL(2,R)(XS) have a

similar structure (see Figure 6.2.4).
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Recall from Section 6.3.2, that XS is a cover of the square torus T (XS) with cov-

ering map πXS : XS → T (XS). Because oriented singular connections begin and

end at singularities, under the projection map oriented singular connections are

sent to oriented closed geodesics on T (XS). Hence, an oriented singular connection

has its holonomy (the vector associated to the singular connection) given by some

(m,n) ∈ Z2\{(0, 0)}. Furthermore, there are exactly k+ 1 oriented singular connec-

tions based at a given singularity x with holonomy (m,n) ∈ Z2\{(0, 0)} because at

the singularities of cone-angle 2π(k + 1) the projection map πXS (x) can be written

in the form w = zk+1 using local complex coordinates (see Section 6.3.2). In partic-

ular, the set of oriented singular connections based at x corresponds to k+ 1 copies

of the lattice Z2\{(0, 0)}.

Now we will show that given an oriented singular connection e1 such that t(e1) =

y ∈ Σ, the set of saddle connection paths of the form e1e2 corresponds to k copies

of the lattice Z2\{(0, 0)}. Recall that we insisted that in order for e1e2 to form a

saddle connection path, e1e2 cannot itself be a singular connection. It follows that

the clockwise angle formed by e1 and e2 must be greater than π (otherwise it would

not be a geodesic or the concatenation itself would be a singular connection) and

the anticlockwise angle must be greater than or equal to π. One can check that

this eliminates exactly 1 out of the k + 1 oriented singular connections of a given

holonomy (m,n) ∈ Z2\{(0, 0)} (see Figure 6.9).
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s1 s2

s3

Figure 6.9: Three oriented saddle/singular connections s1, s2 and s3 of holonomy

(0, 1) on a square-tiled surface with one singularity of cone-angle 6π. The singular

connection s1 can be followed by the other two singular connections to form a saddle

connection path such that the singular connections will be maximal with respect to

this path. However, when it is concatenated with itself, the concatenation will also

be a singular connection as s1 forms a clockwise angle of π with itself. Hence, we

do not consider this concatenation to be a saddle connection path. In particular,

we see that the s1 can be concatenated with two out of three singular connections

with holonomy (0, 1) to form a singular connection.

Hence we have shown that any saddle connection path on XS can be written as a

sequence of n singular connections, where the first singular connection that starts at

x can be chosen to correspond to any of the points in the k+ 1 copies of the lattice

Z2\{(0, 0)}, the next singular connection can be chosen to be any of the allowed

singular connections corresponding to k copies of the lattice Z2\{(0, 0)}, and so on.

The length of the path will then be the sum of the lengths of the corresponding

vectors associated to the lattice points. Similarly, if we take any point in the k + 1

copies of the Z2\{(0, 0)} lattice, followed by any finite sequence of points in the k

copies of the lattice, this sequence will determine a unique saddle connection path

on XS .

If we consider A(XS) ∈ SL(2,R)(XS), its saddle connection paths will also have the

aforementioned correspondence, except that we replace Z2\{(0, 0)} with

A(Z2\{(0, 0)}).
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6.5 Minimizing entropy over SL(2,R)-orbits of equilat-

eral surfaces

The aim of this section is to prove Theorem 6.1.1, i.e. solve the entropy minimization

problem when we restrict our attention to certain SL(2,R)-orbits of equilateral

surfaces. We will restate Theorem 6.1.1 here for the reader’s convenience.

Theorem 6.1.1. Let HA(kn) denote the stratum of area A translation surfaces,

consisting of surfaces with n singularities, each of cone-angle 2π(k + 1). Let XS be

an square-tiled surface. Then h : SL(2,R)(XS)→ R+ is uniquely minimized by the

equilateral surfaces in SL(2,R)(XS).

The proof of the above theorem uses the saddle connection path structure of surfaces

in the SL(2,R)-orbit of square-tiled surfaces (described in the previous section) to

reduce the entropy minimization problem to a lattice minimization problem that

can be solved using the method outlined in [3].

Before we continue, we introduce some notation. We fix a stratum HA(kn), a

square-tiled surface XS ∈ HA(kn), and a singularity x ∈ Σ. For convenience we

assume that the squares tiling XS each have area 1. We will denote a surface

in SL(2,R)(XS) by A(XS) where A ∈ SL(2,R). Let PA denote the set of sad-

dle connection paths on A(XS), based at the singularity A(x) and we denote the

length of a path p ∈ PA by `A(p). We will consider the entropy function defined on

SL(2,R)(XS), i.e. h : SL(2,R)(XS)→ R+ and write h(A) := h(A(XS)).

Recall that a surface A(XS) is a cover of some torus T (A(XS)) (see the previous

section). The holonomy vectors corresponding to the oriented closed geodesics on

T (A(XS)) can be identified with the lattice A(Z2\{(0, 0)}) which we denote by A(Λ).

We denote the length of a vector v ∈ A(Λ) ⊂ R2 by `(v) := ||v||2. We note that the

lattice corresponding to any equilateral surface is given by ∆(Z2\{(0, 0)}), where

∆ =

√ 2√
3

√
1

2
√

3

0

√√
3

2

 .

We begin by defining the the following family of functions ft : SL(2,R) → R+, for

t > 0, by

ft(A) =
∑

v∈A(Λ)

e−t`(v).
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We will now see how the ft(A) relate to the entropy function h(A). Recall from

Definition 2.8.4, that the entropy of A(XS) is given by

h(A) = inf
t>0
{t :

∑
p∈PA

e−t`A(p) <∞}.

Using the saddle connection path structure for A(XS) (see Section 6.4.2), we can

formally rewrite the exponentially weighted sum of the lengths of saddle connection

paths on A(XS) using the ft(A) as follows

∑
p∈PA

e−t`A(p) = (k + 1)
∑

v∈A(Λ)

e−t`(v)
∞∑
n=0

k ∑
v∈A(Λ)

e−t`(v)

n

= (k + 1)ft(A)
∞∑
n=0

(kft(A))n .

Provided that t is sufficiently large, ft(A) < 1 and we can rewrite the right-hand

side of the equation above as follows

∑
p∈PA

e−t`A(p) = (k + 1)ft(A)
∞∑
n=0

(kft(A))n =
(k + 1)ft(A)

1− kft(A)
<∞. (2)

We can then use (2) to obtain an expression for h(A) in terms of the ft(A).

Lemma 6.5.1. Let A ∈ SL(2,R). Then h(A) is the unique t > 0 that satisfies

ft(A) = 1/k.

Proof. The result follows from rewriting the exponentially weighted sum of the sad-

dle connection paths using (2), the definition of h(A) in terms of generating functions

and the fact that ft(A) is a decreasing with respect to t.

We note that it follows from Lemma 6.5.1, that the entropy of a surface A(XS) ∈
SL(2,R)(XS) depends only on the corresponding lattice A(Λ) and the singularity

data of the surface. It follows that all equilateral surfaces in a given stratum have

the same entropy.

In order to complete the proof of Theorem 6.1.1, we require the following result that

can be found in [3] (Proposition 3.1 and Example 2.8).

Proposition 6.5.2. For any t > 0, ft(A) is uniquely minimized (up to rotation) by

∆, where ∆(Z2\{(0, 0)}) corresponds to the the equilateral lattice.
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Remark 6.5.3. Bétermin in [3], showed that the equilateral lattice minimizes a larger

class of functions of a similar form to ft(A) by building on work by Montgomery

[40].

We can now prove Theorem 6.1.1.

Proof. Let XS be a square-tiled surface in HA(kn). Let B,∆ ∈ SL(2,R), such that

∆(XS) is an equilateral surface with entropy h(∆). By Lemma 6.5.1 and Proposition

6.5.2,

fh(B)(B) = 1/k = fh(∆)(∆) ≤ fh(∆)(B),

with equality if and only if B(XS) is an equilateral surface.

Because ft(A) is decreasing with respect to t > 0, it follows from the above inequality

that h(∆) ≤ h(B) with equality if and only if B(XS) is an equilateral surface.

We can use ft(A) to deduce the regularity of h : SL(2,R)(XS)→ R+.

Proposition 6.5.4. Let XS ∈ HA(kn) be a square-tiled surface. Then the entropy

function h : SL(2,R)(XS)→ R+ is C∞.

Proof. We begin by noting that the lengths of singular connections on XS have a

C∞ dependence on the SL(2,R)-orbit. The result then follows from applying the

Implicit Function Theorem to ft(A) = 1/k and Lemma 6.5.1.

We conclude this section by providing a plot for ft(A) over the modular surfaceM2

using approximations to ft(A) for t = 2.511 (Figure 6.10).

2Here we use the observation that ft(A) is well-defined on the space of unit area tori considered
up to rotation (the modular surface).
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Figure 6.10: A contour plot of an approximation to ft(A) :M→ R+, t = 2.511. The

darker regions represents the smaller values of ft(A) (the value decreases towards

the bottom corners of the region) and the corners correspond the the equilaterally

tiled torus.

6.6 Calculating the entropy of equilateral surfaces

In the previous section, we described an approach to finding minimal points for the

entropy function defined over the SL(2,R)-orbits of equilateral surfaces in strata of

the form HA(kn). Now we will present a method of calculating the values of surfaces

in the orbit.

To be more specific, let XS denote a square-tiled surface in HA(kn). We de-

velop a method for finding arbitrarily good approximations to h(A), for a given

A ∈ SL(2,R), and calculate the error terms of these approximations. We will then
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use this method to approximate h(∆), the entropy of the equilateral surface inH3(2)

(see Section 6.4.1).

Let N ∈ N and define ZN = {n ∈ Z : |n| ≤ N}. We can then define the finite

square lattice ΛN := Z2
N\{(0, 0)} and the sheared finite square lattices A(ΛN ) for

A ∈ SL(2,R).

We can then define an N th approximation to ft(A) by considering a truncation of

the infinite series in the definition of ft(A):

f
(N)
t (A) =

∑
v∈A(ΛN )

e−t`(v).

Note that the derivatives of f
(N)
t (A) give approximations to the respective deriva-

tives of ft(A).

The following lemma allows us to bound the error of the approximations.

Lemma 6.6.1. Fix A ∈ SL(2,R). We define

d(A) := inf
x∈R2:||x||2=1

||A(x)||2.

Let g : R+ → R+ be a non-negative integrable non-increasing function such that∫∞
0 g(x)dx <∞. Then the following inequalities hold:

1. ∑
v∈A(Λ)

g(`(v)) ≤ 2π

∫ ∞
0

Rg(R)dR+ 4

∫ ∞
0

g(R)dR,

2. For N ∈ N,

∑
v∈A(Λ)

g(`(v))−
∑

v∈A(ΛN )

g(`(v)) ≤ 2π

∫ ∞
d(A)N

Rg(R)dR+ 4

∫ ∞
d(A)N

g(R)dR,

Proof. We begin by defining Q = {(m,n) ∈ Z2 : m 6= 0 and n 6= 0}. We can

partition A(Λ) into A(Q) and A(Λ\Q). We begin by noting that
∑

v∈A(Q) g(`(v)) has

a natural geometric interpretation which we describe in what follows. First observe

that we can tile R2 with parallelograms p(m,n), where p(m,n) has its vertices

at A(m,n), A(m − 1, n), A(m,n − 1) and A(m − 1, n − 1). We can extend each

parallelogram p(m,n) into a parallelepiped P (m,n) in R3 by defining P (m,n) =
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p(m,n)× [0, g(`(v(m,n))], where v(m,n) is the point in p(m,n) furthest away from

the origin. The total volume of the P (m,n) is equal to∑
v∈A(Q)

g(`(v)).

We can consider g(x) as a function on R2 by defining g(x) := g(`(x)) for x ∈
R2. Note that because g(x) is a non-increasing function, for x ∈ p(m,n) g(x) ≥
g(v(m,n)). It follows that the integral of g(x) over R2 is the volume of a region in

R3 which contains the region defined by the parallelepipeds P (m,n) and hence is

greater than
∑

v∈Q g(`(v)). By considering the integral in terms of polar coordinates

we obtain

∑
v∈A(Q)

g(`(v)) ≤ 2π

∫ ∞
0

Rg(R)dR.

To obtain the full inequality in (1) we need to bound the contribution to the sum

from points in A(Λ\Q), i.e.

∑
v∈A(m,0):m∈Z\{0}

g(`(v)) +
∑

v∈A(0,n):n∈Z\{0}

g(`(v)).

The bound follows from a similar geometric interpretation that we just used, except

we observe that the sums correspond to areas of rectangles rather than volumes of

parallelepipeds.

For the second inequality, we begin by defining QN := {(m,n) ∈ Z2
N\{0} : m 6=

0 and n 6= 0}, where ZN := {m ∈ Z : m ≤ N}. We will first consider contribu-

tions to the sum on the left-hand side of the second inequality from v ∈ A(Q\QN ).

Once again, this sum is the volume of parallelepipeds, however this time the paral-

lelepipeds correspond to parallelograms p(m,n) such that (m,n) ∈ Q\QN .

Observe that by definition of d(A), a ball of radius d(A) centered at any of the

parallelograms p(m,n), lies completely inside the parallelogram (Figure 6.11).

By scaling the parallelogram it is easy to check that that a ball of radius 2d(A)N

centered at the origin will be contained in the set of parallelograms p(m,n) such

that (m,n) ∈ QN . Hence the integral

2π

∫ ∞
d(A)N

Rg(R)dR
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Figure 6.11: The parallelogram on the right is obtained from applying some matrix
A ∈ SL(2,R) to the square on the left. The ball of radius d(A) (drawn as a
black circle) centered at the center of the parallelogram is contained within the
parallelogram.

corresponds to a volume greater than the volume of the region corresponding to

volume of the parallelepipeds, i.e. the sum

∑
v∈A(Q\QN )

g(`(v)).

Similar reasoning gives the bound for the remaining points.

We will now use the fNt (A) and the above lemma to approximate h(∆), where h(∆)

denotes the entropy of the equilateral surfaces in H3(2).

Recall from Lemma 6.5.1 that h(∆) is the unique t > 0 such that ft(∆) = 1/2.

By applying Lemma 6.6.1 to ft(∆)−f (N)
t (∆), we obtain an upper bound for ft(∆)−

f
(N)
t (∆) which we denote by E

(N)
t (∆). Next observe the following inequalities:

f
(N)
t (∆) ≤ ft(∆) ≤ f (N)

t (∆) + E
(N)
t (∆),

where each of the terms are decreasing in t.

Let h
(N)
L (∆) denote the unique t > 0 such that f

(N)
t (∆) = 1/2 and let h

(N)
U (∆)

denote the unique t > 0 such that f
(N)
t (∆) + E

(N)
t (∆) = 1/2.
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It follows from the previous inequality that for all N ∈ N, h
(N)
L (∆) ≤ h(∆) ≤

h
(N)
U (∆). Because fNt (∆) converges to ft(∆) and E

(N)
t (∆) converges to 0 as N →∞,

we obtain arbitrarily close bounds to h(∆) by taking N sufficiently large.

We will first calculate E
(N)
t (∆) using Lemma 6.6.1 and then compute the bounds

for N sufficiently large. Note that d(∆) := infx∈R2:||x||2=1 ||∆(x)||2 is the smallest

singular value of ∆, i.e. the square root of the smallest eigenvalue of ∆∗∆, where

∆∗ denotes the adjoint of ∆ (see [18]). By a standard calculation, one can show

that d(∆) = 0.75836...

Next we apply Lemma 6.6.1 to get

E
(N)
t (∆) = 2π

∫ ∞
d(∆)N

Re−tRdR+ 4

∫
d(∆)N

e−tRdR

=
2π

t2
e−d(∆)Nt(d(∆)Nt+ 1) +

4

t
e−d(∆)Nt.

Using Mathematica’s NSolve with working precision equal to 30, we solve f
(N)
t (∆) =

1/2 for t, with N = 100 to obtain hL(∆) = 2.51109553318836192072366801885....

Again, using NSolve, we numerically solve f
(N)
t (∆) + E

(N)
t (∆) = 1/2 for t, using

the expression for E
(N)
t (∆) with N = 100 to also get

hU (∆) = 2.51109553318836192072366801885...

Hence we see that h(∆) = 2.51109553318836192072366801885... (up to 29 decimal

places).

Remark 6.6.2. We conclude by noting that the method of approximating ft(A) by

the functions f
(N)
t (A) can serve as an alternate method for approaching the mini-

mization problem tackled in the previous section. By studying partial derivatives of

the f
(N)
t (A) and using the bounds in Lemma 6.6.1, we were able to show that the

equilateral surfaces locally minimize entropy over their SL(2,R)-orbits.
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Chapter 7

Conclusion

In this concluding chapter we will briefly look at possible directions for further

research.

7.1 Geometric growth for flat surfaces

In this section we discuss the possibility of generalizing the work in this thesis from

translation surfaces to general flat surfaces with singularities.

The purpose of this thesis was to show that when it comes to geometric growth,

translation surfaces behave like surfaces of negative curvature. The key idea was

that the singularities on translation surfaces behave like points of concentrated neg-

ative curvature. It is natural to ask: are there other surfaces that have this property

and do they also exhibit similar geometric growth behaviour?

We begin by defining a generalization of translation surfaces, flat surfaces, which

have singularities that will be “negatively curved” by the same reasoning used in

Section 2.7.1.

Definition 7.1.1. A flat surface is a topological surface S of genus g ≥ 2 together

with a finite set of points Σ ⊂ S and a metric on S\Σ which is locally Euclidean.

The set Σ is the singularity set of S.

Clearly translation surfaces are flat surfaces. By the Gauss-Bonnet theorem, at

least one of the singularities in Σ will have cone-angle greater than 2π and so the

surface can be thought of having a point of high negative curvature. Note that a

path passing through a singularity of cone-angle less than 2π cannot be a geodesic
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due to the geodesic angle condition described for translation surfaces.

One could ask whether these flat surfaces, or at least certain examples of flat surfaces

(for example half-translation surfaces [15]), exhibit the geometric growth behaviour

we saw for negatively curved and translation surfaces. It is possible that the ap-

proach we developed for infinite graphs and translation surfaces may extend to the

general flat surface setting provided that translation surface hypotheses (T1)-(T3)

hold for flat surfaces.

7.2 Error bounds for asymptotic formulae

A stronger result than an asymptotic formula would involve error bounds that quan-

tify how quickly the ratio of the counting/growth function to the exponential func-

tion converge.

We expect polynomial error bounds if a Diophantine condition would hold for the

closed geodesic length spectrum of translation surfaces (see [44] for an analogous

result for hyperbolic flows on closed manifolds). In particular, if there exist closed

geodesics c1, c2 on X such that `(c1)/`(c2) is diophantine, i.e., there exists some

τ > 0 such that | `(c1)
`(c2) −

p
q | ≥

1
qτ has only finitely many rational solutions, then we

would obtain the following error bounds for volume growth on translation surfaces

V (B(x̃, R)) = ehR(1 +O(R−β)),

as R → ∞ for some β > 0. Similar error terms would hold for the other growth

functions for translation surfaces. However, we wouldn’t expect exponential error

bounds, i.e. V (B(x̃, R)) = ehR(1 +O(e−εR)) as R→∞ for some ε > 0.

7.3 Further directions for entropy functions on strata

Perhaps the most interesting direction of further research on the entropy functions

for strata would be to further study the entropy minimization problem for strata.

Recall that we gave the following conjecture (Conjecture 6.3.5):

Let HA(kn) denote a stratum with n singularities, each of cone-angle 2π(k + 1).

Then the entropy function h : HA(kn) → R+ has global minima at the equilateral

surfaces in HA(kn).
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A natural easier problem may be to find the surfaces that minimize entropy over

SL(2,R)-orbits of general square-tiled surfaces (where the corners of the squares

do not have to meet at singularities) or just SL(2,R)-orbits in general. It is quite

possible that the “infinite graph” perspective that we have taken in this thesis may

be the wrong approach for the minimization problem.

Another direction of research would be to consider the regularity of the entropy

function on strata/SL(2,R)-orbits. We suspect that the entropy function restricted

to SL(2,R)-orbits are smooth.

It would also be interesting to calculate the entropy of various equilateral surfaces

of genus g ≥ 2 and compare them to the entropy of hyperbolic surfaces.

7.4 Simple closed geodesics on translation surfaces

Another interesting direction to pursue regarding geometric growth on translation

surfaces is to examine the growth of simple closed geodesics on translation surfaces.

Previous work on simple closed geodesics for translation surfaces includes [10] and

[12].

We start by recalling the definition of a simple closed geodesic for general metric

spaces.

Definition 7.4.1. Let M be a metric space. A simple closed geodesic α on M is

the image of an embedding f : S1 →M , such that α is a locally distance minimising

curve.

LetMg,n denote the moduli space of complete hyperbolic Riemann surfaces of genus

g with n cusps. In [39], Mirzakhani proved the following theorem (which we have

written in a simplified form).

Theorem 7.4.2. Fix X ∈ Mg,n. Let SX(L) denote the number of simple closed

geodesics of length less than L on X. Then

lim
L→∞

SX(L)

L6g−6+2n
= n(X),

where n :Mg,n → R+ is a continuous proper function.

Remark 7.4.3. Note that the growth rate is independent of the hyperbolic metric

and depends only on the topology of the underlying surface. However, the constant
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does vary over the moduli space.

We will see that the above theorem cannot hold for all translation surfaces for a

simple reason.

Recall that a closed geodesic on a translation surface is a sequence of saddle con-

nections s1, . . . , sn such that t(sj) = i(sj+1) for i = 1, . . . n − 1, t(sn) = i(s1) and

the angle between any two consecutive saddle connections at least π. From this we

easily see that simple closed geodesics on translation surfaces are either:

1. closed geodesic that pass through any singularity at most once and no two of

its saddle connections intersect one another, except possibly at singularities;

or

2. closed geodesics that live on the interior of some embedded cylinder on X.

We define SX to be the set of simple closed geodesics on X (up to homotopy) and

SX(L) := {α ∈ SX : `X(α) ≤ L}.

If we fix a translation surface with one singularity, then SX(L) will grow quadrat-

ically independently of the genus chosen. To see this note that because simple

closed geodesics cannot pass through a singularity more than once, simple closed

geodesics on translation surfaces with one singularity will correspond to cylinders on

the surface (up to homotopy). It immediately follows from Theorem 2.6.3, that for

translation surfaces X with a single singularity, SX(L) has quadratic growth. This

immediately contrasts with the growth of simple closed geodesics on hyperbolic sur-

faces as surfaces of arbitrarily large genus admit a translation surface structure with

a single singularity.

A key reason why Mirzakhani’s result does not generalize to translation surfaces is

due to the difference in behaviour between simple closed geodesics on hyperbolic

surfaces and translation surfaces. On hyperbolic surfaces, simple closed curves have

a unique geodesic representative which is also a simple closed curve. On translation

surfaces, a simple closed curve can have a non-simple geodesic representative (Figure

7.1). Another way to think of this behaviour, is that closed geodesics on translation

surfaces will need to pass through the singularities on the surface which increases

their chance of self-intersecting themselves.

The above discussion highlights a possible difference between translation surfaces

and negatively curved surfaces when it comes to geometric growth.
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Figure 7.1: Left: A simple closed curve α on a translation surface with opposite
edges identified. Right: The unique closed geodesic β homotopic to α. Note that β
passes through the singularity (red) twice.
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1999. Based on the 1981 French original [ MR0682063 (85e:53051)], With

appendices by M. Katz, P. Pansu and S. Semmes, Translated from the French

by Sean Michael Bates.

[20] Eugene Gutkin. Billiard dynamics: an updated survey with the emphasis on

open problems. Chaos, 22(2):026116, 13, 2012.

[21] Franz Hofbauer and Gerhard Keller. Zeta-functions and transfer-operators for

piecewise linear transformations. J. Reine Angew. Math., 352:100–113, 1984.

116
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