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ABSTRACT

Missing data are an unavoidable complication in many machine learning tasks. When data are ‘missing at random’ there exist a

range of tools and techniques to deal with the issue. However, as machine learning studies become more ambitious, and seek

to learn from ever-larger volumes of heterogeneous data, an increasingly encountered problem arises in which missing values

exhibit an association or structure, either explicitly or implicitly. Such ‘structured missingness’ raises a range of challenges that

have not yet been systematically addressed, and presents a fundamental hindrance to machine learning at scale. Here, we

outline the current literature and propose a set of grand challenges in learning from data with structured missingness.

1 Introduction

Dealing with missing data is a longstanding problem in statistics and machine learning (ML) (1; 2). There are a wide range of

ways to handle data that are ‘missing at random’ (3), based upon well-established theory (4; 5; 1; 6). However, in many ML

problems data may not be missing at random, but rather may exhibit some multivariate structure or pattern (7). These issues are
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particularly acute in areas that require extensive data fusion, multi-view learning, and/or data linkage that draw information

from multiple sources and studies (8; 9; 10). To advance in these areas we will need to solve the problem of assimilating and

learning from data with highly ‘structured missingness’ (SM).

SM can occur for numerous reasons and so is a widely encountered issue. In Box 1 we outline some common routes to

SM, that reflect the variety of ways in which SM can naturally arise in modern ML and modelling studies. Perhaps most

pertinently for ML at scale, SM naturally arises when combining multi-modal datasets or when the data describe properties of a

heterogeneous group of individuals with different characteristics. For instance, in a health context, SM arises when linking

longitudinal clinical, genomic and imaging data (11) or when approaching broad remit tasks, such as developing pan-cancer

predictive models which incorporate diagnostic measurements for a range of different cancers and which are therefore only

provided for subsets of patients (12). More generally, SM commonly arises when combining information from multiple studies,

each of which may vary in its design and measurement set and therefore only contain a sub-set of variables from the union of

measurement modalities. In these situations, missing values may relate to the various different sampling methodologies used to

collect the data, or reflect characteristics of the wider population of interest and so may impart useful information. Despite this

possibility, the presence of SM typically significantly inhibits our ability to make effective use of data using current ML methods,

and can severely impede all aspects of the analysis pipeline including building inferential models, designing predictive and

classification algorithms, and producing informative visual data summaries. An overview of the various challenges associated

with the data missingness life cycle is illustrated in Fig. 1.

Established methods for dealing with missing data, such as (multiple) imputation (13), do not usually take into account the

structure of the missing data, and so may not deal with SM appropriately or effectively. As we move toward developing ML

models that can learn from massive datasets at scale and perform numerous downstream tasks, such as foundational models (14),

and/or take federated approaches to learning (15; 16), these issues will become more acute. Indeed, it is not an exaggeration to

say that issues of missingness are a primary hindrance to efficient learning at scale (17). However, despite the prevalence of this

issue, SM has not yet been systematically studied and we lack both a theory for SM and the tools need to learn efficiently from

data with SM.

Where it does exist, the relevant literature tends to be sparsely scattered across different disciplines and typically focuses

on re-purposing existing methodology to handle specific SM problems. For example, (18) consider adaptations to k-nearest

neighbour methods to impute block missing data that arises when combining data from multiple high-throughput ‘omics’

experiments. In a similar biomedical context, (19) draw on tools from multitask learning to impute blocks of missing genotypes.

From a more theoretical perspective, (20) consider adaptations to a multi-level model to multiply impute missing values

when they arise systematically. Relatedly, (21) propose a way to impute block missing values that extends classical multiple

imputation methodology. More generally, the power of ML methods such as tree-based tools and deep learning to impute

missing values and/or understand missingness structures is starting to be appreciated, although this literature is still embryonic

(22; 23; 24). Thus, while studies to date have partially addressed the problems of SM in particular settings, the methods

proposed are typically bespoke, and while they make important advances toward understanding SM, their generalisability

remains unclear.

We believe that to advance ML at scale, across different areas of application and deployment, a more general approach to SM

is needed that uses methods from across the computational sciences to better understand SM, how it affects subsequent learning

and how it can be efficiently handled – and even, since patterns of SM can convey important information, conditions under

which it might be useful. For this reason, the Alan Turing Institute hosted a series of workshops to convene a multidisciplinary

community of experts to identify the outstanding problems in SM, and sketch a road map for their solution. This paper is the

fruit of those meetings, written by members of the community.

The article is organised as follows. Section 2 provides an introduction to SM, including a review of some fundamental

concepts in missing data that are needed to understand SM, a description of common sources of SM, and an associated
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taxonomy of SM to conceptualise the issues involved. Introductory concepts are illustrated with examples, including a complex

clinico-genomic data set that exemplifies well some of the challenges of SM (25). These examples highlight how easily SM

can occur, why the challenges of SM cannot be addressed with standard methodology, and the potential impact of SM on

subsequent learning. Section 3 outlines a set of grand SM challenges, which if resolved will substantially advance the field, and

place us in a stronger position to develop the next generation of ML methods that are able to learn efficiently from data at scale.

We finish in section 4 with some forward-looking concluding remarks.

Box 1: Routes to structured missingness
Structured missingness (SM) is a broad term that refers to non-random multivariate patterns of missingness in a dataset,

and so can arise in many ways, each with its own characteristics and challenges. Nevertheless, there are some common

processes that give rise to SM in ML contexts. Here, we outline five.

Multi-modal linkage: First, SM naturally arises whenever data captured from different sources, processes or experi-

ments are linked together. Such data linkage is becoming increasingly common, and linked data are used to train some

of the most powerful modern ML models. In this case, each unit in the data may only be measured for a subset of the

available measurement modalities, but unobserved for the others. Box 2 gives an illustrative example of the challenges

that this kind of SM poses in a large biomedical dataset (25; 26).

Multi-scale linkage: Second, SM naturally arises whenever measurements on different spatial or temporal scales are

amalgamated. For instance, in geospatial analysis different sensors may measure different aspects of the climate. Some

of these measurements – such as sea surface temperature which can be relatively easily obtained from satellite thermal

infrared sensors (27) – may be well resolved in space and time, while others, such as precipitation, are harder to obtain

and may be more coarsely resolved (28). When considered collectively, the resulting data has characteristic patterns of

missingness that relate to disparities in the precision and complexity of different sensor technologies.

Batch failure: Third, SM may arise due to failures or discrepancies in data capture processes, such as sensor

malfunction or disparities in sensor cover, or systematic failures in testing due to batch issues. These issues may be

either transient, or represent unavoidable issues with the data capture process. For instance, data obtained from remote

sensing equipment via satellite may be missing observations at certain times due to transient satellite malfunction, or be

systematically limited for certain geographical regions due to restrictions in satellite orbits or fields of view (as occurs, for

instance, at the so-called the ‘polar hole’ (29)).

Skip patterns: Fourth, SM commonly arises in survey data, in the form of ‘skip patterns’ (30). A skip pattern occurs

when a set of responses are only obtained if the response to an earlier question is ‘Yes’ with a ‘No’ response leading to

the participant skipping to a later part of the survey. In such cases, large blocks of missingness arise as an inherent and

anticipated feature of the study design.

Population heterogeneity: Fifth, SM arises when considering patterns of human behaviour or characteristics. For

example, individuals naturally have different interests and desires, exhibit different patterns of activity, and have different

physical attributes. Data that amalgamates these behaviours or attributes from a large population (31) will naturally contain

a large amount of SM that reflects the inherent diversity of the underlying population, both in intrinsic characteristics and

behaviour.

While not exhaustive, these examples highlight some of the difficulties of dealing with SM: in some cases, SM

is anticipated and may be appropriate; while in others it may relate to both avoidable or unavoidable data capture

shortcomings and can profoundly inhibit subsequent learning. Understanding and dealing with SM is therefore not a

straightforward process: a suite of tools, adapted to different circumstances, is needed, as well as processes by which the

community can build on these tools as our understanding of SM evolves.
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2 Conceptualising structured missingness

In this section we review the standard literature on missing data, and discuss how existing taxonomies do not fully capture

the complexities of SM. We also review some common routes to SM and contextualise the problem using a real-world health

database example.

Suppose we have a n× p data matrix X , that corresponds to n units measured on p variables. Now consider a corresponding

n× p indicator matrix R, with entries either 0 or 1, such that Ri j = 0 indicates that Xi j is missing, while Ri j = 1 indicates that

Xi j is observed. We can decompose X into its observed (Xobs) and missing data parts (Xmis) as follows:

Xobs = {Xi j : Ri j = 1} and Xmis = {Xi j : Ri j = 0}.

Using this terminology we can define two important fundamental concepts in missing data: (1) missing data mechanisms and

(2) missing data patterns.

Missing data mechanisms refer to the process by which missing values arise in the data. In 1976 Rubin proposed a taxonomy

of missingness mechanisms based on considering the conditional distribution p(R |X ,φ), which has since been adopted as

the standard for categorising missing data mechanisms (3). This taxonomy models the probability that values are missing as

a function of the variables in the data, where p(·) denotes the general functional form of the relationship, and φ represents

parameters in the model that specify the exact relationship between R and X . Specifically, Rubin proposed the following three

classes of missingness: (1) data missing completely at random (MCAR). In this case, missing readings are independent of

both the observed and unobserved data and there are no systematic differences between units for which there are missing

data and those that are complete. For data that are MCAR, complete case analysis (i.e. simply excluding from analysis those

units for which data is missing) may weaken statistical power but does not introduce bias. Mathematically, for data that is

MCAR, p(R|X ,φ) = p(R|φ). (2) Missing at Random (MAR). In this case, missing readings in one variable are dependent

on observations of another. For instance, when completing a questionnaire on mental health concerns, men may be less

forthcoming than women. Thus, assuming that gender data is complete, missingness in the response data will relate to an

observed characteristic. For data that are MAR, complete case analysis may introduce bias because it may select for subsets of

units that are not representative of the data as a whole. Mathematically, for data that is MAR, p(R|X ,φ) = p(R|Xobs,φ) (3).

Missing Not at Random (MNAR). In this case, missing readings in one variable are dependent on missingness in others, or

systematic factors outside of the scope of the experiment or data collection process. For data that are MNAR, complete case

analysis may introduce bias; moreover, since the source of this bias is not apparent it cannot easily be dealt with in subsequent

analysis. Mathematically, for data that is MNAR, p(R|X ,φ) = p(R|X ,φ) (i.e. no simplifying relationship exists within this

framework).

Missing data patterns refer to the way in which missing values are located in the data. Although there are many possible

ways to quantify patterns (see Challenge 2 below), in practice two categorisations are commonly used: monotone and non-

monotone patterns (see Fig. 2 and (1)). A monotone pattern refers to a pattern where it is possible to order the p variables

in such a way that when Ri j = 0, Rik = 0 for all k > j. A non-monotone pattern refers to a pattern where it is not possible

to order the variables in this way. Monotone missing data patterns typically allow cleaner decomposition of the data into its

missing (Xmis) and observed (Xobs) parts, which in turn can facilitate the use of methods that can obtain results analytically

(1). However, in highly multivariate settings non-monotone patterns are much more likely to occur. Here, results can typically

only be approximated using computational methods such as Markov Chain Monte Carlo techniques, although often these

approximations can still be highly accurate. While missing data patterns may seem to share similarities with missing data

mechanisms, the two are different and distinct characterisations of missing data. For example, non-monotone patterns can arise

from MCAR, MAR, or MNAR mechanisms in the data, or indeed a mix of all three. While relationships between patterns and

mechanisms are hard to specify in general, some simple rules of thumb do exist: for example, monotone patterns are unlikely to
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Figure 1. The data missingness life cycle. The presence of SM affects all aspects of the data collection and analysis life

cycle. (A) Data may be collected from numerous different sources – in this illustration from electronic medical records,

wearable devices and social media. When linked these data may give rise to both random and structured patterns of

missingness. Understanding the interplay between data missing at random and SM requires new theory and tools, including

new design tools to minimise the effects of SM on subsequent analysis. Challenges 1-3 relate to these issues. (B) SM affects

our ability to construct models that can learn from the data appropriately and in an unbiased way. New tools to appropriately

handle SM and new models that adapt to SM in the context of prediction or inference are needed. Challenges 4-5 relate to these

issues. (C) Model efficacy will often (although not always) depend on our ability to impute missing readings accurately. New

SM imputation tools are therefore needed, along with tools to benchmark and evaluate the performance of methods that model

and deal with SM, including prediction and inference tasks. Challenges 4-7 address these issues. (D) In many scientific

contexts the ultimate aim of any learning is to develop a better understanding of causality. The presence of SM can significantly

compromise this effort. We require better tools to quantify and infer causal structures from data with SM, as well as methods to

assess the extent to which missing data relates to systemic biases in data capture processes, which can, in turn, hamper the

inference of causal mechanisms and lead to biased or unfair model outcomes. Challenges 8-9 relate to these issues. Taken

together, addressing challenges at each stage of the missingness life cycle is vital to ensure appropriate analysis and insight

generation from data with SM.
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arise from MCAR mechanisms, due to the complex structured form that they typically take.

Rubin’s missingness mechanisms and patterns are important because they provide a powerful guide to identifying different

types of missingness; when issues such as bias are likely to arise and when not; and when tools, such as imputation, will be

effective, and when not. For example, there are now numerous powerful methods for dealing with missing data assuming that

it is MCAR, including a variety of imputation tools (1). Readings that are MAR are harder to address, but can sometimes

be dealt with using more sophisticated imputation tools, such as multivariate imputation by chained equations (MICE) (32).

Because they are the least precisely defined and most complex, readings that are MNAR are harder still to deal with, and are

typically considered very cautiously, and dealt with in more pragmatic, bespoke ways: for example, via manual exploration and

correction of missingness patterns, or by performing sensitivity analysis to determine how analysis results change under various

data excision or imputation choices.

However, despite their undoubted utility, Rubin’s taxonomies do not fully account for the high-dimensional patterns of

SM that are increasingly encountered in modern ML applications. For example, while it is clear that SM is associated with

Rubin’s MAR and MNAR categories, SM is not exclusively associated with either. An illustrative example is given in Fig.

2. Here, a physician decides which patients receive a battery of tests either based solely on their age (see Fig. 2A, B), or

based on suspected disease status (see Fig. 2C). In cases where the decision is based on age, the data are MAR, because age

is fully observed; whilst in the case where the decision is based on disease status, which is unknown, the data are MNAR

and, importantly, the missing data structure is unobservable as it depends on the unknown variable – a nefarious and silent

consequence of MNAR. Moreover, depending on whether testing occurs in a deterministic or probabilistic fashion (i.e., if

the clinician always refers patients of a given age for testing, as in Fig. 2A or uses their judgement based on other, perhaps

unrecorded characteristics, as in Fig. 2B) the resulting patterns may be monotone or non-monotone.

In high-dimensional settings – in which numerous different generative mechanisms may overlay different patterns of

missingness in this data – such nuances can make it challenging to detect and characterise the different types of SM present in a

dataset. For example, monotone patterns, such as block missing data patterns, often present in clear and obvious ways, and may

be easy to visualise and characterise. On the other hand, non-monotone patterns, that arise from an underlying structure in

which missing values are spread thinly across a highly multivariate space or in MNAR settings, can be much more pernicious

and harder to characterise or even detect.

As appetite for learning from complex, high-dimensional data increases, such missing patterns will be increasingly

encountered. To naively train an ML model on such data presents a danger because standard missing data methods do not

sufficiently address the challenges of SM. For example, a complete-case analysis of the data in Fig. 2A (the default in many

ML libraries) would remove all patients above 85 years of age, and thereby introduce bias by discarding an important section of

the population. On the other hand, commonly-implemented imputation methods such as multiple imputation or tree-based

imputation may either be inappropriate because the data are intentionally missing, or introduce high uncertainty depending on

the number of variables and observations missing. Developing methods to decipher the (often complex) geometry of structured

missingness is thus crucial in such settings (see Challenge 2, below).

In Box 1 we outline some common routes to SM; in Box 2 we provide a detailed motivating example of the issues that arise

when dealing with SM in a complex real-world dataset. These examples illustrate that SM incorporates a very wide range of

phenomena that do not fall neatly within current categories for missing data patterns or mechanisms, and each present their own

challenges. In complex, multivariate settings these issues are further compounded: numerous different forms of SM may be

present within a given dataset, each arising due to different mechanisms, each exhibiting its own patters, which may (or may

not) relate to missingness patterns elsewhere in the data. This sheer diversity has hampered the formulation of SM as a field of

study in its own right, and we consequently do not yet have the theoretical tools to classify the various common forms of SM,

understand their implications for downstream learning or deal with them effectively.
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Figure 2. Examples of structured missingness. Missingness can arise in subtle ways that are not well accounted for in

classical theory. For example, a physician may or may not recommend a battery of tests to be conducted for a given patient

depending on their health status or other pertinent characteristics such as age or sex, resulting in a set of variables in the data

that are simultaneously missing or observed. Since clinician decisions are rarely binary, the resulting missingess relationships

may be probabilistic rather than deterministic, resulting in a set of variables that are more likely to be missing jointly. (A)

describes a hypothetical scenario in which lab tests are performed for all patients below a critical age (here, 85 years) but not

for those above. This is an example of a monotone missing data pattern. (B) describes a more realistic scenario in which the

probability of the test being performed decreases with increasing patient age. While a similar missingness mechanism (MAR),

this gives rise to a non-monotone pattern. (C) describes a situation in which the physician is more likely to order a diagnostic

lab test based suspected disease status that is revealed by the test itself (and so data is MNAR), which gives rise to a

non-monotone pattern of SM. Here the SM pattern is shown for illustration only: in reality, the missingness pattern and

structure would be unobservable as they depend on an unobserved variable – the diagnostic test score which is a proxy for

latent disease severity.
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Toward a taxonomy of structured missingness
The examples highlighted above suggest that to learn from large, heterogeneous, linked datasets we need new ways of

conceptualising SM and tools for dealing with it as an integrated part of the ML pipeline (see Fig. 1).

There are several distinct mathematical and computational challenges associated with doing this. First, current taxonomies

do not capture the richness of SM as phenomena and we lack the language to define and quantify both mechanisms and patterns

of structured missingness: new mathematical formulations, that both extend and complement Rubin’s classical taxonomy, and

view SM as a fundamentally multivariate phenomenon, are needed. Indeed, simply detecting and categorising all the various

types of SM present in a large multivariate dataset can be extremely challenging and there are, currently, no tools to do so to our

knowledge.

Second, lacking a formal framework to quantify SM, we lack the tools to assess the extent to which SM compromises

or biases ML models. In some cases, missing data, even if significant in extent and highly structured, will not affect model

performance. This may happen if, for instance, missing data are peripheral to the outcome of interest or when missing readings

can be accurately inferred from observations. Yet, in other circumstances the presence of even modest SM can severely

compromise model performance. This may happen if the missing data concerns a variable that is a causal determinant, or highly

predictive, of an outcome of interest, for instance. While such issues may to some extent be addressed on a case-by-case basis,

we currently lack a formal framework to address these issues in general in a principled way.

Third, the impact that types of SM have on subsequent inference and learning has not yet been adequately explored. For

example, if we assume a (perhaps unknown) relationship between variables and a subset of variables exhibits SM, what effect

does this have on subsequent analysis involving other variables?

Fourth, we have a very poor understanding of the effects that SM have on algorithmic bias and fairness. In highly sensitive

and/or regulated areas, such as healthcare and criminal justice, in which ML tools are now beginning to be used (33; 11), these

are not peripheral concerns: it is vital that any ML tools developed and deployed for public good address issues of fairness in

a rigorous and transparent way (34). To do so, we need a better understanding of how SM affects algorithmic bias and the

fairness of ML decisions.

Based on these observations, the Alan Turing Institute convened a series of workshops to frame these issues and determine

a trajectory for future research in SM. In the following section we outline nine grand challenges in SM, that arose from

these discussions. These challenges may be grouped into the following four categories (illustrated in Fig. 1): (1) origins and

definitions of SM; (2) measurements and modelling with SM; (3) inference and prediction with SM; (4) causality with SM.

Collectively, they scope the problems associated with SM, provide a road map for the development of SM as a field of study,

and outline a set of future research directions that will help advance ML at scale.

Box 2: Structured missingness in practice: a motivating example
The Flatiron Health-Foundation Medicine Clinico-Genomic Database (FH-FMI CGDB), henceforth simply referred

to as CGDB, is a US nationwide, longitudinal, deidentified oncology database that combines real-world clinical data

and outcomes for patients treated at approximately 280 US cancer clinics (approximately 800 sites of care) together

with comprehensive genomic profiling of ∼600 unique cancer-related genes sequenced from over 400,000 samples.

Retrospective longitudinal clinical data were derived from electronic health record (EHR) data, comprising patient-level

structured and unstructured data, curated via technology-enabled abstraction, and were linked to genomic data derived

from FMI comprehensive genomic profiling (CGP) tests in the CGDB by de-identified, deterministic matching (25; 26).

In total, the CGDB consists of data from ∼100,000 patients taken from a variety of disease-specific and disease-agnostic

datasets.

Because of its breadth and complexity, the CGDB provides a compelling real-world example of the challenges of
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dealing with SM. Moreover, it illustrates how SM can arise in multiple different ways in the same dataset due to differences

in data collection and linkage practices. To illustrate we discuss two: first, genomic samples in the CGDB are obtained

from tests (known as assays) that each measure the alteration status of a specific set of genes. However, not all diagnostic

assays are the same and assays often evolve over time. Patient A with a particular disease status may receive an assay

comprising 400 genes, while Patient B of the same disease status may receive an assay comprising 150 genes, depending

on the treatment or prognosis goals of the ordering physician. Any analysis of patients with the disease that combines

records from Patient A and Patient B, and patients like them, must deal with the missing blocks of data for the genes not

measured in both assays.

Contrast this with a second SM data problem, in which certain data are not clinically relevant (or possible) to measure

for certain groups of patients. For example, prostate specific antigen (PSA) is a highly prognostic blood test used in

screening for prostate cancer; similarly serum CA125 is widely used as a tumour marker for ovarian cancer. Combining

specific cancer cohorts within the CGDB, such as patients with metastatic prostate cancer and ovarian cancer, will reveal

patterns of SM in these cancer-specific variables (PSA will be unmeasured in female patients and CA125 in male patients).

Other cancer-specific variables – such as the Gleason Score, a prognostic grading score for patients with prostate cancer

– will also exhibit similar structures of missingness. Importantly, none would be appropriate to estimate outside of the

relevant group of data collection (e.g. males/females, or prostate/ovarian cancer patients). However, broader analytic uses

of the data – for example, building prognostic models with cohorts containing males and females, or pan-cancer models

constructed across multiple cancer types – may merit the inclusion of these variables. In these cases, the occurrence of

SM is not due to issues with data capture, but rather relates to the lack of clinical relevance of subsets of features to

subsets of patients. Understanding and handling such patterns of SM poses a considerable methodological challenge

when considering large, complex datasets that comprise information taken from numerous different sources, of which the

CGDB is one example.

3 Structured missingness grand challenges

In this section we present nine grand challenges in addressing and mitigating the effects of SM. These challenges arose from a

series of workshops held at the Alan Turing Institute in November-December 2021.

Challenge 1: Defining structured missingness
Although missing data was a known problem before Rubin’s seminal paper, its handling lacked scientific rigour and its causes

were largely considered accidental and ignored (3). It was not until Rubin’s formulation of missing data mechanisms that

missingness gained a formal mathematical characterisation, from which arose strong active research areas devoted to the

handling of missingness and more effective use of data with missing readings. We believe that the same is true of SM.

It is now clear that the concept of SM encompasses myriad kinds of missingness that are not fully described by Rubin’s

original taxonomy. Unarguably, it is difficult to address an ill-defined problem. Thus, to meaningfully handle SM, we must first

rigorously define it. A key challenge is to identify the important types of SM, how they differ from existing formulations, such

as MAR and MNAR, and how they relate to each other.

Three considerations are key. First, a defining feature of Rubin’s taxonomy is its mathematical rigour: any systematic

characterisation of SM must be similarly grounded in rigorous mathematical theory. A central challenge is developing a

characterisation that meaningfully maps to existing mechanisms and patterns, and ensures that past developments can be

embedded within this new context where appropriate. Second, any new definition must overcome the shortcomings of existing

characterisations, including, for instance, overcoming certain ambiguities in interpreting MAR as initially proposed by Rubin

(35; 36) and extending of MAR and MNAR assumptions to multivariate settings, which is neither straightforward nor intuitive

(37). Third, and perhaps most importantly, any formal characterisation for SM must be presented in a form that allows for its
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practical application: for instance, to determine when imputation is appropriate, and when not, and provide the foundation on

which to build tools to do so as appropriate.

Challenge 2: Exploring the geometry of structured missingness
SM is fundamentally characterised by non-random patterns of multivariate association between missing values. A simple

yet potentially powerful way of characterising these patterns is through mathematical structures, such as networks and

their generalisations, that capture their geometry and/or topology and are thereby able to learn the underlying multivariate

relationships between missing values. By so doing, the resulting networks can help address issues associated with gaps

in the data, for instance by guiding the design of database enrichment strategies. However, such geometric approaches to

understanding missingness have not yet been extensively explored.

Networks are a natural way to represent complex data and constitute a powerful alternative to linked tables. Network science

can provide convenient tools to summarise structural properties of data, such as patterns of associations between variables (38)

(the indicator matrix Ri j can be considered as the incidence matrix of a network, for instance). However, network models, by

definition, only capture pairwise interactions between variables. In a multivariate SM setting, higher-order interactions (i.e.

coordinated missingness patterns in more than two variables) are of fundamental importance. Such higher-order associations

may be captured by network generalisations such as simplicial complexes and hypergraphs (39), and decomposed using tools

from information theory (40). Recent years have seen tremendous developments in the theory and practical applications of

such higher order network theories and models, and related tools from geometry and topology, to data analytics (41; 42; 43).

Importantly, these higher-order models are simultaneously amenable to statistical, topological and geometrical analysis,

potentially allowing them to bring both statistical and geometric rigour to the study of SM. Similarly, networks can also be

enriched by metadata – for instance that classifies interactions according to different categories or layers – giving rise to

so-called multiplex networks (44; 45). Collectively, these advances open up new tools for the study of SM. The challenge is

to formulate novel computational and mathematical representations that, in combination with tools from information theory

and the statistical sciences, are able to represent the architecture of SM in a statistically robust way and allow quantitative

characterisation and visualisation of the geometrical and topological organisation of SM.

Challenge 3: Design of experiments with structured missingness
Because prevention is better than cure, SM should be considered at the data collection, or design, stage as much as possible.

Accounting for missingness during the design phase of a study is already known to be advantageous (46; 47; 48) and it is

likely that this is particularly important in the more general setting of SM: for instance, to simplify any downstream analysis

adversely affected by structural imbalances in the data. To address these challenges three things are particularly needed: (1)

New tools for design of experiments to minimise the amount and impact of SM. While some SM may be inevitable, can the data

be collected in a way that minimises its impact and anticipates future sources of SM? For example, in the future data from an

experiment may be combined with data from other experiments it was not designed to be combined with. Can designs anticipate

and account for such eventualities? To address this issue, the use of common standards should be explored. For example,

development of a unifying framework for data collection and recording, with potential future variables in mind, would reduce

the occurrence (and accumulation) of blocks of missingness. (2) Novel design methodology that facilitates characterisation

and accounts for different forms of SM (see Box 1 and Challenge 1). Such methods could draw on and extend the theory of

space filling designs (49; 50) to locate (and mitigate the effect of) particularly influential areas of missingness. (3) New tools

that combine prior knowledge and domain expertise to anticipate forms of SM and incorporate them seamlessly into design

methodology. If no prior knowledge of the form of SM is available, then methods that draw on theory of adaptive designs (51)

could be considered. Two stage adaptive designs may prove particularly useful, in which the stage 1 design detects the forms of

SM present in the data, and then the stage 2 design is optimised to mitigate their effects on downstream analysis.
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Challenge 4: Prediction with structured missingness
Predictive modelling is a common objective for generating insights from multi-modal, heterogeneous data. However, in

many predictive ML studies, missing data are poorly reported or accounted for, leading to compromised performance (52).

Prediction from complex data with SM is a particular challenge because many ML algorithms that are equipped to handle

complex multivariate relationships require complete data with no (or few) missing values. For example, while much progress

has been made in the development of unsupervised deep generative models – which are able to produce synthetic data with

complex statistical associations that match those found in training data – relatively little attention has been given to dealing

with missing data in supervised deep learning settings (53). Making advances here requires developing the following five

areas: (1) New tools to better understand the relationships between structures present in data and patterns of missingness and

incorporate these patterns into predictive models (see also Challenge 2). (2) New imputation techniques adapted to predictive

tasks that account for and, where appropriate, take advantage of the missingness structures (see Challenge 6). (3) New ways

to combine models that learn from substructures within data and combine to produce holistic models that include both fully

observed- and partially-observed features. (4) New tools that allow robust predictions of SM itself, including the ability to

accurately predict patterns of missingness beyond training data. (5) New ways to assess model performance and uncertainty,

accounting for missingness structures (see Challenge 7). For example, in a clinical context, model predictions may be more

accurate for patients with genetic data than for patients who have not received genetic testing. Tools to assess differential

performance for both categories of patients, and therefore a proxy assessment of the impact of missingness of genetic data on

model performance, are required.

Challenge 5: Inference and estimation with structured missingness
Statistical inference is the process of estimating properties of a population of interest from data. The presence of SM can

significantly compromise this process. For example, if missing values are predominantly located in one part of the data (for

instance, relating to a particular sub-population of individuals), then estimation procedures based on this data are likely to

have higher levels of uncertainty than those based on more complete parts of the data. In ML contexts this can give rise to

biased models that perform well on subsets of the data but poorly on others. For example, it has been recognised that a range of

automated facial recognition algorithms can be highly accurate in identifying lighter-skinned male faces, but are uncertain

in recognising darker-skinned female faces (54). This uncertainty is due, in part, to under-representation of darker-skinned

subjects in underlying training datasets and the resulting inability of models to accurately learn features related to this group

(55). In this case, model uncertainty imparts useful information concerning missingess patterns that can and should be resolved.

These issues therefore have profound implications for the fairness of resulting tools, and so are not just of technical importance

(see Challenge 9).

Moreover, some forms of inference may not be possible under some types of SM. For example, if two categorical variables

are simultaneously missing for a given level in each variable, then estimating the parameters for the interaction of those levels

will not be possible under standard likelihood based inference. Bayesian inferential procedures may offer ways to mitigate

some of these problems by imposing informative prior distributions (for instance, drawing on domain expert knowledge) which

allow estimation of model parameters (56). Bayesian methods can also incorporate uncertainty, including model uncertainty,

into inferences in a natural way, and allow complex models to be fitted to the data through computational methods such as

Markov Chain Monte Carlo (57). However, we currently lack rigorous ways to incorporate SM into such Bayesian frameworks

and tools to assess when inference can be reliably performed and when not. Moreover, we also lack tools to make inference

in the presence of different kinds of missingness. For instance, if missingness in one part of the data is MNAR and MAR in

another, but the missing values also exhibit a general global structure (see Challenge 2), how are inferences affected at the

local level, e.g. when restricted to data only containing MAR missingness? Moreover, how do global patterns of SM affect the

explainability of such inferences? The key challenges are to develop inference tools that explicitly account for SM without
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compromising explainability, decouple the effects of different missingness mechanisms on subsequent inference, and are able to

generate unbiased and interpretable estimates of population characteristics that allow conclusions to be drawn with confidence.

Challenge 6: Imputing structured missingness
Imputation is the process of replacing missing (or dubious) values with plausible representative values based on the observed

data (58). Often imputations are performed multiply to obtain estimates of uncertainty or variability (32). The resulting

ensembles can then either be used to estimate parameters for an implied generating model or imputed values can be used as

direct input into subsequent analysis, such as formulating a predictive model.

While there are numerous ways to impute data that is MCAR, imputation in the presence of SM presents both challenges

and opportunities. When missing data arises in block structures, the wisdom of imputing a large distinct portion of the data

in which a large fraction of data is missing is questionable, since it will likely lead to unreliable imputed values. In addition,

for some types of SM, imputation may not be appropriate (see Box 2 for an example). Importantly, in complex, multivariate

datasets that exhibit significant SM, being able to determine when imputation is appropriate and when it is not, may not be

straightforward and could depend on numerous factors that might be intrinsic to the data, such as the imputed values of other

missing data, or extrinsic, such as domain specific knowledge. Rigorous methodologies to address this problem, including

incorporation of prior knowledge, are sorely needed.

In some circumstance SM also presents opportunities to build better informed imputation models that utilise the missing

values themselves as information. For example, in a (hypothetical) study on sexual health, men might be reluctant to answer a

question on loss of sexual function. If we subsequently observe a record in the study with missing responses on both gender

and sexual function, we might be confident that the missing gender is likely to be male and we can build this information into

our imputation model and/or any downstream learning.

Challenge 7: benchmarking and evaluation of structured missingness tools
Common practice when assessing a new technique that deals with missing data follows two steps: the first is to artificially

introduce missing readings with a predefined structure into an otherwise complete dataset (which could be either simulated or

real). This process is called ‘amputation’ (59; 60; 61). The second is to perform the new technique (for instance, imputation)

and any relevant subsequent analysis (such as classification or inference) and compare the results, according to an appropriate

success metric (such as balanced accuracy, or related measures, for classification) with those obtained without amputation.

In principle, evaluation of SM methods can follow this same process. However, in complex multivariate settings, amputating

the data in a way that accurately reflects the SM patterns of interest can itself be a significant challenge. The standard approach

of removing observations one variable at a time does not usually work, since it fails to capture intended multivariate missingness

patterns (59). Simulating complex multivariate missingess structures requires new tools to learn and quantify patterns of

missingness themselves (see Challenges 2 and 4). Thus, the problem of benchmarking is inextricably entangled with the

problem of understanding of SM: that is, to benchmark SM tools requires a prior understanding of SM, the very thing that the

tools are designed to provide. Innovative new ways of benchmarking missingess are needed to avoid this impasse.

Challenge 8: Causality with structured missingness
It is well understood that missing data typically compromises causal inference. The presence of SM can do so particularly

severely. For instance, if data is systematically missing for a given set of variables, then their causal relationship to an outcome

of interest cannot be determined. Given its inherent difficulties, literature on causal inference with missing data is very scarce,

and is particularly challenging when both input variables and potential outcomes are systematically missing (62). Thus, even

if one can overcome the challenge of characterising the missingness structure of data (see Challenges 1-2), it is yet another

challenge to measure the impact of different missingness structures on causal inference processes and develop benchmark tools

to address these issues (see Challenge 7).
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There are two further reasons why causal inference is inextricably linked to SM. First, causal inference has an important

role to play in ensuring algorithmic fairness or verification thereof (63) and so questions of causality are inherently related to

issues of bias, inference and prediction (see Challenges 4, 5, and 9). For instance, biomedical datasets are often biased with

respect to protected attributes like gender and race. In some cases, this is for genuine physiological reasons: heart disease

datasets may contain more samples from male patients than female patients; skin cancer datasets may contain more patients

with lighter skin than darker skin. While these biases may accurately represent patient demographics and hence be unbiased in

a statistical sense, they naturally lead to class imbalances and are so are biased from a machine learning perspective, and can

lead to algorithms that systematically fail when considering certain patient groups. Importantly, causal tools can help identify

these biases and point toward ways to mitigate them (64). Developing new causal inference methods that are able to cope with

SM – or identify subsets of data that must be improved before causal questions can be addressed – are vital to advancing ML at

scale in a fair and transparent way.

Second, causal inference provides a framework for thinking about SM holistically. Indeed, a causal inference problem

can be re-framed as a missing data problem (65) such that for all possible outcomes, there is at most one potential outcome

which can be observed, with the remaining ones unobserved or ‘missing’. The causal inference objective, then, is to estimate

these inherently missing outcomes (i.e., counterfactuals) using appropriate methods. Extended to SM, there may be much to

learn about how to estimate structures of missingness via causal inference methods such as inverse probability weighting and

imputation (66; 67; 68). A key challenge will be understanding and quantifying the impact of both measured and unmeasured

values on the estimand of interest.

Challenge 9: Ethical implications of structured missingness
SM can arise from sociocultural biases at every stage of the data capture and analysis life-cycle (see Fig. 1), ranging from what

data are captured and how, through to data processing, analysis, and use in decision-making (69). As a result, certain (sets

of) variables may exhibit higher levels of missingness in particular sociodemographic subgroups of the population (70; 71).

For example, individuals from protected groups may be reluctant to provide potentially damaging, or sensitive information.

Healthcare practitioners may also harbour conscious or unconscious biases against patients of marginalised groups and make

different diagnostic and treatment decisions based on these biases (72). In some cases, data from historically under-served

groups may be missing entirely or nearly so. Biomedical datasets, for example, are disproportionately made up of samples

from Western individuals – in genomics, for instance, 86% of samples are from individuals of European descent (73), while in

human microbiome studies, over 70% of samples come from Europe, the United States, or Canada (74).

The extent to which SM is ethically problematic depends on the purpose of the study. Problems arise when biases result

in a lack of generalisability to a wider population, or when the importance of explanatory factors is not understood because

particular variables are missing or under-powered (see also Challenge 8). As a start, introducing standardised processes for

documenting missingness in datasets would help ensure any conclusions appropriately acknowledge these biases (75; 76).

While in certain scenarios SM may be evident, more insidious settings can occur if it goes undetected. Methods to quantify

SM according to certain sociodemographic characteristics may highlight the presence of societal biases in the data (77).

Appropriate sensitivity to social processes that underlie data generation and contextual awareness of potential social, cultural,

and historical determinants of discriminatory patterns are crucial for effective bias mitigation. Thus, involving experts with

domain knowledge and social scientific training is vital.

If not properly accounted for, SM may perpetuate or exacerbate existing inequalities (78; 79). While progress towards each

of the challenges described above has the potential to mitigate such harms, addressing the problem fully will require explicit

cross-disciplinary efforts directed towards issues of bias and fairness, connecting statistical questions of representativeness or

homogeneity to pertinent ethical principles and values. Thus, ethical considerations should be central to attempts to tackle all

the SM challenges we have described. For instance, benchmarking and evaluation of SM tools should include considerations of
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fairness; methods for prediction and imputation should consider biases that may arise as a result of SM; and steps should be

taken to ensure the collection of data where SM may occur is as representative as possible.

4 Conclusions

Recent years have seen rapid growth in the availability of cheap digital storage and computational power, alongside disruptive

advances in machine learning (ML) methods that are able to learn from vast quantities of data – including data that are collected,

curated and increasingly made available for research purposes – and perform numerous downstream tasks (14). Yet, these

advances also come with their own challenges. While extraordinary progress has been made in specific ML areas such as

natural language processing and computer vision, it is notable that these areas often rely on large freely available training data

resources (80). In other important areas, such as healthcare and socio-economic policy, training data is not so easily obtained

(81), and is often compiled as an amalgamation of numerous separate resources, derived from disparate real-world experiments,

that may not have been produced with amalgamation in mind. In such cases, the merged data required for model training is

often fraught with missing or incomplete data, alongside other well-recognized issues (82). These issues are particularly acute

when dealing with ‘living’ datasets that accrue new information with time (83), merge it with old, and incorporate data from

new measurement modalities – such as evolving advances in genetic sequencing (84) – as they arise. For ML methods to learn

from such dynamic, heterogeneous data, and generalise with robustness, they need to be designed to cope with the inevitable

‘structured missingness’ (SM). These concerns are above and beyond issues of model degradation and bias associated with

standard data cleaning processes (85; 86). For this reason, we believe that there is now an urgent need to tackle SM as a topic

in its own right, of central importance to the future of ML. To this end we have proposed a set of nine SM challenges that, if

addressed, will boost our ability to learn effectively from real-world data at scale. To address these challenges, two over-arching

concerns are key.

First, a good understanding of the disciplinary or domain-context in which methods are employed is vital, as is an

appreciation and clear articulation of their limitations. For instance, if computational or data resources do not permit a full

investigation of the extent and impact of SM in an analysis pipeline, then clear communication of this fact, the potential biases

that might arise and their practical implications should be acknowledged and unambiguously presented to stakeholders as part

of the reporting process. Doing so will require a holistic approach to SM, within its wider context, involving multiple disciplines

including ML, mathematics, network science, ethics and statistical design. There is thus an onus on hosting community-led

cross-disciplinary workshops and development of platforms, such as open-source collaboration hubs, to best utilise the breadth

of expertise to progress this emerging field.

Second, SM should not be considered only as a post hoc problem, to be addressed at the analysis stage. To deal with SM

most effectively it is important that its consideration enters at the design stage, and data collection strategies are designed

to minimise the amount and effect of SM as far as possible and appropriate (see Challenge 3). Nevertheless, in some cases

SM will be inevitable, or even appropriate (see Box 1), despite best efforts and, moreover, its presence may go undetected.

Innovative new approaches, such as the use of network or topological models (see Challenge 2) or other data-driven approaches,

such as unsupervised clustering, are needed, to facilitate better detection and characterisation of SM. Importantly, such post hoc

analysis tools are not independent of design considerations: SM will be most effectively tackled by a combination of good

design and good analysis, as inter-related parts of an integrated analysis pipeline.

To conclude, we offer some suggestions of possible routes to address the challenges we have proposed. While general

solutions to these challenges will undoubtedly require the development of new mathematical and computational procedures,

there are some existing tools and techniques that might help set promising trajectories for future research.

One possible way to tackle SM is to draw on the concepts of sparse and collaborative representation (87). Collaborative

representation models draw on the principles of collaborative filters, which are commonly used in recommender systems
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online (88). Collaborative filters track the activities of many users over time – each of which might have complex, specific

patterns of missing data depending on their particular interests and profile characteristics (see Box 1) – and make personalised

recommendations by comparing an individual’s activity with patterns learnt from the community as a whole (89). Collaborative

representation classifiers (90) additionally use the fact that individual profiles can often be compactly represented in terms

of a sparse basis set, which can be learnt by pooling data from the wider population. These approaches make use of two

key facts that might help overcome some of the challenges of SM: (1) for some analyses, the effects of missing data can be

mitigated by collecting and collating partial data in a distributed way over a large community. (2) In many cases, apparently

high dimensional phenomena can be efficiently represented in a lower dimension, without significant loss of information, and

this process of compression can be ‘denoising’ (the human primary visual cortex uses such sparse encoding to effectively

represent complex natural scenes (91), for instance).

A second possibility is to draw on recent concepts from synthetic data (92; 93). Intuitively the problem of generating

synthetic data can be considered as an extreme case of imputation in which all the data is missing. As such, synthetic data

generation tools may prove useful in imputing SM, where appropriate. Methods such as deep generative models, particularly

self-attention transformers (94) and adversarial networks (95), may prove particularly useful. For example, technologies used

to generate deep fakes (96) and transfer style (97) are beginning to be used in scientific applications, such as to normalise

histopathology images (98). Similarly, powerful tools based these technologies have been developed to impute data that is

MCAR with theoretical guarantees, and with empirical efficacy for data that is sparsely MAR and MNAR (99). While not yet

able to deal with SM in all its forms, these are very promising developments. Moreover, they hint at the possibility of a virtuous

circle in ML and SM research, in which advances in ML help us better understand SM, and advances in SM help us make the

most of available data resources and develop more powerful ML methods.
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2. Bojan Karlaš, Peng Li, Renzhi Wu, Nezihe Merve Gürel, Xu Chu, Wentao Wu, and Ce Zhang. Nearest neighbor classifiers

over incomplete information: From certain answers to certain predictions. arXiv preprint arXiv:2005.05117, 2020.

3. Donald B Rubin. Inference and missing data. Biometrika, 63(3):581–592, 1976.

4. Therese D Pigott. A review of methods for missing data. Educational research and evaluation, 7(4):353–383, 2001.

5. Joseph L Schafer and John W Graham. Missing data: our view of the state of the art. Psychological methods, 7(2):147,

2002.

6. Daniel F Heitjan and Donald B Rubin. Ignorability and coarse data. The annals of statistics, pages 2244–2253, 1991.

7. Tlamelo Emmanuel, Thabiso Maupong, Dimane Mpoeleng, Thabo Semong, Banyatsang Mphago, and Oteng Tabona. A

survey on missing data in machine learning. Journal of Big Data, 8(1):1–37, 2021.

15/21



8. Jing Gao, Peng Li, Zhikui Chen, and Jianing Zhang. A survey on deep learning for multimodal data fusion. Neural

Computation, 32(5):829–864, 2020.

9. Xiaoqiang Yan, Shizhe Hu, Yiqiao Mao, Yangdong Ye, and Hui Yu. Deep multi-view learning methods: A review.

Neurocomputing, 448:106–129, 2021.

10. Chang Xu, Dacheng Tao, and Chao Xu. A survey on multi-view learning. arXiv preprint arXiv:1304.5634, 2013.

11. Eric J Topol. High-performance medicine: the convergence of human and artificial intelligence. Nature medicine, 25(1):

44–56, 2019.

12. Luı́s A Vale Silva and Karl Rohr. Pan-cancer prognosis prediction using multimodal deep learning. In 2020 IEEE 17th

International Symposium on Biomedical Imaging (ISBI), pages 568–571. IEEE, 2020.

13. Donald B Rubin. Multiple imputation after 18+ years. Journal of the American statistical Association, 91(434):473–489,

1996.

14. Rishi Bommasani, Drew A Hudson, Ehsan Adeli, Russ Altman, Simran Arora, Sydney von Arx, Michael S Bernstein,

Jeannette Bohg, Antoine Bosselut, Emma Brunskill, et al. On the opportunities and risks of foundation models. arXiv

preprint arXiv:2108.07258, 2021.

15. Georgios A Kaissis, Marcus R Makowski, Daniel Rückert, and Rickmer F Braren. Secure, privacy-preserving and federated

machine learning in medical imaging. Nature Machine Intelligence, 2(6):305–311, 2020.

16. Tian Li, Anit Kumar Sahu, Ameet Talwalkar, and Virginia Smith. Federated learning: Challenges, methods, and future

directions. IEEE Signal Processing Magazine, 37(3):50–60, 2020.

17. C Holmes. Artificial intelligence and health. a summary report of a roundtable held on 16 january 2019.

Academy of Medical Sciences, UK, 2019. URL https://acmedsci.ac.uk/policy/policy-projects/

artificial--intelligence-and-health.

18. Xuesi Dong, Lijuan Lin, Ruyang Zhang, Yang Zhao, David C Christiani, Yongyue Wei, and Feng Chen. Tobmi: trans-omics

block missing data imputation using a k-nearest neighbor weighted approach. Bioinformatics, 35(8):1278–1283, 2019.

19. Tatsuhiko Naito, Ken Suzuki, Jun Hirata, Yoichiro Kamatani, Koichi Matsuda, Tatsushi Toda, and Yukinori Okada. A deep

learning method for HLA imputation and trans-ethnic MHC fine-mapping of type 1 diabetes. Nature communications, 12

(1):1–14, 2021.

20. Vincent Audigier, Ian R White, Shahab Jolani, Thomas PA Debray, Matteo Quartagno, James Carpenter, Stef Van Buuren,

and Matthieu Resche-Rigon. Multiple imputation for multilevel data with continuous and binary variables. Statistical

science, 33(2):160–183, 2018.

21. Roline Kamphuis, Shahab Jolani, and Peter Lugtig. The blocked imputation approach for missing data. 07 2018. doi:

10.13140/RG.2.2.12467.32803. URL 10.13140/RG.2.2.12467.32803.

22. Zhengping Che, Sanjay Purushotham, Kyunghyun Cho, David Sontag, and Yan Liu. Recurrent neural networks for

multivariate time series with missing values. Scientific reports, 8(1):1–12, 2018.

23. Zhenhua Wang, Olanrewaju Akande, Jason Poulos, and Fan Li. Are deep learning models superior for missing data

imputation in large surveys? evidence from an empirical comparison. arXiv preprint arXiv:2103.09316, 2021.

16/21

https://acmedsci.ac.uk/policy/policy-projects/artificial--intelligence-and-health
https://acmedsci.ac.uk/policy/policy-projects/artificial--intelligence-and-health
10.13140/RG.2.2.12467.32803


24. Nicholas J Tierney, Fiona A Harden, Maurice J Harden, and Kerrie L Mengersen. Using decision trees to understand

structure in missing data. BMJ open, 5(6):e007450, 2015.

25. Gaurav Singal, Peter G Miller, Vineeta Agarwala, Jie He, Anala Gossai, Shannon Frank, David Bourque, Bryan Bowser,

Thomas Caron, Ezra Baydur, Kathi Seidl-Rathkopf, Ivan Ivanov, Alex Parker, Ameet Guria, Garrett Michael Frampton,

Ann Jaskiw, Dana Feuchtbaum, Nathan Coleman Nussbaum, Amy Pickar Abernethy, and Vincent A Miller. Development

and validation of a real-world clinicogenomic database. Journal of Clinical Oncology, 35(15):2514, 2017.

26. Benjamin Birnbaum, Nathan Nussbaum, Katharina Seidl-Rathkopf, Monica Agrawal, Melissa Estevez, Evan Estola, Joshua

Haimson, Lucy He, Peter Larson, and Paul Richardson. Model-assisted cohort selection with bias analysis for generating

large-scale cohorts from the ehr for oncology research. 2020.

27. Emy Alerskans, Jacob L Høyer, Chelle L Gentemann, Leif Toudal Pedersen, Pia Nielsen-Englyst, and Craig Donlon.

Construction of a climate data record of sea surface temperature from passive microwave measurements. Remote Sensing

of Environment, 236:111485, 2020.

28. Pari-Sima Katiraie-Boroujerdy, Nasrin Nasrollahi, Kuo-lin Hsu, and Soroosh Sorooshian. Evaluation of satellite-based

precipitation estimation over iran. Journal of arid environments, 97:205–219, 2013.
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