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Abstract 

Environmental monitoring is hugely important to aid understanding of the 

natural processes of the planet and the impact of humans. Electrochemical 

sensors provide low cost, sensitive devices that could be operated at the source 

or in-situ due to their low power requirements and portability. Boron doped 

diamond (BDD) retains all the physical and mechanical properties of diamond 

with the added property of electrical conductivity. BDD is a relatively catalytically 

inert material making it an ideal sensor material due to low background currents 

across a large potential range. Through controlled introduction of a very robust 

and stable form of sp2 carbon into the BDD surface, pH sensitive quinone groups 

(BDD-Q) are formed. Such electrodes can be utilised for voltammetric pH sensing.  

 

In Chapter 3, BDD-Q sensors are incorporated into the disc of a ring disc dual 

electrode arrangement and used to track dynamic pH perturbations driven on 

the BDD ring electrode by water oxidation. The time-dependant pH changes are 

shown to vary depending on the buffer capacity of the solution and in this way a 

methodology for buffer capacity measurements is highlighted.  

 

In Chapter 4, the BDD ring – BDD-Q disc electrode was again used but this time 

to track the local pH changes associated with the electrocatalytic reduction of 

dissolved oxygen, nitrate ions and water on both BDD and a Cu nanoparticle 

functionalised BDD electrode.  

 

In Chapter 5, advancements in heavy metal detection were considered through 

(i) a new electrode design for electrochemical X-ray fluorescence (EC-XRF) and 

(ii) use of the BDD ring-disc electrode for at the source Cu detection. In particular, 

local acidification of the disc environment by water oxidation on the ring, to 

promote electrodeposition of metallic Cu, in the ppb concentration range.  

 

Finally, in Chapter 6, the impact of bacterial biofilm formation on BDD is 

investigated under potential control conditions. One of the major barriers to long 

term in-situ measurements is biofilm formation on the electrode surface. Whilst 

BDD is a low fouling material with time biofilms will form. The application of low 

voltages to discourage cell adhesion was investigated as a method to prolong 

long-term sensor performance in aquatic systems. Pseudomonas aeruginosa was 

used as a model monospecies biofilm system. 
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1 Introduction  

1.1 Overview  

The human race is changing the natural cycles of our planet. Of which the hottest 

topic is increasing atmospheric CO2 concentrations and the associated global 

temperature increase and ocean pH decrease.1–5 But how do scientists know this 

is happening? Almost all scientific disciplines rely on analytical instruments to 

detect chemicals. The rising CO2 example has relied on atmospheric and 

dissolved CO2 sensors,6–9 pH10 and temperature measurements and detection of 

isotopes and organic proxies for historical temperature and CO2 data.11  

The natural environment has a relatively narrow range of optimum conditions 

for ecosystems which require accurate and precise measurements. However, 

these systems can be easily disrupted by anthropogenic activities, particularly in 

freshwater systems, i.e. chemical or nutrient inputs. External inputs can disrupt 

the balance, resulting in ecosystem collapse and potential implications for human 

health.12–16   

In terms of water systems, most environmental sampling is conducted as point 

sampling. The UK Environmental Change Network has collected water data 

across 12 locations on a weekly basis since 1993.17 Conductivity and pH are 

measured before the sample is filtered for further measurement of; Na+, K+, Ca2+, 

Mg2+, Fe2+, Al3+, NH4+, Cl-, NO3-, SO42-, PO43-, alkalinity and dissolved organic 

carbon. Most of this analysis is conducted away from the sampling site in a 

laboratory. However, some sites do have continuous monitoring in place. Cardiff 

Bay has 10 monitoring stations in the bay and its tributaries, monitoring 

dissolved oxygen, conductivity, salinity, temperature, pH and turbidity every 15 

minutes.18 This is particularly important during summer months, as Cardiff Bay 

is susceptible to thermal stratification when oxygen levels can drop to a critical 

point.19 Continuous monitoring of oxygen concentrations allows aeration 

systems to be deployed when needed. Additional monitoring for metals, salts and 

nutrients requires sampling and analysis away from site.  
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Continuous real time measurement allows for a higher density of temporal 

sampling providing a better indication of environmental health. However, 

current commercial multiparameter sensors (sondes) are expensive and offer a 

limited range of parameters and thus are mostly used in targeted areas. Whilst 

continuous monitoring may be desirable, maintaining the instrumentation and 

calibrations in-situ is challenging. One of the major challenges for long term 

sensing is biofouling. Bacteria, algae and diatoms are abundantly present in the 

environment and will readily form biofilms on surfaces, including sensors. 

Biofilms negatively impact sensors by blocking the surface and impacting 

measurements. 

A plethora of sensor technologies for multiple applications exist, utilising a 

variety of analytical techniques. Some techniques require a laboratory setting, 

whilst others can be used for at the source sensing. Optical sensors detect light 

intensity in a particular wavelength or spectral band and are currently used to 

measure dissolved oxygen in waters. Mass spectrometers detect quantities of 

ions with specific mass to charge ratios and are utilised heavily in chemical 

analysis for the detection of heavy metal ions in water systems. Electrochemical 

sensors use controlled electron transfer reactions to detect and quantify 

chemical species. The work in this thesis is on development towards 

environmental in-situ electrochemical sensors. 

1.2 Methods of Electroanalysis 

Electrochemical sensors provide an excellent opportunity to minimise the cost of 

data collection and size of equipment required for in-situ monitoring and 

increase the number of measurable parameters.  Electrochemical sensors are 

compact, low cost, simplistic, readily automated, and highly sensitive making 

them ideal for such analysis. As a result electrochemical measurements are 

already used for a number of fields including medical diagnostics,20 wastewater 

management,21 energy generation22 and environmental monitoring.23  

1.2.1 Dynamic electrochemistry  

Electrochemistry relies on the occurrence of a charge transfer event, and relates 

the flow of electrons to a chemical change,24,25 as shown by Equation 1.1:  
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 𝑶 + 𝒏𝒆− ⇌ 𝑹 Equation 1.1 

Where O and R represent the oxidised and reduced forms of an electroactive 

species, respectively.  The standard electrode potential E0, relates to the position 

of equilibrium under standard conditions. Applying an overpotential η, = E - E0 

drives either the reduction (η is negative) or oxidation (η is positive) of species 

in solution. The exchange of electron(s) (e-) between the electroactive species 

and the electrode results in a current flow, i. According to the Butler-Volmer 

model, increasing the overpotential results in an exponential increase in the rate 

of electron transfer and a corresponding increase in the measured current. 

However, this only stands if there is a constant supply of species at the 

electrolyte/electrode interface. 

Under transport controlled conditions, (where electron transfer is very fast) 

mass transport is rate limiting so i is proportional to the flux of species to the 

electrode surface as shown in Equation 1.2.  

 𝒊 = 𝒏𝑨𝑭𝒋 Equation 1.2 

Where i is current (A), n is the number of electrons transferred in the reaction, A 

is the area of the electrode (cm2), F is Faradays constant (96485 C mol-1) and j is 

the flux (mol cm-2 s-1). Under conditions where diffusion only contributes to the 

flux, j is a factor of the concentration gradient (between the bulk solution and the 

electrode surface) and the diffusion coefficient (D; cm2 s-1) of the species as 

described by Equation 1.3.  

 
𝒋 = −𝑫

𝜹𝒄

𝜹𝒙
 

Equation 1.3 

The steeper the concentration gradient or the larger the diffusion coefficient the 

larger the corresponding current. For electrochemical measurements, migration 

is negated by the addition of an excess of supporting electrolyte. This acts to 

reduce solution resistance therefore compensating for ohmic drop and 

maintaining a compressed electrical double layer. A double layer forms at any 

interface in an electrolyte solution as the surface charge is countered by ions in 

solution, Figure 1.1.  
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Figure 1.1 Double layer structure for negative and positively charged interfaces. The 
inner Helmholtz plane (IHP) is the centre of adsorbed species at the electrode surface, 
i.e. solvent molecules (teal) or ions (green/purple). Outer Helmholtz plane (OHP) is the 
closest approach of solvated ions.  

 

In order to make electron transfer limiting it is important to sufficiently increase 

the rate of mass transfer. In diffusion only systems, one option is to use 

microelectrodes due to their more efficient hemispherical diffusional profile. 

However, the smaller electrode area means the currents are reduced. Forced 

convection, which is the combination of diffusion and solution convection, via 

electrode rotation or the use of flow cells, can also be used.  

A planar macroelectrode, under planar diffusion-controlled conditions, gives a 

peak current (ip) for the electrolysis of a redox couple according to the Randles-

Sevcik equation:26 

 

𝒊𝒑  = 𝟎. 𝟒𝟒𝟔𝟑𝒏𝑭𝑨𝑪 (
𝒏𝑭𝒗𝑫

𝑹𝑻
)

𝟏
𝟐

 

Equation 1.4 

Where C is concentration, 𝑣 is scan rate, R is the ideal gas constant and T is 

temperature. By substituting ip for i in Equation 1.2 and using j = ktC where kt is 

the mass transport rate constant (cm s-1) then Equation 1.5 can be used to 

determine kt .  

 
𝒌𝒕  = 𝟐𝟗𝟔𝟎𝟎𝟎𝒏

𝟏

𝟐𝑫
𝟏

𝟐𝒗
𝟏

𝟐𝑭−𝟏 (at T = 298 K) 
Equation 1.5 

For the exemplary case of a 1 mm diameter planar disc electrode (assuming n = 

1, D = 1 × 10−5 cm2 s−1 and 𝑣 = 0.1 V s−1), kt = 0.0028 cm s−1. By moving to a 
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microelectrode the diffusional flux profile changes from planar, Figure 1.2a, to 

hemispherical Figure 1.2b.26 Equation 1.6 describes the theoretical limiting 

current at a planar microdisc (or smaller) electrode in a quiescent solution:  

 𝒊𝒍𝒊𝒎  = 𝟒𝒏𝒓𝑭𝑫𝑪 Equation 1.6 

Where ilim is the limiting current and r is the electrode radius (cm2). Under these 

conditions kt  = 4D/πr. By reducing the electrode diameter from 1 mm to 1 µm 

kt = 0.25 cm s−1 an increase of nearly two orders of magnitude. Microelectrodes 

are also useful in low conductivity solutions as ohmic drop effects (iR) are not 

significant due to the smaller currents passed. In addition they suffer less from 

capacitive charging and can be used at fast scan rates.27  If the measured currents 

are too small, microelectrode arrays can be used to amplify the signal.28 

Mass transport can also be increased by using forced convection. A very 

commonly used forced convection set up is the rotating disc electrode,29,30  the 

hydrodynamics of which were first characterised by Levich and Landau in 

1942.31 Rotation results in the compaction of the concentration gradient between 

the electrode and the bulk solution by creating a fluid flow to the surface, Figure 

1.2c. The Levich Equation describes the relationship between current (ilim) and 

rotation frequency, ω (Hz);  

 

Figure 1.2 Concentration diffusional profiles at a) macroelectrode, b) microelectrode 

and c) rotating disc electrode. The arrows represent the flux of electroactive reactant 

from bulk concentration (blue) and decreasing in concentration at the electrode 

surfaces (to red). 28 
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𝒊𝒍𝒊𝒎  = 𝟏. 𝟓𝟓𝟒𝐧𝐅𝐀𝑫

𝟐
𝟑𝛚

𝟏
𝟐𝒗

−𝟏
𝟔 𝑪 

Equation 1.7 

where v is kinematic viscosity. By rotating at 50 Hz (for D = 1 ×10−5 cm2 s−1 and 

v = 0.01 cm2 s−1 for water at 298 K) kt is almost an order of magnitude larger than 

a stationary disc of the same diameter (= 1 mm), kt = 0.011 cm s−1. Other well 

defined hydrodynamic flow systems include the wall-jet electrode32 and channel 

flow electrode,33 although some less defined methods such as sonication,34 

vibration,35,36 stirring37 and bubbling38 exist. Increasing mass transport can also 

aid electrochemical measurements by increasing sensitivity and reducing 

analysis times.  

1.2.2 Scanning techniques and use in electroanalysis   

Digital potentiostats are used to make electrochemical measurements either by 

voltammetric (controlled potential and measured current) or galvanostatic 

(controlled current and measured potential) methods.39 Although not typically 

used for electroanalysis, cyclic voltammetry (CV) is a useful tool to inform about 

electrochemical reactions and electrode characteristics. CVs are conducted by 

sweeping, or more accurately stepping, the potential in one direction at a defined 

scan rate, and then reversing the direction to complete a cycle, Figure 1.3a. The 

resulting waveform, plotted as current vs. potential, can inform on the electrode 

characteristics and on the reaction of the electroactive species. Exemplar CVs for 

a macroelectrode, Figure 1.3b, and microelectrode or electrode under forced 

convection, Figure 1.3c reactions as discussed in Section 1.2.1 are presented.  

 

Figure 1.3 a) A cyclic voltammogram waveform and resulting exemplar current outputs 

for a reversible reaction on a b) macroelectrode c) and microelectrode.  

At the planar macroelectrode, two current peaks are observed which correspond 

to the forward and back reaction, i.e. product generated in the forward reaction 
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is converted back to reactant in the back reaction. The peak to peak voltage 

separation is theoretically ∆Ep  = 57 mV for a one electron transfer reaction.40 By 

increasing the diffusional flux on the microelectrode, the product of the reaction 

diffuses away from the electrode so fast there is no product to detect in the 

reverse reaction. The current is also able to reach a limiting response. Under 

diffusion limited conditions, the ∆Ep corresponding to ¾ - ¼ of the limiting 

current response is 57 / n mV.40 In the absence of redox active species i.e. 

solutions containing only supporting electrolyte the CV can be used to inform on 

the double layer capacitance of an electrode and the potential window in which 

negligible solvent electrolysis occurs.41 CVs can also be used to determine the 

electron transfer kinetics of a redox active species.  

A further commonly used electrochemical technique is square wave voltammetry 

(SWV). SWV is a type of pulsed voltammetry. Pulsed techniques are often used to 

increase sensitivity and decrease measurement time. CV digital staircase 

measurements contain both faradaic (i.e. the redox reaction) and non-faradaic 

(i.e. double layer charging) current components. The desired faradaic current at 

low concentrations can be obscured by the non-faradaic contribution. The 

waveforms for SWV are shown in black in Figure 1.4. 
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Figure 1.4 Square wave voltammogram waveform (black) and current decays (pink) 

showing sampling points (if and ir) and resulting current output.  

The pulsed nature of SWV, means a current-time decay occurs at each pulse, 

shown in pink in Figure 1.4. The non-faradaic decay is proportional to 𝑒
−𝑡

𝑅𝑠𝐶𝑑𝑙 

where t is time, Rs is solution resistance and Cdl is the double layer capacitance, 

and the faradaic decay is proportional to 𝑡−
1

2 . Therefore, the non-faradaic 

component decays faster than the faradaic and, depending on where the current 

is sampled, it is possible to exclude the non-faradaic component.42 Typically the 

SWV pulses are measured over a proportion of the pulse, often the last 50-100% 

of the current decay, although this varies between potentiostat manufacturers. 

The forward current and the backward current are subtracted and the 

differential current (∆i) plotted against the applied E, reflecting the faradaic 

component of the measurement. This sampling technique often results in a flatter 

baseline than for a non-pulsed technique.43 Other pulsed techniques include 

normal pulse voltammetry and differential pulse voltammetry.44,45 Choice of 

voltammetric technique is often application specific. In all cases a range of 

parameters should be tested in order to tailor the measurement, ensuring the 

best detection limits can be reached.   
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1.2.3  Electrochemical Cell Setup 

In electroanalysis experiments, an electrochemical cell is employed consisting of 

a working electrode (WE) and a reference electrode (RE), the latter holding a 

constant potential. The potential between the WE and the RE is controlled using 

a potentiostat. For microelectrodes this two electrode cell is adequate due to the 

small currents passed through the RE. However, at the scale of macroelectrodes, 

the currents are too high and passing such currents through the RE will result in 

RE drift.39 To mitigate against this a counter electrode (CE) should be introduced, 

typically a platinum coil or mesh, and current flows between WE and CE. This 

three electrode set up is depicted in Figure 1.5. The CE should have an area of at 

least ten times the WE to ensure no current limitations arise.  

The RE maintains a constant potential so the applied potential relative to the WE 

is always known. The saturated calomel electrode (SCE) is a commonly used RE 

with the following cell notation: 

Cl-(aq) | Hg2Cl2(s) | Hg(l) | Pt(s) 

The SCE constitutes a mercury coated Pt wire covered by a thin layer of 

mercury(II) chloride immersed in a saturated potassium chloride solution. The 

potential of the SCE depends on activity of Cl- ions present so by placement in a 

 
Figure 1.5 Three electrode cell set up. Working electrode, reference electrode and 
counter electrode from left to right.  



10 
 

saturated potassium chloride solution a constant potential is maintained. A 

porous frit serves as a junction between the RE and the solution.  

1.2.4 Electrode materials  

An electrode can be made from any conductive material, provided it does not 

undergo reaction with the reactant or product of interest. In electroanalysis, the 

ideal material would have a large potential window, low background current, low 

ohmic resistance and would be non-toxic/biocompatible, inexpensive, easy to 

use, reproducible, stable and accurate.46 Historically mercury was very 

commonly used, as it represents a homogenous electrode surface. In 

electroanalysis it proved especially useful for detecting metals at low 

concentrations. Due to its liquid state at room temperature, mercury forms 

homogenous metal amalgams. Alongside other very favourable properties 

mercury electrodes have low capacitance, minimal non-faradaic contributions, a 

highly reproducible and recoverable surface and a wide cathodic window due to 

the retardation of both the hydrogen evolution reaction47 (HER; Equation 1.8) 

and water reduction48 (Equation 1.9).  

 𝟐𝐇+ + 𝟐𝐞−  →  𝐇𝟐 Equation 1.8 

 𝟐𝐇𝟐𝐎 + 𝟐𝐞− →  𝐇𝟐 + 𝟐𝐎𝐇− Equation 1.9 

However, mercury now features in the top 10 chemicals of major public health 

concern49 and is no longer considered a practically applicable electrode material.  

Popular alternative electrode materials to mercury include gold, silver, platinum 

and sp2- bonded carbons such as glassy carbon.25,50 Metal electrodes can come in 

bulk form or thin film, they are highly conductive and for many redox couples 

support fast electron transfer kinetics.24  Metals show differing degrees of 

eletrocatalytic activity towards water oxidation/reduction and HER and 

generally pass larger non-faradaic currents than carbon electrodes, due to 

oxidation/reduction of the metal surface or adsorption and desorption of 

protons and other ions. For example, ions such as chloride, can adsorb on the 

metal surface, block surface sites and alter reaction kinetics and mechanisms.51 

Carbon materials are less expensive than the metals often used as electrodes and 

possess many desirable properties including; wider solvent windows than metal 
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electrodes, biocompatibility, and good electrocatalytic activity for many redox 

reactions.52,53 Conductive carbon exists in many forms; glassy carbon,54  screen 

printed carbon,55 carbon fibres,56 carbon nanotubes57, boron doped diamond,41,58 

and various forms of graphite and graphene.52,59 The kinetics of electron transfer 

are typically dependent on the density of electronic states, which for carbon is 

determined by the carbon microstructure and by surface states.60 Surface states 

are determined by the surface termination(s) and any structural defects. When 

the reactant undergoes inner sphere electron transfer carbon edge planes, e.g. 

edge plane pyrolytic graphite, are more reactive to electron transfer than basal 

plane graphite.53,60–62  

Carbon materials are typically more heterogeneous in surface chemistry than 

metals and can be much more susceptible to effects from surface preparation 

techniques, so ensuring the presence of a reproducible surface can be 

challenging.60 Surface modifications such as the addition of nanoparticles,63 thin 

films,37,64  self assembled monolayers,65,66 coatings,67,68 and microengineering69,70 

have been made to try and ensure electrode surfaces are reproducible and to aid 

sensitivity and selectivity.71,72  

1.3 Boron Doped Diamond 

Diamond is a remarkable material. Commercial diamond deposits are formed in 

the upper mantle, > 150 km below the Earth’s surface, where temperatures are 

> 1050°C and pressures are > 4 GPa.73,74 These critical temperature-pressure 

zones primarily occur in the stable interior of continental plates.73 Deep-source 

volcanic eruptions, producing kimberlite and lamporite pipes, deliver diamonds 

from the upper mantle to the surface. These events are, however, extremely rare. 

Smaller diamonds can be formed at subduction zones and during asteroid 

impacts75–77 and nanodiamonds have also been found in meteorites.78,79 

Diamond however is more than just a gemstone due to its impressive range of 

chemical and physical properties. These include extreme hardness (ca. 90 GPa), 

a high thermal conductivity, a very high melting point, resistance to chemical 

erosion, a broad wavelength transparency (from deep ultraviolet to infrared) and 

an electrical insulator.41,58 These properties make diamond useful for a range of 

industries, including; jewellery, cutting, grinding, drilling, and in cancer 
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treatments80 and bionic eyes.81 In order to make diamond a useful electrode 

material it has to be doped, typically with boron (p-type) to form boron doped 

diamond (BDD). At boron concentrations in the range of 1016 – mid 1019 

atoms cm-3 the diamond becomes a p-type semiconductor. The boron atoms 

accept electrons from the valence band, creating electron ‘holes’. In order to 

become a ‘metal-like’ conductor the concentration must exceed 1020 atoms cm-

3.41,58 At these concentrations the electron ‘holes’ overlap forming a band. The 

dopant changes can be observed visually from colourless transparent insulating 

diamond to blue for a p-type semiconductor and black opaque diamond at metal-

like conductivity.  

Scientific advancement has led to the ability to produce quality synthetic 

diamonds. The two main methods are high-temperature high-pressure (HPHT) 

and chemical vapour deposition (CVD). The first synthetic diamond was 

produced in 1955 by HPHT which aims to mimic the conditions under which 

diamonds form naturally.82 HPHT methods rely on the same process, but press 

designs can vary. Graphitic carbon is compressed to extreme pressures (~5 GPa) 

at elevated temperatures, in excess of 1800 K, in the presence of a metallic 

solvent.83 Under these conditions graphite dissolves in the solvent metal and as 

the temperature is reduced, crystallises as sp3 diamond. HPHT is generally used 

to manufacture small diamonds (µm to mm) which ultimately end up being used 

as abrasives for tools.58 When growing diamonds using HPHT, nitrogen is 

unintentionally incorporated as an impurity resulting in the formation of yellow 

diamonds.84  However, incorporation of boron at a high enough concentration 

and distribution for electrodes is challenging for HPHT.85,86 Although using 

appropriate growth recipes this has recently been achieved.87 

CVD occurs at much lower pressures and temperatures than HPHT, but still in 

the range where diamond is metastable compared to graphite.58 First 

demonstrated in the 1960’s by Eversole et al. of the Union Carbide Corporation 

in the USA, diamond produced from a hydrocarbon gas or CO/CO2 mixture by 

CVD was deposited on a substrate.88 However this produced a low yield of 

diamond. Since then processes to deposit sp3 bonded carbon whilst 

simultaneously supressing sp2 bonded carbon formation have been refined. All 
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CVD diamond techniques are based on gas-phase non-equilibrium with 

supersaturated atomic hydrogen and hydrocarbon radicals.58 Boron doping is 

better controlled during CVD than HPHT resulting in a more consistent product. 

A gaseous carbon source (typically CH4) and a gaseous boron source (e.g. B2H6 or 

B(CH3)3)89,90 is fed into the CVD reactor. A plasma is created either by hot filament 

(HF-CVD) or microwaves (MW-CVD). HF-CVD enables diamond to be grown over 

a larger area but MV-CVD can produce higher quality diamond faster.41 Excess 

hydrogen in the reactor etches any non-diamond carbon during growth.91  

CVD offers the possibility of growing either single crystal or polycrystalline 

diamond (or BDD) material from single or polycrystalline growth substrates, 

respectively. As crystallographic orientation affects boron uptake, for 

polycrystalline BDD there is a heterogeneity in dopant density between grains.41 

The growth conditions control the grain size which can range from 

ultrananocrystalline (<10 nm) to microcrystalline (>µm).41 Microcrystalline 

films can be grown to a thickness of hundreds of microns by increasing the 

growth time. At this thickness they can be removed from the growth substrate 

and are referred to as freestanding wafers.41 Due to the increased growth time 

the resulting grains are larger and fewer. The BDD used in this thesis was grown 

by MW-CVD as freestanding, polished on the growth face (~nanometre 

roughness), polycrystalline BDD, doped to a metal-like conductivity (> 1020 

atoms cm-3).  

1.3.1 Electrochemical Properties 

BDD has a very wide potential window (> 3 V in 0.1 M KNO3, within a ± 

0.4 mA cm-2 threshold)41 and low background currents compared to other 

common electrode materials, Figure 1.6. The sp3 structure of the diamond surface 

is much more electrocatalytically inert than sp2 bonded carbon and metals due 

to a lack of binding sites.41 
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Figure 1.6 Comparison of solvent windows in 0.1 M KNO3 for BDD (blue), glassy carbon 
(pink) and platinum (green) electrodes.92  

 

For inner sphere reactions, Figure 1.7a, such as water electrolysis and oxygen 

reduction, the lack of catalytic sites means the electron transfer processes are 

strongly retarded, and recorded electron transfer rate constants low. This gives 

rise to BDD’s wide potential window and lack of oxygen signature, Figure 1.6. In 

contrast outer sphere reactions, where the reactant only needs to be in close 

proximity to the electrode surface, are less affected by the lack of catalytic sites 

on BDD, Figure 1.7b. The chemical stability of diamond, lack of surface processes 

and a lower density of states93 results in low capacitive currents, giving rise to 

enhanced signal to noise ratios and allowing for more sensitive detection.41,58 

BDD maintains the extreme hardness, high thermal conductivity, very high 

melting point and resistance to chemical erosion of diamond. BDD is also 

considered a low biofouling material making it ideal for long term sensing 

applications.94–96 



15 
 

 

Ideally there would be no sp2 carbon present in a BDD electrode. However, it is 

very challenging, although not impossible, to exclude all sp2 carbon during 

diamond growth especially at high boron concentrations.41,92 Sp2 carbon is 

commonly found at grain boundaries and for ultrananocrystalline and 

nanocrystalline films this can be a significant component of the electrochemical 

signal.97 The presence of sp2 carbon increases the electrocatalytic activity of the 

surface98 which is reflected in the electrochemical signatures observed, Figure 

1.8. The potential window is reduced as water electrolysis is facilitated by the 

increase in electrocatalytic sites99 and the capacitive current increases. The 

reductive window also shows reduction of oxygen on sp2 containing electrodes 

and oxidation of the sp2 can be observed in the oxidative window (Figure 1.8), 

both processes can further limit the potential window.41  

Figure 1.7 Schematic of an a) inner sphere reaction and an b) outer sphere 
reaction. 
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Figure 1.8 Solvent windows in 0.1 M KNO3 for BDD (black; dashed) and sp2 containing 
BDD (red; solid) arrows indicate increase in current associated with the oxygen 
reduction reaction (ORR) and the oxygen evolution reaction (OER). 

 

For these reasons the presence of sp2 carbon in BDD was considered detrimental 

to the application of BDD electrodes. However, more recently the benefits of 

having sp2 carbon present in terms of increasing active adsorption, or redox 

active sites, has been shown to be beneficial for some applications. For example, 

previous work in the Macpherson group has shown that deliberate incorporation 

of sp2 carbon by laser micromachining can introduce pH sensitive quinone 

groups into the surface and enable simultaneous pH and oxygen measurements 

otherwise unachievable on BDD.69,100,101  

1.4 Heavy Metal Detection 

Heavy metals pose an interesting challenge for analytical chemistry. The term 

heavy metals is often used without proper definition, but is generally accepted as 

naturally occurring elements with a high atomic weight and density, at least five 

times greater than water.102 Some less dense metals, non-metals and metalloids 

including aluminium, arsenic, beryllium and selenium are often grouped in with 

heavy metals as they can pose similar toxic effects.102 Most heavy metals are 

believed to have a carcinogenic effect in the body.102,103 Some heavy metals are 
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essential for life in small quantities,102,104 but are toxic at levels above the 

optimum level required. The tolerable concentration of metals varies hugely 

depending on the element; the cut off values for Cu and Cr in blood are 1495 and 

1.86 µg l-1, respectively.105 Insufficient concentrations can also cause harm from 

deficiencies. Other heavy metals have no biological function and are toxic at low 

concentrations i.e. Pb which has a blood concentration cut off value of 2 µg dl-

1.102,105 This principle is shown visually in Figure 1.9. Detection, therefore, must 

be sensitive to sub ppb concentration and remain quantitative up to tens of ppm. 

Due to the widespread presence of heavy metals, analysis is undertaken from a 

range of samples including water, soil, pharmaceuticals106–108 and food 

stuffs,109,110 blood,111 urine112 and human hair.113 

 

Figure 1.9 The effect of element concentration for poisonous (blue), non-essential 
elements (green) and essential trace elements (pink) for organism growth and 
maintenance. The optimum concentration range for essential elements can be broad 
(solid line) or narrow (dashed line) depending on the element.  

 

Heavy metals occur naturally in the environment, it is possible for there to be 

naturally elevated background concentrations of metal species in soils and water 

bodies due to the local geology. Anthropogenic activities have led to an increase 

in the abundance of heavy metals within the natural system.102 The most obvious 

source of metal pollution is from mining of metal ores and the associated 

refinement and waste disposal processes. Agricultural processes introduce 
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heavy metals from impurities in fertilisers, pesticides, wood preservatives and 

manure.114,115 Industrial processes such as leather tanneries, paint production, 

battery manufacture, printing and corrosion of equipment can also cause metal 

pollution. Specific legacies can be observed such as elevated roadside lead 

concentrations from the use of leaded petrol in cars.116,117 Water bodies, soils and 

sediments often act as pollutant sinks so monitoring is essential. 

A number of heavy metals are found on the Environmental Quality Standards 

Directive List including As, Cd, Cu, Cr, Fe, Pb, Hg, Ni and Zn, which are highlighted 

as priority substances for assessment of water quality.118 As heavy metals can 

bioaccumulate in plants and animals and bioconcentrate up the food chain 

analysis of primary sources remains a necessary indicator for entire ecosystem 

health.119  

1.4.1 Heavy Metal Speciation 

Ecochemical behaviour is determined by the physical and chemical state of an 

element. Properties are highly element specific and include solubility, 

mobilisation, sedimentation properties, bioavailability and toxicity. For example, 

Cr3+ is considered an essential trace element, required in the glucose tolerance 

factor essential for normal glucose metabolism.120 In contrast, Cr(VI) is toxic as it 

is an oxidising agent and forms free radicals during reduction to Cr3+ inside 

cells.121 Therefore presence of Cr(VI) is of significantly more concern than Cr3+. 

As well as existing in different valence states metals can complex with other 

chemical species.  

In natural environments heavy metals are found in a variety of forms. Whilst the 

simplest is the free hydrated metal ion, metals can also form complexes with 

organic and inorganic molecules, adsorb to colloidal organic and inorganic 

compounds, as well as being found in particulate mineral forms. For example, 

inorganic anions like Cl−, SO42− and HCO3− and organic compounds such as humic 

and fulvic acids will complex with metal ions.122 Al, Si, Mn and Fe oxides and clay 

minerals adsorb metals to their surface. Adsorbed metal – colloidal particles 

themselves have an environment dependent stability. Speciation is not only 

controlled by the presence of other chemical species but also by environmental 
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conditions such as water hardness, pH, oxygen availability, temperature, and 

microorganism metabolism.  

Metal ions solvated with water molecules are generally more mobile, 

bioavailable and toxic.123 Metals that are strongly bound to ligands or inorganic 

particles are often considered non-toxic or inert. Labile metal complexes have 

weakly coordinating ligands; the more labile the metal the higher the rate of 

ligand exchange. Understanding the speciation of the metal in the system of 

interest is important both from consideration of its toxicity and detection 

strategy.  

1.4.2  Heavy Metal Detection Techniques 

Inductively Coupled Plasma Mass Spectrometry (ICP-MS) is the most commonly 

used heavy metal detection technique for freshwater environmental samples, 

whilst X-ray Fluorescence (XRF) is heavily used for geological samples, due to the 

much higher metal concentrations. Historically electrochemical techniques 

including anodic stripping voltammetry (ASV) with Hg electrodes showed 

significant promise for heavy metal detection.  

1.4.2.1 Inductively Coupled Plasma Mass Spectrometry 

ICP-MS is a hugely powerful analytical instrument with the ability to detect 

isotopes of 93 of the 118 elements, down to single ppt concentrations and across 

nine orders of magnitude.124 Unsurprisingly, this capability comes from large, 

complex and expensive instrumentation that requires operation and 

maintenance by highly trained individuals in a laboratory setting.   

ICP-MS analyses liquid samples, solid samples typically undergo an acid digestion 

process prior to analysis. An argon plasma is generated by passing argon gas 

through concentric quartz channels of an ICP torch wrapped at one end by a radio 

frequency induction coil. An electrical spark is applied to ionise the argon atoms, 

which in turn collide with more argon atoms, producing an inductively coupled 

plasma. The sample is introduced as an aerosol, produced in a nebuliser. When 

introduced to the plasma the sample is dried to a solid, heated to a gas and 

dissociated due to the extreme temperatures (~6000°C), as the atoms move 

through the plasma they are ionised. These ions are transferred into the mass 

spectrometer through a sampler cone, skimmer cone and, in newer models, a 
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hyper-skimmer cone. There is a significant pressure difference between the 

plasma, at atmospheric pressure, and the mass spectrometer. Creating a vacuum 

is essential to prevent collision with the ionised sample. Upon exiting the 

interface region the ion beam contains non ionised materials, neutral atoms and 

photons, it is necessary to separate the analyte ions before detection which is 

typically achieved using a quadrupole ion deflector. By placing the quadrupole at 

right angles to the ion beam, ions are transmitted to the mass spectrometer but 

neutrals and photons are removed. The mass spectrometer acts as a mass filter, 

separating the charged ions by their mass to charge ratio. Once exiting the 

quadrupole the ions strike the active surface of the detector, known as a dynode. 

The dynode releases an electron each time an ion strikes it, these are counted for 

each mass charge ratio considered, generating a measurable electronic signal.124 

This sequence is depicted in Figure 1.10. 

 

The sample matrix is important for ICP-MS analysis. The presence of dissolved 

solids can cause drift by precipitating in the nebuliser, overloading the plasma or 

blocking the sampling holes of the cones in the interface decreasing sensitivity 

and ultimately resulting in instrument down time. Therefore, all samples are 

filtered, typically through a 0.2 µm filter, prior to analysis. Even in water, the 

simplest matrix for elemental analysis, problems can occur. For example, poorly 

soluble hydroxides and oxides can accumulate on internal components of the 

ICP-MS.  This results in false readings and potential damage to the instrument.125 

Therefore, nitric acid at concentrations between one and five percent is typically 

Figure 1.10 Schematic of ICP-MS measurement.  
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used for metal dissolution and stabilisation for ICP-MS analysis.125 Such a low pH 

puts the metal ion in the hydrated water form. By coupling ICP-MS to other 

separation techniques such as gas chromatography, liquid chromatography or 

capillary electrophoresis speciation can be determined.126 Development of sector 

field ICP-MS and multicollector ICP-MS are also advancing this field.127,128  

1.4.2.2 Anodic Stripping Voltammetry 

ASV uses the ability to deposit ions onto the electrode surface and remove them 

again for detection purposes, Figure 1.11. A reducing potential is applied to the 

electrode for a defined period to reduce soluble metal ions in solution to metal 

on the electrode surface, Figure 1.11b. By using high mass transfer rates and 

prolonged deposition times even at trace levels, there is sufficient metal on the 

surface for subsequent detection.129,130 This is termed pre-concentration. The 

detection step for ASV is also electrochemical. Ideally all the deposited metal 

atoms are oxidised from the electrode through the application of an increasingly 

positive (anodic) potential resulting in a peak shaped current response, Figure 

1.11c. Peak position can be related to specific metals through consideration of 

the E0 of the redox couple, although this can be influenced by electrode 

material.47 The peak area, for standard linear sweep waveforms, equates to 

charge passed and thus amount of metal on the surface,30,131 but commonly peak 

height is used as the quantitative measure. Calibrations are determined either by 

plotting peak height (current) or peak area (charge) vs. concentration, allowing 

unknown concentrations to be determined.  
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Figure 1.11 a) Exemplar cyclic voltammogram showing metal deposition (reduction) 
and stripping (oxidation). b) Exemplar current time trace for metal deposition and 
potential time waveform (inset). C) Exemplar metal stripping voltammogram and 
potential time waveform (inset). 28 

 

A large amount of work on ASV was undertaken with Hg electrodes, which 

resulted in narrow, symmetrical stripping peaks, the response of which could be 

analytically described.40,132,133 As Hg can no longer be used, solid electrodes have 

been sought which possess as many of the favourable attributes of Hg as possible, 

including; retarded HER, low background currents, a reproducible surface and 

narrow stripping peaks whilst also exhibiting low toxicity. No general theory for 

metal stripping from solid electrodes has been found as the system is far more 

complex and experimental data often deviates from theory. Unlike Hg, which 

typically maintains its electrochemical characteristics upon 

electrodeposition,134,135 the deposition of metals on solid electrode surfaces 

changes the surface characteristics to a combination of the original electrode 

properties and the properties of the deposited metal.28 The potentials for 

deposition, HER and water reduction are altered, often occurring at less negative 

potentials. A range of morphologies can also be deposited due to the 

heterogeneous electrode surface. It is also important to consider alloying of metal 

electrodes with metal deposits, and intermetallic deposits between multiple 

deposited metals.136 Different deposit morphologies can result in broader or 

multiple stripping peaks due to the slightly different potentials of oxidative 

dissolution.137 Too much metal on the surface can also result in  non-exhaustive 
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stripping, resulting in an underestimation of the metal present.28 Such factors 

make interpretation of the stripping signatures challenging. However, a number 

of solid electrode materials have been investigated.  

The Bi based electrode is one of the most popular metal electrode materials used 

for ASV.138 Bi is typically used in thin film format, the Bi film electrode (BiFE), and 

is considered to be very similar in electrode characteristics to Hg, but importantly 

with lower toxicity. BiFE’s give narrow, well resolved, reproducible stripping 

peaks, due to the ability of Bi to form solid metal alloys with a range of metals. 

Similar results have also been observed for Sb films.139 The Bi film is typically 

generated by electrodepositing or co-depositing Bi with the analyte ions onto a 

carbon support electrode. The reason BiFEs are preferred over bulk Bi electrodes 

is most likely due to the film deposition/co-deposition process being an easy, 

reliable way of obtaining a reproducible surface. Bulk Bi has a slightly lower HER 

overpotential than the BiFE because of the differences in crystallinity between 

film and bulk, resulting in a smaller usable potential range.140 Reproducibility is 

best when a new film is deposited each time.72  

Carbon materials such as glassy carbon, carbon nanotubes, graphite (including 

highly ordered pyrolytic graphite, edge plane pyrolytic graphite, graphene and 

pencil lead) and carbon paste are also good electrode materials for ASV.53,141–143 

Carbon electrodes are more inert than metals and have low background currents, 

allowing them to also achieve lower limits of detection (LOD).41,144 They are non-

toxic so again are attractive for in vivo or general environmental and biological 

studies. Modification of carbon electrodes to improve sensitivity or selectivity in 

ASV is common place.144,145 For example, conducting polymer layers containing 

surface molecules that chemically complex metal ions have enabled the 

simultaneous detection of Pb, Cu and Hg in the range 10−7 to ca. 10−10 M.146,147  

Useful ASV metal electrodes, such as Bi and Au have also been added to the 

carbon surface, typically as nanoparticles or a film by either electrodeposition71 

or chemical reduction methods.148 However, the background signals are reduced 

as a result of a reduced amount of active metal on the surface leading to improved 

signal to noise ratios. The use of modified carbon electrodes for ASV applications 

has been extensively reviewed,53,141 but one specific type of carbon electrode 
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worth further discussion is BDD for the characteristics already discussed in 

Section 1.3. Studies have shown that the stripping potentials for the metals Zn, 

Cd and Pb were not significantly shifted on BDD relative to Hg. Both electrodes 

were capable of metal detection over a concentration range of 3–4 orders of 

magnitude, with LODs in the low ppb range.142   

ASV can be a very powerful tool for heavy metal detection reaching sub-ppb 

detection limits requiring less complex, smaller and low cost instrumentation. 

ASV has the capability of detecting around thirty elements, the bulk of which are 

metals.130,134 In contrast to ICP-MS, ASV can provide information of the 

concentration of free and labile metals at the measurement pH of the solution; 

ICP-MS solutions require acidification. However measurement optimisation is 

often still required to ensure meaningful results are collected.28 

1.4.2.3 X-ray Fluorescence Spectrometry 

XRF is a fast, accurate, non-destructive analytical technique applicable to solid, 

liquid, powder or thin layer samples requiring minimal preparation. XRF 

instruments range from large scale to benchtop to handheld devices offering 

highly accurate laboratory results to in-situ analysis. XRF has been used to study 

the elemental composition of a wide range of substrates from mineral 

compsition,149–151 crude oil,152 fuels,153 archaeological artefacts,151,154–156 

pharamceuticals,157,158 food tracability159 and paint pigmentation.160,161 Two 

spectrometer systems exist; energy dispersive (EDXRF) and wavelength 

dispersive (WDXRF), the main difference being in the detector systems.  

X-rays are typically produced by X-ray tubes containing a filament and anode. 

The filament is heated by an electric current and electrons are emitted. X-rays 

are electromagnetic waves or beams of photons with an associated energy. When 

X-rays interact with matter there are three main paths; transmission, absorption 

or scatter. Scatter occurs with or without loss of energy, known as Compton or 

Rayleigh scatter, respectively. An X-ray photon with energy greater than the 

binding energy of an electron can expel an electron from an inner shell. This 

produces an unstable atom in an excited state due to the electron vacancy. To 

restabilise, an electron from a higher energy shell moves into the lower energy 
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vacancy and emits an X-ray photon (fluorescence) to balance the energy surplus. 

This process is depicted in Figure 1.12. 

 

Figure 1.12 Principle of fluorescence produced by x-rays in XRF 

 

Elements have specific energy levels, so the energy of the emitted photon is 

element specific and informs on the electron shells involved. Any electron can be 

expelled and replaced by an higher energy electron in the atomic structure 

resulting in a fingerprint of signals for each element. Absorption of radiation 

depends on the energy of the radiation, depth of atoms in the sample and sample 

density. Absorption can be so high only surface layers are analysed by this 

technique. For this reason thin, homogenous solid samples are best suited to XRF 

analysis.162  

XRF has mostly been employed for analysis of solid samples. Liquid samples often 

have high background signals due to high x-ray scatter resulting in a poor signal 

to noise ratio. Typical limits of detection are in the parts per million range for 

conventional direct XRF systems, lacking the required sensitivity for some 

applications.162 Sensitivity can be improved by the use of total reflection (TR)-

XRF spectrometry, by using a low glancing angle (0.1°) the scatter and hence the 

background signal is reduced.163 The detector can also be placed closer to the 

sample aiding sensitivity down to parts per billion.163,164 However this can only 

be used on microliters of a sample. Another method to aid sensitivity with liquids 

is during the sample treatment or by using a preconcentration step. 

Preconcentration steps can be physical; evaporation165 and freeze drying,166 or 
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chemical; chelating ion exchange,167 precipitation,168 liquid-liquid extraction169 

and liquid-solid extraction.170  

The concept of electrodeposition as a preconcentration technique for XRF 

analysis was first introduced in 2001 analysed by TR-XRF, but the focus was to 

interrogate deposition morphologies and distribution of the metals across the 

surface of an electrode rather than quantification.171 As described in Section 

1.4.2.2, electrodeposition uses a reductive potential to pre-concentrate metal 

atoms onto an electrode surface from metal ions in a solution. Previous work 

from the Macpherson group utilised this technique, termed electrochemical (EC)-

XRF, to improve detection capabilities of XRF for metal ions in liquid samples. 

Forced convection methods i.e. rotating disc172 and wall jet flow173 were used to 

reduce pre-concentration times. This technique has also been applied to 

detection of palladium, a common catalyst used to synthesise pharmaceutical 

active ingredients, in pharmaceutical media.174 BDD provides an excellent 

electrode for XRF analysis as the composition of boron and carbon atoms is 

undetectable, maintaining low background signals. However, the experimental 

systems used for the previous studies were extremely delicate and challenging to 

manipulate.  

1.5 pH and Buffer Capacity  

pH relates to the activity of protons in solution by Equation 1.10 providing a 

logarithmic scale for the effective acidity (pH < 7) or basicity (pH > 7) of a 

solution.  

 𝒑𝑯 =  − 𝐥𝐨𝐠 𝒂𝑯+ Equation 1.10 

pH is an important factor for several reasons. Most natural systems have an 

optimal pH range within which an ecosystem can be sustained. Freshwater pH is 

generally between pH 6 and 9. Local geology can influence the pH of water, water 

bodies in limestone areas are more alkaline than those in sandstone areas. pH 

variation can also occur naturally, one example is diurnal pH fluctuations.175,176 

Aerobic respiration of flora and fauna in water bodies releases carbon dioxide 

into the water (Equation 1.11) which reacts with water molecules (Equation 

1.12) and dissociates (Equation 1.13), decreasing solution pH. Rainfall is 
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naturally slightly acidic ~ pH 5 due to the interaction of raindrops with CO2 and 

other acid forming chemicals naturally found in the air.  

 𝑪𝟔𝑯𝟏𝟐𝑶𝟔 + 𝟔𝑶𝟐  → 𝟔𝑯𝟐𝑶 + 𝟔𝑪𝑶𝟐 Equation 1.11 

 𝑪𝑶𝟐 + 𝑯𝟐𝑶 ⇌ 𝑯𝟐𝑪𝑶𝟑 Equation 1.12 

 𝑯𝟐𝑪𝑶𝟑  ⇌ 𝑯+ + 𝑯𝑪𝑶𝟑
_ Equation 1.13 

During the day, photosynthetic flora and algae remove CO2 from water bodies 

resulting in a consumption of protons, (Equation 1.12 and Equation 1.13) and a 

corresponding increase in pH.  This effect is more pronounced in some water 

bodies than others depending on rates of respiration and decomposition and on 

buffer capacity.175  

Buffer capacity, also known as alkalinity or acid neutralising capacity, is the 

ability of a solution to resist a change in pH. It is an important property of water 

systems, those with a higher buffer capacity are more resilient to pH changes and 

therefore protect the ecosystem within the water body. Waters from 

anthropogenic sources can introduce pH changing ions, typically pollution 

related events including agricultural or industrial runoff, wastewater discharge, 

combustion of fossil fuels or mining and smelting. Acid mine drainage is a huge 

challenge for the environment around old mining sites. Water is pumped out of 

mines to allow access to material for mining by lowering the water table. When 

mines are no longer viable the pumps are shut off allowing the water table to 

rebound back to its natural level, thus exposing minerals to oxygen and water. 

Sulfide-bearing minerals, of which pyrite is the most commonly used example, 

are oxidised which results in release of protons and acidic water can enter 

streams and groundwater reserves.15 Acid rain is formed from the release of 

sulfur dioxide and nitrogen oxides into the atmosphere through the combustion 

of fossil fuels and smelting of sulfide ores.177 Once in the atmosphere sulfur 

dioxide and nitrogen oxides react with hydroxide radicals ultimately forming 

sulfuric and nitric acids. Sulfur dioxide can also dissolve in water droplets and 

dissociate to sulfuric acid. One of the lowest recorded acid rain values is pH 2.4 

measured during a storm in Scotland in 1974.177 Rapid acidification of aquatic 

environments, due to acid rain, was widespread in the late 20th century with 
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some severely affected waters retaining very limited buffer capacity after large 

acid inputs, increasing their vulnerability to significant pH changes in further acid 

rainfall events.178   

One of the most alarming anthropogenically driven pH changes observed is that 

in the global oceans. Average surface oceanic pH prior to the industrial revolution 

was 8.2. As with most environmental systems, the ocean is predominantly 

buffered by carbonate. Oceans have absorbed roughly 40 per cent of emitted CO2 

since the industrial era,179,180 and uptake rates have been increasing over the last 

decade due to changes in ocean circulation,181 perturbing the carbonate buffer 

equilibrium (Equation 1.16);  

𝑪𝑶𝟐(𝒂𝒕𝒎𝒐𝒔)  ⇌  𝑪𝑶𝟐(𝒂𝒒) + 𝑯𝟐𝑶 ⇌  𝑯𝟐𝑪𝑶𝟑  ⇌  𝑯+ +  𝑯𝑪𝑶𝟑
−  

⇌  𝟐𝑯+ +  𝑪𝑶𝟑
𝟐−  

Equation 1.14 

This results in increased proton concentrations, causing ocean acidification. The 

average surface oceanic pH is now 8.1 with projections of a further 0.3-0.4 pH 

drop by the end of the 21st century.4 Increasing proton concentrations result in 

the conversion of carbonate ions to bicarbonate, which also has implications for 

calcifying marine life due to a reduction in abundance of carbonate and the 

potential for shell dissolution.3,4  

1.5.1 Methods of pH measurement 

Measuring solution pH accurately is not only extremely important from an 

environment viewpoint but has a huge influence on other solution chemical 

processes, such as chemical speciation. pH can be measured by a variety of 

techniques.  

1.5.1.1 Optical  

Optical pH sensors rely on a pH dependent response towards the absorbance, 

luminescence or fluorescence of a colorimetric reagent.182–184 pH indicator dyes 

used for optical pH sensing are typically weak acids or bases with distinct optical 

properties in their protonated and deprotonated forms. The relative 

concentrations of the protonated and deprotonated forms are measured and 

used to determine the pH of the solution.182 Colorimetric pH indicators include 

phenol red,185 phenolphthalein186 and bromocresol green.187 Fluorescent pH 

indicators such as fluorescein188 and 1-hydroxypyrene-3,6,8-trisulfonic acid189 
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offer better sensitivity and selectivity than colorimetric indicators.184 Most 

optical pH sensors immobilise the indicator in a proton-permeable solid 

matrix.184   

Optical pH sensors can be miniaturised, do not require a RE, offer high selectivity 

and sensitivity, potential for continuous measurements, low energy consumption 

and low production costs. However, the sigmoidal response of these dyes over a 

narrow working range, commonly 2 pH units, limits their applicability. They are 

commonly used for physiological investigations, including in vivo studies, where 

only a narrow working range is required.182 Work is on-going to increase the 

range by the use of polyprotic dyes,190 pH-triggered aggregation induced 

emission,191 multilayer adsorption of indicators192 or mixtures of indicators 

across different pH ranges.193  Optical pH sensors have a limited long term 

stability due to photobleaching or leaching of the dye, making them best suited 

to single use sensors.184 Temperature and ionic strength variations can also cause 

errors.182,184 

1.5.1.2 Glass pH probes  

Glass pH probes are the most prevalent pH sensor and are based on 

electrochemical principles. Fundamentally, the glass pH probe is a hydrogen ion 

selective electrode, allowing a large measurement range (pH 2 – 12), high 

sensitivity and a fast response time. Glass probes consist of a glass bulb 

membrane which separates two silver/silver chloride REs. One is placed in the 

internal filling solution, the other in the solution of interest (Figure 1.13). The 

thin glass membrane is comprised of amorphous silicon oxide embedded with 

oxides of alkali metals. When exposed to water a hydrated layer forms and the 

silicon oxide groups become protonated, achieving equilibrium with the pH of 

the inner filling solution and outer test solution (Figure 1.13). The potential 

difference across the glass membrane, Equation 1.17. relates to the pH of the test 

solution.194  
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Figure 1.13 Schematic of glass pH probe.  

 

A predicted Nernstian response of 59 mV per pH unit is expected at T = 298 K 

(Equation 1.17). As temperature is important to an accurate measurement most 

pH probes have an in-built temperature probe and automatically correct for 

temperature.  

The glass electrode, however, has several limitations. The thin glass membrane 

is highly fragile and relatively large limiting its usefulness in some applications. 

The membrane must be hydrated prior to use, although less complex 

maintenance of modern probes is required than for historical probes. 

Interferences from alkali metals, due to their similar charge and size to protons, 

can cause erroneous measurements. In solutions of concentrated alkali 

hydroxides activity of protons is reduced meaning equilibrium takes a while to 

establish. Strong alkaline solutions and fluoride ions can etch and permanently 

damage the glass. Proteins can adsorb onto the glass, and metal ions could reduce 

and deposit onto the glass surface, both altering the membrane surface. Whilst 

the glass pH probe has had some refinements, little has changed in the hundred 

years since its development. 

 

 

 

 
𝑬 =  𝑬𝑶 −  

𝟐. 𝟑𝟎𝟑 𝑹𝑻

𝒏𝑭
𝒑𝑯 

Equation 1.15 
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1.5.1.3 Metal oxides  

Various proton sensitive metal oxide probes have emerged for pH sensing, of 

which ruthenium oxide and iridium oxide have received the greatest attention 

showing a close to Nernstian response and high degree of accuracy.195–200  

Sensitivity of metal oxide sensors depends on the composition and deposition 

method as porosity, surface homogeneity, film thickness and crystalline 

structure of the material affect the performance. Metal oxide sensors are low cost, 

easy to miniaturise but can be slow to respond, show large drift, can be difficult 

to handle and may require some form of hydration before use.200 

Metal-metal oxide based pH sensors have also been trialled based on antimony 

and bismuth, utilising a pH sensitive redox equilibrium but they have a limited 

sensing range, are sensitive to redox agents and oxygen and show poor 

reproducibility and stability.38,200–202  

1.5.1.4 Ion-Selective Field Effect Transistors 

In ion-Selective Field Effect Transistors (ISFET), two semiconductor electrodes, 

a drain and a source, are connected by a third electrode, the gate electrode which 

is in contact with the solution and contains a proton sensitive chemical layer. 

Protons reside at the surface of the gate electrode in equilibrium with the 

solution. The presence of the protons produces an electric field that controls the 

current flowing between the source and the drain.203,204 The resulting potential 

has a Nernstian dependency on pH (Equation 1.15). ISFETs are more structurally 

stable than glass pH probes, can be stored dry, are small, have a fast response 

time and show reduced alkaline errors. However, there remain some inherent 

issues with the ISFET technology, for example, voltage instability, which has 

limited the commercial viability of ISFETs,205 exposure to chlorine and other 

aggressive chemicals can permanently damage the ISFET device and sediment 

rich samples can block the IFSET.206  
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1.5.1.5 Quinone based pH sensing technologies 

Quinones (Q) are a class of oxidised derivatives of aromatic compounds that 

undergo proton coupled electron transfer (PCET). The different possible PCET 

pathways reaction can be summarised by the general scheme of squares 

displayed in Figure 1.14.207 

 

  

In aprotic solvents only electron transfer is possible i.e. Q + 2e- ⇌ Q2-, showing 

two well defined redox peaks.208 In buffered aqueous media, PCET of 2e-, 2H+ 

results in formation of hydroquinone as the final product.207 Due to the inclusion 

of protons in the redox process the redox potential is pH dependent with peak 

potentials increasingly negative as pH increases. PCET can occur either in a 

stepwise manner with either electron or proton transfer occurring first or as one 

concerted step.207,209  The transfer of the second electron and proton is 

thermodynamically more favourable than the first, known as potential 

inversion.210 This potential inversion, causing the relative instability of QH in 

aqueous media, results in the observation of a single redox peak. Under PCET 

conditions the pH dependent voltammetric shift is 59 mV pH-1 as calculated by 

the Nernst equation (Equation 1.16) provided the first pKa1 is not exceeded;  

 
𝑬 =  𝑬𝑶 +  

𝟎. 𝟎𝟓𝟗𝟐

𝟐
𝒑𝑯

[𝑸]

[𝑸𝑯𝟐]
− 𝟎. 𝟎𝟓𝟗𝟐𝒑𝑯 

Equation 1.16 

Figure 1.14 Quinone scheme of squares showing possible electron and proton transfer 
reactions. The proton coupled electron transfer regime is indicated by the pink dashed 
line. 
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As pH increases beyond pKa1, and QH- is the final product, the quinone undergoes 

a 2 e-, 1 H+ reaction and the voltammetric shift is 30 mV pH-1. When pKa2 is 

exceeded resulting in the product Q2-, the reaction is pH independent, as in the 

case with aprotic solvents.207  This reaction scheme is shown in Figure 1.15. For 

pH sensing the PCET reaction is preferable, as this shows the highest sensitivity. 

In unbuffered solutions PCET can alter the local pH, as protons are locally 

removed (or released) during the electrochemical measurement, which can lead 

to erroneous measurements.207 

 

Figure 1.15 Quinone deprotonation reactions showing pKa1 and pKa2 

 

Carbon electrodes, that are otherwise not pH sensitive, can be functionalised to 

contain pH sensitive groups, such as quinones by chemical oxidation, covalent 

bonding, physical absorption, film formation or using composite electrodes 

(immobilisation of graphite with a binder material onto the surface of carbon 

electrodes).211 However quinones introduced by these mechanisms can be 

removed easily e.g. during cleaning the electrode via mechanical abrasion.211 

Furthermore, functionalisation is often time consuming and complex requiring 

numerous reagents.211  

An alternative approach is to use sp2 bonded carbon electrodes which contain 

quinone groups naturally integrated into the surface, such as glassy carbon, edge 

plane pyrolytic graphite, and screen printed electrodes.212–214 One emerging 

technology, developed by the Macpherson group, is a BDD pH sensitive sensor 

where the sp2 bonded carbon has been integrated into the surface using laser 

micromachining and subsequent chemical oxidation. The BDD-Q electrodes 

display a Nernstian pH sensitive response across the buffered pH range 2 – 12,69 

due to the high pKa1 of the surface bound quinones.100 Figure 1.15 depicts a 1,2-

benzoquinone, the exact form of quinone on the BDD-Q electrode is unknown. By 
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optimising the potential scanning waveform and quinone surface density, the 

sensor has also been utilised for pH sensing in unbuffered conditions with 

convincing linearity.100  

1.5.2 Methods of Alkalinity Measurement 

Alkalinity is the measurement of buffer capacity which relies on precise pH 

measurement. Measurement of alkalinity involves monitoring the pH change of a 

solution whilst a form of pH adjustment is employed. The most utilised measure 

of alkalinity is a standard titration. A measured volume of a known concentration 

of acid or base is controllably added to a known volume of the solution of interest. 

The pH change is monitored using a colorimetric indicator or measured using a 

glass pH probe.215 For titrations two different end points are commonly used to 

identify the contribution of carbonate alkalinity (CO3- and OH-) and total 

alkalinity (HCO3-); phenolphthalein or a measured pH of 8.3 is used as a measure 

of carbonate alkalinity, methyl orange or a measured pH of 4.5 is used as a 

measure of total alkalinity.216 Spectrophotometric analysis alongside 

colorimetric pH sensitive indicators have also been demonstrated for single point 

and monitored titrations in seawater.217–219  

Titrations where the pH change is measured with the addition of acid or base are 

more accurate than colorimetric indicators as they measure the pH of the sample 

rather than an optical response to pH. Depending on the indicator a colour or 

fluorescence change may be subtle, and therefore harder to detect. Measured pH 

changes can be closely monitored and this is, therefore, the standard procedure. 

A typical titration curve for measured pH against added proton concentration is 

shown in Figure 1.16. The plateau where pH remains stable shows the solution 

remains well buffered. Once the buffer capacity is overcome, a rapid pH change 

is observed. The more acid added before the pH change the greater the buffer 

capacity and higher the alkalinity. Titration data is most commonly handled by 

the Gran method220 or a nonlinear least sum of squares.215,218 
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1.6 Microbial Biofilms and the impact on sensors 

Microorganisms play a key role in the global ecosystem through cycling of 

nutrients. Microbes have been found in every corner of the planet, from desert 

soils in the Antarctic Dry Valleys221,222 and the Atacama Desert223 to glaciers224 

and deep sea sediments.225 Microorganisms were long thought of as planktonic, 

freely suspended cells. However, this is an artefact of pure culture 

microbiological studies in nutrient rich media selecting uncoated mutants.226 

Many bacteria have the ability to form an assemblage of microbial cells, enclosed 

in an extracellular polymeric substance (EPS), composed of polysaccharides,227 

attached to a surface, known as a biofilm. Van Leeuwenhoek is credited with 

discovering the first microbial biofilm from tooth surfaces using a light 

microscope.228 Subsequently, observations of enhanced bacterial growth on 

surfaces compared to the surrounding media were reported.229,230 However, it 

was not until the invention of electron microscopes that a detailed examination 

of biofilms could be performed.228  

 

 

Figure 1.16 Titration curve for a buffered solution (black solid line) and a less buffered 
solution (blue dashed line) 
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1.6.1 Biofilm Formation 

In 1990 Characklis and Marshal described the formation of a biofilm to maturity, 

as depicted in Figure 1.17.231  

 

Prior to any microbial interaction with a surface a conditioning layer is formed 

consisting of adsorbed (macro)molecules, both organic and inorganic, derived 

from the liquid media in which they are submersed. This layer provides nutrients 

for the biofilm but can also modify the surface properties of the substrate.232 

Hydrophobicity, surface roughness, charge and functional groups can all affect 

biofilm formation.228,232–235  

Planktonic cells are transported to the surface from the bulk liquid either by 

physical forces, including Brownian motion, convective mass transport and 

sedimentation, or by motility using bacterial appendages such as flagella.235 Once 

the cells are close to the surface initial attachment occurs through Van der Waals 

forces, electrostatic forces and hydrophobic interactions.236–238 Bacteria sense 

their proximity to a surface and appear to ‘explore’ the surface with species 

specific behaviours.239–242 At this stage cells can easily be removed by fluid shear 

forces, hence the term reversible adhesion.243 Cells then either detach or initiate 

irreversible adhesion by overcoming repulsive forces which prevent the main 

body of the bacterial cell making contact with the surface. Contact can be made 

through cellular appendages; flagella, fimbraiae, pili and EPS fibrils. As a result, 

stronger interactions between the cell and the surface are formed, including 

Figure 1.17 Schematic of the stages of biofilm formation. 1. Formation of a conditioning 
film, 2. Reversible adhesion, 3. Irreversible adhesion, 4. Microcolony formation and 
beginning of EPS excretion, 5. Mature biofilm and 6. Dispersal of daughter cells for further 
colonisation.  
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dipole-dipole interactions, covalent, ionic and hydrogen bonding as well as 

hydrophobic interactions.244 Poortinga et al. observed electron transfer between 

the cell and the substrate surface which resulted in stronger cell adhesion.245  

Once irreversibly attached the bacterial cells grow and divide laterally and 

vertically forming cell clusters.246 Nutrients from the surrounding liquid and the 

conditioning film are utilised.235 Microcolonies enlarge and coalesce with other 

microcolonies to form a layer of cells covering the surface. During the period of 

growth EPS is produced, helping anchor the colony to the surface and stabilise 

the environment. EPS is initially observed as thin fibres which increase in 

thickness over time to form the biofilm matrix. Other inorganic or organic 

substances and particulate matter become entrapped in the EPS alongside 

microbial products and microorganisms.244  

The final stage of biofilm formation is dispersal, where cells return to the 

planktonic state for further colonisation. Daughter cells are released individually, 

triggered by decreases in nutrient levels or by quorum sensing. Larger 

aggregates can also be removed by flow effects.228,239,244 

Understanding of biofilms has advanced significantly in the last 50 years and the 

advantages of this life form are multifaceted. The 3D structure of the EPS protects 

cells against desiccation and predation, whilst allowing nutrients and oxygen into 

the biofilm and a waste removal route. Steep gradients of electron acceptors and 

producers, pH and redox conditions exist in biofilms due to the heterogeneity of 

activities, producing a diverse range of habitats, and therefore a diverse 

community, within a very small area. Extracellular enzymes are stored within the 

EPS effectively acting as an external digestive system for the cells.247 

1.6.2 Biofouling 

Biofilms are a major cause of biofouling, which is the accumulation of unwanted 

biological material. Biofouling is a significant obstacle to long term in-situ sensing 

in water based systems in the environment. This is particularly problematic for 

electrochemical sensors where electrode-solution interactions govern the 

measurement. Using low fouling materials with properties that make bacterial 

adhesion more difficult, i.e. smooth hydrophilic surfaces, can increase the time 

period before biofouling has detrimental effects. A recent study showed that 
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polished, free-standing, O-terminated, hydrophilic BDD slowed down biofilm 

growth the most compared to roughened or H-terminated, hydrophobic diamond 

and other common sensor and packaging materials over the same time period.95 

This concurs with other biofouling studies on BDD making it an interesting 

substrate to explore furthur.94,96  

1.6.3 Quantification and visualisation of biofilms 

Technological advances in experimental methodology over the last 50 years has 

enabled our understanding of biofilms to develop. Biofilm composition, viability 

and quantification can be analysed by physical, chemical, microbiological and 

molecular techniques. Visualisation of biofilms using microscopy is also very 

common and is sometimes used in conjunction with quantification techniques to 

provide a better understanding of the structure.  

1.6.3.1 Microbiological and molecular methods 

The most widely used microbiological technique for estimation of biofilm cell 

viability is the determination of colony forming units (CFUs) on agar media. 

Utilising the universal dilution series approach to quantify cell numbers, any 

microbiological laboratory can run CFUs with relatively little expense. This 

method selects culturable species that will grow on agar, however viable but non-

culturable cells could be present and therefore not represented. Additionally the 

sample plated may not be representative of the complex biofilm structure.248 

Flow cytometry coupled with fluorophores has been used to determine biofilm 

cell viability by allowing differentiation between total, dead and viable but non-

culturable cells.249,250 This method is significantly faster and more accurate than 

CFUs. 

Molecular methods including quantitative polymerase chain reaction (qPCR) can 

be utilised to estimate the number of viable cells. To avoid overestimation, the 

extracellular DNA in the matrix and DNA in dead cells can be bound by propidium 

monoazide, prior to extraction, to ensure only DNA from viable cells is 

amplified.251  Recent work on RNA based qPCR proposes not only quantification 

of species but also gene expression within the biofilm.252 qPCR methods are fast 

and enable quantification of all species from one sample but they are expensive 

to conduct.248 
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1.6.3.2 Physical methods 

Total biofilm biomass measurement can be obtained from dry or wet weight 

measurements. The difference in weight between the clean dried substrate 

before biofilm formation and the dried substrate with biofilm can be attributed 

to biofilm biomass. Volumetric biofilm density can be calculated as a unit of dried 

biofilm mass per unit of wet volume.253 Alternatively, substrates with attached 

cells were vortexed to release the biofilm components, the liquid was filtered and 

the weight of the filter measured and compared to an unused sterile filter.254 

However this assumes all of the biofilm is removed and none is lost through the 

filter. Both methods are time consuming and have low sensitivity and 

accuracy.248  

1.6.3.3 Chemical methods 

Chemical methods utilise dyes or fluorophores that bind to or adsorb onto 

biofilm components. Crystal violet staining is the most frequently used 

quantification technique in microtitre plate assays.255–257 In aqueous 

environments the crystal violet stain dissociates to CV+ and Cl- ions that can 

penetrate through the wall and membrane of eukaryotic cells. The CV+ ion 

interacts with negatively charged molecules within the cell including DNA and 

proteins.258  This interaction can occur in both live and dead cells and any 

negatively charged molecules in the matrix. Therefore, crystal violet staining is 

applicable to total biofilm biomass measurements.259,260  

Classically, biofilms are grown in the wells of polystyrene microtitre plates. Wells 

are emptied and washed to remove planktonic cells at various time points. 

Adhered cells are stained with crystal violet, and quantification can be achieved 

by detachment or stain solubilisation. Whilst crystal violet staining is an indirect 

measurement method three main advantages are offered: (1) the stain is 

compatible with a broad range of bacterial species and eukaryotic cells; (2) 

microorganisms can be analysed in the wells avoiding any bias with detachment 

or viable but non-culturable cells; and (3) high throughput capabilities allowing 

for rapid testing and assessment of many different conditions simultaneously. 

Though there are some limitations to the technique. The washing steps are 

critical, whilst they may introduce some bias by removing loose biofilm, washing 
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is necessary to remove sedimented or adhered planktonic cells which are not 

part of the biofilm. Therefore, there can be some inherent variability and a lack 

of reproducibility with the method. Despite being so frequently used there is no 

standard procedure for the crystal violet assay making comparison between 

studies difficult.248 

Quantitative analysis of cellular metabolic activity can be probed by alternative 

dyes such as XXT, TTC and resazurin (also known as Alamar Blue).248 Resazurin 

has advantages over the other salts mentioned such as ease of visualisation with 

spectrophotometric or spectrofluorescent techniques, low cost, low toxicity to 

eukaryotic cells, relatively rapid protocols and good correlation of results with 

CFU counts. However the limit of quantification is quite high which reduces its 

sensitivity, and there is variation in the metabolisation of resazurin between 

species requiring optimisation of incubation periods for multispecies 

films.248,261–263 Colourimetric methods to quantify EPS, total proteins and 

carbohydrates have been applied, however EPS components do not necessarily 

correlate with biofilm biomass.248  

1.6.3.4 Optical and fluorescence microscopy 

Optical microscopy refers to techniques utilising the visible light range of the 

electromagnetic radiation spectrum to illuminate an object and magnify the 

image through optical lenses. Low magnification and resolution of optical 

microscopes allow for imaging of larger areas of sample providing an extensive 

analysis of coverage. Although sample preparation for optical microscopy is 

simple the cells do require staining and discriminatory detail is lacking.248,264 

In fluorescence microscopy an external light source is used to stimulate 

secondary illumination by the sample itself, either by natural fluorescence or by 

fluorescent stains. Fluorescence is the property of a molecule to emit light of a 

longer wavelength when irradiated by a light of a shorter wavelength. Four 

staining procedures have been extensively used in biofilm research.  

(1) Fluorescent in situ hybridisation probes are single stranded DNA or RNA 

fragments with a fluorescent marker attached. The fragments hybridise with the 

complimentary sequence in a microbial cell. For biofilm analysis this requires 

immobilisation of the biofilm in epoxy resin which is subsequently sliced thinly 
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before the probe is added and analysed by fluorescence microscopy.   

(2) Fluorescent proteins isolated from naturally fluorescent organisms are added 

to cells on a plasmid, commonly with an antibiotic resistance gene. Genetic 

encoding is used to tag specific microorganisms with fluorescence of a specific 

colour. For study of suspended microorganisms the cells are cultured on agar 

containing the antibiotic the plasmid has a resistance gene to ensure any cells 

that grow can express the fluorescence protein. For biofilms, and mixed cultures 

this becomes more challenging, as all the microorganisms would have to be 

tagged with antibiotic resistance. Fluorescent proteins also require oxygen to 

fold properly, another issue for their use in biofilms. Therefore the use of 

fluorescent proteins for biofilm analysis is limited. (3) Live/dead staining 

provides the opportunity to assess the viability of cells in-situ in the biofilm. A 

dye that will stain all cells is added i.e. Acridine orange which emits a green 

fluorescence when bound to nucleated cells. A second stain that can only enter 

cells with damaged membranes, such as dead cells, is also added i.e. propidium 

iodide which emits red fluorescence. The fluorescence of the dead cell stain will 

quench the universal stain allowing for identification of live and dead cells in the 

matrix. (4) Fluorescence staining to investigate EPS has been used. However, 

there is no universal stain as the biofilm matrix is a complex mixture of 

compounds. Therefore analysis of matrix compounds or combinations of 

compounds are the best that can be achieved.264  

Confocal laser scanning microscopy (CLSM), although not inherently a 

fluorescence microscope, is often used in conjunction with fluorescent dyes and 

probes for biofilm analysis. CLSM only detects fluorescence from the focal plane 

of the microscope lens thus avoiding the out of focus blur of conventional 

microscopes. The depth of the focal plane can be changed by moving the stage 

vertically and the raster image of each focal plane combined to build a 3D picture 

of a sample, however this process is slow. This 3D imaging has been particularly 

beneficial to the understanding of biofilms.248,264,265  

1.6.3.5 Electron Microscopy 

Electron microscopy uses beams of electrons to illuminate a sample instead of 

light. There are two main types of electron microscopy; transmission electron 
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microscopy (TEM) and scanning electron microscopy (SEM). Both utilise an 

electron gun, equipped with a heated tungsten or lanthanum hexaboride 

element, to produce the primary electrons. In TEM the electron beam is 

condensed and focused through a series of lenses and accelerated towards the 

sample, the electrons penetrate the sample. Some collide with atoms in the 

sample and scatter, producing dark areas, and others remain unscattered and 

produce bright areas. In SEM the electrons are accelerated into an energetic beam 

as they pass an anode, an electromagnetic coil acts like a lens to focus the beam 

and another coil steers the beam across the sample, effectively scanning the 

surface (Figure 1.18). Although considered a surface analysis technique the 

electrons do penetrate the surface of the sample producing secondary electrons, 

backscattered electrons or X-ray photons depending on penetration depth.264  

 

Secondary electrons have low energies and form a noncoherent wave so have to 

be attracted and accelerated towards the detector, which is usually placed at the 

Figure 1.18 Schematic of a scanning electron microscope. 
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side of the sample. Secondary electron images provide information on the surface 

topography. Backscattered electrons and X-ray photons are not as sensitive to 

surface topography and provide more information on the sample composition.264 

SEM micrographs have a large depth of field and a wide range of magnification, 

useful for understanding 3D surface structures. SEM allows the visualisation of 

biofilms as the spatial structure and presence of EPS can be observed.248  

Both techniques require a high vacuum to remove gas particles that could 

interact with the electron beam. Therefore, samples need to be dehydrated 

and/or fixed before analysis, which can alter the structural composition and 

result in loss of EPS. Although an environmental SEM can be used at ambient 

pressure in the sample chamber. TEM image quality depends on sample 

thickness, the thinner the sample the better, which poses challenges for biofilm 

and microorganism analysis. SEM requires the sample to be on a conductive 

material to dissipate the electrical charge on the surface during imaging.248,264  

1.6.3.6 Scanning Probe Microscopy  

Atomic force microscopy (AFM) is the most commonly used scanning probe 

technique applied to microorganism and biofilm studies. AFM is a powerful 

technique for imaging biological samples at nanometre to micrometre scales 

under non-destructive conditions. A flexible cantilever, with a sharp tip, is raster 

scanned over the surface of the sample using a piezoelectric scanner. The 

interaction, caused by overlapping electron clouds, between the sample and the 

probe tip is measured. If an attracting force is sensed the cantilever bends, the 

deflection of the cantilever is measured using a laser beam and photodiode, an 

image of surface topography is outputted.266 AFM is useful for looking at the 

initial stages of adhesion before the surface is covered in EPS. Quantification of 

the adhesion force between living cells, and cells and surface has been achieved 

by AFM.267 However the scan area is often small (maximum of 150 x 150 µm), 

imaging of the side-walls of bacterial cells is difficult due to the tip geometry and 

cells must be immobilised for imaging.248,264 
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1.7 Aims and Objectives 

This thesis aims develop electroanalytical sensors with capabilities to function at 

source for environmentally relevant measurement. This thesis has a particular 

focus on buffer capacity and dynamic pH measurements and heavy metal 

detection. The work focusses on the use of BDD as a platform electrode 

technology. Multifunctional devices are introduced which provide added benefits 

over single function electrodes. Chapters 3, 4 and 5 utilise individually 

addressable ring disc electrode geometries. The ring electrode is used to conduct 

a pH changing reaction through water oxidation (chapters 3 and 5) or reduction 

of oxygen, nitrate and water (chapter 4). The disc electrode is a BDD-Q pH 

sensitive electrode which is used to track the pH change in the local environment 

over the disc. Chapter 3 utilises this electrode arrangement to probe solution 

buffer capacity. The mechanism and action is elucidated through experiments 

and finite element modelling. Chapter 4 considers the catalytic nature of BDD and 

Cu nanoparticles, deposited on the ring, and the associated pH changes with 

oxygen, nitrate and water reduction in unbuffered electrolyte solution.  

Chapter 5 explores two techniques for electrochemical heavy metal detection. 

The ring disc electrode format was used to locally acidify the environment over 

the disc, through water oxidation on the ring, to encourage preconcentration of 

Cu in a metallic form. Effective use of ASV requires metallic deposits as oxides 

and hydroxides are more challenging to remove from the electrode surface and 

can make interpretation difficult. The second technique considered for heavy 

metal detection is EC- XRF. Here an electrochemical preconcentration step occurs 

and the resulting deposit is quantified on the electrode surface using XRF. The 

chemical oxidation state of the deposited metal is not important here as the XRF 

will detect the presence of the metal regardless of the oxidation state.  

For any BDD sensor placed in direct contact with real life measurement solutions 

bacterial biofouling is an issue, particularly for long term sensing. The feasibility 

of extending the functional lifetime of BDD sensors through application of low 

voltages in the presence of bacteria is explored in Chapter 6.  

Finally, Chapter 7 concludes the work presented in the thesis and discusses some 

directions for future work.  
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2 Experimental 

2.1  Chemicals  

All solutions were prepared using ultra-pure water with a resistivity of  

≥ 18.2 MΩ cm at 25°C (Millipore, Watford, UK). All reagents were used as 

received, Table 2.1, and weighed using an analytical balance (A200S, Sartorius, 

Göttingen, Germany).  

Table 2.1 List of chemicals used with details of suppliers.  

Chemical Supplier Details 

Acetic acid 
CH3COOH 

Sigma Aldrich 99 % 

Fisher Scientific ≥ 97 % 

Anhydrous potassium 
carbonate 

K2CO3 

Fisher Scientific Extra Pure 

Argon Gas BOC Pureshield 99.998 % 

Boric acid 
H3BO3 

Scientific Lab Supplies > 99 % 

Citric acid 
C6H8O7 

Fisher Chemicals ≥ 99.5 % 

Copper nitrate 
Cu(NO3)2 

Aldrich ≥ 99.999 % 

Copper sulphate 
CuSO4 

Merck ACS Reagent grade, 99 

– 102 % 

Crystal violet solution 
C25N3H30Cl 

Sigma-Aldrich 1 % in H2O 

Ethanol absolute 
C2H5OH 

VWR Chemicals Reagent grade ≥ 99.8 

% 

Hexaammineruthenium(III) 
chloride 

[Ru(NH3)6
3+]Cl3 

Strem Chemicals 99 % 

Hydrogen peroxide 
H2O2 

Sigma Aldrich 30 % W/w 

Iridium tetrachloride 
IrCl4 

Alfa Aesar 99.8 % 
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Nitric acid 
HNO3 

Honeywell ACS Reagent, 70 % 

concentration 

Oxalic acid dehydrate 
C2H2O4 

Aldrich 98 % 

Potassium hydroxide 
KOH 

Fisher Scientific 85 % 

Potassium nitrate 
KNO3 

Acros Organics ≥ 99.0 % 

Potassium sulphate 
K2SO4 

Sigma Aldrich ≥ 99 % 

Silicon tubing RS Components 0.8 mm inner diameter 

Sodium acetate 
CH3COONa 

Fisher Chemicals 99 % 

Sodium hydroxide Sigma Aldrich > 99.99 % 

Sodium phosphate dibasic 
heptahydrate 

Sigma Aldrich ≥ 98 % 

Sodium phosphate 
monobasic monohydrate 

Calbiochem, Merck ≥ 98 % 

Sulphuric acid 
H2SO4 

Fisher Scientific ≥ 95 % 

Tertiary sodium phosphate 
Na3PO4 

Acros Organics ≥ 99.0 % 
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2.2 Materials 

Materials used for sensor fabrication and experimental set up in this thesis are 

given in Table 2.2. 

Table 2.2 List of materials used with details of suppliers.  

Material Supplier Details 

3D printer filaments Innofil3D (PET) 

Filamentive (PLA, HIPS) 

- 

96-Well plate Corning - 

Alumina micropolish Buehler 0.05 µm 

 

Boron Doped 

Diamond 

 

Element Six 

Electroanalytical grade 

Electrochemical 

processing grade 

Carbimet paper Buehler - 

“Clear” Resin FormLabs - 

Conductive adhesive 

Ag epoxy 

Chemtronics, 

Circuitworks 

- 

Copper Wire R.S. Components 0.8 mm diameter 

Epoxy Resin Araldite 

 

5 minute epoxy 

 

Robnor Resins Epoxy Resin 

RX771C/NC, Aradur 

Hardener HY1300GB, 

Robnor Resins 

Ethylene polypropylene 
rubber 

RS Components 1.5 mm thick 

Glass capillaries Harvard Apparatus Ltd. O.D. 2 mm, I.D. 1.16 mm 

Harvard Apparatus Ltd. O.D 1.2 mm, I.D 0.6 mm 
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“High-Temp” resin FormLabs - 

Hirshmann clip RS Components - 

Intrinsic diamond Element Six Optical grade 

Isopropanol Fisher Chemicals Analytical Grade 

Jubilee clip RS Components JCS HI-GRIP 60 -80 mm 

Nafion 212 membrane Alfa Aersar  

pH Buffer Solutions Mettler Toledo pH 4, 7, 10 

Polyvinyl acetate Wilkinsons Craft Glue 

Pt Gauze - - 

Pt Wire - - 

Saturated calomel 

electrode 

IJ Cambria - 

CH Instruments - 

Silver coated copper 

wire 

RS Components 450 µm diameter 

Superglue Loctite 406 - 

2.3 Fabrication of electrodes 

2.3.1 Preparation of BDD 

All work in this thesis was undertaken using freestanding BDD in the form of a 6 

inch freestanding polycrystalline BDD electroanalytical grade wafer (boron 

dopant density >1020 B atoms cm-3; minimal sp2 carbon content, Element Six) 

unless otherwise stated.1,2 The BDD thickness was 357 µm with nanometre scale 

roughness of the growth face, achieved through polishing. A 355 nm Nd:YAG 34 

ns laser micro-machining system (E-355H-ATHI-O system, Oxford Lasers) was 

used to ablate BDD in order to remove material or cut desired geometries from a 

freestanding wafer using a laser beam. A variety of geometries were used 

depending on the experiment.  
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The BDD used for work on electrochemical X-Ray fluorescence in Chapter 5 was 

freestanding electroprocessing grade, also produced by Element Six, and was 

supplied as 21 mm diameter discs polished to 250 μm thickness and nm 

roughness on the growth face.  

The BDD used in Chapter 6 was also freestanding electrochemical processing 

grade BDD, polished on both sides to nanometre scale roughness and a thickness 

of 500 μm. Both 4 mm rounds and rectangular cuboids of 10 mm by 5 mm were 

machined. The top 1 mm of both geometries was laser roughened using a 532 nm 

Nd:YAG laser micromaching system (A-Series, Oxford Lasers Ltd. UK) with a 

nominal pulse length of 15 ns and a fluence of ~20 J cm-1 to improve the adhesion 

of the Ti/Au sputtered contact. 

2.3.1.1 Hot acid clean and thermal anneal procedure 

Once laser cut the BDD was subjected to a hot acid cleaning procedure to remove 

any loose sp2 carbon material and ensure the surface was oxygen-terminated.2 

The BDD was placed in a solution of 0.75 g KNO3 per ml of concentrated H2SO4 

and heated to ~250°C for 30 minutes. The BDD was removed and placed in 

concentrated H2SO4 and heated again for an additional 30 minutes.3 The BDD was 

then rinsed multiple times with ultra-pure water and left to dry on lint-free cloth. 

To remove any further sp2 carbon a thermal anneal at 600°C in air for 5 hours 

was performed, unless otherwise stated.   

2.3.1.2 Incorporation of pH Sensitive BDD-Q 

For pH sensing in Chapters 3, 4 and 5  prior to the addition of an electrical contact 

a further laser micro-machining process is undertaken to produce patterned 

regions of sp2 carbon into the BDD surface.4,5 The sp2 carbon features were 

produced by rastering the laser beam in a circular pattern with a nominal pulse 

density of 1 ×106 pulses per cm2 with a pulse fluence of 14 J cm-2.6  Followed by 

the same hot acid cleaning procedure as previously described. The patterned 

BDD do not undergo the thermal anneal, as the desire is to utilise the properties 

of the sp2 carbon introduced. 

2.3.1.3 Formation of an Ohmic contact 

To provide an electrical contact Ti (10 nm) / Au (400 nm) was sputtered 

(Moorfields MiniLab 060 platform sputter/evaporator) onto the lapped 
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(nucleation face) side of the BDD substrate. To form an ohmic contact these were 

annealed at 400°C for 5 hours in air, forming a titanium carbide contact between 

the carbon and titanium layers.  For EC-XRF studies a Ti (10 nm) / Pt (400 nm) 

contact was used as Au was previously studied by this technique.  

2.3.2 Electrode Fabrication 

For initial conceptual work 1 mm cylinders, with or without incorporated sp2 

patterns, were sealed in pulled glass capillaries (O.D. 2 mm; I.D. 1.16 mm, 

Harvard Apparatus Ltd., Kent, UK) with the back side, with its sputtered contact, 

facing the open end of the capillary. A vacuum was then applied and the edges of 

the BDD cylinders were heat sealed (Narishiage PB-7) within the capillaries. Once 

sealed the BDD surface was exposed by polishing away the excess glass on 

CarbiMet grit paper with increasingly fine grains and finally alumina (0.05 µm) 

paste (Buehler, Germany) until the BDD face was exposed, verified with optical 

microscopy (Olympus BH-2-HLSH). Care must be taken to ensure polishing is 

parallel to the BDD surface to avoid exposure of the cylinder sides which may still 

contain some sp2 carbon. The back of the capillary was filled with conductive 

silver epoxy (Chemtronics, Circuitworks, UK) and a 0.8 mm diameter copper wire 

(polished flat) inserted in contact with the back side of the BDD cylinder. Finally, 

epoxy resin is added at the top of the capillary to seal the conductive epoxy and 

stabilise the copper wire. Bespoke electrodes are discussed in more detail in the 

relevant chapters.  

 

 

 

 

 

 

 



67 
 

2.4 Instrumentation  

2.4.1 Potentiostats  

A number of potentiostats were used throughout this thesis, Table 2.3. 

       Table 2.3 Potentiostats used in each chapter 

Chapter Potentiostat(s) 

3. Assessment of a boron doped 

diamond ring disc buffer capacity 

sensor 

 

Autolab 

PGSTAT101 

CHI 750 A 

4. In-situ tracking of catalytically 

driven pH changes on boron doped 

diamond (BDD) versus copper 

nanoparticle modified BDD in 

unbuffered solutions 

 

CHI 760 E 

CHI 750 A 

5. Electrochemical Copper 

Detection 

CHI 760 C 

Autolab 

PGSTAT101 

6. Low Potential Biofilm Control 

Ivium Compactstat 

with WE32 

module 

 

2.4.2 3D Printers 

Work throughout this thesis has been aided by custom made components from 

3D printers. Two 3D printers were used, a Lulzbot Taz 6 (Lulzbot, North Dakota, 

USA) and a Form3 (Formlabs, Massachusetts, USA).  

The Lulzbot Taz 6 is a fused deposition modelling (FDM) printer, also termed 

fused filament fabrication. FDM printers use materials in the form of a plastic 

filament which unwinds from a coil as it is fed through the extrusion nozzle, 

Figure 2.1. The material is heated in the extrusion nozzle and extrudes the heated 
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filament onto a build platform. Most prints were made from polylactic acid (PLA) 

or polyethylene terephthalate (PET) thermoplastics.  The build platform is 

controlled in the Y dimension and the extruder in the X and Z dimensions. A 

computer-aided design (CAD) model is used to design the object to be printed. 

The CAD model is converted to a .STL file before sending to the printer software 

(Lulzbot Cura, Ultimaker), which determines where support features are 

required and incorporates these into the model before sending cross sectional 

instructions to the 3D printer. A layer is extruded from the nozzle onto the build 

platform, the thin layer of plastic cools and hardens binding to the layer beneath 

it, once a layer is completed, the Z dimension is increased, and the next layer is 

deposited. Layer thickness can be determined and will impact the length of time 

required for a print. Once completed support material can be removed leaving 

the final object. This printer is better suited to larger objects or more rapid 

prototyping than the Form 3.  

 

The Form 3 is a stereolithographic (SLA) 3D printer. Rather than printing from a 

coil of thermoplastic, SLA printers use a photosensitive thermoset polymer resin 

set by an ultraviolet (UV) laser beam, Figure 2.2. Photopolymerisation occurs as 

the monomer carbon chains are activated by the light of the UV laser and become 

solid as strong unbreakable bonds are formed. The laser beam is focussed 

according to the CAD model using a light processing unit (LPU) which controls 

Figure 2.1 Schematic of fused deposition modelling printer based on the mechanism of a 
Lulzbot Taz 6.  
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the X direction. The LPU contains a UV laser, the beam is positioned in the Y 

direction by a galvanometer, passed through a spatial filter and is directed by a 

fold mirror and a parabolic mirror to deliver the beam perpendicular to the build 

plane. The build platform is positioned one layers height from the surface of the 

liquid and is raised with every layer. Once the model has been printed it requires 

post-processing including removal of excess resin through washing in isopropyl 

alcohol (IPA) before a final UV cure to ensure the bonding of the resin is complete. 

All FormLabs resins are Polymethylmethacrylate (PMMA) based with a 405 nm 

photoinitiator. Two resin formulations were used in this thesis, a Clear and a High 

Temp. To achieve the high temperature properties of the high temp resin a 

further cure at 180°C for 5 hours was undertaken. SLA prints are better suited to 

those with smaller details or a requirement to be watertight.  

 

 

Figure 2.2 Schematic of a stereolithographic printer based on the mechanism of a 
Formlabs Form 3 printer including the wash and cure steps. 
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2.4.3 X-ray Fluorescence 

A Rigaku NEX-CG: 50 kV Pd X-ray tube secondary carousel system with Cu, Mo, 

Al and RX9 (polarising target) was used with a Zr collimator, an irradiated 24 x 

22 mm (oval) spot size was interrogated. All XRF analysis was undertaken with 

the following parameters: vacuum, Mo target, 300 s live time, automatic current, 

1.6 µs shaping time. Cu excitation was most efficient on the molybdenum 

secondary target providing the best signal to noise ratio.  

2.4.4 White Light Interferometry 

White light interferometry is used to measure topography of a surface through 

optical interference. A broad-spectrum light source is used that is collimated 

using a condenser lens. The light is split into two beams, one reflected from a 

reference mirror and the other scattered by the sample. The reflected beams are 

relayed to a charge coupled detector, forming an interference pattern.7 From this, 

topographical information from the sample can be determined with sub-nm 

resolution. A Bruker ContourGT (Bruker, USA) was used to determine surface 

area of BDD-Q electrodes used in this thesis.  

2.5 Electrochemical Characterisation  

To ensure the BDD was sufficiently doped and the electrode manufacture had 

created a decent electrical contact a series of electrochemical measurements 

were undertaken.  

2.5.1 Capacitance 

The BDD electrode was polished with alumina rinsed and placed in a 0.1 M KNO3 

solution to ensure a clean surface was measured. In a three electrode set up, 

alongside an SCE as a reference and Pt wire as a counter electrode, a CV was 

employed between - 0.1 V and 0.1 V starting at 0 V at 0.1 V s-1 until a stable 

response was observed to measure the capacitance. The final CV was analysed 

according to Equation 2.1;  

 
𝑪𝒅𝒍 =  

𝒊𝒂𝒗

𝝂𝑨
 

 

Equation 2.1 

Where Cdl is the capacitance of the double layer (µF cm-2), iav is the average 

current (A) of the forward and reverse cycle at 0 V, ν is the scan rate (V s-1) and 
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A is electrode area (cm2). High quality BDD is expected to have a capacitance 

value <10 µF cm-2.8  

2.5.2 Solvent Window 

A solvent window is the potential range within which an electrode material could 

be used for analytical measurements before solvent oxidation and reduction 

dominate the current response. A CV is measured across a large potential range, 

up to ± 2.5 V, in a three electrode set up in 0.1 M KNO3 for 3 cycles. The current 

of the second CV was converted to current density (mA cm-2). The potential range 

within ± 0.4 mA cm-2 is taken as the solvent window.8 For high quality metal-like 

BDD the solvent window is expected to exceed 3 V, any incorporated sp2 material 

will reduce this range.8  

2.5.3 Redox Electrochemistry 

A well-defined redox mediator, in this case ruthenium hexamine (Ru(NH3)63+), is 

used to probe the material and contact quality. This particular mediator on BDD 

is advantageous as it shows fast, outer sphere electron transfer and is 

electroactive in a region challenging for semiconductive BDD.8 A CV is run 

between + 0.2 V and – 0.5 V in 1 mM Ru(NH3)63+ with 0.1 M KNO3 at a variety of 

scan rates between 0.05 V s-1 and 0.25 V s-1. The voltage separation (∆Ep) 

between the reductive and oxidative peaks at 0.1 V s-1 can be compared to theory; 

a value < 70 mV is expected for a well doped BDD electrode with a good ohmic 

contact under standard conditions, although the theoretical value is 57/n mV.9 

Additionally the reductive peak current (ip) at the different scan rates can be 

correlated to theory through the Randles-Sevcik equation (Equation 2.2).  

  

𝒊𝒑 =  𝟎. 𝟒𝟒𝟔𝟑𝒏𝑭𝑨𝑪 (
𝒏𝑭𝝂𝑫

𝑹𝑻
)

𝟏
𝟐

 

 

Equation 2.2 

 

Where n is the number of electrons transferred, F is Faradays Constant, C is 

concentration of redox couple, D is the diffusion coefficient, R is the ideal gas 

constant and T is temperature (K).  For a rotating disc electrode, such as the one 
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used in Chapter 5, using the same redox mediator but varying the rotation speed 

the hydrodynamics can be compared to the Levich equation (Equation 2.3).  

  

𝒊𝒍 = (𝟎. 𝟔𝟐𝟎)𝒏𝑭𝑨𝑫
𝟐
𝟑𝝎

𝟏
𝟐𝝂

−𝟏
𝟔 𝑪 

 

Equation 2.3 

Where il is the limiting current and 𝝎 is rotation speed in rpm.  

2.5.4 Quinone surface coverage measurement 

For electrodes with deliberate sp2 carbon incorporation measurement of the 

relative amount of sp2 carbon can be useful to compare electrode behaviours. An 

indirect measure using quinone electrochemistry can be used to infer the sp2 

carbon content.4 A CV is run in 0.1 M H2SO4 at 0.1 V s-1 between 0 V to - 2 V to + 

2 V and back to 0 V for 20 cycles in the three electrode set up. The electrodes are 

rinsed and placed into a pH 2 Carmody buffer solution. Carmody buffers were 

prepared as previously described using boric acid (99% Scientific Lab Supplies, 

UK), citric acid (>99.5%, Fisher Chemical, UK), and tertiary sodium phosphate 

(extra pure, Arcos Organics, UK).10 Quinone surface coverage (QSC) analysis was 

undertaken in a pH 2 Carmody buffer using CV between 0 and 0.7 V vs. SCE at 0.1 

V s-1.10 The peak between 0.25 and 0.6 V is baselined with a straight line and 

integrated to give the area under the peak (Ap). The quinone surface coverage 

(𝛤) is calculated by 

 
𝜞 =  

𝑨𝒑

𝒏𝑨𝑭𝝊
 

Equation 2.4 

where n is the number of electrons transferred, A is the electrode surface area 

and F is Faradays Constant and 𝜐 is scan rate in V s-1. 
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3 Assessment of a boron doped diamond ring disc 
buffer capacity sensor  

3.1  Overview 

This chapter considers the feasibility of using a boron doped diamond (BDD) 

based ring disc electrode for buffer capacity measurements. The ring disc 

electrode consisted of a BDD ring used to oxidise water to produce protons (H+) 

and a quinone functionalised BDD disc (BDD-Q) for voltammetric pH 

measurement. Water oxidation was driven galvanostatically on the ring, in a 

range of different buffer capacity solutions whilst sequential pH measurements 

were made on the BDD-Q disc. A shift in the BDD-Q peak potential to more 

positive potentials is observed with time in both unbuffered and buffered 

solutions indicating an increasingly acidic local environment due to proton 

generation on the ring. As buffer capacity increased the time taken to reach a 

uniform acidic environment increased. Double peaks or broadened peaks were 

observed within the time-dependent voltammetric scans during the 

measurement in the presence of buffer. With the aid of finite element modelling 

it is shown that a pH gradient is formed across the BDD-Q disc during the 

measurement, the pH gradient is prolonged in the presence of buffer. The spatial 

arrangement of quinone groups on the BDD-Q disc was explored and found to 

affect the timescale and end point of the measurement. This technology shows 

promise for use as a buffer capacity sensor although sensitivity decreases 

significantly above buffer concentrations of 20 mM. However, the range is likely 

adequate for environmental water sampling. Some design improvements that 

could improve the sensitivity are also suggested. 
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3.2  Introduction 

Buffers are typically composed of a weak acid or base and its conjugate salt;  

 𝑯𝑨 ⇌  𝑯+ + 𝑨− Equation 3.1 

When H+ ions are added, the equilibrium is shifted according to Le Chatelier’s 

Principle, consuming the excess H+ and increasing the concentration of HA, 

Equation 3.1, favouring the reverse reaction.1 When OH- ions are added, in the 

presence of buffer species, H+ neutralise the OH-, which acts to decreases the 

proton concentration forcing HA to dissociate, Equation 3.1. Additionally H2O can 

undergo autoionisation to H3O+ and OH-, thus in itself water has some buffer 

capacity. Kw is the autoionisation constant for water, which is pH and 

temperature dependent.  

There is a finite concentration of buffering species in a solution. Once the acid 

species are fully deprotonated, or the base species protonated, the pH will change 

in response to excess H+, or OH- ions. Buffer capacity, often used interchangeably 

with alkalinity, is a measure of the efficiency of a buffer to withstand a pH change. 

Typically, buffer capacity (β) is expressed as the amount of strong acid or base 

added (∆B) to change the pH of 1 L of solution by one unit, Equation 3.2.2  

𝛃 =
𝚫𝑩

𝚫𝒑𝑯
 

Equation 3.2 

The buffer capacity depends on two factors; the total buffer concentration and 

the ratio of acid or base to conjugate salt. Buffer capacity is optimal when the 

ratio of acid or base to conjugate salt is 1:1, in other words when pH = pKa.2 The 

relationship between buffer capacity and buffer concentration is described by the 

Van Slyke equation:3 

𝛃 = 𝟐. 𝟑𝐂
𝑲𝒂[𝑯𝟑𝑶+]

(𝑲𝒂 + [𝑯𝟑𝑶+])𝟐
 

Equation 3.3 

Where C is the total buffer concentration and is equivalent to the molar 

concentration sum of acid and salt, and Ka is the acid dissociation constant.  

Buffer capacity is important for a variety of situations. Biologically most enzymes 

only function within a narrow pH range. Phosphoric acid (H3PO4) is triprotic and 

thus has three theoretical pKa values, 2.16, 7.21 and 12.32.4 Phosphate buffer, 
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consisting of hydrogen phosphate (HPO42-) and dihydrogen phosphate (H2PO4-) 

ions in equilibrium, Equation 3.4, is commonly used in biological sciences as it 

buffers well between pH 6.4 and 7.4, the physiological range, and doesn’t 

interfere with biological processes.5  

𝑯𝟐𝑷𝑶𝟒
−  ⇌  𝑯+ +  𝑯𝑷𝑶𝟒

𝟐−  Equation 3.4 

pKa values are theoretically derived assuming a very dilute solution containing 

water and no other ions.6 In reality, weak acids dissociate more readily in 

aqueous solutions due to solvation of the ions dampening attraction between the 

dissociated ions. Ionic solutions further act to dampen the attraction as the 

dissociated ions can be surrounded by ions of opposite charge. These effects act 

to encourage dissociation and act to lower the solution pKa compared to the 

theoretical pKa. This effect is greater for multivalent ions such as phosphate, a 

polyprotic acid.  

Environmental systems are also buffered, to varying extents, dependent on a 

number of factors. Natural water systems (fresh and saline) contain dissolved 

CO2 from the atmosphere. Water bodies found in areas with limestone (CaCO3) 

geology will contain additional dissolved carbonate ions so will have a higher 

buffer capacity. Due to the Ca2+ and Mg2+ cations commonly associated with 

carbonate minerals, areas with hard water generally have more buffer capacity. 

Soft water areas, generally where water flows over sandstone or granites, usually 

show reduced alkalinity. As such water hardness can be a good indicator of buffer 

capacity. However, dissolved potassium and sodium carbonate whilst not adding 

to water hardness do increase buffer capacity so hardness should only be used 

as a rough guide.7,8 Carbonate is the dominant buffer species found in the 

environment, as described in Equation 3.5:  

𝑪𝑶𝟐(𝒂𝒒) +  𝑯𝟐𝑶 ⇌  𝑯𝟐𝑪𝑶𝟑 ⇌  𝑯+ +  𝑯𝑪𝑶𝟑
− ⇌ 𝟐𝑯+ + 𝑪𝑶𝟑

𝟐− Equation 3.5 

Other species that can contribute to buffer capacity include borate, sulfate, 

phosphate, silicate, fluoride, hydrogen sulfide and ammonia.8–10 Organic 

molecules such as humic substances or phytoplankton-derived dissolved organic 

compounds can also bind H+ and thus offer a buffering capacity.10 A vast number 

of biogeochemical processes can act to increase or decrease the concentrations 
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of buffering species in the environment. Aquatic respiration releases CO2 which 

will help increase buffer capacity. Conversely aquatic photosynthesis will 

consume CO2 which will decrease buffer capacity.8 Dissolution of minerals is 

often accompanied by increased buffer capacity. Processes that act to dilute or 

concentrate salinity, such as precipitation, evaporation and melting or formation 

of ice also dilute or concentrate buffer capacity. 

All life forms have an optimum pH range, therefore the ability to resist a pH 

change in the environment is beneficial. Aquatic life functions optimally between 

pH 6.0 and 9.0. Anthropogenic wastewater can change the buffer capacity of a 

water body. Municipal wastewater often contains significant concentrations of 

calcium and bicarbonate. Acidification of natural water bodies is a pressing global 

problem.8 Acidification can affect geochemical cycles and result in the release of 

toxic heavy metals from complexed forms to solvated forms. Increasing 

atmospheric CO2 is resulting in acidification of the oceans, which is in turn 

causing increased dissolution of calcium carbonate creatures and a rise in the 

calcite compensation depth by ~ 300 m in some areas.11–13 Not as much research 

has been undertaken on the effect of rising atmospheric CO2 concentrations in 

freshwater, but the consensus is that acidification is also happening in freshwater 

systems; the impacts of this are still being investigated.14,15 There are 

requirements for a portable or in-situ buffer capacity measurement technique to 

monitor long term trends.  

3.2.1 Buffer capacity measurements 

Buffer capacity or alkalinity measurements are most often discrete 

measurements with samples typically analysed by titration. Titrations are 

effectively a two component measurement, a deliberate perturbation of pH and 

a measurement of that perturbation. To measure solution pH, the most 

commonly used technique is the glass potentiometric pH probe.16 The pH probe 

consists of an amorphous silicon oxide membrane which can protonate and 

deprotonate corresponding to the solution composition. Protonation or 

deprotonation changes the membrane potential, which is measured relative to 

an internal reference.16 Glass pH probes work well with traditional titration 

methods, where the addition of an acid or base titrant perturbs the pH. However 
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manual addition of a titrant is not feasible for either long term or in-situ 

measurements. For an in-situ alkalinity sensor, perturbation of solution pH (by 

potentiostatic or galvanostatic electrolysis of water) using a secondary electrode 

is an attractive prospect, Equation 3.6 and Equation 3.7. Both processes result in 

a pH change:  

The polarity of the current/potential determines whether H+/OH- are generated, 

while the magnitude determines the end point of the titration. Under stationary 

conditions, if the pH sensing element is in the immediate vicinity of the titrant 

source, diffusion can be relied upon for distribution of the titrant, Figure 3.1. For 

portable measurement equipment, miniaturisation of the glass probe is often 

required to enable easy incorporation. However, this results in extremely fragile 

probes which are unsuitable for the proposed application.  

 

𝟐𝑯𝟐𝑶 →  𝑶𝟐 + 𝟒𝑯+ + 𝟒𝒆− Equation 3.6 

𝟐𝑯𝟐𝑶 + 𝟐𝒆− →  𝑯𝟐 + 𝟐𝑶𝑯− Equation 3.7 

 

Figure 3.1 Schematic of electrochemical generation of proton or hydroxide ions through 
the oxidation or reduction of water respectively, diffusion into solution and detection of 
pH change.  
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3.2.2 Miniaturised pH sensors and alkalinity sensors 

A variety of miniaturised pH sensors are currently available. Potentiometric 

metal oxides,17 of which iridium oxide (IrO2) is the most commonly used,18 are 

relatively popular. However, IrO2 does suffer from slow response times, potential 

drift and challenges in fabrication. Ion-selective field effect transistors 

(ISFET),19,20 whilst being more structurally stable than glass probes and metal 

oxide sensors, with a fairly good response time, show potential drift over time.21 

Quinone type molecules integrated robustly into discrete micro-spotted regions 

of the surface of boron doped diamond (BDD-Q) electrodes have recently shown 

much promise as a drift free, fast responding voltammetric pH sensors in both 

buffered and unbuffered solutions.22,23 Non-electrochemical methods are also 

available for pH sensing such as optical pH sensing and rely on absorbance, 

luminescence or fluorescence. However, they typically require larger 

instrumentation for analysis hence reducing their practicality for a portable 

device.24 

ISFET pH electrodes have been used as alkalinity sensors due to their small size, 

rapid response and the ability to integrate a proton generation electrode into the 

design.25–31 The pH change as a function of time can be used to infer buffer 

capacity. A commercial product by Thermo Electron, the Orion FLASH Titrator™, 

was introduced in the early 2000s. A platinum generating electrode was used 

which allowed manipulation of polarity and magnitude (to ensure measurement 

was completed within 10 s), applying either a constant current (3, 20 or 100 µA) 

or a current ramp (4, 8 or 12 µA s-1). The probe was calibrated using two solutions 

of known buffer capacity. A matrix factor adjustment could be undertaken for 

more complex samples either by titrating a sample volumetrically and then 

calibrating to the Orion FLASH Titrator™, or by calibrating with a 50%, 100% and 

200% diluted sample. However the technology was not successful due to sensor 

degradation and the need to tailor the method to the sample media through 

complex calibration steps and measurement protocols.31  

A more recent study modified a Honeywell ISFET, by sputtering a thin film of Pt, 

spaced 100 – 150 µm from the ISFET gate, schematically shown in Figure 3.2. The 

Pt was used as a generating electrode to oxidise water, the H+ then diffuse over 
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the ISFET which reacts to the changing pH. This device was specifically optimised 

to monitor the total alkalinity of seawater (2200 – 2500 µmol kg-1). A constant 

current of 10 – 15 µA was found to be optimum in seawater titrations with 

measurements taking 25 – 40 s to complete. Linearity was observed between 

total alkalinity and tend1/2 determined by the second inflection of the first 

derivative of the titration.31 This technology was modified and integrated into a 

SeapHOx probe and integrated into a Seabird submersible pump. A series of four 

check valves were used to control flow through the pump so titration could be 

undertaken in a quiescent sample. This was successfully used to measure pH and 

alkalinity of seawater every two minutes for six days.32 A thin film of Pt is 

however unstable for long periods of time. The platinum will oxidise and chloride 

ions which are known to adsorb onto Pt surfaces, can cause corrosion of the Pt 

surface.33–35   

 

Figure 3.2 Schematic of modified ISFET for alkalinity measurements, modified from Ref 
31. 

An alternative electrochemical approach, using two ion selective membranes has 

also been reported using a separate proton source membrane and detector 

membrane, shown schematically in Figure 3.3.36 A thin layer of sample solution 

(40 ±5 µL) lies between two membranes. A 300 mV pulse was applied to the 

proton source membrane for times from 30 to 120 s. Stirring the solution 

between pulses helped equilibrate the solution in the thin channel to bulk 

concentrations. As the pulse length increased the pH decreased linearly in the 

absence of base. Expected titration curves were produced with the addition of 

NaOH and Na2CO3, with one or two equivalence points observed, respectively.  
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Figure 3.3 Schematic of ion selective membrane alkalinity sensor modified from Ref 36. 

 

The charge released from the proton pump was determined by integrating the 

output current over the pulse time and plotting against the pH change.36 This 

technique was trialled in a river sample. The first derivative was used to 

determine the equivalence point and the bicarbonate concentration determined 

to be 23.1 mM. For the same sample a traditional titration provided a 

concentration of 23.6 mM.36 This system was used for pH and alkalinity 

determination of a stratified lake, with measurements undertaken at the shore.37 

It is unclear whether the long term aim would be for this sensor to be on an 

automated system or remain a user driven device for on-site measurements of 

manually collected samples. A 0.5 mV h-1 drift was measured on the pH detection 

and proton pump membranes calling into question the lifetime of the membranes 

and the viability of this technique for long term measurements.38     

A summary of the three technologies is presented in Table 3.1. Although the 

ISFET technology has advanced from the Orion FLASH Titrator™, issues still 

remain. The main advantage of the ISFET device is the speed at which the 

titration could occur. The modification of the Honeywell ISFET with a sputtered 

platinum generator electrode would not be stable over long term measurements 

and platinum is not an efficient electrode material for water oxidation, 

particularly in the presence of chloride. The device utilising membranes is 

advantageous due to the selectivity to only produce and detect H+. Whereas 
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electrochemical generation of H+ through water oxidation also produces oxygen, 

and depending on the applied potential and solution composition could oxidise 

other species such as chloride reducing the efficiency of the generator. However, 

in the current form a trained user would still be required and there are issues 

with drift indicating an issue with the sensor stability over time.  

Table 3.1 Summary table of alkalinity sensor devices.  

Technology Titrant 
Generation 

pH detection Advantages Disadvantages 

 

 

Thermo 
Electron Orion 

FLASH 
TitratorTM 

 

 

Platinum 
electrode for 

water oxidation 

 

 

ISFET 

 

 

Fast titration 

Side reactions from 
water splitting 

Failed commercial 
product  

Complex 
methodologies / 

calibration 

 

 

 

 

Modified 
Honeywell 

ISFET 

 

 

 

 

Platinum 
electrode for 

water oxidation 

 

 

 

 

ISFET – 
Honeywell  

 

 

<60 s response 

 

Nanolitre sample 
volume 

 

Optimised for 
seawater range 

 

Can be made 
autonomous  

Stability of 
sputtered platinum 

generation 
electrode 

 

Proton evolution 
efficiency is not 
100% for Pt in 
presence of Cl- 

 

Inconsistent 
manufacture 

between devices 

 

 

 

 

Proton source 
and proton 

selective 
membrane 

 

 

Electrochemically 
driven transport 

of ions across 
ion-selective 

membrane into a 
thin layer 
channel 

 

 

 

 

 

pH sensitive 
membrane 

 

No production of 
O2  

 

Proton selective 

 

Absence of fouling 
affects in natural 

waters 

 

Good agreement 
with traditional 

titrations 

 

 

Unclear as to 
whether this could 

be made 
autonomous 

 

Stability of 
membranes over 

long term (0.5mV h-

1 drift) 
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BDD electrodes offer an advantage over the technologies discussed specifically 

for long term sensing due to the inherent stability of the material.39 A BDD 

generator electrode material will remain stable and undamaged. Through 

ablation of the BDD surface, an extremely robust form of sp2 bonded carbon is 

introduced into the surface, which contains surface bound quinones which 

undergo proton coupled electron transfer.23 This results in a pH sensitive device 

(BDD-Q). The three previous technologies discussed all utilise potentiometric pH 

detection techniques to measure the locally perturbed pH. The quinone response 

of the BDD-Q is voltammetric, which offers advantages in terms of sensitivity and 

measurement time. This study utilises a BDD-Q pH sensor in a ring disc 

configuration as a new method for measuring buffer capacity. Its performance 

properties are assessed below. The sensor design builds on the development on 

a BDD ring disc demonstrated by Read et al.,40,41 by incorporating the BDD-Q 

electrode as the disc electrode.22,23 H+ ions are generated through the oxidation 

of water at a BDD ring, with the resulting decrease in pH measured at the BDD-Q 

disc. This format of sensor could provide stable, in-situ, long term method of 

buffer capacity measurement.  
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3.3 Experimental 

3.3.1 Solution preparation. 

All solutions were prepared with Milli-Q water (Millipore Corp.), with a 

resistivity of 18.2 MΩ cm at 25°C. All reagents were used as received. Potassium 

nitrate (KNO3; 99%, Arcos Organics, UK) was used as a supporting electrolyte. To 

calibrate the BDD-Q sensor, Carmody buffers were prepared using boric acid 

(99% Scientific Lab Supplies, UK), citric acid (>99.5%, Fisher Chemical, UK), and 

tertiary sodium phosphate (extra pure, Arcos Organics, UK).42 Fresh solutions 

were prepared for each calibration and the pH was verified using a commercial 

glass pH probe and meter (SevenEasy, Mettler Toledo). The pH meter was 

calibrated using Mettler Toledo standard solutions (pH 4, 7 and 10) as per 

manufacturer guidelines. Dilute solutions of sulfuric acid (H2SO4; ≥ 95%, Fisher 

Scientific, UK) and potassium hydroxide (KOH; 85%, Fisher Scientific, UK) were 

used to titrate a 0.1 M KNO3 solution to evaluate the BDD-Q sensors performance 

in unbuffered systems. A 0.1 M phosphate buffer stock was prepared using 

sodium phosphate dibasic heptahydrate (>98%, Sigma-Aldrich, USA) and sodium 

phosphate monobasic monohydrate (>98%, Calbiochem, Merck, Germany) and 

diluted to the desired concentrations, 0.1 to 40 mM, by dilution with 0.1 M KNO3. 

A 0.1 M borate buffer solution was also prepared using boric acid powder (>99%, 

Scientific Laboratory Supplies Ltd., UK) and sodium hydroxide (>99.99%, Sigma-

Aldrich, USA) also diluted to the desired concentrations, 0.1 to 40 mM, by dilution 

with 0.1 M KNO3. For solutions containing OH- ions, KOH was added to a 0.1 M 

KNO3 solution, the pH was measured using the commercial glass pH probe. 

Experiments were undertaken in a temperature controlled lab at 22-23°C. 

3.3.2 Fabrication of ring disc electrode.  

BDD ring disc electrodes were prepared from a 6 in. freestanding polycrystalline 

BDD wafer (357 µm thick, Electroanalytical Grade, Element Six, Harwell, UK) 

polished on the growth face to nm roughness and lapped on the nucleation face. 

The desired electrode geometries were cut using a 355 nm Nd:YAG 34 ns laser 

micro-machining system (E-355H-ATHI-O system, Oxford Lasers). A support for 

the ring disc electrode was manufactured from optical grade intrinsic diamond 
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(Element Six, Harwell, UK). Two recesses were laser cut to house the ring and 

disc electrodes and to ensure the spacing remained even.  

 

 

 

 

 

 

 

 

 

Two holes were cut in the support located behind both the ring and disc recess 

in order to place wires onto the back of the electrodes during manufacture. The 

disc comprised of a 1 mm diameter BDD cylinder and the ring electrode of a BDD 

tube of 1.4 mm inner diameter and 1.8 mm outer diameter, Figure 3.4b. The BDD 

electrodes and support were subjected to a hot acid cleaning procedure as 

outlined in Section 2.3.1.1.  

pH sensitive microspots were then added to the disc using laser ablation which 

converts the sp3 bonded diamond regions to sp2 bonded carbon. For most 

studies, a pattern of 61 pH sensitive spots, ~ 10 µm deep, were ablated into the 

BDD surface using the laser micromachining system. The spots were produced 

by rastering the laser beam in a circular pattern with a nominal pulse density of 

1 x 106 pulses per cm2. A pulse fluence of ~ 14 J cm-2 just above the ablation 

threshold of diamond was employed. A second pattern consisted of a trench of 

inner diameter 0.8 mm and outer diameter 0.9 mm, ablated into the BDD, to a 

depth of ~ 12 µm. The ablated discs were then hot acid cleaned as described in 

Section 2.3.1.1, but did not undergo the thermal anneal as it was important to 

retain the sp2 bonded carbon areas. To ensure the pH sensitive spots or trench 

did not become blocked by the insulating epoxy resin used for fabrication the 

a) b) c) d) 

front rear 

Figure 3.4 Stages of BDD-Q ring disc electrode fabrication; a) an image of the intrinsic 
diamond ring disc support (diameter 2.2 mm) with holes for wire contacting. b) Two 
images of the BDD ring (ID 1.4 mm, OD 1.8 mm) and disc electrodes (1 mm diameter) 
from the front face and showing the Ti/Au contacts on the rear. c) An image of the BDD 
ring and disc in position in the support from the rear. d) An image of the BDD ring disc 
and support in the 3D printed electrode cap.  
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surface was protected with a layer of polyvinyl alcohol (Wilkinsons, UK) applied 

to the 1 mm disc using a needle.  

To form a reliable ohmic contact Ti (10 nm) / Au (400 nm) was sputtered 

(Moorfields MiniLab 060 platform sputter/evaporator) onto the rear of the BDD 

disc and ring and annealed in air at 400°C for 5 h, Figure 3.4b rear. A small 

amount of superglue was carefully placed onto the intrinsic diamond support to 

secure the BDD ring and disc to the support, ensuring the Ti/Au contact was not 

covered by the adhesive, Figure 3.4c. Once secure the intrinsic diamond support 

and electrodes were placed in an insulating surround 3D printed (Form 3, 

Formlabs. USA) in clear resin (Formlabs, USA), Figure 3.4d.  Silver plated copper 

wires (450 µm; RS Components, UK) were contacted to the ring and disc 

electrodes using conductive epoxy (Chemtronics, CircuitWorks). Once the 

conductive epoxy resin had set the wires were secured in place with an epoxy 

resin (Epoxy Resin RX771C/NC, Aradur Hardener HY1300GB, Robnor Resins) 

and the front face of the electrode also filled with epoxy resin to ensure no gaps 

were present between the 3D print and the sidewalls of the electrodes.  

The surface of the BDD electrodes was exposed by gently polishing on 

increasingly fine carbide grit paper, ensuring the protective layer of polyvinyl 

alcohol was removed. The resulting device is shown in Figure 3.5. A final polish 

on wet alumina-particle coated (0.05 µm, Buehler, Germany) polishing pads was 

made. Finally, the wires were mechanically protected by sealing borosilicate 

capillaries (inner diameter 0.6 mm and outer diameter 1.2 mm) to the base of the 

set resin. To ensure the polyvinyl alcohol and any remaining resin on the 

electrode surface was fully removed, the disc and ring electrodes were cycled 

between ± 2 V in 0.1 M H2SO4 until the response was stable, typically 20+ cycles. 
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3.3.3 Experimental set up  

Electrochemical measurements on the BDD-Q disc were undertaken using a 

potentiostat (PGSTAT101, Methrohm Autolab), using a three electrode set up. 

The BDD-Q disc served as the working electrode, a saturated calomel electrode 

(SCE) as the reference and a platinum coil as the counter electrode. For 

generation-detection experiments a galvanostat was used (Keithley 6430 Sub-

Femtoamp Remote Source Meter) to apply 70 µA between the BDD ring electrode 

and a second platinum coil counter electrode, Figure 3.6. Voltammetric pH 

measurements were made on the disc using square wave voltammetry (SWV).  

Continuous SWV scans were recorded on the BDD-Q disc electrode throughout 

the experiments at each condition explored. Six scans were taken prior to 

application of the current to the ring to measure the starting pH of the solution. 

The SWV scans continued on the disc when turning the current supply on until 

the SWV peak position stabilised.  

 

Figure 3.5 Image of fabricated ring disc electrode and optical microscopy image of BDD 
ring disc with microspot array. Central disc diameter is 1 mm. 
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Figure 3.6 Schematic of the electrode set up for buffer capacity measurements. From left 
to right, Pt coil counter electrode, SCE reference, ring disc electrode, the counter 
reference and disc are connected to the Autolab potentiostat. A constant current (70 µA) 
is applied between the ring of the ring disc and the second Pt coil counter.   

3.3.4 Electrochemical characterisation.  

Both the ring and the BDD-Q disc were characterised prior to starting proton 

generator-pH measurement experiments to assess the quality of the electrode 

material and to confirm the electrode fabrication procedure was successful. 

Solvent window and capacitance measurements were performed in 0.1 M KNO3 

solutions, by performing cyclic voltammetry (CV) at a rate of 0.1 V s-1 between ± 

2 V vs. SCE and ± 0.1 V vs. SCE, respectively. The solvent window was determined 

as the potentials between which ± 0.4 mA cm-2 are passed. Capacitance (C) was 

determined, at a fixed scan rate of 0.1 V s-1 using C = iaverage/νA where iaverage is the 

average current at 0 V vs. SCE in the anodic and cathodic sweep (standard digital 

staircase voltammetry was used, 1 mV step), ν is the scan rate and A is the surface 

area as determined by white light interferometry (Bruker ContourGT, 

Germany).39  

Quinone surface coverage (QSC) analysis was undertaken in a pH 2 Carmody 

buffer using CV between 0 and 0.7 V vs. SCE at 0.1 V s-1.42 The peak between 0.25 

and 0.6 V is baselined with a straight line and integrated to give the area under 



89 
 

the peak (Ap). The quinone surface coverage (𝛤) is calculated by 𝛤 =  
𝐴𝑝

𝑛𝐴𝐹𝜐
 where 

n is the number of electrons transferred, A is the electrode surface area and F is 

Faradays Constant and 𝜐 is scan rate in V s-1.  

SWV was used for the pH measurements on the BDD-Q disc at a frequency of 150 

Hz, a modulation amplitude of 50 mV and a step potential of 4 mV across the 

range 0.5 to -0.3 V vs. SCE. SWV for bulk pH measurements in Carmody buffers at 

pH values of 2, 4, 7 and 10 were taken, with six measurements per pH. The 

average peak position for scans 2-6 were plotted against the pH of the buffer 

solutions, measured using a glass pH probe, to provide a calibration line, fitted to 

the equation Ep= mpH + c, where Ep is the peak potential and m and c are the 

gradient and intercept determined by the calibration. The same protocol was 

used to evaluate the pH response in unbuffered solutions, starting at pH 10 and 

adding acid (H2SO4) dropwise until pH 2.5. For proton generation-pH 

measurement experiments, the SWV was recorded continuously along with the 

measurement time. Each scan takes 1.35 s + approx. 1 s between scans. Peak 

positions were taken from the SWV data using NOVA 2.4.1 peak picking tool as 

part of the measurement protocol. The peak positions were converted to pH 

using the calibration line measured the same day and plotted against time from 

application of the current to the ring.  

3.3.5 Reactive-transport Modelling  

The pH change at the surface of the ring disc electrode was simulated using the 

finite element method (FEM) in Comsol Multiphysics 5.6 software (COMSOL, 

Sweden) by Dr. Ian Mcpherson, Department of Chemistry, University of Warwick. 

A 45×45 mm2 axisymmetric domain was used to represent the system, with the 

bottom boundary subdivided to form the disc (boundary 1, 0 < r < 0.5 mm), the 

ring (boundary 3, 0.7 < r < 0.9 mm)) and the epoxy sections (boundary 2); the top 

and right side boundaries (boundary 4, r = z = 45 mm) represented the bulk 

conditions and the left boundary coincides with the axis of symmetry, Figure 3.7. 
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 The disc (boundary 1) was assumed to be inert, such that there is no flux at this 

boundary. The epoxy boundaries (boundary 2) similarly had no flux condition 

applied. A flux of H+ proportional to the current density was applied to the ring 

(boundary 3; Equation 3.8). 

Where A is the electrode area and F is Faraday’s constant. The semi-infinite 

boundaries (boundary 4) were held at the equilibrium concentrations 

determined from initial modelling of the speciation with the PHREEQC code.43 

The model assumes speciation based on the PHREEQC database,43 and considers 

the transport of the 9 most significant species (Table 3.2). Flux of the ith species, 

Ji, at concentration ci, with diffusion coefficient, Di, is calculated using Fick’s law 

(Equation 3.9). Equilibria between the species (Table 3.3) are maintained by the 

continuity equation (Equation 3.10), where Ri is the reaction flux based on the 

forward and backward components of the equilibrium reaction with a suitable 

rate constant (Table 3.3 and Table 3.4). Equilibrium constants were corrected for 

the local species activity ai (Equation 3.11), calculated from the activity 

 

𝒏 ∙ 𝒋H+ =
𝒊

𝑨𝑭
 

Equation 3.8 

Figure 3.7 Schematic of the boundaries in the COMSOL model; 1 is the disc, 2 the insulating epoxy, 3 the 
ring, 4 the bulk conditions and the dash dot line the axis of symmetry. 
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coefficient γi based on the local ionic strength, I (Equation 3.12) using the Davies 

equation (Equation 3.13) with A=1.82×106 (εT)-3/2, where ε = 78 and T = 298 K.  

For charged species b = 0.3, for uncharged species b = 0.1. 

Table 3.2 Diffusion coefficients applied in the FEM model 

 

 

 

 

 

 

 

 

 

 

 

*H3PO4 value from reference 44   **estimated from 0.5*√(DHPO4×DK) 

𝒋𝒊 = −𝑫𝒊𝛁𝒄𝒊  

Equation 3.9  

𝝏𝒄𝒊

𝝏𝒕
+ 𝛁 ∙ 𝒋𝒊 = 𝐑𝒊 

 

 

Equation 3.10  

𝒂𝒊 = 𝜸𝒊𝒄𝒊  

Equation 3.11  

𝑰 =
𝟏

𝟐
∑ 𝒛𝒊

𝟐𝒄𝒊 

 

Equation 3.12  

log𝟏𝟎𝜸𝒊 = −𝑨𝒛𝒊
𝟐 (

√𝑰

𝟏 + √𝑰
− 𝒃𝑰) 

 

Equation 3.13  

Species  D  (10-5 cm2 s-1) 

H+  9.311 

OH-  5.273 

H3PO4  0.84* 

H2PO4-  0.846 

HPO42-  0.69 

PO43-  0.612 

KHPO4-   0.581** 

K+  1.957 

NO3-  1.902 
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Table 3.3 Chemical equilibria considered in FEM model 

Constants Reaction pK kb 

K1 = kf1/kb1 H3PO4 ⇌ H+ + H2PO4- 2.168 106 L mol-1 s-1 

K2 = kf2/kb2 H2PO4- ⇌ H+ + HPO42- 7.207 106 L mol-1 s-1 

K3 = kf3/kb3 HPO42- ⇌ H+ + PO43- 12.346 106 L mol-1 s-1 

K4 = kf4/kb4 K+ + HPO42- ⇌ KHPO4- 0.29 106 s-1 

Kw = kfw/kbw H2O ⇌ H+ + OH- 13.997 109 L mol-1 s-1 

 

Table 3.4 Local flux of species from equilibrium reactions 

Species, i Reaction flux, Ri 

H+ kbw*(Kw-cH*cOH)+kb1*(K1*cH3PO4-cH*cH2PO4)+ 

kb2*(K2*cH2PO4- cH*cHPO4)+ kb3*(K3*cHPO4-

cH*cPO4) 

OH- kbw*(Kw-cH*cOH) 

H3PO4 kb1(cH*cH2PO4-K1*cH3PO4) 

H2PO4- kb1(K1*cH3PO4-cH*cH2PO4*) + kb2(cH*cHPO4-

K2*cH2PO4) 

HPO42- kb2(K2*cH2PO4- cH*cHPO4) + kb3(cH*cPO4-K3*cHPO4) 

+kb4(cKHPO4-K4*cK*cHPO4) 

PO43- kb3(K’*cHPO4-cH*cPO4) 

KHPO4- kb4(K4*ck*cHPO4-cKHPO4) 

K+ kb4(cKHPO4-K4*cK*cHPO4) 

NO3- 0 
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The following speciation values were used in the simulations for the BDD-Q 

electrode (Table 3.5) and trench disc electrode (Table 3.6) in the ring disc 

arrangements for the phosphate buffer solutions as determined from the 

PHREEQC code.43 

Table 3.5 Speciation for simulations of the BDD-Q electrode (concentrations in mM) 

[PO4]T 0.5 1 5 10 15 20 25 30 35 40 
pH 7.52 7.45 7.52 7.52 7.58 7.52 7.52 7.45 7.52 7.45 

[K+] 101 102 109 118 127 136 144 153 162 170 
[NO3-] 100 100 100 100 100 100 100 100 100 100 
[PO43-] 2.30E-5 3.82E-5 2.44E-4 5.17E-4 9.63E-4 1.15E-3 1.51E-3 1.56E-3 2.30E-3 2.25E-3 

[HPO42-] 0 1 4 8 12 16 19 23 27 30 
[KHPO4-] 0.03 0.05 0.29 0.60 0.95 1.29 1.67 2.01 2.49 2.85 
[H2PO4-] 0.09 0.20 0.87 1.69 2.21 3.24 3.97 5.35 5.35 6.90 
[H3PO4] 3.04E-7 8.10E-7 2.93E-6 5.66E-6 6.36E-6 1.06E-5 1.29E-5 2.02E-5 1.71E-5 2.57E-5 

 

Table 3.6 Speciation for simulations of the trench electrode (concentrations in mM) 

[PO4]T 0.50 1.00 5.00 10.00 15.00 20.00 
pH 7.68 7.62 7.75 7.62 7.68 7.68 

[K+] 100.9066 101.7974 109.1442 117.992 127.215 136.293 
[NO3-] 100 100 100 100 100 100 
[PO43-] 3.52E-05 6.05E-05 0.000447 0.000676 0.00125 0.00176 

[HPO42-] 0.405975 0.796775 4.14261 7.99 12.212 16.288 
[KHPO4-] 0.029002 0.057175 0.307957 0.619 0.983 1.36 
[H2PO4-] 0.064988 0.14599 0.548985 1.391 1.804 2.35 
[H3PO4] 1.54E-07 3.96E-07 1.09E-06 3.69E-06 4.13E-06 5.32E-06 

3.3.6 Data analysis for buffer capacity measurement 

Data analysis was undertaken using Python. To generate a calibration curve five 

measurements were taken in each pH buffer, a Savitsky-Golay filter45 of 

polynomial degree 4 and window length 15 was used to smooth all data. The 

potential that corresponded to the minimum current value (termed ‘peak 

potential’) was chosen for every measurement. For every pH value, the mean 

average peak potential was then plotted against pH to generate a scatter plot. 

Data points were fitted linearly to generate a calibration curve, with the 

coefficient of determination (R2) value also calculated. 

The aforementioned Savitsky-Golay filter45 was also used to smooth all generated 

data considered. Ten SWV datasets were used for every concentration; the first 

five corresponding to the bulk solution pH and the last five corresponding to the 

generated pH after a sufficient time period. The mean average peak potential for 

each dataset was evaluated and mapped onto their corresponding pH value using 
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the calibration curve. For every concentration, the time taken for the pH to 

stabilise was also calculated and a scatter plot of rate of pH change against buffer 

concentration was plotted.  

3.4 Results and Discussion  

3.4.1 Electrochemical Characterisation 

Electrochemical characterisation of the BDD-Q ring disc electrode was 

undertaken to assess the electrode performance as described in Section 3.3.4. 

The resulting current-potential graphs are shown in Figure 3.8 for solvent 

windows (a), capacitance (b) on both the ring (dashed) and the disc (solid) 

electrodes and the quinone surface coverage measurement on the disc (c). The 

bare BDD ring electrode in 0.1 M KNO3 had a solvent window of 3.15 V and a 

capacitance of 8.4 µF cm-2, the BDD-Q disc electrode had a solvent window of 2.18 

V, a capacitance of 15.4 µF cm-2 and a QSC 𝛤 = 2.2 x 10-12 mol cm-2. Bare BDD 

characteristically has a large solvent window and small capacitance. Introduction 

of sp2 carbon acts to reduce the solvent window and increase the capacitance.39  
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In aqueous environments quinone groups show a pH dependence due to the 

reduction of quinone groups through proton coupled electron transfer (PCET), 

Equation 3.14. 

Under PCET conditions the pH dependent voltammetric shift is 59 mV pH-1 in 

accordance with the Nernst equation (assuming a temperature of 298 K), 

Equation 3.15.46 

 

Figure 3.8 Cyclic voltammograms for electrochemical characterisation of blank BDD 
ring (dashed) and BDD-Q disc electrode (solid) for a) solvent window and b) capacitance 
and c) quinone suface coverage on the BDD-Q disc all undertaken with a 0.1 V s-1 scan 
rate.  

𝑸 +  𝟐𝒆− + 𝟐𝑯+ → 𝑸𝑯𝟐 Equation 3.14 
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𝑬 =  𝑬𝑶 +  

𝟎. 𝟎𝟓𝟗𝟐

𝟐
𝒍𝒐𝒈

[𝑸]

[𝑸𝑯𝟐]
− 𝟎. 𝟎𝟓𝟗𝟐 𝒑𝑯 

 

Equation 3.15 

 

BDD-Q electrodes contain surface integrated quinone groups which show this 

Nernstian pH dependence.22 Peak position in the voltammetric scan is pH 

dependent. By producing a calibration line of peak position versus pH, from 

known pH buffer solutions, the pH of unknown solutions can be measured. In 

unbuffered measurements the PCET can cause local proton depletion, SWV is 

used to minimise this effect.23 

The SWV response of the BDD-Q disc electrode in the ring-disc geometry, in 

buffered media at pH 2 (orange), 4 (pink), 7 (green) and 10 (purple), are shown 

in Figure 3.9a. The calibration response is close to the expected Nernstian 

response, with a value of 60 mV pH-1, Figure 3.9b.22 The peak position shifts more 

positive as the solution is made more acidic. The electrode also responds well in 

unbuffered media over the pH range 2 – 10. The SWV response against pH is 

shown in Figure 3.9c. The SWV peak positions are plotted against pH and shown 

in Figure 3.9d, (blue; ■).23  The use of SWV and careful consideration to the scan 

range results in a similar response to that observed in the buffered media, 

suggesting minimal perturbation of the solution pH during the measurement.23 

The pH response of the BDD-Q electrode in unbuffered solutions remained very 

similar regardless of whether the pH was increased or decreased during 

adjustment.  
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Figure 3.9 pH response of BDD-Q electrode a) SWV response of BDD-Q disc in pH 2 
(orange), 4 (pink), 7 (teal) and 10 (purple) Carmody buffers. b) Calibration of SWV peak 
position against pH measured with glass probe in Carmody buffer solutions (pink; ●). c) 
SWV  response of BDD-Q disc in unbuffered pH adjusted 0.1 M KNO3 and d) Calibration 
of SWV peak against solution pH measure by glass pH probe (blue; ■) solutions and peak 
positions of buffered data shown in b (pink; ●).  

3.4.2 Proton Generation in electrolyte solutions 

The ability of the BDD ring to generate a controllable proton flux for detection at 

the BDD-Q disc electrode was assessed first in an unbuffered solution (0.1 M 

KNO3). A range of currents (0.1 – 100 µA) were applied to the ring whilst 

measuring the SWV pH response on the BDD-Q disc. Figure 3.10a shows SWV 

time dependent data at the BDD-Q electrode for a ring current of +70 µA. Before 

the ring current was applied, six SWV scans were recorded, to measure the pH of 

the 0.1 M KNO3 solution (dark blue lines in Figure 3.10a). The current was then 

applied to the ring prior to the seventh SWV scan. The response was measured 

over 75 s which corresponds to 30 SWV scans. Each SWV scan takes 1.35 s to 

complete and there is a delay of approximately 1 s between each scan. Each scan 

represents a time-dependent snapshot of the pH environment over the disc. 
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Once the current is applied to the ring, the disc peak position shifts to more 

positive potentials with consecutive scans, i.e. time, indicating the measurement 

environment of the disc electrode is becoming more acidic due to water oxidation 

on the ring. The BDD-Q disc samples the pH environment at the location of the 

quinones i.e. the microspots where they are in contact with the solution. Note, the 

SWVs have also been coloured appropriately to denote a shift to more acidic 

conditions. After an initially rapid shift in peak potential within 16 s (7 scans) the 

change in peak potential became more gradual indicating a more stable pH 

environment had been established. The peak potentials were converted to pH, 

using a calibration line generated prior to these experiments, and are displayed 

as pH versus time in Figure 3.10b.  

Figure 3.11 shows the BDD-Q measured pH data collected at various applied ring 

currents. At 100 µA, bubble formation was visible and affected the quality of the 

SWV measurements on the disc. A current of 70 µA was used going forward to 

provide the maximum pH perturbation free from detrimental bubble formation.  

 

Figure 3.10 a) SWV response on BDD-Q disc in 0.1 M KNO3 with 70 µA applied to the ring. 
b) pH measured by BDD-Q disc over time determined from the data presented in part a. 
Colours correspond between the two graphs.  
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Figure 3.11 Measured BDD-Q response with applied currents of 1.5 (■), 3 (●), 5 (▲), 10 

(◆), 15 (⯃), 30 (⬟) and 50 (★) µA on BDD ring in 0.1 M KNO3. 

3.4.3 Proton generation and pH tracking in Phosphate buffer 

Experiments were then undertaken in a phosphate buffer, with different buffer 

concentrations from 0.1 mM to 40 mM, in 0.1 M KNO3, the latter to ensure there 

was sufficient conductivity to negate ohmic drop effects. Whilst phosphate does 

not play a significant role in natural water systems, which are mainly buffered by 

CO2, there are additional impacts to consider with carbonate buffers such as 

ambient CO2 concentration in the lab. For simplicity, phosphate was used as the 

pH range is comparable to natural waters. The same experimental procedure as 

for the measurements with water oxidation at the ring in the unbuffered case was 

used. 

Figure 3.12 shows the SWV response on the BDD-Q disc in 1, 10, 15 and 25 mM 

phosphate buffer solutions (a-d, respectively) with 70 µA applied to the ring. The 

colour scheme, green to red, is used to indicate the successively acidic pH values. 

As shown in the unbuffered solutions the peak potential can again be observed 

to shift to the right hand side indicating an increase in the acidity of the 

measurement environment of the BDD-Q disc. However, upon closer inspection, 

the peak shape changes with time. The SWV starts off with a single peak (dark 

green SWV), which decreases in magnitude while a second peak emerges to the 

right of it. The second peak grows, whilst the first continues to decrease until only 

the second peak remains. The peak shapes in this transition period, highlighted 
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as bold black lines, show either two distinct peaks (Figure 3.12a) or a very broad 

peak (Figure 3.12b-d).  

Figure 3.13a shows in more detail the 5 mM phosphate buffer solution, where the 

double peak and peak broadening is also observed in the SWV data. It is 

challenging to define a single minimum for the double peak or broad peak 

features. For double peaks and the broad peaks, the NOVA Autolab software picks 

the position of the dominant pH peak at the most negative current sampled. 

NOVA peak peaking is displayed in Figure 3.13b with the (■) data points. Due to 

the close proximity of the ring to the disc there is also an electrochemical noise 

contribution within the measurement. This could also affect the point sampled 

by NOVA as the minimum current may not be at the peak minima but rather due 

to noise, thus making the data look more variable than it is. The data was also 

 

Figure 3.12 A selection of successive square wave voltammograms from BDD-Q disc with 
70 µA applied to the ring in phosphate concentrations of a) 1, b) 10, c) 15 and d) 25 mM, 
not all SWV included for clarity. Green to red indicates shift from bulk pH to the 
generated acidic pH. Bold black lines indicate the double peak feature or broadening as 
discussed in the main text. 
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analysed manually by picking the central point of the broad, or clearly dominant 

peak, Figure 3.13b (● ) data points. When the double peak features were at 

similar currents a central point between the two was taken as at higher buffer 

concentrations a broader peak is observed. However, it is difficult to determine 

how representative the peak positions from either method are in terms of the 

actual pH values being detected.  

Despite these difficulties, the trends observed as buffer concentration increased 

are as expected. The greater the concentration of buffer the longer was needed 

for the pH to change and plateau and the smaller the magnitude of the change, 

Figure 3.14. Measurements made in buffer concentrations above ~ 30 mM 

became unreliable, as Figure 3.14 shows the data displays variability in the pH 

readings which fluctuate before finally decreasing.  For the higher buffer 

concentrations longer timescales were required, which appears may be the 

reason the situation is complicated e.g., density driven convective effects now 

operate. Due to the longer timescale of the measurement than that required in 

the unbuffered solutions for the more concentrated buffer solutions small 

bubbles were observed.  

 

Figure 3.13 a) SWV response of BDD-Q disc in 5 mM phosphate buffer solution with 70 
µA applied to the ring, blue to pink, not all data shown for clarity. b) BDD-Q pH 
determined from peak position as analysed by NOVA (■) and manually (●), colours 
correspond between parts a and b.   
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Figure 3.14 Graph showing pH change over time for 0.5 (■), 1 (●), 5 (▲), 10 (▼), 15 (◆), 

20 (◄), 25 (►), 30 (⬢), 35 (★), and 40 mM (⬟) determined from manual peak picking 

of SWV data and conversion of peak potential to pH from buffered pH calibration line 
(Ep = -0.06093 pH + 0.48977).  

3.4.4 Proton generation and pH tracking in hydroxide solutions and 

borate buffer solutions 

To understand whether the double peak feature was unique to the phosphate 

buffer solution the experiment was repeated in unbuffered 0.1 M KNO3 solutions 

but at higher pH (through addition of KOH). The same current, 70 µA, was applied 

to the ring. The SWV responses at pH 6.05, 7.02, 9.08 and 11.29 are shown in 

Figure 3.15, a – d, respectively. At pH 6.05 the SWV peaks shift gradually as the 

pH changes then remain at a similar peak position similarly to the response seen 

in the 0.1 M KNO3 solution. At pH 7.02 a broadening of the peak is observed 

during the initial peak position shift, Figure 3.15b. By pH 9.08 and at 11.29 the 

double peak feature is observed, Figure 3.15c and d, respectively. This confirms 

the double peak is not a feature of the phosphate buffer. Note the increased scan 

range at the higher pH values, 0.5 V to -0.3 V increasing to -0.5 V to ensure a clear 

peak was captured at the higher OH- concentrations.  
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Figure 3.15 SWV response on BDD-Q disc in potassium hydroxide solutions with 70 µA 
applied to the ring at a) pH 6.05, b) pH 7.02, c) pH 9.08 and d) pH 11.29.  

In borate buffer solutions the peak shapes also showed the same trends, Figure 

3.16. Initially a broadening was observed in the shifted peak at a concentration 

of 0.1 mM borate, Figure 3.16a. At 0.5 mM the appearance of a double peak began 

to show and was clearly evident by 5 mM, Figure 3.16b.  As before, as the 

concentration of proton acceptor species increases so does the time taken for the 

local pH to become completely acidic, therefore the prevalence of the double peak 

feature becomes more dominant in the SWV scans, as can be seen in the borate 

solutions at 15 and 30 mM, Figure 3.16c and d, respectively.   



104 
 

 

Figure 3.16 SWV response of BDD-Q disc in borate buffer with 70 µA applied to the ring 
at a) 0.1 mM, b) 5 mM, c) 15 mM and d) 30 mM.    

The origin of the double peak in the SWV response on the BDD-Q disc electrode 

is very interesting. A previous study using confocal laser scanning microscopy 

(CLSM) in conjunction with a fluorescent probe (fluorescein) showed a spatial 

variation when driving water reduction at a ring microelectrode in unbuffered 

solutions.47 The study focused more on the bulk pH of the solutions and the 

applied current or potential than the timescales. At low currents (5 nA) the pH 

driven fluorescence did not reach the centre of the disc, creating a donut profile, 

suggesting an uneven proton distribution across the disc. At higher currents (10 

nA) a hemispherical profile was observed across the electrode suggesting a more 

uniform distribution, no timescales were given.47 In other unpublished work 

CLSM was used to monitor pH changes on a BDD ring disc electrode, oxidising 

water at the ring (+16 µA) in a 0.1, 1 and 10 mM borate buffer solution. At buffer 

concentrations ≥ 1 mM the initial pH decrease and the diffusion of H+ across the 

disc electrode were increasingly inhibited showing an uneven distribution pH 
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change across the disc.48 This work suggests that with increased buffer 

concentration the pH change caused by proton generation is inhibited, due to the 

protonation of the buffering species. This inhibition slows down the diffusion 

wave of the increased proton concentration, which produces a spatial variation 

of pH across the disc profile, during the timescale of the measurement. This is 

explored further using modelling, vide infra.   

3.4.5 Response of BDD-Q in multiple pH environments.  

To investigate the hypothesis that the double peak feature is due to the BDD-Q 

sensor measuring different pH environments over the surface of the disc, a 

further experiment was undertaken. Two BDD-Q electrodes were connected 

together (so they experienced the same potential), each placed in their own 

buffer solution in individual beakers. A calibration of the two electrodes was 

measured individually (●  and ▲) and together (■), for the situation where the 

buffer solutions were the same. The results are shown in Figure 3.17a, with both 

electrodes consistently returning a calibration of Ep = -0.061 pH + 0.49.  
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Figure 3.17 a) Calibration of two BDD-Q macroelectrodes together (■) and individually 
(● and ▲). SWV responses of the two BDD-Q electrodes in buffered solutions between 
pH 2.06 and 10.16 (solid line colours correspond roughly to pH indicator colours) with 
one electrode held at b) pH 2.06, c) pH 6.00 and d) pH 10.16, dashed lines are the SWV 
response with both electrodes in the same solution.   

One electrode was then kept at a constant pH (Carmody buffer either pH 2.06, 

6.00, or 10.16) whilst the other electrode was placed in a series of different pH 

buffers across the pH range 2 – 10, Figure 3.17b, c and d, respectively. The SWV 

obtained is the combined SWV for both electrodes in the two different solutions 

i.e. pH environments, which is in principle similar to the summing of the pH 

response from the microspots on the BDD-Q disc. The response when both 

electrodes were in the same pH buffer is presented as a dashed line on each 

graph, Figure 3.17. In these experiments, single, shifted, double and broadened 

peaks were observed. In general when the two pH environments were ± 1 pH unit 

apart the pH peak was shifted relative to both pH environments. When the pH 

was at ± 2 pH units broadened peaks were observed. When the pH environment 

was > ± 2 pH units two distinct peaks were seen in the response. The combined 

response in the different buffered environments supports the uneven pH 

environment theory but also highlights the difficulty of interpreting these peak 

position values.  
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Errors in the pH values returned from the peak position in two pH environments 

are observed relative to the pH measured by the glass pH probe of the individual 

Carmody buffer solution pHs, Table 3.7. The buffer solutions were measured with 

the glass pH probe prior to the electrochemical experiment being undertaken. 

For analysis manual peak picking was undertaken at the inflection point of the 

peak. Where two peaks were seen, the peak position corresponding to the 

solution that was varied was measured, i.e. the pH 2 peak in the first column was 

ignored for the higher pHs from Figure 3.17b. When one electrode remained at 

pH 2 the values returned were lower than the glass pH probe reading up to ~pH 

8. Similarly, when one electrode remained at pH 10 the pH values returned were 

higher than the glass probe measured across the whole range. When held at pH 

6 the values returned for the solutions < pH 6 were higher and solutions > pH 6 

were lower than the glass probe measured. In the pH 10.16 solution the peak 

position returned a value of 10.20 when the second electrode was at pH 6. 

Table 3.7 Peak position and corresponding pH detected by BDD-Q from peaks in Figure 
3.17 in two buffer pH environments.  

 

 

Glass pH 

measurement 

pH 2.06 pH 6.00 pH 10.16 

Peak position 

/ V pH 

Peak position 

/ V pH 

Peak position 

/ V pH 

2.06 0.371 2.02 0.351 2.34 0.363 2.15 

3.08 0.339 2.54 0.256 3.92 0.295 3.26 

4.05 0.331 2.67 0.172 5.29 0.232 4.31 

5.03 0.200 4.83 0.156 5.55 0.172 5.29 

6.00 0.153 5.62 0.137 5.88 0.117 6.21 

7.10 0.093 6.60 0.117 6.21 0.010 7.98 

8.15 0.002 8.11 0.077 6.86 -0.089 9.62 

9.18 -0.070 9.29 -0.050 8.96 -0.109 9.94 

10.16 -0.133 10.34 -0.125 10.20 -0.133 10.34 
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3.4.6 COMSOL modelling of the BDD-Q ring disc in phosphate buffer 

To further understand the origin of the SWV peak broadening/splitting, 

modelling of the generation of H+ at the ring and diffusion across the disc in the 

presence of a phosphate buffer as a function of time was carried out. A plot of the 

average pH over the disc vs. time was outputted for the different phosphate buffer 

concentrations considered in the experimental data, 0.5, 1, 5, 10, 15, 20, 25, 30, 

35 and 40 mM (Figure 3.18). As shown the time taken for the pH change to 

plateau increases with phosphate concentration and the magnitude of the change 

decreases at higher concentrations. The final pH values of the model agreed well 

on the whole with that observed in the experimental data, although deviations 

were observed at the higher concentrations ( >20 mM) with the model output 

suggesting a lower pH was reached than that observed. The time taken for the pH 

decrease in the model was consistently less than that seen in the experimental 

data.  

It is important to consider the spatial variation in pH over the microspot array. 

Figure 3.19 shows the simulated electrode surface pH, and sections through the 

3D pH isosurface (constructed at unit intervals of pH) from the COMSOL model 

at 5, 10, 30 and 60 s of H+ generation at the ring for phosphate buffer 

 

Figure 3.18 COMSOL output (lines) of average pH across the disc with 70 µA applied to 
the ring in phosphate buffer (0.5 mM – 40 mM) and experimental data at the same 
concentrations (symbols).  
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concentrations of 1, 5 and 15 mM. Note that the ring, disc and microspots are also 

shown as black outlines on the surface. At 5 s, for the concentrations shown, a 

half torus profile emerging from the electrode surface is observed, with a proton 

gradient radiating out from the ring surface. The width of the torus decreases, 

when comparing same time point data, with increasing concentration. For the 1 

mM concentration the diameter of the hole in the torus is significantly decreased 

by 10 s and a hemispherical profile is achieved by 30 s. At 5 mM the diameter of 

the hole decreases and begins to merge by 30 s and is a hemisphere at 60 s. At 15 

mM the profile is still a torus at 60 s.  

 

Figure 3.19 COMSOL simulation output of pH generated in phosphate buffer with 70 µA 
applied to the ring at 5, 10, 30 and 60 s for phosphate concentrations at 1, 5 and 15 mM. 
The outline of the ring electrode and the microspots of the BDD-Q electrodes are also 
indicated on each image.  

This modelling clearly shows the time dependence of the H+ diffusion front from 

the ring across the disc, with the higher buffer concentrations taking more time 

for the generated H+ concentration to fully cover the disc. The presence of the 

buffer effectively slows the front of the generated pH across the disc due to the 

consumption of generated H+. In contrast, in unbuffered solutions the movement 
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of the pH front is not inhibited by buffering and travels rapidly across the disc. 

Error! Reference source not found. shows the profile of the pH at the edge 

(green) and centre (black) of the disc in unbuffered solution; there is a pH 

difference of 0.35 pH units at 20 s which then remains fairly constant. The biggest 

variation is within the first scan (~2s) where a 3.2 pH unit difference is present 

over the disc.  

 

 

Figure 3.20 Modelled pH at edge of disc (green) and centre of disc (black) in 0.1 M KNO3 
with 70 µA applied to the ring over 80 s. The inset shows the profile over 20 s.  

The slowing down of the pH front in buffered solutions means that each ring of 

microspots experiences a different pH for a relatively long period of time, with 

respect to the measurement time (2 s). Figure 3.21 shows the simulations in 15 

mM phosphate buffer concentration with 70 µA applied to the ring at 30, 40, 50 

and 60 s. Experimentally, 3 - 4 complete SWV would be measured between each 

of these time points.  
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In the first image of Figure 3.21, at 30 s the generated H+ ions are starting to be 

detected at the 24 outer spots of the hexagonal pattern.  The rest of the 

microspots are still experiencing the bulk pH of the solution, pH 7.5. By 40 s the 

24 outer spots are experiencing a pH between 4 and 3 with the next set of 18 

spots experiencing a pH between bulk and pH 4. At 50 s the outer 42 spots are 

between pH 3 and 4, the central spot is at the bulk pH with the remaining spots 

between bulk and pH 4. By 60 s the torus shape has begun to merge with the six 

spots around the central spot and the central spot at pH 6, the outer ring of spots 

are at pH 3 and those in between pH 3 and 4.     

Figure 3.22 shows the experimental SWV BDD-Q data in 15 mM phosphate buffer 

at 31, 42, 53 and 64 s of generation at the ring (each 4 SWV scans apart). The 

effects shown in the model (Figure 3.21) can also be observed in the data. At 31 

s (purple, dash dot line) a well-defined pH response peak is observed. By 42 s 

(green, dashed line) the peak has shifted more positive and a shoulder has 

appeared on the right hand side of the more dominant peak, suggesting some of 

the outer spots are experiencing a more acidic pH environment. The reduction in 

 

Figure 3.21 COMSOL simulation output of pH generated in 15 mM phosphate buffer with 70 
µA applied to the ring at 30, 40, 50 and 60 s. The outline of the ring electrode and the 
microspots of the BDD-Q electrodes are also indicated on each image. 
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current of the more dominant peak could also suggest a reduced number of the 

quinone groups are measuring the higher pH environment. By 53 s (orange, solid 

line) a very broad peak with two features is observed suggesting the spots are 

experiencing two distinct pH environments, the two features are at similar 

current values. By 64 s the more positive potential peak is dominant, with a 

shoulder observed on the left hand side. This suggests most of the pH sensitive 

spots are responding to an acidic environment, but a small number, likely those 

close to the centre of the disc, are still measuring in a higher pH environment.  

 

Figure 3.22 SWV response of BDD-Q disc in 15 mM phosphate buffer with 70 µA applied to 
the ring at 31 (purple; dash dot line), 42 (green; dashed line), 53 (orange; solid line) and 
64 (pink; dotted line) s.  

The combined contribution of the pH response from all the quinone containing 

spots controls the peak shape of the voltammetric SWV scan. Therefore after 40 

s generating at 70 µA in 15 mM phosphate buffer a higher proportion of the 

quinone groups in the outer 42 spots of the hexagonal pH pattern will more 

readily form QH2 due to the higher concentration of H+, Equation 3.14. This 

causes the peak to shift to a more positive peak potential. The quinone groups in 

the remaining spots are in an environment with a lower concentration of H+, 

hence a more negative peak potential is measured at these microspots.  
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The effect of this variation on the measured SWV can be simulated by considering 

the microspot pattern to consist of 5 groups. The central spot being group 1 and 

the outer spots group 5, with each group containing an increasing number of 

spots, as shown in Table 3.8.  

Table 3.8 Groups of microspots and the number of microspots within each group relative 
the the microspot pattern on the BDD-Q disc. 

Group Number of microspots  

1 1 

2 6  

3 12  

4 18 

5 24 

 

The 40 mM simulation, chosen to show the greatest variation in pH, was 

interpolated into a 3D geometry to allow the time-dependent pH experienced by 

each spot to be extracted. The outer group of microspots captures the pH change 

first, followed by groups 4, 3, 2 and then 1 as the H+ gradient continues across the 

disc until a hemispherical concentration gradient is formed. The expected SWV 

response was then estimated by assuming each spot showed a Gaussian SWV 

peak with a peak position given by Ep = -0.06 pH + 0.54, a full width at half 

maximum (FWHM) of 75 mV and an amplitude (current) proportional to the 

number of spots in each ring. The total response was calculated as a linear sum 

of all the spots.  

The contributions of each group and total peak response for several time points 

can be seen in Figure 3.23. When the pH change is initially detected, the inner 

rings are equilibrated with the bulk solution but the outer ring (which dominates 

the response) is changing, i.e. 140 and 147 s, which introduces a second peak in 

the current response. As group 4 experiences the pH change the peaks continue 

to broaden, i.e. 154 s and ultimately lead to the second peak being the more 

dominant feature, i.e. 162 s.  
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Figure 3.23 The expected SWV response on the disc in 40 mM phosphate buffer with 70 
µA applied to the ring, estimated by assuming each spot showed a Gaussian SWV peak 
with a peak position given by Ep = -0.06 pH + 0.54, a full width at half maximum (FWHM) 
of 75 mV and an amplitude (current) proportional to the number of spots in each ring. 
The response of each microspot group are shown individually, and summed together at 
140, 147, 154 and 162 s.  

The time dependent pH response of the groups is shown in Figure 3.24a. The 

combined simulated SWV response for each time point from Figure 3.23, is 

shown in Figure 3.24b. The SWV peak response is similar in the simulated 

example as that shown experimentally (Figure 3.22), just at a longer timescale 

due to the greater buffer concentration.  
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Figure 3.24 a) Modelled pH time graph at distribution of each group of microspots in 40 
mM phosphate buffer with 70 µA applied to the ring b) Simulated SWV response 
summing pH of each group of spots across the disc over time for the same experimental 
conditions at 140, 147, 154 and 162 s as depicted in Figure 2.23.  

Between the model and the experimental data the evidence of the spatial impact 

of the pH sensitive spots is strong. The voltammetric measurement has provided 

insight into the mechanism not previously observed with a direct pH 

measurement. If we replaced the BDD-Q disc electrode with a glass pH probe or 

metal oxide based potentiometric electrode the output signal is simply a voltage. 

This varied pH environment would likely manifest as a drift in the potential 

towards a stabilising value. The voltammetric response of the BDD-Q pH sensor 

is able to provide far greater insight into the dynamics of the H+ generation 

process for this ring-disc configuration.  
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3.4.7 The Role of Natural Convection  

Given the long timescales involved, up to hundreds of seconds, the role of natural 

convection was also considered. Natural convection is spontaneous motion 

within a solution driven by thermal fluctuations.49 This chaotic motion will move 

solutes around, even in a still solution,50 and is smallest near the electrode, 

increasing as the fourth power of distance away from it. Amatore identified this 

enforced motion as formally equivalent to a diffusion coefficient and included it 

in models by adding Equation 3.16 as a spatially varying contribution to the 

regular diffusion coefficient.50  

𝑥 is a spatial dimension, normal to the electrode, and δ is the diffusion layer 

thickness. This correction was applied to the FEM model to probe whether 

natural convection was playing a role, with two diffusion layer thicknesses 

considered: 200 µm (close to that used by Amatore et al. 50) and 400 µm (doubled 

to see the effect). The outputs are shown in Figure 3.25.  

Figure 3.25 COMSOL model output for experimental system measured in Figure 3.14 

with the Amatore natural convection factor applied with a) a 400 µm diffusion layer and 

b) a 200 µm diffusion layer.  

 

 

 

(
𝒙

𝜹
)

𝟒

 
Equation 3.16 
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With a 200 µm diffusion layer thickness a significant decrease in the magnitude 

of the final pH change is observed relative to the model without the Amatore 

correction and the experimental data, Figure 3.25b. At 15 mM, the modelled 

steady state pH with a 200 µm diffusion layer thickness was pH 6, with a 400 µm 

diffusion layer thickness the steady state pH was 2.9. Without the Amatore 

correction it was pH 2.4 whilst the measured experimental pH was 2.8. For 

concentrations < 10 mM the experimental plateaued pH aligned well with the 

model without the natural convection correction. For concentrations ≥ 10 mM 

the experimental plateau lies closer to the model with a 400 µm diffusion layer 

thickness than without convection. Thus, suggesting natural convection may play 

a role at higher concentrations, which may be due to the longer timescales of the 

measurement. 

3.4.8 Response of trench BDD-Q disc electrode in phosphate buffer 

with proton generation on ring.  

On the basis that the double peak feature was due to the individual quinone 

containing spots experiencing different pH environments an alternative sp2 

carbon pattern was tested. Rather than a series of spots a continuous ring was 

ablated into the BDD with an inner diameter of 0.8 mm, an outer diameter of 0.9 

mm and a depth of 12 µm. This aimed to concentrate the pH sensitive quinones 

into one area so the variation in pH would be reduced, henceforth referred to as 

the trench disc, Figure 3.26.  

 

Figure 3.26 Optical microscopy image of BDD ring with inner diameter of 1.4 mm and 
outer diameter 1.8 mm and trench disc, trench inner diameter 0.8 mm and outer 
diameter 0.9 mm.  
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The standard characterisation of the electrode was performed on the ring and 

trench disc returning capacitance values of 21.6 µF cm-2 and 19.8 µF cm-2, 

respectively. The pH calibration of the trench disc in Carmody buffer was Ep = -

0.062 pH + 0.50653, R2 = 0.99948, the response in unbuffered solution showed 

an increased slope (Ep = 0.065 pH + 0.48982) and an R2 = 0.98595. The quinone 

surface coverage of the trench disc was 7.2 x10-12 mol cm-2, substantially higher 

than 2.2 x10-12 mol cm-2. This could explain the variation in the buffer and 

unbuffered slopes and calibrations, as it is known that a higher quinone surface 

coverage can cause more local pH perturbation during the voltammetric pH 

measurement.51 The trench disc electrode was used to repeat the experiment in 

phosphate buffer using the same 70 µA current and SWV parameters. 

Interestingly, the same double peak feature was still observed, Figure 3.27. 

Despite condensing the quinone groups into a smaller area there is still a 50 µm 

distance between the outer and inner edges of the ablated area. Additionally, the 

disc is not completely central within the ring as can be seen from the optical 

image, Figure 3.26, which will exacerbate this issue too. Ideally an infinitely thin 

area of BDD would be ablated but that would come with a loss of sensitivity.  

 

Figure 3.27 SWV response of trench disc in 10 mM phosphate with 70 µA applied to the 
ring.  
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However, the change in pattern did result in the pH decrease occurring more 

quickly on the trench disc (●) than was observed with the microspot pattern (◇), 

Figure 3.28. This is most clear in the comparison of the two disc electrode 

patterns in the 10 mM phosphate buffer (blue symbols in Figure 3.28), but is also 

seen in the 5 mM (green symbols) and 15 mM (purple symbols) solutions. The 

pH readings from the trench disc also show a lower final pH reading than that 

recorded on the original BDD-Q microspot disc.  

 

Figure 3.28 Measured pH values on BDD-Q (◇) and trench (●) disc electrodes with 70 
µA applied to the ring in 5 mM (green), 10 mM (blue) and 15 mM (purple) phosphate 
buffer.  

When the trench disc geometry is put into the FEM model more rapid pH changes 

are outputted across the pH sensitive area with a small amount of variation 

between the maximum and minimum pH values, Figure 3.29a. When the model 

output for the trench disc (Figure 3.29b; dashed line) is compared to the output 

for the original BDD-Q disc, which is the average pH across the disc (Figure 3.29b; 

solid line), it is clear that the spatial distribution of the quinones is an important 

factor in how quickly the pH change is recorded and the timescales for the buffer 

capacity to be overcome. Interestingly in the model the final pHs of the two 

quinone arrangements agree but as already stated a lower final pH value was 

measured on the trench disc than the BDD-Q. This could however be a variation 

in the calibration of the discs. The original BDD-Q microspot pattern has been 

heavily researched and a variety of operational SWV parameters considered for 
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the best output. In the interest of time the same parameters were used for the 

trench which may not be the optimum for this arrangement. Alternatively, the 

BDD-Q spot disc may be under measuring the pH change, or be more affected by 

natural convection as previously discussed.  

 

Figure 3.29 a) FEM output for trench disc data with 70 µA applied to the ring in phosphate 
buffer at 0 (black), 0.5 (teal), 1 (orange), 5 (purple), 10 (pink), 15 (green) and 20 (yellow) 
mM, the solid lines are the average pH across the trench with the dashed line representing 
the maximum and the dotted line the minimum pH values. The inset is the same data over 
the initial 100 s where the majority of the pH change occurs. b) Compares the average pH 
value for the trench electrode (dashed line) and microspot electrode (solid line) when 
generating at the ring electrode at 70 µA at the same phosphate buffer concentrations.  

3.4.9 Analysis of BDD ring disc as a buffer capacity sensor 

Given the uncertainties in interpreting the pH values reported by the BDD-Q and 

trench discs when generating in the presence of buffer, it was decided that this 

region would not be used to determine any information about buffer capacity. 

Analysis was undertaken on the bulk pH measurement (prior to the ring 

generation beginning) and the point the generated pH response showed a single 

peak at a stable peak potential over five consecutive SWV measurements, as it 

was assumed the pH gradient over the disc was minimal. Deconvolution of the 

pH signal response when a pH gradient is present across the disc would require 

complex fitting analysis and defeats the object of a simple sensor so was not 

explored further. The pH change observed from the start peak position to the 

‘stable’ single peak and time taken to reach this stable point was used to 

determine a rate of change, Figure 3.30. 
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Figure 3.30 Rate of pH change from bulk pH (7.3) to first set of five SWV with a stable 
single peak position divided by the generation time between plotted against buffer 
concentration for BDD-Q ring disc in phosphate buffer generating H+ at 70 µA on the BDD 
ring.    

The sensitivity to buffer capacity determined by this method is fairly good, up to 

~10 mM, after that the sensitivity decreases. We looked at phosphate initially as 

a buffer as the conditions are in the neutral pH range. However the major 

buffering species in the environment is carbonate. In seawater carbonate 

concentrations are 2.2 – 2.5 mM kg-1 and in rivers 0.957 mM kg—1.52 Therefore 

this system is likely sensitive enough for environmental systems which are most 

typically at buffer concentrations < 5 mM. But further investigation would be 

required, particularly for freshwater syems due to the lower conductivity.   

The loss of sensitivity at higher concentrations is logical as a significant 

concentration of H+ ions are required to overcome the buffer capacity. The 

increased timescales required also pose challenges for the analysis as bubble 

formation and convective processes are more likely to be established. The longer 

timescales also allow for more diffusion to the area to counteract the local pH 

change, by introducing additional buffering species to the local area, further 

increasing the number of H+ to overcome the buffer capacity. Sensitivity at higher 

concentrations could be achieved with a smaller disc and ring diameter, however 

this poses a challenge for manufacture in the current format.  
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3.5 Conclusions and future work 

The BDD-Q disc electrode was shown to be able to track dynamic pH changes 

driven by H+ generation at a ring electrode in both unbuffered and buffered 

solutions. In buffered solutions, due to the consumption of H+ by buffering 

species, a pH front is formed. This was observed within the voltammetric SWV 

scans as merged (broad) or double peaks in the presence of buffer. Voltammetric 

pH measurement on the BDD-Q electrode in a ring disc geometry, supported by 

FEM modelling, has provided insight into the spatial variation of pH when using 

a ring disc electrode arrangement for proton detection work in the presence of 

buffer. Due to the spatial variation of the microspots on the BDD-Q electrode the 

pH variation across the disc is detected and the response is similar to the case of 

two pH measurements summed together.  

An experimental attempt was made to minimise this effect by concentrating the 

pH sensitive areas into a narrower region on the disc. However, this still showed 

a range of pH environments as merged peaks, this could in some part be 

attributed to the misalignment of the disc within the ring. As a proof of concept 

study the work in this chapter pushed the limits of the design as observed by the 

reduction of sensitivity at higher buffer concentrations. However, for an 

environmental sensor of alkalinity in river or seawater, the sensitivity in this 

arrangement is already sufficient.   

Future work could include verifying the pH gradient during the electrochemical 

measurement by using a complimentary additional pH sensitive technique such 

as CLSM. This could further aid understanding of the SWV response under a pH 

gradient, with further understanding it may be possible to deconvolute the SWV 

response where double peaks are seen. However, design adjustments either of 

the BDD-Q disc or the entire sensor may be a more worthwhile avenue to pursue. 

Here the FEM model would be advantageous as it can guide new designs.  

Possible design adaptations for the BDD-Q ring disc electrode for the future 

include:  

(i) A smaller diameter disc and ring; to reduce the diffusion path over the 

disc. 
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(ii) Variation of the ring thickness; thicker could provide greater area for 

proton generation but a thinner ring may benefit from a more 

hemispherical diffusional profile. 

(iii) Variation of the sp2 carbon region on the disc; how thin would a trench 

design need to be for the proton gradient to be negligible within the 

concentration range of interest.  

Alternatively, it may be better to reposition the generator electrode such that the 

BDD-Q disc is subject to a uniform proton gradient. For example, 

(iv) Parallel electrodes with a thin channel between similar, to the membrane 

device discussed in the introduction, Figure 3.31.36 

Figure 3.31 Schematic of a suggested thin channel alkalinity sensor using BDD disc 
electrodes.  

Alternatively, it may be possible to have: 

(v) Generator electrodes either side of a detector electrode to introduce H+ 

from two directions. This would create a uniform pH more quickly. The 

design could be in the form of bars in a defined channel or a ring-ring disc 

type arrangement, Figure 3.32 a and b, respectively. These designs would 

require optimisation and verification of a BDD-Q electrode in a format 

other than a disc and consideration to the ablated sp2 carbon geometry.  
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Figure 3.32 Dual proton generation alkalinity sensor designs; red generating 
electrodes and grey BDD-Q sensing electrodes a) bars that could be placed within a 
defined channel and b) ring-ring disc electrode configuration.  
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4 In-situ tracking of catalytically driven pH 
changes on boron doped diamond (BDD) versus 
copper nanoparticle modified BDD in 
unbuffered solutions 

4.1 Overview 

In this chapter, a boron doped diamond (BDD) ring disc electrode was used to 

probe local pH changes due to the oxygen reduction reaction (ORR), nitrate 

reduction reaction (NRR) and water reduction (WR) on both bare BDD electrode 

and BDD decorated with copper nanoparticles (Cu NPs). Cu NPs were 

electrochemically deposited onto the ring. Using the same principles as in 

Chapter 3, the reaction of interest was driven by applying a potential to the BDD 

ring electrode (either with or without Cu NPs) whilst sequential square wave 

voltammetry (SWV) measurements were made on the pH sensitised (BDD-Q) 

disc electrode, capturing the electrocatalysed local pH change over time. To 

probe NRR, experiments were undertaken in nitrate or sulfate anion based 

solutions. Using linear sweep voltammetry (LSV) potentials for ORR, NRR and 

WR in the presence of Cu NPs were identified at -0.4, -1.0 and -2.0 V, respectively. 

As BDD is electrocatalytically inert to ORR and NRR, small pH changes (<2 pH 

units) were recorded, at -0.4 and -1.0 V but WR at -2.0 V resulted in a significant 

pH change in both electrolyte solutions.  With Cu NPs present on the ring the pH 

changes at -0.4, -1.0 and -2.0 V in aerated 0.1 M K2SO4 were larger than those 

measured on the bare BDD. In the nitrate solution with Cu NPs present, NRR and 

WR are catalysed with larger pH changes observed than those on bare BDD at  

-1.0 and -2.0 V, respectively. However, a smaller pH change was observed at -0.4 

V with Cu NPs than without suggesting an inhibition of ORR in the presence of Cu 

NPs. This is attributed to nitrate adsorption acting to block the catalytic activity 

of the Cu deposits with respect to ORR. 
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4.2 Introduction 

Metal electrodeposition is the electrochemically driven deposition of a metal 

onto an electrode surface typically by the reductive transfer of electrons from 

electrode to metal cation.1 Metal deposits can be useful for increasing sensitivity 

on sensor devices,2–4 or advancing energy storage and conversion capabilities as 

electrocatalysts for water splitting, fuel cell technologies and carbon dioxide 

reduction.5–7 The electrodeposition of metals can be energy and resource 

efficient as only small amounts of, often precious, metals are required.8  

Electrodeposition additionally presents the opportunity to produce micro to 

nanoparticles (NPs) whose properties can vary from bulk analogues.9 The 

properties of NPs can vary wildly depending on NP size and structure.10–12 To 

deposit metals on a surface, typically a potential more negative than the 

thermodynamic standard potential for the metal/metal ion couple, is applied to 

the working electrode, an overpotential.  In some cases electrodeposition can 

occur at potentials lower than the thermodynamic potential, a process known as 

underdeposition.13 This occurs when deposition of the metal onto an electrode 

surface is more thermodynamically favourable than the metal-metal deposition.  

The deposition potential must be carefully chosen as the magnitude of the 

applied overpotential can influence the morphology of the metal 

electrodeposits.14,15 There is often an upper limit to the overpotential that can be 

applied without competing reactions occurring.16 For example, the hydrogen 

evolution reaction (HER), Equation 4.1, and WR, Equation 4.2, result in gaseous 

bubble formation. In some cases people have used small amounts of gas evolution 

to their advantage in order to create micro and nanoporous metal deposits.17–19 

𝟐𝑯+ + 𝟐𝒆−  → 𝟐𝑯𝟐 Equation 4.1 

𝑯𝟐𝑶 + 𝟐𝒆− →  𝑯𝟐 + 𝟐𝑶𝑯− Equation 4.2 

  

pH is a hugely important factor in metal electrodeposition as the solution pH 

determines the speciation of metal ions present in solution. In low pH solutions 

metal ions are generally present in their hydrated metal ion form, Figure 4.1a. As 

pH increases a decreasing fraction of metal ions will be present in the hydrated 
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form and are therefore less likely to be electrodeposited in the metallic form, 

Figure 4.1b.16,20  

 

Electrodeposition of pure metal is often undertaken in acidic media for this 

reason. Metals are more readily deposited from their hydrated ionic form 

(Equation 4.3) as the ligated water molecules readily de-solvate during the 

electrodeposition process.  

𝑴𝒏+ +  𝒏𝒆− →  𝑴𝟎 Equation 4.3 

 

Figure 4.1 a) pH dependent speciation of Cu in water and b) Pourbaix diagram of Cu in 
water. Both at an Ion concentration 0.001 m (mol/kg water). Temperature 25°C. 
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Electrodeposition parameters are often very carefully controlled to ensure the 

production of the desired metallic morphology deposit is achieved. Parameters 

to control include, pH (either as a buffered system or controlled in an unbuffered 

system), deposition potential (or in some cases deposition current), deposition 

time, oxygen presence / absence and temperature.16  

As discussed above if the overpotential is too high Equation 4.1 and Equation 4.2 

can occur. Both result in an increase in the local pH, resulting in the formation of 

metal hydroxides or oxides, Equation 4.4.21,22 However, for some applications, 

including supercapacitors, pH sensing and solar cells, metal oxides can be 

beneficial.22–25  

 

Also of importance is the role of the ORR, in aerated solutions, which can occur 

via a two or four electron pathway.26 The mechanisms for either pathway are pH 

dependent. All mechanisms ultimately result in a pH increase through proton 

consumption or hydroxide production resulting in an increased likelihood of 

depositing metal hydroxides/oxides, Equation 4.5 to Equation 4.12. 

4 electron pathways 

𝑶𝟐 +  𝟒𝑯+ + 𝟒𝒆−  →  𝟐𝑯𝟐𝑶 Equation 4.5 
Acid 

 

𝑶𝟐 + 𝟐𝑯𝟐𝑶 +  𝟒𝒆−  →  𝟒𝑶𝑯− Equation 4.6 
Alkaline 

 

 2 electron pathways 

𝑶𝟐 +  𝟐𝑯+ +  𝟐𝒆−  →  𝑯𝟐𝑶𝟐 

 

Equation 4.7 
Acid 

 

𝑯𝟐𝑶𝟐 +  𝟐𝑯+ +  𝟐𝒆−  →  𝟐𝑯𝟐𝑶 Equation 4.8 
Acid 

 

𝟐𝑯𝟐𝑶𝟐 →  𝑯𝟐𝑶 + 𝑶𝟐 Equation 4.9 
Acid 

  

𝑴𝒏+ +  𝒏𝑶𝑯−  → 𝑴(𝑶𝑯)𝒏 Equation 4.4 
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𝑶𝟐 +  𝑯𝟐𝑶 +  𝟐𝒆−  →  𝑯𝑶𝟐
− + 𝑶𝑯− Equation 4.10 

Alkaline 
 

𝑯𝑶𝟐
− +  𝑯𝟐𝑶 +  𝟐𝒆−  → 𝟑𝑶𝑯− Equation 4.11 

Alkaline 

  

𝟐𝑯𝑶𝟐
− → 𝟐𝑶𝑯− +  𝑶𝟐 Equation 4.12 

Alkaline 

   

Additionally nitrate anions, which are often used in supporting electrolytes, can 

undergo the NRR, which again increases the local pH through production of 

hydroxide ions through one of three postulated mechanisms (Equation 4.13 to 

Equation 4.15).27,28   

𝑵𝑶𝟑
− + 𝑯𝟐𝑶 +  𝟐𝒆−  →  𝑵𝑶𝟐

− +  𝟐𝑶𝑯−   Equation 4.13 

  

𝑵𝑶𝟑
− +  𝟕𝑯𝟐𝑶 + 𝟖𝒆−  →  𝑵𝑯𝟒

+ +  𝟏𝟎𝑶𝑯− Equation 4.14 

  

  

𝑵𝑶𝟑
− +  𝟑𝑯𝟐𝑶 +  𝟓𝒆−  →  

𝟏

𝟐
𝑵𝟐

 +  𝟔𝑶𝑯− 

 

 

Equation 4.15 

 

Nitrite (NO2-) formed from the reaction in Equation 4.13 can also undergo further 

reduction to ammonia (Equation 4.16), nitrate gas (Equation 4.17) or nitrous 

oxide (Equation 4.18) producing additional hydroxide ions.29,30 

𝑵𝑶𝟐
− +  𝟓𝑯𝟐𝑶 +  𝟔𝒆−  →  𝑵𝑯𝟑

 +  𝟕𝑶𝑯− Equation 4.16 

  

𝟐𝑵𝑶𝟐
− +  𝟒𝑯𝟐𝑶 + 𝟔𝒆−  →  𝑵𝟐

 +  𝟖𝑶𝑯− Equation 4.17 

  

𝟐𝑵𝑶𝟐
− +  𝟑𝑯𝟐𝑶 + 𝟒𝒆−  →  𝑵𝟐𝑶 +  𝟐𝑶𝑯− Equation 4.18 

  

Sulfate, another common supporting electrolyte anion, can be electrochemically 

oxidised resulting in the formation of sulfate radical ions and persulfate ions, 

however there is no corresponding pH change as the mechanism involves radical 

chemistry.31  
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As shown in Equation 4.1, Equation 4.2 and Equation 4.5 to 4.18, there are 

various possible electrochemical reactions that result in an increase in solution 

pH. Even if the solution is buffered, the magnitude of the buffer capacity is 

important as it may be locally overcome depending on the concentration of OH- 

produced and the buffer capacity of the electrolyte (see Chapter 3). Once metals 

are electrodeposited on the electrode surface, the hybrid electrode is typically 

dominated by the properties of the deposited metal, especially in the case of 

carbon electrodes.16 This is due to the metals having a greater electrocatalytic 

effect on reactions such as HER, WR, ORR and NRR, than the support substrate.  

As a metal, Cu is widely used for consumer electronics, photovoltaics and is 

increasingly gaining traction as a catalyst for CO2 reduction applications.32–35 Cu 

is very reactive and easily transitions between oxidation states. Cu is most 

commonly found in the 0, +1 or +2 oxidation states. Cu readily reacts to its two 

major oxide forms, copper (I) oxide (Cu2O) and copper (II) oxide (CuO).36 Cu has 

been reported to have an electrocatalytic effect on ORR,37 oxygen evolution from 

water oxidation,38 H2O2 reduction,39  NRR27 and CO2RR.40 However it is not 

always explicitly stated which form the Cu is in for these reactions. As shown 

above, ORR, H2O2 reduction and NRR actively change the local pH environment, 

if the solution is unbuffered or the local buffer capacity is overcome by the 

experimental conditions.  

Due to the highly reactive nature of Cu it is possible that chemical and 

morphological transformations may occur during the electrochemical process of 

interest, decreasing the efficiency and lifetime of the catalyst. This has been 

shown for the use of Cu and Cu related oxide structures in carbon dioxide 

electrocatalysis.41–44 pH is potentially a major driver of these transformations, 

which is often overlooked.  

The aim of this chapter is to measure the pH changes associated with ORR, NRR 

and WR on both blank BDD (carbon) electrodes45 and in the presence of 

electrodeposited Cu NPs. This work utilises a similar ring disc design to that used 

in Chapter 3 but with a thicker ring to ensure sufficient Cu was electrodeposited 

to detect a pH change from the processes of interest. The ring was held at 

appropriate potentials to drive ORR, NRR and WR with and without the presence 
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of Cu deposits. The integrated BDD-Q disc was utilised to measure the resulting 

pH change over a time period of approximately 30 s (20 SWV scans) in both 

nitrate and sulfate electrolytes.  

4.3 Experimental  

4.3.1 Chemicals & solutions  

All solutions were prepared using ultra-pure deionised water with a resistivity 

of ≥ 18.2 MΩ cm at 25°C (Millipore, Watford, UK). Electrodes were characterised 

as described in Chapter 2 using 0.1 M potassium nitrate (KNO3; 99 %, Acros 

Organics) for capacitance and solvent window measurements. Carmody buffers 

were prepared as previously described46 with boric acid (H3BO3; > 99 %, 

Scientific Lab Supplies), citric acid (C6H8O7; ≥ 99.5 %, Fisher Chemicals) and 

tertiary sodium phosphate (Na3PO4; ≥ 99 %; Acros Organics), pH 2 was used for 

quinone surface coverage (QSC) measurements, pH 4, 7 and 10 were used to 

calibrate the BDD-Q sensor. For unbuffered measurements 0.1 M KNO3 was 

adjusted with potassium hydroxide (KOH; 85 % Fisher Scientific) and sulphuric 

acid (H2SO4; ≥ 95 %, Fisher Scientific). Acetate buffer was prepared with sodium 

acetate (C2H3NaO2; 99 %, Fisher Chemicals) and glacial acetic acid (C2H4O2; 99 %, 

Sigma Aldrich). Cu was electrodeposited from a deoxygenated acetate buffer 

solution containing 100 µM copper(II) sulphate pentahydrate (CuSO4; 99 – 102 

%, Merck, Germany). Solutions of 0.1 M KNO3 and 0.1 M potassium sulphate 

(K2SO4; ≥ 99 %, Sigma Aldrich) were used during ring disc experiments. Solutions 

were deoxygenated by bubbling Ar gas (BOC Ltd., UK) through the solution until 

saturated (minimum 1 ml min-1). Solutions were also oxygenated to aid 

identification of oxygen based reactions by bubbling O2 gas through the solution 

for a minimum time period corresponding to 1 ml min-1. Experiments were 

undertaken in a temperature controlled lab at 22-23°C. 

4.3.2 Electrode Fabrication  

The electrodes were fabricated from freestanding electroanalytical grade 

polycrystalline BDD cut to the desired geometries using a 355 nm Nd:YAG 34 ns 

laser micro-machining system (E-355H-ATHI-O system, Oxford Lasers). In this 

case 1 mm diameter cylinders for the BDD-Q disc and BDD tubes with inner 

diameter 1.4 mm and outer diameter 2.5 mm were employed. Both were 
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subjected to a hot acid cleaning procedure as described in Section 2.3.1.1. The 

cylinders for BDD-Q sensing were subjected to a 600°C thermal anneal in air for 

5 hours to remove any remaining sp2 carbon. They then underwent further 

ablation from the laser to form the sp2 carbon containing microspots. A second 

hot acid treatment was undertaken to remove any lose material and oxygen 

terminate the remaining material. To provide an electrical contact on all the BDD 

electrodes, Ti (10 nm) / Au (400 nm) was sputtered (Moorfields MiniLab 060 

platform sputter/evaporator) onto the back (lapped) face. To form an ohmic 

contact these were annealed at 400°C for 5 hours in air, forming a titanium 

carbide contact between the carbon and titanium layers.   

For initial deposition work 1 mm cylinders were sealed in pulled glass capillaries 

(O.D. 2 mm; I.D. 1.16 mm, Harvard Apparatus Ltd., Kent, UK) with the sputtered 

contact facing the open end of the capillary. A vacuum was then applied and the 

edges of the BDD cylinders were heat sealed (Narishiage PB-7) within the 

capillaries. Once sealed the BDD surface was exposed by polishing away the 

excess glass on CarbiMet grit paper with increasingly fine grains and finally 

alumina (0.05 µm) paste (Buehler, Germany) until the BDD face was exposed, 

verified with optical microscopy (Olympus BH-2-HLSH). The back of the capillary 

was filled with conductive epoxy (Chemtronics, CircuitWorks, UK) and a 0.8 mm 

diameter copper wire, polished flat (R.S. Components, UK) inserted in contact 

with the back side of the BDD cylinder. Finally, epoxy resin was added at the top 

of the capillary to seal the conductive epoxy and stabilise the copper wire, 

(Araldite, RS, UK).  

For the ring disc electrode fabrication followed a similar process to that 

described in Chapter 3, the biggest difference being a 3D printed mount (Form3, 

Formlabs) was used to house the ring and disc electrode rather than the intrinsic 

diamond support to fit the cut geometries and provide a guide for the wires to be 

contacted. The front face of the BDD-Q disc was coated with polyvinyl acetate 

(Wilkinsons, UK) to temporarily block the microspots. The coated BDD-Q disc 

and ring were mounted into the print, ensuring the contacts aligned with the wire 

guides, and sealed in place with UV cured clear resin (Formlabs). The front face 

was polished back using increasingly fine carbide paper to expose the BDD faces 
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and a multimeter was used to ensure the contacts had not been covered. Silver 

coated copper wires (RS Components, UK) with a 0.45 mm diameter were 

polished flat on carbide paper and used to contact to the back of the BDD disc and 

ring using conductive epoxy and left to dry for a minimum of 1 hour. Clear resin 

was added and UV cured to seal the wires in place. Successful contact was 

checked with a multimeter. A 3D printed electrode body was then superglued to 

the cap and backfilled with more clear resin and UV cured, Figure 4.2.  

 

Figure 4.2 Images of ring disc electrode a) electrode body in final form, b) electrode face 
and c) optical microscopy image of BDD ring and BDD-Q disc (diameter 1 mm). Note the 
non-circular appearance of the disc electrode is due to a small amount of resin 
remaining on the surface of the disc.  

4.3.3 Electrochemical Measurements 

Two potentiostats were used to complete this work. A CH Instruments 

(CHI)750A was used for initial chatacterisation and preliminary Cu deposition 

work. A CHI 760E was used for dual ring disc measuremements, operated as a 

bipotentiostat. The ring, disc and glass sealed electrodes were characterised 

independently for capacitance and solvent window as described in Sections 2.5.1 

and 2.5.2, respectively. The BDD-Q disc was also characterised for QSC as 

described in Section 2.5.4.  

Square wave voltammetry (SWV) was used for pH measurements on the BDD-Q 

disc (frequency = 150 Hz, amplitude = 0.1 V and step = 4 mV). A cathodic scan 

range of 0.4 V to -0.3 V was used for calibration and the majority of experiments.47 

The range was increased to -0.6 V for experiments that showed the greatest pH 

change to ensure the peak was captured. For pH measurement of the bulk 

solution of interest, six sequential SWV measurements were performed, the first 

discarded and the remaining five averaged, hence referred to as bulk pH 

measurements. When recording sequential pH measurements, once the 
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potentiostat completes a SWV, and prior to recording the next SWV, the 

potentiostat needs to reset. This involves holding the BDD-Q electrode at open 

circuit potential (OCP) for a period of ~ 100’s ms, before the SWV starts again. 

Prior to all experiments the BDD-Q electrode was calibrated in pH 4, 7 and 10 

Carmody buffers at room temperature as bulk pH measurements. The peak 

position at the known pH values was used to create a calibration line in the Ep = 

mpH + c form.  The performance was assessed in an unbuffered solution of 0.1 M 

KNO3 acidified to ~ pH 4 using dilute H2SO4, sequential addition of dilute KOH 

was used to increase the pH of the solution up to pH 10. A glass pH probe and 

meter (SevenEasy, Mettler Toledo) was used to measure the pH across the range 

prior to each BDD-Q measurement.  

When performing dual electrode local pH measurements and operating the 

potentiostat in bipotentiostatic mode, a potential was applied continuously to the 

ring electrode whilst sequential SWVs were recorded at the BDD-Q disc. In 

contrast to single electrode measurement, the bipotentiostat instead of letting 

the disc electrode sit at OCP in between SWVs, requires a potential to be defined. 

This is due to keeping the cell on between sweeps to maintain the applied 

potential at the ring. The impact on the pH measurement, of holding the BDD-Q 

disc electrode at either the start or end potential of the SWV, in between scans, 

was explored (vide infra).  

For dual electrode measurements, prior to starting the measurement, the pH of 

the solution was first measured using the BDD-Q disc electrode as a bulk pH 

measurement (6 sequential SWV), no potential applied to the ring. For 

experiments with Cu deposits on the ring, the electrode was removed from the 

electrolyte solution, Cu was electrodeposited on the ring and the electrodes were 

rinsed in DI water before being returned to the electrolyte solution. A constant 

potential of either -0.2, -0.4, -1.0 or -2.0 V vs. SCE was applied to the ring (either 

bare BDD or Cu NP-BDD) whilst the disc simultaneously performed 20 SWV scans 

to monitor the local pH change, returning to the start potential of the SWV scan 

whilst the potentiostat reset between the scans.  

Electrochemical deposition of Cu on the ring electrode was performed using 

current-time (i-t) amperometry in a deoxygenated 100 µM CuSO4 acetate buffer 
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solution (pH 3.1) holding at -0.6 V for 20 s. Verification of the chemical identity 

of the electrodeposited species was undertaken by performing a linear sweep 

voltammetry (LSV) in an acetate buffer, scanning from -0.1 V to 0.6 V to identify 

a Cu stripping peak and supported by scanning electron microscope (SEM) 

imaging. After the measurement the Cu electrodeposit was removed by holding 

the ring at +1.5 V for 20 s in 0.1 M H2SO4, verified by the absence of a Cu stripping 

peak in an LSV.  

4.4 Results and Discussion 

4.4.1 Electrochemical Characterisation 

The BDD ring and BDD-Q disc electrodes had a solvent window of 4.1 V and 2.3 V 

respectively, and a capacitance of 17.3 µF cm-1 and 21.8 µF cm-1, respectively, 

based on surface areas determined from the 3D profile using white light 

interferometry (Bruker Controur GTX, Germany). As expected the BDD-Q disc 

shows a reduced solvent window and higher capacitance than the bare BDD ring 

due to the deliberate incorporation of sp2 carbon material.45  The BDD-Q disc 

electrode has a QSC of 3.23 × 10-12 mol cm-2, calculated again using the surface 

area from interferometry. The disc showed a pH calibration slope of 60 mV pH-1  

(R2 = 0.997) in buffered solutions (blue; ■) close to the expected Nernstian 

response, Figure 4.3a.48 In an unbuffered solution the slope increased slightly to 

66 mV pH-1 (R2 = 0.992) Figure 4.3a (pink; ▲).  Ideally the buffered and the ideal 

response would align, as was seen in Chapter 3 when using an Autolab 

PGSTAT101 potentiostat. 
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Interestingly, we observed that when changing the current sensitivity setting 

from 10 A V-1 (as for data shown in Figure 4.3a) to 1 A V-1 with the potentiostat 

used for these experiments (CHI760E) then alignment between buffered and 

unbuffered data was observed (Figure 4.3b).  However, the slope of the 

calibration had increased to 72 mV pH-1 in the buffered case (green; ■) and 74 

mV pH-1 in the unbuffered case at a current sensitivity of 1 A V-1. To explore this 

further raw i-t decay curves using the multipotential step (STEP) techniques 

were programmed into the CHI. 12 potential steps (6 SWV steps) were input with 

the smallest sample interval of 10 kHz (0.1 ms) matching as closely as possible 

the SWV parameters used across the potential range 0.246 to 0.230 V in pH 4 

Carmody buffer. Note, the SWV was recorded at a frequency of 150 kHz, the STEP 

techniques cannot sample this quickly, however, this is still a representative 

example of the i-t decay.  

The first forward and reverse step, under the grey panel in Figure 4.4b, are 

discounted as this step effectively conditions the electrode solution interface for 

the measurement. At 0.1 A V-1 the potentiostat software reported a current 

overflow. This did not occur at sensitivities of 10 A V-1 and 1 A V-1. When 

looking at the i-t decays the 1 A V-1 current decays recorded are outside the 

range the potentiostat can measure, hence the flatline response (dashed blue 

 

Figure 4.3 Calibration graph for BDD-Q disc electrode at a) 10 µA V-1  sensitivity in 

Carmody buffer solutions (solid line; ■; blue) and pH response in unbuffered solution 

(dashed line; ▲; pink) and b) 1 µA V-1 sensitivities. Carmody buffer solutions (solid line; 

■; green) and pH response in unbuffered solution (dashed line; ▲; purple). 
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line). This is likely due to an overload of the i/V converter which takes time to 

recover and distorts the results, seen as an increase in the calibration slope. As 

SWV records the measurements as a current average over the last 50 – 100% of 

the i-t decay (region in dashed box, Figure 4.4b) in the forward and reverse step, 

the current is not overloading in this region, hence the potentiostat does not 

report an overflow current.  

From the outputted current in the normal SWV scan (Figure 4.4a) the sensitivity 

should be set at 1 A V-1, however this is evidently not appropriate. This variation 

in calibration slope with sensitivity has not previously been noticed when using 

glass sealed BDD-Q macroelectrodes. It is possible this effect has been 

exacerbated by increased resistance in the BDD-Q ring disc electrode. This 

behaviour is still not fully understood but highlights issues associated with using 

commercial potentiostats in that the user rarely gets access to the raw data and 

only sees data which has been processed by the potentiostat.49  For the purpose 

of the experiment this is not problematic, a buffered calibration line as seen in 

Figure 4.3a was used for all peak position to pH conversions but recalibrated 

prior to each experimental run and the calibration was verified by recalibrating 

after each set of experiments. All SWV measurements were made at a sensitivity 

of 10 A V-1. 
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Figure 4.4 a) SWV responses of BDD-Q disc in ring disc arrangement at 0.1 A V-1  (black 
dotted line) 1 A V-1 (blue dashed line) 10 A V-1 (pink solid line) and i-t decay response 
over 0.246 to 0.230 V using STEP measurement to simulate SWV response at at b) 10 A 
V-1 (pink solid line), c) 1 A V-1 (blue dashed line)and d) 0.1 A V-1  (black dotted line). 

Grey box covers first ‘step’ response is not representative in the first measurement. 
Dashed grey box shows 50 -100% region of one i-t decay, the region sampled by the 
potentiostat during a SWV measurement.  

To verify whether the holding potential at the BDD-Q disc electrode between 

SWV measurements impacted the pH measurement on the disc, SWV 

measurements in pH 4, 7 and 10 buffered solutions were made with the electrode 

held at either (i) OCP (▲); (ii) at the final potential of the scan, typically -0.3 V, 

(■); or (iii) returning to the start potential,0.4 V, (● ), Figure 4.5. As can be seen, 

in Figure 4.5b, the calibration gradient and R2 values were the same for all three 

conditions; -57.1 mV pH-1 and 0.993, respectively. The intercept value was 0.474 

V for OCP and holding at the final potential whilst for returning to the start  

potential, was 0.470 V. Given that all three conditions result in very similar 

responses, any could have been used. Returning to the start potential in between 

sequential SWV scans was used for all subsequent bipotentiostatic experiments 



142 
 

as for the experiments with Cu present holding at 0.4 V would additionally 

prevent any Cu deposition on the disc. 

4.4.2 Electrochemical response of bare BDD  

To provide a baseline for the electrocatalytic activity of Cu, the response of the 

bare BDD ring was investigated in both nitrate (KNO3) and sulfate (K2SO4) 

electrolytes at 0.1 M concentration, typically pH 5.5 and 6.0 respectively. Initially, 

LSVs were taken scanning cathodically from 0.0 V to -2.0 V vs. SCE in both 

electrolyte solutions, Figure 4.6. The scans were virtually featureless until the 

solvent window due to the electrocatalytically inert qualities of BDD.45 Processes 

such as ORR which are present in aerated solutions are often convoluted with 

WR and other solvent window features on BDD, due to the very slow electron 

transfer kinetics for ORR.45 The solvent window is slightly reduced in the nitrate 

electrolyte than the sulfate, this is most likely due to the pH differences between 

the two solutions, the slightly more acidic pH of the nitrate (pH 5.5) contains 

more protons than the sulfate (pH 6.0) solution which shifts the water reduction 

to a less negative potential. Any sp2 carbon exposed on the edges of the ring could 

catalyse ORR and WR, but the contributions appear to be minimal in this data, as 

the current is featureless at low potentials. 45 

 

Figure 4.5 (a) pH calibration SWV measurements in pH 4 (pink), 7 (green) and 10 
(purple) Carmody buffers and (b) corresponding pH calibration lines under OCP (solid 
line; ▲), Cell On returning to start potential (dashed line; ● ) and Cell on holding at final 
potential (dotted line; ■) 
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4.4.3 Electrochemical response of Cu NP-BDD electrode  

As previously stated in Section 4.2, Cu is stable in many different forms. Therefore 

investigation was first required to ensure the correct electrodeposition 

conditions for formation of pure Cu0 metal deposits. Exclusion of oxygen and 

working in acidic conditions are known to aid the deposition of Cu metal. 

Previous work from the group20 had considered the effect of different electrolyte 

solutions on the deposition of Cu and concluded that a deoxygenated acetate 

buffer solution at pH 3.1 consistently produced Cu0 deposits. Therefore a 100 µM 

CuSO4 deoxygenated acetate buffer solution was used for deposition of Cu. 

Anodic Stripping Voltammetry (ASV) in acetate buffer was used to confirm the 

deposits were Cu metal. A CV was performed on the ring of the ring disc electrode 

in the deposition solution, as shown in Figure 4.7. A clear deposition peak was 

seen at -0.17 V vs. SCE, followed by a stripping peak in the oxidative scan at 0.11 

V which can be associated with the removal of Cu0 in the Cu2+ form. 

 

Figure 4.6 LSV on bare BDD ring electrode in aerated 0.1 M KNO3 (purple; dotted line) 
and 0.1 M K2SO4 (green) solutions.  Undertaken with a 0.1 V s-1 scan rate. 
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Figure 4.7 A cyclic voltammogram performed on the ring of the BDD ring disc electrode 
in 100 µM CuSO4 deoxygenated acetate buffer, pH 3.1. Scan rate = 0.1 V s-1. 

 

A series of deposition potentials and times were investigated and the resulting 

deposits characterised using ASV. Stripping was performed as quickly as possible 

after deposition to limit possible oxidation or transformation. The electrode was 

moved to an acetate buffer solution that did not contain Cu for stripping. Initially 

-0.80 V was chosen as a deposition potential, which is well past the reduction 

peak seen in Figure 4.7. This high overpotential was chosen to encourage 

deposition of a high density of smaller particles across the ring. Deposition times 

of 10 s, 20 s and 30 s were considered, Figure 4.8a. All three stripping peaks 

showed an initial peak ~ 0.10 – 0.15 V but exhibited a broad shoulder suggesting 

the presence of a heterogeneous morphologies and possible copper (I or II) oxide 

presence resulting in stripping over a broader potential range. A deposition time 

of 20 s was chosen to investigate alternative deposition potentials. The additional 

potentials considered were -0.50, -0.60 and -0.70 V, Figure 4.8b.  
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The most well-defined stripping peak was from the deposition at -0.60 V for 20 s 

(Figure 4.8b; purple line), aligning well with the stripping peak of Cu recorded in 

the CV. No significant shoulder was observed, suggesting the morphology of 

deposits was uniform and homogeneous. The more negative peak potentials 

showed reduced peak heights and broader shoulders in comparison suggesting 

again a range of deposited morphologies. At -0.5 V the peak height was reduced 

compared to -0.6 V and showed a higher baseline after the peak. Therefore a 20 

s deposition time at -0.6 V was used for experiments with Cu present as these 

ASV peaks suggest that produces the most uniform deposit on the ring electrode. 

Scanning electron microscopy (SEM) was used to further probe the Cu deposits, 

Figure 4.9. The electrodeposited Cu particles are on the nanometre scale and the 

morphology is consistent with deposits of Cu0, previously verified by Energy 

Dispersive X-Ray Analysis (EDX) by the absence of oxygen in the locations of Cu 

deposits.20 It was challenging to capture clear SEM images of the deposits on the 

ring electrode due to the large amount of polymer the electrodes are set in. 

Therefore, EDX on these deposits was not possible, and image quality is limited 

due to the build-up of charge on the electrode during the image capture.  

 

 

Figure 4.8 Dashed line is Cu CV performed on the ring of the BDD ring disc electrode in 
100 µM CuSO4 deoxygenated acetate buffer over laid by; a) ASV data from Cu deposition 
in deoxygenated 100 µM CuSO4 in acetate buffer at -0.8 V for 10 s (green), 20 s ( blue) 
and 30 s (pink) stripped in acetate buffer solution, b) ASV data from Cu deposition in 
deoxygenated 100 µM CuSO4 in acetate buffer for 20 s at -0.5 V (orange), -0.6 V (purple), 
-0.7 V (green) and -0.8 V (blue). All undertaken at a scan rate of 0.1 V s-1. 
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Figure 4.9 SEM image of Cu deposits (white spots) on ring of BDD-Q ring disc electrode, 
deposited from a deoxygenated 100 µM CuSO2 acetate buffer solution by holding at -0.6 
V vs. SCE for 20 s.  

4.4.4 Electrocatalytic effect of Cu 

LSVs were repeated with Cu electrodeposited on the ring using the procedure 

determined in Section 4.4.3, Figure 4.10. It is immediately evident that Cu shows 

electrocatalytic activity when compared against the response for the bare BDD 

ring electrode (dotted lines). Starting with deoxygenated conditions (Figure 4.10 

a and b; dashed line), the current starts to rapidly increase in nitrate media at a 

potential of -1.2 V vs. SCE, compared with -1.6 V vs. SCE for sulfate solutions. This 

decreased solvent window in nitrate media is likely associated with Cu NP 

catalysed NRR and WR,27 whilst in sulfate solutions it is likely to be due only to 

Cu catalysed WR. In ambient conditions (Figure 4.10 a and b; solid line) a pre 

wave at -1.0 V in the nitrate solution and a smaller response is evident in sulfate 

media at -1.2 V likely to be ORR. 
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To investigate further the role of oxygen in solution, LSVs were repeated with a 

reduced scan range 0 to -0.8 V, on a 1 mm Cu NP-BDD macroelelectrode in 

aerated, deoxygenated and oxygen saturated solutions Figure 4.10 c and d. The 

initial peak seen in all LSVs around -0.1 V is likely a Cu electrodeposition peak 

due to the small amount of dissolution of the Cu deposits prior to and at the start 

of the LSV, as these potentials are close to the Cu stripping peak. A clear peak is 

seen in the oxygen saturated solutions (dash dot line) with a peak at -0.45 V and 

-0.46 V in the KNO3 (Figure 4.10c) and K2SO4 (Figure 4.10d) solutions, 

respectively. This is likely to be Cu catalysed ORR. This peak is also observed in 

the deoxygenated KNO3 solution, this is likely due to an incomplete removal of all 

O2 or regassing of O2 whilst setting up the electrodes.50 Without a glove box it is 

challenging to remove all O2 despite using an argon blanket and reducing set up 

times as much as possible during the measurement. The deoxygenated sulfate 

 

Figure 4.10 LSV responses in 0.1 M KNO3 (a & c) and 0.1 M K2SO4 (b & d) on ring electrode 
of ring disc (a & b) and a 1 mm macro electrode (c & d) without Cu NPs (dotted line), and 
with Cu NPs in; aerated solutions (solid line), deoxygenated solutions (dashed line) and 
oxygenated solutions (dot dash line).  Undertaken with a 0.1 V s-1 scan rate. 
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solution shows much lower currents than the aerated and oxygen saturated 

solutions.  In the ambient LSVs (solid lines) the ORR peak is shifted to ~-0.65 V. 

There appear to be some differences in the potentials between the data on the 

macroelectrode and the ring electrode. However, this is not surprising as the 

geometry, area, Cu NP density and fabrication of the two electrodes are likely to 

impact the electrochemistry and account for these variations.   

The catalytic effect of Cu NPs compared to the blank BDD electrode surface is 

evident from this data. ORR, NRR and WR all result in a pH increase. The BDD-Q 

ring disc provides an opportunity to measure the pH changes over a time period 

whilst driving an electrochemical reaction on the Cu NP-BDD electrode. This was 

achieved by applying four ring electrode potentials (i) -0.2 V; (ii) -0.4 V; (iii) -1.0 

V and (v) -2.0 V corresponding to potentials where (i) no reaction should occur, 

(ii) ORR and (iii) NRR has commenced and (iv) WR is dominating. All potentials 

considered were applied in both aerated nitrate and sulfate solutions. 

Deoxygenated solutions were also used to probe the role of ORR at an applied 

ring potential of -0.4 V. The concentration of dissolved oxygen in ambient 

solutions is ca. 0.25 mM, 20% O2 at 25°C,51 which is significantly lower than the 

concentrations of nitrate and water, at potentials where NRR and WR occur the 

contribution of ORR to the overall pH change was expected to be minimal. 

Therefore, deoxygenating the solution for applied potentials of -1.0 and -2.0 V 

was deemed unnecessary. Note, prior to switching on the ring electrode 

potential, a bulk pH measurement was made on the BDD-Q disc electrode which 

reflects the bulk pH of the solution to be used for the experiment. A continuous 

potential was then applied to the ring electrode whilst simultaneously 

performing 20 sequential SWV measurements on the disc electrode, ~ 30 s 

scanning time in total. Experiments were first carried out using the bare BDD ring 

electrode. 

4.4.4.1 pH Tracking in Nitrate Electrolyte 

The starting pH in the 0.1 M KNO3 solution was typically measured to be pH 5.5 

using the glass pH probe, although fluctuations between pH 5.0 and 6.0 were 

observed. This is likely due to age of the solution and the dissolved CO2 present 
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which can fluctuate within the lab. When no potential was applied to the ring 

electrode the SWV peak position remained fixed for the 20 sequential SWV scans.  

Figure 4.11 shows the BDD-Q SWV peaks recorded continuously upon 

application of a potential of -2.0 V vs. SCE to the BDD ring in an aerated 0.1 M 

KNO3 solution over a timescale of ~ 33 s. The SWV peak potential shifted by 404 

mV, which corresponds to a pH increase of 6.9 pH units, from pH 5.1 to 14.4. At 

this potential on the BDD ring, current will flow due to the WR. This was the 

largest shift in peak potential observed in the nitrate electrolyte. Note, the scan 

range was extended to -0.6 V for these measurements to capture the change in 

peak potential position due to the large change in the local pH. The scan range is 

typically kept as narrow as possible, to avoid encountering any faradaic process 

which could alter the local pH.47 However, as shown in Figure 4.11, there 

appeared to be no obvious competing reactions. Extending the potential window, 

increases the total scan time by approximately 3 s.   

 

 

 

 

Figure 4.11 Background response of BDD ring disc electrode in aerated 0.1 M KNO3. 
Dashed line is the bulk measurement on disc prior to applying a potential to the ring. 20 
sequential SWV scans on disc electrode with -2.0 V applied to the ring.  
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The peak potentials in were converted to pH values using the calibration curve 

Ep = -0.05879 pH + 0.49571 and the pH change (from the bulk pH measurement) 

plotted as a function of SWV scan number (which equates to time, approximately 

2 s per scan). This was performed for all ring potentials applied (-0.2, -0.4 aerated 

and deoxygenated, -1.0 and -2.0 V) and is displayed in Figure 4.12.  

 

SWV data for an applied ring potential of -0.4 V in a deoxygenated 0.1 M KNO3 

solution is shown in Figure 4.13. When oxygen was removed, by bubbling argon 

at a minimum rate of 1 ml min-1 through the solution, no overall peak shift was 

observed between the bulk measurement and the final pH peak of the scan, as 

expected due to their being no faradaic process occurring at this potential to 

result in a pH change. Note, the deoxygenation process results in an increase in 

the pH of the starting solution, due to the removal of dissolved CO2. When 

measured with a glass pH probe the starting pH of the deoxygenated KNO3 

solution was 7.70.  

 

Figure 4.12 The measured pH change in an aerated 0.1 M KNO3 on the disc electrode, 

unless otherwise stated, at ring potentials of -0.2 V (■), -0.4 V in deoxygenated solution 

(●), -0.4 V  (▲), -1.0 V (⯁) and -2.0 V (⬟) normalised to measured bulk concentration.   
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Figure 4.13 Background response of ring disc electrode in deoxygenated 0.1 M KNO3. 
Dashed line is the bulk measurement on disc prior to applying a potential to the ring. 20 
sequential SWV scans on disc electrode with -0.4 V applied to the ring. 

 

In Figure 4.13, the first scan in this SWV sequence is shifted slightly more positive 

than the bulk pH measurement (dashed line) and the other SWV peaks. A slightly 

different response for the first SWV, is nearly always seen with SWV BDD-Q 

measurements. This is attributed to the electrode surface dissipating any surface 

charge from interfacial interactions between the solution and electrode that 

occur at OCP prior to the commencement of the experiment. This is why the first 

scan is discarded in bulk SWV pH measurements. However, for these 

measurements, where sequential SWVs were used to monitor the time evolving 

local pH gradient, the first SWV data point was included, but based on our 

understanding of SWV measurements should be treated with caution. This 

accounts for the apparent negative pH change observed in the second data point 

of Figure 4.12. The first data point at scan number 0, corresponds to the bulk pH 

measurement. In order to visualise the pH changes more clearly, we report pH 

changes on the y axis normalised to the bulk pH for each measurement.  

The SWV for pH tracking in aerated KNO3 solutions at applied BDD ring potentials 

of -0.2, -0.4 and -1.0 V over a ~ 30 s time period are shown in Figure 4.14. At -0.2 

V a peak potential shift of 8 mV is recorded, Figure 4.14a, corresponding to a pH 

increase of 0.14 pH units. The shift could be due to either a small amount of ORR 
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or slight instability in the pH measurement. Any exposed edge on the ring will 

contain small amounts of sp2 carbon which can catalyse ORR,45 however given 

the small applied potential this is more likely to be a small instability of the BDD-

Q sensor in the unbuffered solution. However, ORR clearly plays a small role as 

at -0.4 V there is a peak position shift of 64 mV in the aerated solution, Figure 

4.14b, compared to no shift in the deoxygenated solution, Figure 4.13. This is a 

0.75 pH unit increase under aerated conditions. At -1.0 V a 112 mV shift in peak 

potential was observed, corresponding to an increase of 1.9 pH units from the 

starting pH 6.53, Figure 4.14c.  

 

 

Figure 4.14 Background response of ring disc electrode in aerated 0.1 M KNO3. Dashed 
line is the bulk measurement on disc prior to applying a potential to the ring. a) 20 
sequential SWV scans on disc electrode with -0.2 V applied to the ring b) 20 sequential 
SWV scans on disc electrode with -0.4 V applied to the ring and c) 20 sequential SWV 
scans on disc electrode with -1.0 V applied to the ring. 
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4.4.4.2 pH Tracking in Sulfate Electrolyte  

The aerated 0.1 M K2SO4 solution has a slightly higher starting pH than the 

aerated nitrate solution, of around 6.0, likely due to the formation of HSO4- ions, 

consuming a small amount of protons in the solution. Again variations between 

pH 5.9 and 6.5 were measured in each solution on the glass pH probe throughout 

the day. No shift in the BDD-Q SWV peak position was seen as a function of time, 

compared to the bulk solution, when -0.2 V was applied to the ring in an aerated 

solution, Figure 4.15a. An 84 mV shift was observed when the ring was held at  

-1.0 V corresponding to a 1.4 pH unit increase, Figure 4.15b. Similar currents 

were passed at the BDD ring in both electrolyte solutions when -1.0 V was 

applied suggesting a small contribution of WR is occurring at this potential. 

 

 

A small shift in the SWV peak potential was measured at -0.4 V in both the 

deoxygenated and aerated 0.1 M K2SO4 solutions of 12 mV and 16 mV, Figure 4.16 

a and b, respectively. In the aerated 0.1 M K2SO4 solution the 16 mV shift equates 

to a 0.27 pH unit increase, much less than the 1.09 pH unit increase in the KNO3 

solution. This possibly suggests a reduced contribution of ORR (at the sp2 carbon 

features) in the presence of sulfate ions at this potential. The similar shift 

observed in the deoxygenated solution, corresponds to 0.20 pH unit increase, this 

 

Figure 4.15 Background response of ring disc electrode in aerated 0.1 M K2SO4. Dashed 
line is the bulk measurement on disc prior to applying a potential to the ring. a) 20 
sequential SWV scans on disc electrode with -0.2 V applied to the ring b) 20 sequential 
SWV scans on disc electrode with -1.0 V applied to the ring. 
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is most likely due to a small amount of ORR from incomplete oxygen removal. 

Again the most significant SWV peak potential shift was observed at -2.0 V with 

a 376 mV shift corresponding to a 6.4 pH unit increase from 6.5 to 12.9 (Figure 

4.16c), attributable to WR and requiring a larger potential scan range to capture 

the changing SWVs. The overall pH changes normalised to the bulk concentration 

measurement, calculated in the same way as for the nitrate, are shown in Figure 

4.17. 

 

 

Figure 4.16 Background response of ring disc electrode in 0.1 M K2SO4. Dashed line is 
the bulk measurement on disc prior to applying a potential to the ring. a) 20 sequential 
SWV scans on disc electrode with -0.4 V applied to the ring in a deoxygenated solution 
b) 20 sequential SWV scans on disc electrode with -0.4 V applied to the ring in an aerated 
solution and c) 20 sequential SWV scans on disc electrode with -2.0 V applied to the ring 
in an aerated solution. 
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The data above has shown that the ring disc BDD-Q pH sensor arrangement in 

the two different electrolyte solutions is capable of detecting electrochemically 

induced changes in the local pH. A summary of the results is shown in  Table 4.1. 

 Table 4.1 Summary table of pH change measured on BDD-Q disc over ~ 30s in 0.1 M KNO3 
and K2SO4 solutions when a range of potentials are applied to the bare BDD ring electrode.  

 

4.4.5 pH Tracking with a Cu-NP BDD Ring Electrode 

To consider how the electrocatalytic activity of the Cu NPs on the BDD influenced 

local pH changes, the same potentials were applied to the ring electrode after 

electrodeposition of Cu NPs. As before a bulk pH measurement was made on the 

 

Figure 4.17 The measured pH change in 0.1 M K2SO4 on the disc electrode at ring 

potentials of -0.2 V (■), -0.4 V in deoxygenated solution (●), -0.4 V (▲), -1.0 V (⯁) and -

2.0 V (⬟) normalised to measured bulk concentration. Unless stated all solutions are 
aerated. 

Applied Ring E / V Nitrate 
pH change  

Sulfate 
pH change  

-0.2 0.14 0 

-0.4  Deoxygenated 0 0.20 

-0.4 1.09 0.27 

-1 1.91 1.43 

-2 6.87 6.40 
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BDD-Q disc in the electrolyte solution. An electrodeposition was then performed 

on the ring with the conditions determined in Section 4.4.3, before being replaced 

into the electrolyte solution for the experiment. In initial experiments, a 

significant second peak was observed on the BDD-Q disc. The main pH peak was 

also shifted by 64 mV in the positive direction, i.e. indicating a more acidic 

solution, Figure 4.18a. These two factors suggested transfer of the deposition 

solution into the test solution. The acetate buffer at pH 3.1 was responsible for 

causing a slight acidic pH shift, whilst it was postulated that the second peak was 

due to Cu deposition from transferred Cu2+ ions locally accumulated on the disc 

electrode.47 An attempt was made to minimise this second peak via the inclusion 

of a more vigorous rinsing step. Two procedures were investigated, gentle 

rinsing in static DI water and stirring in DI water or the test electrolyte solution.  

 

Figure 4.18 Bulk pH measurements in 0.1 M KNO3 on BDD-Q disc before Cu deposition 
(dashed line) and after Cu deposition returned to the original 0.1 M KNO3 solution (solid 
line) a) without rinsing, b) rinsed gently in static DI and c) rinsed in DI stirred with a 
magnetic flea. 
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Gentle rinsing in DI water reduced the magnitude of the second potential peak at 

-0.1 V but an acidic shift in the pH peak still occurred, Figure 4.18b. When the 

electrode was placed into an electrolyte solution stirred with a magnetic flea the 

pH peak aligned well with the bulk pH measurement and the second peak was 

significantly reduced, Figure 4.18c. Therefore, this mode of rinsing was used for 

all further experiments with Cu electrodeposited electrodes. Note, the reference 

and counter electrodes were also rinsed with DI water before being placed into 

the measurement solution to further reduce carry over. The data was discarded 

if the bulk pH was significantly different to the starting pH recorded by the BDD-

Q disc electrode.   

Fresh Cu NPs were deposited for each experiment to ensure that Cu0 was the 

deposited form and in the same morphology at the start of each experiment. 

Given the applied potentials it is possible that the Cu species would have changed 

through the duration of the experiment. Whilst the rinsing technique chosen 

could potentially oxidise the surface layers of the Cu deposits,52 ensuring no 

carry-over of the deposition solution was a more significant barrier to the 

experiment. Once the pH tracking measurement was complete, the electrode was 

transferred to a 0.1 M H2SO4 solution where an oxidative potential of 1.5 V was 

applied to the ring for 20 s to electrochemically remove the Cu deposits via Cu 

oxidation. An LSV was then performed in a fresh 0.1 M H2SO4 solution to ensure 

no Cu stripping features were observed. Manual polishing with alumina particles 

was conducted prior to the calibration of the BDD-Q disc, the very first 

experiment, for each run of experiments. However, alumina polishing was 

avoided during individual experiments of the run to ensure the original 

calibration held and to ensure the condition of the ring and disc were not changed 

due to exposure of the BDD edges, as the insulating resin can be removed by over 

polishing. The calibration was also verified by repeating the calibration 

measurements at the end of each set of experiments.  

4.4.5.1 pH Tracking with Cu nanoparticles in Nitrate electrolyte 

The same applied ring potentials were considered as on the blank BDD ring (-0.2, 

-0.4, -1.0 and -2.0 V vs. SCE), with Cu NPs decorating the ring. As before 20 SWVs, 

corresponding to approximately 30 s, were captured in aerated 0.1 M KNO3 (and 
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a deoxygenated 0.1 M KNO3 solution at -0.4 V) to monitor any variation in the 

local pH environment. The SWV response in aerated KNO3 at -1.0 and -2.0 V are 

shown in Figure 4.19 a and b, respectively. When the larger potentials were 

applied to the ring electrode, significant pH shifts were seen. The 6.66 pH unit 

increase, a SWV peak position shift of 392 mV, at -1.0 V is a significant increase 

compared to the 1.91 pH increase at this potential at the bare BDD ring electrode. 

During a time period of 30 s the local pH environment rose to a pH of 11.71 with 

Cu NPs present, Figure 4.19a. The pH peak shifts to more negative potentials with 

this pH increase, however there is no visual evidence of interference from the 

second peak, believed to be associated with Cu. At the increased local pH, Cu 

would not be present in the Cu2+ form so it is also possible that deposition to the 

pure metal does not occur. The peak position of this second peak varies across 

the experiments (vide infra). The large increase measured at -1.0 V can be 

attributed to significant ORR, NRR and possibly small amounts of WR. At this 

potential, with the Cu NPs the ring passed 10’s µA of current.  

The pH increase at -2.0 V was even more extreme than without the Cu present 

shifting by 544 mV, an increase of 9.24 pH units calculated from the buffered 

calibration over ~ 33 s. The measured peak position shift is so large it is outside 

the calibration range, so it is difficult to fully quantify this shift. A large decrease 

in potential is observed in between the bulk SWV peak position (dashed line) and 

the first SWV measurement when -2.0 V applied to the ring, showing a variation 

in the local pH almost instantly, Figure 4.19b. 
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In contrast, the SWV show very little change in peak position when -0.2 V is 

applied to the Cu NP decorated ring in an aerated 0.1 M KNO3 solution, Figure 

4.20. An offset in peak potential is seen between the bulk pH SWV measurement 

(dashed line) and the sequential SWV recorded with -0.2 V applied to the ring.  

 

 

 

 

 

 

Figure 4.19  Response of ring disc electrode in aerated 0.1 M KNO3 with Cu NPs 
electrodeposited on the ring subsequently held at a) -1 V and b) -2 V. Dashed line is the 
bulk measurement on disc prior to deposition of Cu from a deoxygenated 100 µM Cu2SO4 
solution onto the ring. 20 sequential SWV scans on disc electrode at each potential are 
shown. Vertical solid lines indicate the shift of the pH peak from scan one (blue) to scan 
twenty (beige).  
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The shift in peak position within the sequential SWV corresponds to a 0.14 pH 

unit shift, whereas the shift compared to the bulk measurement 0.34 pH units. 

The potential in the main experiment (with -0.2 V applied to the ring) is more 

negative than the bulk pH peak which excludes the transfer of deposition solution 

as a cause of the shift. The shift could be the result of interference from the Cu 

peak causing the pH associated peak to broaden in comparison to the bulk 

measurement where there is no Cu interference. The Cu associated peak remains 

at the same potential throughout the 20 SWV scans but decreases in magnitude. 

Given the stability of both peaks in the 20 SWVs, and the decrease in potential 

compared to the bulk measurement, the 0.14 pH unit increase within the 20 

SWVs most likely reflects the actual change in the local environment driven by 

small amounts of Cu NP electrocatalysed ORR.  

The results when -0.4 V was applied to the Cu NP decorated ring in both the 

deoxygenated and aerated 0.1 M KNO3 solution were not as expected, Figure 4.21. 

In the deoxygenated solution, Figure 4.21a, a 28 mV shift is observed in the peak 

position of the pH peak between the bulk and 20th SWV measurement. This 

 

Figure 4.20 Response of ring disc electrode in aerated 0.1 M KNO3 with Cu NPs 
electrodeposited on the ring. Dashed line is the bulk measurement on disc prior to 
deposition of Cu from a deoxygenated 100 µM Cu2SO4 solution onto the ring. 20 
sequential SWV scans on disc electrode with -0.2 V applied to the ring. Dashed vertical 
line indicates the peak position of the bulk pH measurement, solid vertical line indicates 
the stability of the pH peak potential during the measurement and the orange, dash dot 
vertical line indicates the stability of the second peak throughout the scans thought to 
be associated with some form of Cu deposition.   
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corresponds to a 0.48 pH unit increase. This is a greater shift than observed on 

the blank BDD ring under the same conditions. In the aerated solution at -0.4 V a 

44 mV shift is seen in the pH associated SWV peak. This corresponds to a 0.75 pH 

unit increase, less than the 1.09 pH unit increase observed on the blank BDD ring. 

This is an unexpected result as Cu is expected to be catalytic towards ORR so a 

larger pH shift was expected with the Cu NPs present.  

NRR is a complex process on Cu, reduction to ammonia occurs through a nitrite 

intermediate in acidic media.28,53 In acidic conditions, nitrate co-adsorbs to Cu 

surfaces with water or hydronium molecules which form hydrogen bridge bonds 

through the lone electron pairs of oxygen atoms. When reduced to nitrite the 

hydronium ions are no longer present.53 There is also evidence of nitrate and 

nitrite adsorption on Cu in alkaline solutions (0.1 and 1 M NaOH).27,29 In these 

extreme alkaline conditions, ~ pH 13, nitrate was adsorbed to Cu at -0.7 V vs. SCE 

but wasn’t reduced until -1.0 V vs. SCE.29 Our system is at a significantly more 

neutral pH range than these studies which will affect the potential at which these 

reactions occur as protons are involved. There is little literature on the 

adsorption of nitrate ions in near neutral pH environments. The minimal pH 

change measured in the deoxygenated solution at -0.4 V suggests the potential is 

not extreme enough to be reducing the nitrate ion, but the nitrate ions could be 

adsorbed to the Cu, reducing the number of catalytic sites for ORR, hence the 

smaller pH shift than expected in the aerated solution. The pH change observed 

in the deoxygenated solution, compared to the blank BDD ring electrode data, 

either suggests deoxygenation of the solution was not complete or an additional 

process with a small pH effect is occurring at -0.4 V. 
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The Cu deposition associated peak is evident in all of these experiments, Figure 

4.19 to 4.21, despite implementation of the rinsing technique described at the 

start of this section. As noted, at -0.2 V the peak remains stable throughout the 

20 SWV scans at -0.096 V, Figure 4.20. In Figure 4.19, as the main pH peak shifts 

more negative with applied ring potentials of -1.0 V and -2.0 V, the Cu peak is 

masked after the first 7 and 2 SWV scans, respectively.  

The overall Cu NP electrocatalysed pH changes over the 30 s timescale (33 s for -

2.0 V data) are shown in Figure 4.22 (gold) alongside the pH changes recorded 

from the bare BDD ring (purple) at the same potentials and conditions. Cu is 

significantly more reactive than the bare BDD at -1.0 V (⯁) and -2.0 V (⬟) 

resulting in an extremely alkaline local environment being formed. A small 

increase in local pH environment was measured when -0.2 V (■) was applied to 

the Cu NP decorated ring, where no increase was observed on the bare BDD. The 

pH change at -0.4 V in the aerated solution (▲) was less than expected with the 

presence of Cu NPs, which may be due to adsorption of nitrate ions blocking the 

catalytic activity of the Cu NPs towards ORR. A very similar pH change was 

observed in the deaerated solution. An increase was seen with the presence of Cu 

 

Figure 4.21 Response of ring disc electrode in 0.1 M KNO3 with Cu NPs electrodeposited 
on the ring at -0.4 V. Dashed line is the bulk measurement on disc prior to deposition of 
Cu from a deoxygenated 100 µM Cu2SO4 solution onto the ring. 20 sequential SWV scans 
on disc electrode with -0.4 V applied to the ring in a) deoxygenated 0.1 M KNO3 and b) in 
aerated 0.1 M KNO3. Vertical solid lines indicate the shift of the pH peak from scan one 
(blue) to scan twenty (beige). Vertical dashed lines indicate the shift in potential of the 
Cu associated peak from scan one (blue) to scan twenty (beige).   
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NPs in the deoxygenated solution at -0.4 V (● ), possibly suggesting a reaction 

other than ORR occurs at this potential.  

4.4.5.2 pH Tracking with Cu NPs in Sulfate electrolyte  

Again, the same applied ring potentials were considered (-0.2, -0.4, -1.0 and -2.0 

V vs. SCE) in a 0.1 M sulfate electrolyte solution with the presence of Cu NPs. As 

before, 20 SWV, corresponding to approximately 30 s, were captured in aerated 

0.1 M K2SO4 (and a deoxygenated 0.1 M K2SO4 solution at -0.4 V) to monitor any 

variation in the local pH environment. Figure 4.23 shows the SWV response in 

aerated 0.1 M K2SO4 with -0.2 V applied to the Cu nanoparticle decorated ring (a) 

and in deoxygenated 0.1 M K2SO4 with -0.4 V applied to the Cu nanoparticle 

decorated ring (b). No overall shift was observed in the pH associated peaks in 

either of these conditions. The bulk SWV measurement in Figure 4.23b aligns 

well with the 20th SWV scan of the experiment. There is a slight shift in the peak 

positions between the 1st and 20th scan, which could be due to small amounts of 

ORR. Alternatively, a small amount of the acidic Cu deposition solution could have 

been carried over and the pH naturally settled back to the bulk during the 

measurement.  

Figure 4.22 The measured pH change in 0.1 M KNO3 on the disc electrode at ring 
potentials of -0.2 V (■), -0.4 V in deoxygenated solution (●), -0.4 V in an aerated solution 

(▲), -1.0 V (⯁) and -2.0 V (⬟) normalised to measured bulk concentration for bare BDD 
ring (purple) and with Cu NPs (gold).  
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Unlike in the nitrate solution a significant pH change of 3.5 pH units, with a peak 

shift of 204 mV, was observed at -0.4 V in the aerated sulfate solution, Figure 

4.24a. Given that the sulfate anions are more inert than the nitrate anions a bigger 

pH shift suggests the catalytic activity of the Cu NPs is uninhibited for ORR in 

sulfate compared to the nitrate system. The pH SWV peak shift at -1.0 V on the 

ring with Cu deposits was 304 mV, a 1.66 pH unit further increase than that 

measured at -0.4 V in the aerated K2SO4 solution with an overall shift of 5.16 pH 

units, Figure 4.24b. This is a smaller shift than seen at -1.0 V in the nitrate solution 

by around 1.50 pH units further supporting the increased rate of NRR at this 

higher potential in the KNO3 solution.  

 

 

Figure 4.23  Response of ring disc electrode in aerated 0.1 M K2SO4 with Cu NPs 
electrodeposited on the ring subsequently held at a) -0.2 V and b) -0.4 V in a 
deoxygenated solution. Dashed line is the bulk measurement on disc prior to deposition 
of Cu from a deoxygenated 100 µM Cu2SO4 solution onto the ring. 20 sequential SWV 
scans on disc electrode at each potential are shown. Vertical solid lines indicate pH peak 
position.  
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Figure 4.24 Response of ring disc electrode in aerated 0.1 M K2SO4 with Cu NPs 
electrodeposited on the ring subsequently held at a) – 0.4 V and b) -1 V. Dashed line is 
the bulk measurement on disc prior to deposition of Cu from a deoxygenated 100 µM 
Cu2SO4 solution onto the ring. 20 sequential SWV scans on disc electrode at each 
potential are shown. Vertical solid lines indicate the shift of the pH peak from scan one 
(dark brown) to scan twenty (beige). 

 

A 600 mV shift was measured in the SWV pH peak position over 33 s when -2.0 V 

was applied to the ring decorated with Cu NPs, Figure 4.25. This corresponds to 

a pH change of 10.19 units, an additional pH change of almost 3.8 for the same 

applied potential to bare BDD in 0.1 M K2SO4. This extreme pH change is beyond 

the calibration of the BDD-Q probe so values should be interpreted carefully. This 

pH increase is due to WR catalysed on the Cu NPs.    
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The overall pH changes over 30 - 33 s are shown in Figure 4.26 alongside the pH 

changes recorded from the bare BDD ring at the same potentials and conditions 

in 0.1 M K2SO4. Cu NPs are significantly more reactive than the bare BDD at -0.4 

(▲), -1.0 (⯁) and -2.0 V (⬟) in the aerated sulfate solution resulting in a highly 

alkaline local environment being formed. The local pH change was minimal in the 

deoxygenated sulfate solution at -0.4 V (● ) and in the aerated solution at -0.2 V 

applied potentials (■).  

Figure 4.25 Response of ring disc electrode in aerated 0.1 M K2SO4 with Cu NPs 
electrodeposited on the ring subsequently held at –2.0 V. Dashed line is the bulk 
measurement on disc prior to deposition of Cu from a deoxygenated 100 µM Cu2SO4 
solution onto the ring. 20 sequential SWV scans on disc electrode at each potential are 
shown. Vertical solid lines indicate the shift of the pH peak from scan one (dark brown) 
to scan twenty (beige). 



167 
 

4.4.5.3 Comparison of electrocatalysed pH changes in nitrate and sulfate 

solutions on bare BDD and BDD decorated with copper nanoparticles 

Table 4.2 shows a summary of the measured local pH changes in both the KNO3 

and K2SO4 solutions on the BDD-Q ring disc electrode with the applied ring 

potentials (-0.2, -0.4, -1.0 and -2.0 V) on both the blank BDD ring and the BDD 

ring decorated with Cu NPs. 

Table 4.2 Summary table of pH change measured on BDD-Q disc over ~ 30s in 0.1 M KNO3 
and K2SO4 solutions when a range of potentials are applied to the bare BDD ring electrode 
and when Cu NPs are present on the BDD ring electrode. 

 Nitrate Sulfate 

Applied Ring E / V pH change 
BDD 

pH change  
Cu 

pH change  
BDD 

pH change  
Cu 

-0.2 0.14 0.34 0.00 0.00 

-0.4   

Deoxygenated 

0.00 0.48 0.20 0.00 

-0.4 1.09 0.75 0.27 3.50 

-1.0 1.91 6.66 1.43 5.16 

-2.0 6.87 9.24 6.40 10.19 

 

Figure 4.26 The measured pH change in 0.1 M K2SO4 on the disc electrode at ring 
potentials of -0.2 V (■), -0.4 V in deoxygenated solution (●), -0.4 V in an aerated solution 

(▲), -1 V (⯁) and -2 V (⬟) normalised to measured bulk concentration for bare BDD ring 
(grey) and with Cu NPs (orange).  
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Cu NPs significantly increased the local pH change with applied ring potentials of 

-1.0 and -2.0 V in both electrolyte solutions compared to the pH changes induced 

using only BDD. With Cu NPs present, at -0.4 and -0.2 V in the sulfate solution the 

pH changes were minimal with the exception of -0.4 V in the aerated solution. 

The pH changes in the nitrate solution at -0.4 and -0.2 V were more variable than 

those in the sulfate solution but showed larger pH increases, except for at -0.4 V 

with Cu NPs on the ring in the aerated nitrate solution. The Cu NP 

electrocatalysed local pH increases measured, particularly at -1.0 and -2.0 V in 

both solutions and at -0.4 V in the aerated sulfate solution, would almost certainly 

have an impact on the stability of the metallic Cu NPs and potentially affect 

further reactions on these NPs.   

4.5 Conclusions and future work 

This work has proven the local pH changes caused by the electrocatalytic activity 

of metal (Cu) deposits can be tracked using the BDD ring BDD-Q disc morphology 

using sequential 2 s length voltammetric scans. This technique also introduces 

the possibility of tracking time dependent pH influencing reactions in-situ. This 

experimental set up could be used to probe the local pH changes associated with 

other electrocatalytic reactions, in different electrolytes or with different metal 

or metal oxide deposits. 

This work also highlighted some potential issues with commercial potentiostats 

which caused variation in the electrochemical response observed on the BDD-Q 

electrode. An understanding of the behaviour of the commercial instrument 

when making these types of measurement is extremely important. For sequential 

scan measurements, such as that employed here it is necessary to establish 

whether a potential is applied between the scans or not and thought should be 

made as to the impacts of the potential on the experiment.  

An interesting result recorded with Cu NPs deposited on the ring is the apparent 

inhibition of ORR in nitrate solutions at -0.4 V, in contrast to that seen in the 

sulfate electrolyte, attributed to nitrate adsorption. Little literature is available 

on the adsorption of nitrate at near neutral pHs. Further work to explore if nitrate 

adsorption was blocking the catalytic Cu NP sites and therefore reducing the 

catalytic behaviour would be interesting and would be a useful addition to the 
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literature. This could be achieved by utilising surface sensitive spectroscopic 

techniques such as electrochemical scanning tunnelling microscopy or surface 

enhanced Raman spectroscopy alongside electrochemical techniques.53  

As expected, Cu was catalytic to ORR, NRR and WR. These electrocatalytic 

reactions resulted in significant local pH changes at the BDD-Q disc electrode. 

Consideration should be made to the effect of such rapid pH increases on the 

original NP deposit. The metal is unlikely to remain in the metallic form after such 

large pH increases. For these experiments, an unbuffered system was used, 

where the pH changes will be at their greatest. Similar experiments could be 

carried out in buffered or acidified solutions, in order to understand whether the 

buffer and proton concentration is adequate to negate these local pH changes. 

Due to the challenges of measuring pH changes on a ring disc electrode in the 

presence of buffer, as discussed in Chapter 3, the aid of an optical pH tracking 

technique i.e. confocal laser scanning microscopy could be used to help verify and 

interpret the measured pH changes.   

This study only looked at one copper morphology, there was intent to also look 

at the electrocatalytic effect of copper oxide nanostructures and determine 

whether the oxide deposits showed the same catalytic behaviour as the Cu metal, 

but time was lacking. The intention was also to consider any morphological 

changes to the deposits before and after driving ORR, NRR and WR. This would 

have initially been done by scanning electron microscopy and energy-dispersive 

X-ray spectroscopy. Further interrogation could be undertaken using identical 

location transmission electron microscopy.54,55 Some design adjustments would 

be required if the deposits on the ring electrode were to be considered in the 

SEM, reducing the size of the electrode body and radius of the cap would 

introduce less polymer material and may improve the image quality.  
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5 Electrochemical Copper Detection  

5.1 Overview 

Electrochemical detection of heavy metals on solid electrodes using anodic 

stripping voltammetry (ASV) from real solutions can be a challenge due to the 

non-ideal pH of the solution resulting in the formation of metal oxide and 

hydroxide deposits. Heavy metals in the environment are often at concentrations 

in the ppb range requiring low detection limits from sensors. Two techniques are 

explored in this chapter that act to mitigate the issues associated with metal 

deposition and analysis on solid electrodes. Both techniques could be modified 

to allow for on-site analysis of heavy metals from natural waters i.e. lakes or 

rivers. 

 X-ray fluorescence (XRF) was used to quantify metals on an electrode surface 

after an electrochemical (EC) preconcentration step, EC-XRF. The EC 

preconcentration step was undertaken using a rotating disc electrode to increase, 

in a controllable way, the mass transport of analyte to the surface of the electrode. 

A user friendly design of electrode is considered in this chapter and compared to 

the results from previous studies using this technique. The second technique uses 

a ring disc electrode configuration to locally acidify the environment over the disc 

by oxidising water at the ring. An acidic environment encourages the deposition 

of the metal in its metallic form aiding subsequent stripping voltammetry. This 

chapter considers the feasibility of using this technique at environmentally 

relevant concentrations.  

Both techniques go some way to solving the analysis problems associated with 

ASV on solid electrodes. The XRF analysis detected the presence of the metal on 

the surface regardless of the deposited form of the metal. However, the form of 

the metal greatly impacted the stability of the deposit on the electrode surface 

during deposition and XRF analysis. The locally acidified environment generated 

on the ring disc electrode aided deposition of copper (Cu) in the metallic form, 

but at lower concentrations the oxygen species generated during water oxidation 

oxidised the deposit impacting the stripping voltammetry.   
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5.2 Introduction 

5.2.1 Heavy metals, the environment, and health 

Heavy metals and associated non-metals and metalloids are toxic, and most are 

believed to have a carcinogenic effect.1,2  Cu is an essential nutrient required for 

infant growth, immune response, bone strength, iron transport, cholesterol and 

glucose metabolism and brain development. However in high concentrations Cu 

is toxic.3 Cu transitions between CuII to CuI during metabolic reactions, if present 

in excess in cells Cu ions can react and form of superoxide and hydroxide radicals  

which can cause cellular damage.1 Diseases such as Wilsons disease, Menkes 

disease, some cancers, hepatitis and diabetes can reduce the livers ability to 

remove excess copper and result in copper deficiency or toxicity.4,5 Cu as well as 

a number of other heavy metals (As, Cd, Cr, Fe, Pb, Hg, Ni and Zn) appear on the 

Environmental Quality Standards Directive list for the Water Framework 

Directive assessments as priority substances for water quality.6 

Concentrations of heavy metals such as Cu can be naturally elevated due to the 

local geology of an area. Metal rich rocks erode to produce metal rich soils which 

can leach into water ways. Human activities, such as mining and smelting, can 

lead to a further increase in heavy metals. Some of the most contaminated sites 

in the UK are a result of the mining legacy i.e. Parys Mountain, Wales, once the 

largest Cu mine in the world.7 Acid mine drainage, commonly associated with 

coal and metal mines, is an anthropogenically derived pathway to increased 

metal concentrations in waterways.8  

Currently heavy metal analysis from solution is typically undertaken using 

inductively coupled plasma mass spectrometry (ICP-MS), although inductively 

coupled plasma optical emission spectrometry or atomic absorption 

spectrometry are also used.9–11 All of these techniques require point samples 

from the site which are then returned to the laboratory for analysis. For ICP-MS 

the sample is filtered and acidified in the laboratory before analysis.12 ICP-MS is 

a very sensitive technique (down to ppt); however, the instrument is large, 

expensive and requires a trained operative so is not adaptable to at source or in-

situ measurements.13  
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5.2.2 Electrochemical Detection of Metals 

Electrochemical sensing provides the opportunity for low cost, sensitive and 

potentially portable technologies that provide the opportunity for at the source 

measurement, unlike ICP-MS. Electrochemical detection of metals is most often 

associated with ASV. Historically the use of mercury electrodes for ASV was very 

reliable and produced very sensitive analyses for heavy metal detection in 

aqueous samples.14,15 However since the move to solid electrodes, due to the 

toxicity of mercury, and despite extensive academic literature, very few 

commercial products using ASV exist.16 There are various reasons for this. 

Uniform metal electrodeposition on solid electrodes is challenging. To begin with 

the electrode surface itself is heterogeneous, which can result in heterogeneous 

deposition morphologies on the same electrode. Unlike mercury electrodes, 

which retain the properties of the Hg when a metal amalgam forms, metal 

deposition on a solid electrode changes the surface properties of the electrode, 

as explored in Chapter 4. In unbuffered solutions, the increase in local pH from 

the hydrogen evolution reaction (HER), oxygen reduction reaction (ORR) or 

nitrate reduction reaction (NRR) results in a mix of oxide and hydroxide deposits. 

Local pH increases are often counteracted by performing deposition in strongly 

acidic solutions or in the presence of buffers. For ASV it is important that the 

deposition parameters and preparation of the electrode surface are optimised to 

try and move towards a homogeneous, monodisperse distribution of deposited 

structures on the electrode surface to aid the quantification of the stripping peak. 

Heterogeneous metal deposits result in broader stripping peaks. If the metal is 

not in the metallic form, stripping may not occur resulting in 

underrepresentation of the concentration in the sample.  

Two heavy metal detection techniques developed on boron doped diamond 

(BDD) by the Macpherson research group have been proposed to mitigate some 

of the issues observed on solid electrodes for metal detection. The first utilises 

metal deposition to preconcentrate metals on the electrode surface but 

quantitatively analyses the deposits using XRF, presented as EC-XRF.17–19 The 

second technique used a ring disc electrode to locally generate an acidic pH to aid 

the deposition of metal for stripping analysis.20,21 
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The ring disc morphology utilises the ring electrode to oxidise water and 

decrease the pH of the local environment, as in Chapter 3, to increase the 

likelihood of deposition in a metallic form. This concept was demonstrated in a 1 

mM mercury solution and in 100 µM Cu2+ with 100 µM of a triethylenetetramine 

(TETA) ligand also present.20,21 For the mercury experiments, locally decreasing 

the pH to 2, from neutral solutions, produced a comparable mercury deposition 

and stripping response to a bulk pH 2 solution. This showed promise for 

electrochemical detection in non-acidic solutions, such as environmental water 

samples.20 For the Cu experiment, it was demonstrated that locally changing the 

pH altered the speciation of the Cu-TETA system, with higher current densities 

promoting increasing quantities of Cu in the free Cu2+ form. Neither study 

considered the quantifiable response of the stripping voltammetry under the 

local decreased pH conditions for stripping voltammetry. The concept of in-situ 

local pH control has recently been reported using interdigitated gold 

electrodes,22 and used for free chlorine, monochloramine and silver ion 

detection.23–25  

The concept of EC-XRF utilises a BDD substrate, which is effectively ‘invisible’ to 

the X-rays, as carbon and boron are non-interfering elements, and provides a low 

background for measurements. The interrogation area of the XRF is ~ 12 mm in 

diameter at the widest part of the ellipse thus a larger than standard electrode 

was required, 25 mm in diameter. BDD of 250 µm thickness, polished to nm 

roughness on the growth face was used. A 50 µm disc was considered but was 

extremely fragile to handle, although provided slightly lower backgrounds than 

the 250 µm disc ultimately used.17 Forced convection was introduced via a 

rotating disc electrode to increase the rate of mass transport during the 

deposition step. The set-up was such that the BDD could be removed from the 

Teflon capped holder and placed in the XRF for analysis. The Teflon cap contained 

a 14 mm diameter hole in order to reduce the electrode area so that it was closer 

to the interrogation area of the XRF. An O-ring was used to create a watertight 

seal when a metal rod was screwed into the cap, compressing the O-ring against 

the BDD and forming an electrical connection with the BDD, Figure 5.1.  
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Figure 5.1 Rotating disc electrode design for EC-XRF studies in References 11 and 12. 
Left hand side shows the assembled of the electrode the right shows the components 
within the electrode. Schematic not to scale, BDD disc has a diameter of 25 mm.  

An experimental design approach was used to consider the effect of deposition 

potential, deposition time and metal concentration of both Cu and Pb 

individually, and the metal ratio of Cu and Pb when co-deposited. Excellent 

correlation (R2 > 0.998) was reported for both Cu and Pb with increasing 

deposition time at the reported potentials (-0.55, -1 and -1.75 V) in 100 nM 

solutions.  The more negative the deposition potential the higher signal intensity 

from the XRF, thus -1.75 V for 4000 s was used to investigate the signal intensity 

over the metal concentration range 1 nM to 1000 nM (0.06 ppb – 60 ppb Cu, 0.2 

ppb – 200 ppb Pb). Limits of detection of 0.75 nM (0.05 ppb) for Cu and 1.8 nM 

(0.04 ppb) for Pb are quoted with R2 value of 0.995 and 0.999, respectively. 

Despite promising results, the EC-XRF electrode set-up was difficult to use and 

could result in the BDD cracking, if not handled extremely carefully. Therefore, a 

more user friendly electrode was designed. The effectiveness of the new 

electrode design is evaluated in this chapter with considerations towards 

optimisation of the technique. Quantification of Cu at low concentrations using 

ASV under locally acidified conditions on a BDD ring disc electrode is also 

explored.  
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5.3 Experimental  

5.3.1 Solution Preparation 

All solutions were prepared using Milli-Q water (Millipore Corp.) resistivity 

18.2 MΩ cm at 25°C and, unless otherwise stated, all reagents were used as 

received. The supporting electrolytes used were 0.1 M potassium nitrate (KNO3; 

≥ 99.0 %, Acros Organics, UK), 0.2 M nitric acid (HNO3; ACS Reagent, Honeywell 

Fluka, Seelze, Germany) or acetate buffer made from sodium acetate (C2H3NaO2; 

99 %, Fisher Chemicals) and glacial acetic acid (C2H4O2; 99 %, Sigma Aldrich). 

The solutions used for electrochemical characterisation were 0.1 M KNO3 and 

1 mM rutheniumhexamine(III) chloride (Cl3Ru(NH3)63+; 99 %, Strem chemicals, 

Newbury Port, MA) supported with 0.1 M KNO3. Cu solutions were made up from 

Cu(NO3)2 (≥99.9999 %, Aldrich). Buffer solutions were prepared according to the 

Carmody method to obtain the desired pH using boric acid (99% Scientific Lab 

Supplies, UK), citric acid (>99.5 %, Fisher Chemical, UK), and tertiary sodium 

phosphate (extra pure, Arcos Organics, UK).26 The iridium oxide (IrOx) solution 

used was prepared as previously described;27,28 4.45 mM iridium tetrachloride 

(Alfa Aesar, USA), 1 mL of hydrogen peroxide (H2O2; 30 % w/w), and 39mM 

oxalic acid dehydrate (Aldrich, USA) were added sequentially to 100 mL of water 

and stirred for 30 min, 10 min, and 10 min intervals, respectively. Anhydrous 

potassium carbonate (Fisher Scientific, USA) was added until a pH of 10.5 was 

achieved resulting in a pale yellow-green solution. This was stirred for 48 h until 

the solution had stabilized and appeared purple in colour. The iridium oxide 

solution was refrigerated between uses.  Experiments were undertaken in a 

laboratory with no temperature control where temperatures could be between 

15 and 30°C.  

5.3.2 Electrochemical Characterisation  

Both electrode systems were characterised using cyclic voltammetry or relevant 

measurements of the electrode capacitance, solvent window, quinone surface 

coverage and peak separation (ΔEp) as described in Section 2.5. The electrode 

surface areas (cm2) were determined by white light interferometry (Bruker 

ContourGT, Germany). Cyclic voltammograms for Randles-Sevcik and Levich 

calculations were conducted in 1 mM Ru(NH3)63+ with 0.1 M KNO3 supporting 
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electrolyte scanning in the range 0.2 V to -0.5 V. ΔEp at a 0.1 V s-1 scan rate was 

used to identify any resistivity in the contact or electrode material where the 

expected theoretical value is ΔEp = 57/n mV.29  Scan rates of 0.05 to 0.25 V s-1 

were used for Randles-Sevcik assessments and rotation rates between 250 and 

2500 rpm were used for Levich assessments. The Randles-Sevcik equation;30 

  

𝒊𝒑 =  𝟎. 𝟒𝟒𝟔𝟑𝒏𝑭𝑨𝑪 (
𝒏𝑭𝒗𝑫

𝑹𝑻
)

𝟏
𝟐

 

 

Equation 5.1 

 

where 𝑖𝑝 is peak current in A, 𝑛 is the number of electrons transferred in the 

redox event, F is Faradays constant, 𝐴 is the electrode area in cm2, D is the 

diffusion coefficient, C is the concentration in mol cm-3, 𝑣 is scan rate in V s-1, R is 

the gas constant and T is temperature in K.30 The Levich equation30 was used to 

infer about they hydrodynamic behaviour of the EC-XRF electrode. The Levich 

equation is;  

 
𝒊𝒍 = (𝟎. 𝟔𝟐𝟎)𝒏𝑭𝑨𝑫

𝟐
𝟑𝝎

𝟏
𝟐𝛖

−𝟏
𝟔 𝑪 

Equation 5.2 

where 𝑖𝑙 is the limiting current in A, 𝜔 is the angular rotation rate of the electrode 

in rpm and υ is kinematic viscosity (cm2 s-1).  

5.3.3 EC-XRF Rotating Disc Electrode Design and Measurements 

5.3.3.1 EC-XRF Rotating Disc Electrode  

The redesigned BDD rotating disc electrode used for EC-XRF comprised of a 21 

mm diameter polycrystalline BDD disc (Electrochemical Processing Grade, 

Element Six, Harwell, UK) 250 µm thick, inset and sealed into a Polyether ether 

ketone (PEEK) surround using epoxy overcoat (Chemtronics, RS Components, 

UK). This made up the electrode cap which contained a screw thread to attach to 

the electrode body, Figure 5.2. The BDD had four points of contact with a sputter 

coated Ti (10 nm) /Pt (400 nm) and thermally annealed (400°C, 5 h in air) which 

aligned with four gold coated pins (RS Components, UK) on the electrode body, 

manufactured from brass held within a PEEK surround. The cap containing the 

BDD electrode screwed onto the brass of the electrode body, Figure 5.2. An O-
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ring was held within the electrode body to form a watertight seal with the 

electrode cap, which was sometimes reinforced using Kapton tape around the 

seal. The electrode body contained a screw thread to attach to a Gamry rotator 

(Gamry RDE710 Rotating Electrode, USA). This formed the working electrode of 

a typical three electrode system with a saturated calomel reference (SCE) 

electrode, and a coiled platinum wire as a counter electrode. All potentials 

reported are versus SCE unless otherwise stated.  

5.3.3.2 EC-XRF Electrochemical Measurements 

Prior to use the surface of the BDD was cleaned using alumina polish (0.05 µm 

Micropolish, Buehler, Germany) on a water saturated polishing pad (Microcloth, 

Buehler, Germany), followed by polishing on a clean water saturated polishing 

pad and rinsing with deionised water. This process has previously been shown 

to be an effective cleaning mechanism.17 Once cleaned and assembled the 

electrode was mounted onto a Gamry commercial rotator face down into 50 ml 

of solution and rotated at 1200 rpm whilst a deposition was performed. A 

potentiostat (CHI760C, CH Instruments Inc., USA) was used to hold a constant 

potential for a defined period. After deposition the electrode was carefully 

removed from solution. The cap of the electrode was removed, gently rinsed with 

DI water and dried in a vacuum desiccator before analysis by XRF.  

 

 

Figure 5.2 New rotating disc electrode design. Left hand side shows the assembly of the 
electrode cap and body, the figure on the right shows the rear of the electrode cap to 
highlight the ohmic contacts. Schematic not to scale, BDD diameter 21 mm.  
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5.3.3.3 ED-XRF 

A Rigaku NEX-CG: 50 kV Pd X-ray tube secondary carousel system with Cu, Mo, 

Al and RX9 (polarising target) was used with a Zr collimator, an irradiated 24 x 

22 mm (oval) spot size was interrogated. All XRF analysis was undertaken with 

the following parameters: vacuum, Mo target, 300 s live time, automatic current, 

1.6 µs shaping time. Cu excitation was most efficient on the molybdenum 

secondary target, providing the best signal to noise ratio.  

5.3.4 Ring Disc Electrode Fabrication and Measurements 

5.3.4.1 Blank Ring Disc electrodes 

The ring disc electrodes are comprised of electroanalytical grade BDD, a 1 mm 

diameter cylinder and a tube of inner diameter 1.4 mm and outer diameter of 1.8 

mm. The desired geometries were cut from a 357 µm thick freestanding BDD 

wafer using a 355 nm Nd:YAG 34 ns laser micromachining system (E-355H-ATHI-

O system, Oxford Lasers). The BDD underwent the hot acid cleaning procedure, 

thermal anneal and ohmic contacting procedures as outlined in Sections 2.3.1.1 

and 2.3.1.3. The BDD disc was sealed as centrally as possible inside the ring using 

epoxy resin (Epoxy Resin RX771C/NC, Aradur Hardener HY1300GB, Robnor 

Resins: Figure 5.3a). Once dried any epoxy covering the back surface was 

removed using acetone and a scalpel blade taking care not to damage the 

contacts. Cu or silver coated Cu wires were dipped in conductive epoxy 

(Chemtronics, CircuitWorks) and firmly placed against the Ti/Au contact for each 

component to form an electrical connection (Figure 5.3b). A wider Teflon ring 

was placed around the electrode and filled with epoxy resin. Once set the epoxy 

resin was removed from the Teflon ring and polished using carbide paper with 

successively fine grains until the BDD disc and ring were exposed (Figure 5.3c, d 

and e). Finally, a polish with alumina particles (0.05 µm Micropolish, Buehler) on 

a water saturated polishing pad (Microcloth, Bueheler) was employed.  
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5.3.4.2 BDD-Q ring disc electrode fabrication 

The BDD-Q ring disc electrodes were fabricated in a similar way to that described 

in Section 3.3.2. However, prior to assembly the microspots were infilled with 

melted high impact polystyrene (HIPS) (dissolvable in D-Limonene) to ensure 

the microspots were not blocked permanently during fabrication, rather than 

polyvinyl alcohol as used in Section 3.3.2. The thermal grade diamond support 

was again used, the ring and disc were superglued into the thermal grade 

diamond support (Figure 5.4 a - c) before being placed into a 3D printed 

Polyethylene terephthalate (PET) cap (Figure 5.4d; Lulzbot TAZ 6). Wires were 

attached as described in section 5.3.4.1 (Figure 5.4e) and the back of the 

electrode cap was infilled with epoxy resin. Once set a thicker Cu wire (0.8 mm) 

was soldered onto the thin wire (0.254 mm) of the ring (Figure 5.4f). The cap and 

wires were placed into a 3D printed tube to form an electrode body and infilled 

with epoxy resin (Figure 5.4g). Once set the electrode face was exposed from the 

cap by polishing with successively fine carbide paper and finally an alumina 

polish. Once exposed the HIPS was dissolved from the lasered microspots by 

alternating immersion in D-limonene and mechanical polishing on alumina 

covered polishing pads.  

Figure 5.3 Stages of the fabrication process for a BDD ring disc electrode. a) Ti/Au 
sputtered ring and disc, sealed in epoxy resin as centrally as possible. b) Placement of 
copper wire (thick white) on disc and silver plated copper wire (red) on ring contacted 
with silver epoxy. c) and d) reverse and front of completed electrode, respectively. e) 
Image of ring disc taken by optical microscope, disc = 1 mm diameter (ø).  
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5.3.4.3 Ring Disc Electrochemical Measurements 

All electrochemical measurements on the ring disc electrodes were made using a 

three electrode system with the disc of the ring disc electrodes forming the 

working electrode, an SCE (IJ Cambria Scientific Ltd., UK) as the reference and a 

coiled platinum wire as the counter electrode. A PGSTAT101 potentiostat 

(Metrohm Autolab, Netherlands) was used to conduct the electrochemical 

measurements. For experiments where generation of protons on the ring was 

employed a galvanostat was used (Keithley 6430 Sub-Femtoamp Remote Source 

Meter) along with a secondary coiled platinum wire to complete the circuit. 

Solution pH measurements were compared to a glass pH probe (SevenEasy; 

Mettler Toledo; UK).  

5.3.4.4 Iridium Oxide Film deposition  

A pH sensitive iridium oxide film was employed on the BDD disc to determine the 

local pH.31 The film was electrodeposited using chronoamperometry pulsing 

between 0 and 0.85 V vs. SCE for a pulse length of 0.2 s for a total of 7 minutes. 

The iridium oxide solution used was prepared as previously described.27,28 

Deposition was carried out using a CH Instrument 760E potentiostat. The film 

Figure 5.4 Stages of the fabrication process for BDD-Q ring disc fabrication (disc ø 1 mm) 
using thermal grade diamond (ø 2.2 mm) support and 3D printed components. The 
microspots were infilled with HIPS during fabrication which can been seen in the final 
image.  
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was imaged on an optical microscope to ensure a uniform film was deposited and 

left to hydrate in pH 7 phosphate buffer for 48 hours. The films’ response to pH 

was characterised by calibrating the open circuit potential (OCP) of the film in 

Carmody buffers, pausing the measurement when changing the solution and 

allowing the response to stabilise in each solution.  

5.4 Results and Discussion  

5.4.1 EC-XRF Design and Experimental Variation 

There are several differences between the rotating disc electrode and set up used 

for this chapter and that used for the original EC-XRF research.17 The original 

design, where the BDD was removed from the entire set up to place into the XRF, 

often resulted in breakages of the thin BDD. Therefore, integration of the BDD 

into the electrode design to increase the stability was an essential component of 

the redesign. Once integrated into the electrode, there was no requirement for a 

cap over the BDD which left an increased electrochemically active area but 

allowed for more consistent hydrodynamic flow across the electrode during 

rotation, aiding mass transport. Additionally, this allowed for an O-ring to be 

integrated into the electrode body to provide a watertight seal rather than 

placing it onto the BDD face itself.  

As the BDD substrate itself is thin and has a minimal background in the XRF, 

consideration had to be made to the ohmic contact on the BDD. The original 

design had a ring contact around the edge of the BDD. This was reduced in this 

design to four point contacts that aligned with spring pins on the electrode body. 

The positioning of the pins onto the point contacts was essential so care had to 

be taken to ensure the contacts and pins were aligned during assembly. The 

smaller metal contact area on the back of the BDD reduced the XRF background 

compared to the original ring contact.  

5.4.2 EC-XRF Electrode characterisation  

The electrochemical properties of the new electrode design were assessed 

through a number of characterisation experiments as described in Section 2.5. 

BDD is known to have low capacitance and a large solvent window,32 these 

properties were confirmed on each electrode cap with values < 6 µF cm-2 and 
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solvent windows > 3 V. For example, the electrode data shown in Figure 5.5 

returned values of 4.38 µF cm-2 (a) and 3.61 V (b), respectively.  

 

Figure 5.5 Cyclic voltammograms in 0.1 M KNO3 run at 0.1 V s-1 for capacitance (a) and 
solvent window (b) measurements of EC-XRF electrode (ø 21 mm) in stationary solution. 
Measurements were undertaken under stationary conditions with a 0.1 V s-1 scan rate. 

Cyclic voltammograms were conducted at scan rates of 0.05, 0.1, 0.15, 0.2 and 

0.25 V s-1 and at rotation rates of 0, 500, 1000, 1200 and 1500 rpm. The ∆Ep for 

Ru(NH3)63+ reduction / oxidation, at 0.1 V s-1 in stationary solution was 79 mV, 

Figure 5.6a. This slightly larger than expected value (based on an ohmically 

contacted 1 mm disc)33 suggests there is additional resistance in the set-up. This 

may be material resistance, due to the large area of the disc.  

By rearranging the Randles-Sevcik equation (Equation 5.1) and the Levich 

equation (Equation 5.2) a diffusion coefficient, D, can be calculated for 

Ru(NH3)63+ from the gradient of the line in Figure 5.6 aii and bii, respectively. 

From the Randles-Sevcik equation D = 5.6 x10-6 cm2 s-1 and from the Levich 

equation D = 9.7 x10-6 cm2 s-1. Literature values of D for Ru(NH3)63+ range from 

6.0 x 10-6 cm2 s-1 - 8.7 x10-6  cm2 s-1.34–37 Whilst electrolyte identity and 

concentration will impact the measured D value,38 for a fixed solution the same 

D would be expected to be measured for the two techniques. However, the Levich 

equation assumes an infinite insulator around the rotating electrode.30 Here 

there is only a small insulating area present around the disc which can allow for 

solution flow up the side of the electrode body, changing the hydrodynamics. The 

Randles-Sevcik equation assumes diffusion limited planar diffusion which should 

be achieved on the 21 mm EC-XRF disc, but the ∆Ep values suggest small kinetic 



 
187 

 

or resistive contributions in the CV which may also contribute to the deviation 

observed.  

 

Figure 5.6 a) Randle-Sevcik analysis of EC-XRF electrode ai) CVs at various scan rates, 
the CV at 0.1 V s-1 is highlighted by the dashed line. aii) shows the experimental peak 
current data from ai. and a second rotating disc electrode cap. b) Levich analysis of E-
XRF electrode bi) Cyclic voltammograms at various rotation rates with the stationary CV 
at 0.1 V s-1 for comparison (dashed line). bii) shows the experimental limiting current 
data from bi.  

A background XRF signal for the BDD discs was determined by placing the clean 

RDE cap in the XRF chamber and running an analysis. A spectrum of the area of 

interest from two BDD electrode caps is shown in Figure 5.7. Small peaks are 

observed for Fe, Cu and Zn which can be attributed to the brass and steel 

components inside the XRF chamber. The lighter carbon and boron atoms in the 

diamond structure allow the photons to pass through and interact with the 

chamber behind the substrate. Pt peaks are also observed from the sputtered 

contacts on the rear of the disc.  
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Figure 5.7 XRF background spectra of two EC-XRF electrode caps in the region of interest 
using the Mo target.  

5.4.3 Copper EC-XRF  

To consider the electrochemical response of Cu on the large (21 mm diameter) 

EC-XRF electrodes, CVs of 100 ppm (1.6 mM) Cu (as Cu(NO3)2) were undertaken 

in a variety of background electrolytes; (a) 0.1 M KNO3, (b) 0.2 M HNO3 and (c) 

0.1 M acetate buffer at pH 4.5, Figure 5.8. 0.1 M KNO3 was considered as this is a 

common background electrolyte used in electrochemical experiments. ICP-MS 

analysis is typically undertaken in heavily acidified solutions (1-5% HNO3) so a 

high concentration HNO3 solution was used for comparison.12 Finally, acetate 

buffers are most commonly used for ASV.39–41  

All CVs were undertaken in aerated solutions as for real life experiments it is 

impractical to maintain a deoxygenated solution. In 0.1 M KNO3, Figure 5.8 (top) 

a broad deposition peak is seen in the first cycle and then a sharper deposition 

peak in the second cycle at a slightly lower potential, this indicates that the initial 

nucleation of Cu on the BDD surface is challenging but once Cu deposits have 

formed Cu can deposit more readily onto the Cu deposits. In the oxidative part of 

both cycles a stripping peak is observed at 0.25 V vs. SCE. In contrast, in the 0.2 

M HNO3 and acetate buffer solutions, a broad stripping peak is observed at 

around 0.1 V vs. SCE, a lower potential than observed in the KNO3 solution and 

closer to the E0 value of Cu. This suggests Cu is deposited in its metallic form from 

these solutions and the deposits in 0.1 M KNO3 may not be pure Cu metal.  
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Figure 5.8 CVs of 100 ppm Cu(NO3)2 in a) 0.1 M KNO3 b) 0.2 M HNO3 and c) pH 4.5 acetate 
buffer on the EC-XRF rotating disc electrode at 0.1 V s-1. Solid line is the first cycle and 
dashed line indicates the second cycle.   

5.4.3.1 Effect of deposition potential  

The effect of deposition potential on the Cu K XRF peak intensity was 

considered in both 0.1 M KNO3 (navy squares) and 0.2 M HNO3 (pink circles) 

solutions as shown in Figure 5.9a. For all experiments a concentration of 1 ppm 

Cu(NO3)2, a deposition time of 3600 s and a rotation speed of 1200 rpm was used. 

The two solutions showed different Cu K XRF peak intensity responses to 

increased deposition potential as shown in Figure 5.9. This relationship is also 

different from that reported in the original EC-XRF paper which used a different 

experimental set-up.17  
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In 0.1 M KNO3 the highest intensity observed was at -0.2 V (11.2 cps mA-1), the 

lowest potential considered, dropping slightly to 7.1 cps mA-1 at -1.0 V. The 

decrease at -1.75 V we attribute to hydrogen gas formation from water reduction 

removing deposits from the BDD surface. Note this is the potential used by 

Hutton et al. in the original EC-XRF paper.42 Contrastingly in HNO3 the signal 

intensity increased with increasingly negative deposition potentials before 

plateauing above -0.7 V. The potential was not increased beyond -1.0 V vs SCE, 

due to formation of hydrogen gas bubbles from HER in the acidic solution. It was 

also noted that the error bars were larger under the acidic conditions than 

neutral. However, the highest intensity in 0.2 M HNO3 is greater than the highest 

intensity of the 0.1 M KNO3 solution. 

 

 

 

 

Figure 5.9 a) Average XRF count rate (n=3) of Cu Kα after electrodeposition of 1 ppm Cu 
at different potentials for 3600 s at 1200 rpm in 0.2 M HNO3 (pink; circles; bi) and 0.1 M 
KNO3 (navy; squares; bii). bi and bii are raw XRF spectra of one run in each condition at 
the deposition potentials tested.   
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To explore further the observed behaviour a comparative study applying -0.2 V 

and -0.7 V vs. SCE in both solutions was undertaken, with the surfaces analysed 

using SEM post deposition, Figure 5.10, in addition to XRF analysis, Figure 5.11. 

A higher Cu2+ concentration (10 ppm) was used to aid visualisation of the 

deposits, the deposition time was reduced to 1800 s but rotation remained at 

1200 rpm. The resulting deposits were very varied as seen in Figure 5.10.  

At -0.2 V in 0.1 M KNO3 a significant amount of Cu was deposited hence the Cu 

coloured appearance of the electrode Figure 5.10 ai. In contrast the black 

appearance of the electrode in Figure 5.10 bi is the BDD surface showing minimal 

Cu deposition, in agreement with the XRF data, green lines in Figure 5.11. At -0.7 

V in the 0.2 M HNO3 solution, deposition of Cu species occurs producing micron 

sized deposits, Figure 5.10 dii, the ‘maple leaf’ like deposition observed in di was 

consistently seen for these deposition parameters. These deposits resulted in the 

most intense Cu Kα peaks in the XRF spectra, Figure 5.11. The deposits formed at 

-0.7 V in the 0.1 M KNO3 show mostly two morphologies in the SEM Figure 5.10 

cii. Small discrete deposits are seen on the left and a dense porous deposit right 

of the SEM image, which is at the centre of the disc, Figure 5.10 ci. Due to the 

blueish hue of the deposit, it is believed to be a Cu hydroxide deposit43 rather than 

a Cu metal or oxide deposit. This species proved to be extremely unstable on the 

BDD surface and was easily washed off when rinsing the electrode or removing 

the electrode from solution, resulting in variability in the XRF spectra, purple 

lines in Figure 5.11b. The image in Figure 5.10ci also nicely displays the 

hydrodynamic flow pattern the electrode experiences during rotation.  
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Figure 5.10 Optical images (i) and SEM images (ii) of Cu deposits from solutions 
containing 10 ppm Cu(NO3)2 deposited for 1800 s at 1200 rpm at -0.2 V (a and b) and -0.7 
V (c and d) in 0.1 M KNO3 (a and c) and 0.2 M HNO3 (b and d). 
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Figure 5.11 XRF spectra from Cu deposition in a 10 ppm Cu2+ solution for 1800 s at 1200 
rpm at -0.2 V (green lines) and -0.7 V (purple lines) in a) 0.2 M HNO3 and b) 0.1 M KNO3. 

5.4.3.2 Copper Calibration curve 

To quantify the Cu detection capabilities of EC-XRF a series of Cu(NO3)2 

concentrations between 1 ppb to 5 ppm were analysed by XRF after deposition 

for 3600 s at 1200 rpm in both the 0.1 M KNO3 and 0.2 M HNO3 solutions. In the 

0.1 M KNO3 solution a deposition potential of -0.2 V was insufficient to deposit 

Cu at concentrations at ≤ 10 ppb. Therefore -0.5 V was used as a deposition 

potential for the concentration experiments in 0.1 M KNO3, as this potential only 

shows a slightly lower XRF intensity than -0.2 V, Figure 5.9. In the acid solution a 

deposition potential of -0.7 V was used.  Both solutions were considered to 

determine if one was better across the concentration range of interest.  Figure 

5.12 shows the average XRF intensity (n = 3) across four orders of magnitude for 

both solutions. The response in both solutions is relatively linear when plotted 

as Log10 XRF count rate vs. Log10 Cu concentration. The XRF count rate is 

consistently higher in the 0.2 M HNO3 solution than 0.1 M KNO3 following the 

trend observed in the deposition potential experiments, Figure 5.9. For example, 

at 5000 ppb the acidic solution showed an average intensity of 64.8 cps mA-1 

significantly higher than the 22.0 cps mA-1 in 0.1 M KNO3.  Depositions in 0.1 M 

KNO3 show improved linearity to the 0.2 M HNO3 solution, with R2 values of 0.963 

and 0.744 respectively. In both conditions 10 ppb was highly variable, however 

generally the KNO3 solution was better suited to the low ppb concentrations than 

the acid. Using twenty XRF measurements of the blank BDD discs the variation in 

the measurement was determined and the standard deviation (SD) of the 
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backgrounds determined. The limit of quantification is typically quoted as 10 x 

SD and the limit of detection as 3 x SD.44,45 Here, the limit of quantification of Cu 

was determined as 7.6 ppb (10 x SD = 0.62 cps mA-1) in 0.1 M KNO3 and 0.9 ppb 

in 0.2 M HNO3 (using non weighted linear fitting) and the limit of detection was 

0.76 ppb in 0.1 M KNO3 and a negative concentration in 0.2 M HNO3 (3x SD = 

0.186 cps mA-1) indicating an issue with low concentrations and backgrounds in 

the acid solution.   

 

 

 

Figure 5.12  a) Average XRF count rate (n=3) of Cu Kα after electrodeposition of Cu at 
different concentrations for 3600 s at 1200 rpm in at -0.7 V in 0.2 M KNO3 (pink; circles; 
bi) and at -0.5 V in 0.1 M KNO3 (navy; squares; bii). bi and bii are raw XRF spectra of one 
run for each concentration range, insets show the spectra for 5000 ppb.   
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5.4.3.3 Supporting Electrolyte/reducing variability 

In an attempt to decrease the variability, several different experimental 

conditions were trialled at a Cu concentration of 500 ppb, Figure 5.13. A concern 

was raised that the variability observed at 0.2 M HNO3 was due to dissolution of 

the deposits in the strong acid reducing the overall signal. Therefore a 0.01 M 

HNO3 solution (purple) was considered as an alternative using the same -0.7 V 

deposition potential (♦) as for the 0.2 M HNO3 solution (pink). This showed some 

improvement in variability but the intensity was lower than the results obtained 

in 0.1 M KNO3 (navy).  

 
Figure 5.13 Average XRF count rate (n=3) from depositions for 3600 s at 1200 rpm 
with 500 ppb Cu using a variety of supporting electrolytes, deposition potentials and 
other conditions to understand the variability observed.  

 

An observation was made that when the electrode was removed from solution 

the surface tension resulted in a droplet of solution on the electrode surface. As 

this droplet fell it is possible that some of the deposit on the electrode surface 

could be removed. The original EC-XRF electrode design used by Hutton et al. 

included a cap over the BDD with a recessed area exposed to solution. Given 

stability of deposits on the surface had been identified as an issue it was decided 

to try depositions with a cap and see how this affected the response in XRF 

intensity. The cap also reduces the active area of the electrode and protects the 

electrode surface from some of the hydrodynamic flow as the BDD is recessed 

within the cap, Figure 5.13 dotted lines.  
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At -0.7 V in 0.01 M HNO3 the XRF signal was greater when the cap was used, but 

more variable across the three runs, Figure 5.13. In the KNO3 solution with a 

deposition potential of -0.5 V (■) the XRF count rate was again greater when a 

cap was used but was again more variable between runs. At a higher deposition 

potential, -1.5 V (● ) closer to that used by Hutton et al., the intensity was lower 

and more variable than the new design with optimised parameters, Figure 5.13. 

It is thus possible that the electrochemical deposition is not causing the 

variability observed but rather the process of removing the electrode from 

solution and drying the surface prior to the XRF analysis. 

As Figure 5.8c shows, deposition in acetate buffer also results in deposition of Cu 

metal (as for acidic solutions). A 500 ppb Cu acetate solution (pH 4.5) was trialled 

at -0.5 and -1.5 V, comparable to the 0.1 M KNO3 solutions and the Hutton et al. 

conditions. In the acetate buffer the XRF signal was greater than in KNO3, and 

greater at the more negative deposition potential, but again more variable. This 

further supports the suspicion that the transfer of the electrode from the solution 

into the air for XRF analysis may play a large role in the variability. The BDD 

electrode used is very smooth (polished to ~ nm roughness) which could impact 

particle adhesion to the surface. A solution to this problem was to laser 

micromachine the BDD surface to introduce rougher channels where the deposits 

may stick better, dashed lines in Figure 5.13. Unfortunately, this approach was 

too effective, and it was then difficult to remove all of the deposited Cu. This 

meant the disc was not fully clean between runs, accounting for some of the 

variability observed in these experiments.  

5.4.3.4 Analysis of EC-XRF Redesign and Functionality 

Despite the redesign and optimisation of conditions for EC-XRF multiple 

challenges were presented during testing. The XRF count rates reported in this 

study were nearly two orders of magnitude lower than that reported by Hutton 

et al.42 Although we note that the XRF system had been impaired after the Hutton 

et al. study due to solution leaking into the XRF chamber. Whilst the system was 

fixed, we never obtained the same XRF intensities as previously. Follow-up work 

by Ayres et al. on palladium detection in pharmaceuticals showed intensities 

more similar to those reported here.18  



 
197 

 

Whilst the redesign was significantly more user friendly it presented its own 

challenges. Manual polishing of the electrode was standard practice during the 

cleaning procedure, however, this resulted in edge effects on the electrode 

becoming more pronounced with time due to the removal of the adhesive. 

Additionally, there was concern surrounding the epoxy, used to seal the BDD in 

the PEEK cap, retaining some metal deposits. Due to the hardness of BDD, the Au 

coating on the electrical contact springs was also eroded with continued use, 

exposing the brass which then transferred onto the rear face of the BDD and 

resulted in increasing background signals during XRF analysis. This was 

combated by running a background measurement on the electrode prior to each 

measurement, this did however add steps to the measurement and the analysis 

stages. This also made ensuring the BDD was clean challenging as the background 

spectra could vary.  

The stability of the deposits, either during electrodeposition or during 

preparation for XRF analysis seemed the most significant challenge. As with all 

metal deposition the form of the deposit depended on the electrolyte, buffer 

capacity of the solution and deposition potential. The long deposition times, 

requirement for rotation, smooth BDD surface and the processing steps between 

deposition and analysis, increased the variability in these experiments making it 

a challenge for quantification of the deposits.  

However, this technique could be useful as a semi-quantitative or informative 

technique where a heavy metal contamination is suspected in a water body. For 

example, a water sample from the Hayle estuary (Cornwall) was analysed using 

both ICP-MS and the EC-XRF technique. The area around Hayle has a mining 

legacy and the estuary sediments are known to contain elevated concentrations 

of Cu, Sn, As, Pb and Zn.46,47 ICP-MS returned concentrations of 40 ppb Cu and 

400 ppb Zn from an acidified sample. EC-XRF was undertaken either in the 

sample as received (green solid line), with 0.1 M KNO3 added (navy dashed line) 

or in 0.2 M HNO3 (pink dotted line) using a deposition potential of -1.0 V, a 

rotation of 1200 rpm and a deposition time of 3600 s, Figure 5.14. Both Cu and 

Zn peaks were observed in the XRF spectra. The supporting electrolyte (as acid 

or KNO3) increased the Cu intensity but decreased the Zn intensity relative to just 
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the water sample. Multi metal samples are more challenging to analyse as a range 

of interferences during metal deposition and the XRF analysis can occur i.e. 

formation of intermetallic deposits,15,48,49 one metal coating another deposit 

which, depending on the thickness, could shield the first metal from detection by 

XRF.50 Cu and Zn are known to form an intermetallic compound during metal 

deposition.41,48,51 However this indicates that this technique could be used to 

identify contaminants from water samples but further consideration on the 

effects of intermetallic formation for both metal deposition and XRF analysis 

would be required.  

 

Figure 5.14 XRF spectra of deposited metals from a sample of water from Hayle estuary 
(green; solid line), with 0.1 M KNO3 (navy; dashed line) and 0.2 M HNO3 (pink; dotted 
line) after deposition from 50 ml of solution at -1.0 V for 3600 s at 1200 rpm.  

5.4.4 Anodic Stripping Voltammetry under locally controlled pH 

environments 

As shown above, solution pH and composition can affect the chemical identity of 

the deposited metal e.g. pure metal versus metal oxide/hydroxide. Previous work 

in the Macpherson group had shown success in depositing mercury and Cu under 

locally acidified environments using a ring disc electrode configuration.20,21 

However, these studies were undertaken at relatively high concentrations. The 

second section of this chapter considers this method at significantly lower, and 

more environmentally relevant, concentrations of Cu.  
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5.4.5 Ring Disc Electrode Characterisation  

5.4.5.1 BDD and BDD-Q Macroelectrodes 

To initially investigate the impact of sp2 carbon features on Cu detection, 1 mm 

diameter discs of BDD and BDD-Q were sealed in glass capillaries, polished to 

expose the diamond and contacted using a conductive epoxy and a Cu wire as 

described in Section 2.3.2. 

The BDD (navy) and BDD-Q (pink) electrodes were characterised for capacitance, 

Figure 5.15, returning values of 6.68 µF cm-2 and 19.67 µF cm-2, respectively. The 

respective solvent windows were 3.38 V and 3.61 V, Figure 5.15b. Measurements 

and values were made as described in Section 2.5.1 and Section 2.5.2. The 

quinone surface coverage (Γ) of the BDD-Q electrode was determined as 

described in Section 2.5.4 and for this electrode returned a value of  

Γ = 3.4 x10-12 mol cm-2.  

 

Figure 5.15 Characterisation data of BDD (navy) and BDD-Q (pink) glass sealed 
macroelectrodes for capacitance (a) and solvent window (b) in 0.1 M KNO3 and QSC (c; 
BDD-Q only) in pH 2 Carmody Buffer. All undertaken with a 0.1 V s-1 scan rate. 
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5.4.5.2 BDD Ring Disc Electrode Characterisation 

Blank BDD ring disc electrodes were fabricated as described in Section 5.3.4.1. 

For the data shown in Figure 5.16 the capacitance, solvent window and ∆Ep 

values for 1 mM Ru(NH3)63+ are shown in Table 5.1. The latter measurement was 

not used for characterisation of BDD-Q electrodes as the Ru(NH3)63+ is difficult to 

remove from the sp2 bonded carbon in the microspots, due to adsorption, which 

can impact future experiments.  

 

Figure 5.16 Characterisation data of BDD ring (dashed line) disc (solid line) electrode 
for capacitance (a), solvent window (b) in 0.1 M KNO3 and ∆Ep (c) in 1 mM Ru(NH3)63+ in 
0.1 M KNO3. All undertaken with a 0.1 V s-1 scan rate. 

Table 5.1 Electrochemical Characterisation Values for BDD Ring Disc Electrode 

 BDD Disc BDD Ring 

Capacitance / µF cm-2 18.3 42.7 

Solvent Window / V 2.04 1.64 

∆Ep / mV 69 88 
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Whilst these values are indicative of exposed sp2 carbon on the sidewalls of the 

BDD cylinders,52 the complexity of the fabrication procedure means it is very 

difficult to make a perfect coplanar sealed ring disc electrode. Refinement of the 

fabrication procedure, as described in Section 5.3.4.2, was undertaken to aid in 

making sure the electrodes were coplanar and the spacing between the ring and 

disc was uniform.   

5.4.5.3 BDD-Q Ring Disc Electrode Characterisation 

Ring disc electrodes incorporating the BDD-Q disc electrode were fabricated as 

described in Section 5.3.4.2. The use of the diamond support aided positioning 

and attachment of wires to the contacts, making fabrication easier. Again, 

electrochemical characterisation was undertaken on the ring disc electrodes. The 

responses are shown in Figure 5.17 with corresponding values in Table 5.2. The 

electrochemical response of the ring electrodes still indicates the presence of sp2 

carbon. However, as the rings of these electrodes were extremely thin (Figure 

5.18 Optical Image of BDD-Q ring disc electrode. Pink rings denote the boundary 

of the ring electrode. Disc is 1 mm in diameter.), it is likely there was a 

considerable amount of exposed sp2 carbon ‘edge’ which likely contributed to the 

high capacitance and small solvent window. 
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Figure 5.17 Characterisation data of BDD-Q Disc (purple) and BDD  ring (Black) 
electrode for capacitance (a) and solvent window (b) in 0.1 M KNO3 and QSC (c; BDD-Q 
Disc only) in pH 2 Carmody Buffer. All undertaken with a 0.1 V s-1 scan rate. 

 

Table 5.2 Electrochemical Characterisation Values for BDD-Q Ring Disc Electrode 

 

 BDD-Q Disc BDD Ring 

Capacitance / µF cm-2 13.8 139 

Solvent Window / V 1.7 0.8 

QSC / mol  cm-2 2.88   x 10-12 n/a 
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Figure 5.18 Optical Image of BDD-Q ring disc electrode. Pink rings denote the boundary 
of the ring electrode. Disc is 1 mm in diameter.  

5.4.6 Exploring BDD and BDD-Q electrodes for Cu detection and the 

effect of pH 

 As previously discussed metallic deposition occurs most readily from acidic 

solutions where the majority of metal ions are in the hydrated state. For this 

reason, initial CVs were run at pH 2 (Figure 5.19). The large negative current 

flowing at -0.5 V on both electrodes can be associated with HER. Both electrodes 

show only one Cu stripping peak, at 0.13 V.  

 

Figure 5.19 CV of 10 ppm Cu in an aerated solution on BDD (Blue) and BDD-Q (Pink) 
glass sealed macroelectrodes, at pH 2. Scan rate of 0.1 Vs 
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To explore the effect of pH, additional CVs were run at two additional bulk pH 

values, pH 4.4 and 5.2 adjusted by HNO3, in 0.1 M KNO3. In both solutions much 

lower current densities were passed indicating a reduction in the available Cu2+ 

and there was an absence of significant HER, within the potential range 

investigated, Figure 5.20.  At pH 4.4 two stripping peaks were observed (Figure 

5.20a). The first peak is at a similar potential to that seen in the pH 2 solution but 

at a reduced current. This peak is likely still a Cu metal stripping peak. On the 

BDD electrode the second peak occurs at a more positive potential than the 

second peak on the BDD-Q electrode at 0.30 and 0.19 V, respectively. This feature 

is again observed at pH 5.2 (Figure 5.20b) with the second peak being the 

dominant peak in the CV. The second peak is likely to be associated with an oxide 

form of the Cu, given the higher pH solutions used under non-buffered conditions.  

 

Figure 5.20 CV of 10 ppm Cu on BDD (Blue) and BDD-Q (Pink) electrodes, at pH 4.4 (a) 
and 5.2 (b). Scan rate of 0.1 Vs-1. 

5.4.7 Anodic Stripping Voltammetry of copper in acidic bulk 

solutions on BDD and BDD-Q electrodes 

ASV was employed to determine the deposition and stripping behaviour of Cu on 

both the BDD and BDD-Q surfaces. Both electrodes were held at -0.5 V for 5 

minutes in a pH 2 solution containing 10, 50 or 100 pbb Cu2+. Once deposition 

was completed linear sweep voltammetry (LSV) was used to strip the deposited 

metal off the electrode by scanning in a positive direction, Figure 5.21. In general, 

the BDD-Q electrode showed higher currents in the stripping step (Figure 5.21). 

However, both electrodes showed a similar pattern with 100 ppb passing the 
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highest stripping current, then 50 ppb with a very small peak at 10 pbb but, 

interestingly, a larger second peak for 10 ppb is also observed. From the data 

above we speculate that this shifted peak corresponds to an oxide form of Cu. 

Reasons for its formation are discussed later.  

 

Figure 5.21 Stripping step of ppb Cu in pH 2 solution on bare BDD (Blue) and BDD-Q 
(Pink) electrodes. Concentrations tested; 10 ppb (solid), 50 ppb (--) and 100 ppb (-··). 
Deposition parameters; -0.5 V, 5 mins. Undertaken with a 0.1 V s-1 scan rate. 

 

Due to the reliable stripping characteristics under acidic conditions a 

methodology to locally change the pH over an electrode, rather than changing the 

bulk pH, was employed. This is a more feasible technique for on-site analysis than 

carrying concentrated acids to a location.    

5.4.8 Local pH change measurement  

5.4.8.1 Iridium oxide thin film 

A pH sensitive iridium oxide (IrOx) thin film was electrochemically deposited 

onto the BDD disc electrode20,27,28,31 in the ring disc electrode geometry, in order 

to validate the pH decrease when oxidising water on the ring. IrOx shows a 

potentiometric response to pH as a function of transition between the two 

oxidation states; 31 

𝑰𝒓𝑰𝑽𝒐𝒙𝒊𝒅𝒆 +  𝒒𝑯+ + 𝒏𝒆−  ⇌ 𝑰𝒓𝑰𝑰𝑰𝒐𝒙𝒊𝒅𝒆 +  𝒓𝑯𝟐𝑶 Equation 5.3 

Once deposited the IrOx film was left to hydrate in pH 7 phosphate buffer for two 

days. The pH response was calibrated in Carmody buffers across the pH range of 
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interest (2 – 8: Figure 5.22a).26 The film showed a super nernstian response at 64 

mV pH-1, Figure 5.22b, in keeping with previous literature.31  

A current of +50 µA was applied to the ring electrode, after an initial stabilisation 

period of 5 minutes in the 0.1 M KNO3 solution, to create a local acidic 

environment, Figure 5.22a.21 Prior to application of the ring current, the potential 

of the IrOx film on the disc electrode, which indicates the bulk pH of the solution, 

corresponded to a pH 5.1 - 5.3. Once 50 µA was applied to the ring the local pH in 

the vicinity of the disc decreased and stabilised around pH 2.0 – 2.1.  

 

Figure 5.22 Iridium oxide calibration (navy) collected by running an OCP measurement 
(a) and changing the buffer solution approximately every 3-5 minutes once the response 
had stabilised. Overlaid is the response of the iridium oxide electrode on the disc in 
KNO3 for approximately 5 minutes and whilst 50 µA is applied to the ring (pink).  B) is 
the calibration line of the iridium oxide taken at the stable potentials in (a) and plotted 
against the pH measured by a glass probe.  

However, when trying to use the IrOx film repeatedly, to look at the effect of 

different currents applied to the ring, the calibration of the IrOx calibration was 

observed to shift, Figure 5.23. Variation in the Ir3+/Ir4+ ratio, electrode 

preparation, age of the film and exposure to redox agents has been shown to 

affect the pH calibration.31 The process of water oxidation not only produces 

protons but also oxygen which potentially could oxidise the IrOx film disrupting 

the potentiostatic pH response baseline. It was therefore difficult to quantify the 

pH changes using an IrOx thin film for this experiment.  
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Figure 5.23 Calibration of iridium oxide film before (black) and after (blue) generating 
on the ring to measure local pH shift at ring currents of 1.5, 3, 5, 8 and 10 µA. The 
calibration steps of of iridium oxide film was collected by running an OCP measurement 
and changing the buffer solution approximately every 3-5 minutes once the response 
had stabilised, as in figure 5.22. 

5.4.8.2 BDD-Q Ring Disc Electrodes  

As shown in Chapters 3 and 4, the BDD-Q disc has proved a stable pH sensor in 

the ring disc geometry. The pH response of the BDD-Q ring disc electrode 

fabricated for these experiments was verified in known pH solutions of Carmody 

buffers across the pH range 2 - 10, Figure 5.24. Using the peak position potential 

a calibration line of Ep = -0.056 pH + 0.451 (R2 = 0.99833) was measured, with a 

slope of 56 mV pH-1, which is slightly lower than the expected 59 mV pH-1 for a 

truly Nernstian response.  
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Figure 5.24 pH response BDD-Q disc in ring disc electrode configuration in carmody 
buffers pH 2 – 10. Square wave voltammetry at 150 Hz, 0.1 V amplitude, 1 mV step 
between 0.5 and -0.5 V (a). Peak potential plotted vs. pH (b). 

As discussed in previous chapters the pH response in unbuffered solutions is 

more challenging to measure due to local proton depletion effects, and sp2 

catalysed ORR, most evident around neutral pHs.53 Such a deviation was 

observed on this electrode, Figure 5.25.53  

 

However, the pH values of interest for the experiments are < pH 7. Further 

measurements were made in the pH range 2-7, by altering the scan range of the 

SWV measurement from 0.5 V - -0.3 V to 0.7 V - -0.15 to capture the more acidic 

peaks and limit quinone catalysed ORR at the more reductive potential. As can be 

 

Figure 5.25 pH response of BDD-Q disc in ring disc electrode configuration in pH 
adjusted 0.1 M KNO3 between pH 2 and 10. Square wave voltammetry at 150 Hz, 0.1 V 
amplitude, 1 mV step between 0.5 and -0.3 V (a) pH adjusted with KOH and H2SO4. Peak 
potential plotted vs. pH (b) with calibration line from measurement in pH 4, 7 and 10 
Carmody buffers. 
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seen, a better agreement between the buffered calibration and unbuffered 

measurements was obtained, Figure 5.26.  

 

Figure 5.26 pH response of BDD-Q disc in ring disc electrode configuration in pH 
adjusted 0.1 M KNO3 between pH 2 and 7. Square wave voltammetry at 150 Hz, 0.1 V 
amplitude, 1 mV step between 0.7 and -0.15 V (a) pH adjusted with KOH and H2SO4. Peak 
potential plotted vs. pH (b) with calibration line from measurement in pH 2, 3, 4, 5, 6 
and 7 Carmody buffers. 

The same concept as that utilised in Chapter 3 was used for these pH detection 

studies.  A range of positive currents were applied to the ring in 0.1 M KNO3 to 

assess the local pH shift due to proton generation from water oxidation, Figure 

5.27. A shift in peak position to increasingly positive potentials is observed as the 

environment becomes more acidic with time. As observed in the unbuffered 

solutions in Chapter 3 the larger the current applied the lower the local pH 

environment over the disc, Figure 5.28. The minimum pH reached was pH 1.5 

with +70 A applied to the ring.  
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Figure 5.27 pH response of BDD-Q Disc in ring disc electrode configuration in 0.1 M KNO3  
generating at 8 µA (a) and 70 µA (b) on the ring after 5 sweeps. Square wave 
voltammetry at 150 Hz, 0.1 V amplitude, 1 mV step between 0.7 and -0.15 V 

 

 

Figure 5.28 Shift in peak position on BDD-Q disc with scan number whist generating on 
the ring at different currents (a) (starting at scan 5) and associated pH value from 
calibration line  once plateaued (b).  

 

 

 



 
211 

 

5.4.9 Cu detection in locally acidic environment on BDD ring disc 

electrode  

5.4.9.1 Effect of local pH decrease  

Deposition was undertaken in 0.1 M KNO3 (pH 5.5) containing Cu2+ at different 

concentrations in the range 10 – 0.1 ppm. Deposition was undertaken on the BDD 

disc electrode in the ring disc configuration with no current applied to the ring 

(green) and +50 µA applied to the ring (pink) to generate a local pH change to pH 

1.8 (as measured using the BDD-Q ring disc electrode). The Cu deposition 

parameters employed were, -0.7 V (for 5 mins) due to the ring disc being slightly 

more resistive than the glass sealed electrodes employed for the original 

deposition investigations. To ensure all the Cu was removed from the surface, 

five stripping LSVs were run for each experiment, the first two are shown in 

Figure 5.29. No Cu stripping peaks were observed from deposition in the bulk 

solution (green lines, Figure 5.29). With an applied ring current, at 10 ppm Cu2+ 

a large peak at the expected potential for Cu metal stripping was observed.21 

However, at 1 ppm Cu2+, despite using the same generating current, two peaks 

were observed, similar to the CV at pH 4.4, Figure 5.29b. A very small peak was 

observed in 0.1 ppm at the potential of the second peak at 1 ppm, Figure 5.29b. 

These two features again suggest the formation of Cu oxides despite the pH 

environment favouring deposition of Cu metal. However, as stated in section 

5.4.8.1, water oxidation also results in local O2 production in addition to protons.  

Therefore, it is possible that a high flux of O2 accelerates conversion of Cu to Cu 

oxide materials, which is more pronounced the lower the concentration of Cu on 

the surface. Additionally, ORR electrocatalysed on the Cu deposits (to produce 

hydroxide ions) could also result in the formation of Cu oxide species.  
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Figure 5.29 LSV of Cu in 0.1 M KNO3 (green) and when applying 50 µA on ring (pink). At 
a) 10 ppm, b) 1 ppm and c) 0.1 ppm Sequential LSVs to ensure all deposits are removed, 
the first of which is shown for each condition (dashed line). Deposition -0.7 V for 5 mins, 
if generating, allowed to generate for 1 minute prior to deposition. All undertaken with 
a 0.1 V s-1 scan rate. 

5.4.9.2 Effect of water oxidation on the local environment 

To explore further whether the Cu related peak observed at around 0.3 V vs. SCE 

(e.g. Figure 5.29b) was a result of O2 generated on the ring, ASV was repeated in 

Cu solutions at 100, 500 and 1000 ppb concentrations under three conditions, 

Figure 5.30. The first was using an aerated acidic pH 2 solution (navy) and the 

other two conditions were aerated (green) and deoxygenated (pink) 0.1 M KNO3 

solutions. For all three solutions 50 µA was applied to the ring. For deoxygenation 

Ar was bubbled through the solution.  

The bulk pH 2 solutions show a dominant peak in the region between 0.0 V and 

0.1 V as expected for Cu stripping, Figure 5.30. At 100 ppb a shoulder is observed 

on this peak and a small peak is present at 0.3 V. In the 0.1 M KNO3 solutions with 

50 µA applied to the ring, regardless of whether the solution was aerated or 



 
213 

 

degassed the peak at ~ 0.3 V is present, supporting the theory that water 

oxidation is producing an oxygen species that causes Cu oxide formation. 

Deoxygenating the solution does result in this peak being less dominant, 

especially in the 500 ppb case, Figure 5.30b, but it is still present. At higher 

concentrations the oxide peak is less dominant.  

 

Figure 5.30 LSV of 500 ppb Cu at bulk pH 2 (blue), and in 0.1 M KNO3 with 50 µA applied 
to the ring in an aerated solution (green) and a deoxygenated solution (pink). Deposition 
-0.7 V for 5 mins, ring allowed to generate for 1 minute prior to deposition. All 
undertaken with a 0.1 V s-1 scan rate. 

The BDD-Q disc also presents the possibility of detecting the presence of oxygen 

voltammetrically as sp2 bonded carbon catalyses oxygen reduction compared to 

BDD.54 Sequential LSVs on the BDD-Q electrode were recorded in aerated 0.1 M 

KNO3 sampling every 15 s for a period of 5 minutes whilst generating on the ring 

(50 µA), Figure 5.31. The dominant peak is that associated with HER. Using the 

Randles-Sevcik equation (Equation 5.1) as an approximation, and the measured 

pH value for H+ concentration = 0.01 M, the peak current of HER can be estimated, 

assuming A = 8.36 ×10-3 cm2, D = 9.3 ×10-5 cm2 s-1,55,56 n = 1 and at a scan rate of 
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0.2 V s-1. ip is estimated as 97 µA (at 25°C), which is slightly lower than that seen 

experimentally, 136 µA. The aerated concentration of dissolved oxygen is 

approximately 0.25 mM,57 assuming n = 4 and D = 2.1×10-5 cm2 s-1,58 an 

approximate current for ORR is 9 µA (at 25°C). Although in reality this value will 

be higher due to oxygen production at the ring. However, given the position of 

the HER peak, it is highly likely the ORR peak is enveloped by the HER peak.  

 

Figure 5.31 Sequential LSVs on BDD-Q disc (scan rate of 0.2 V s-1) in 0.1 M KNO3 with 50 
µA applied to the ring for 5 minutes with an LSV recorded every 15 s. Undertaken at a 
0.1 V s-1 scan rate. 

This experiment was repeated for a range of ring currents, 1.5, 3, 5, 8, 10, 15, 30, 

50 and 70 µA, Figure 5.32. As shown previously, the higher the applied current 

the lower the pH value produced. Also interesting for the highest current (70 A), 

where the largest concentration of dissolved oxygen is expected the appearance 

of the ORR wave becomes more apparent.  
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Figure 5.32 LSVs on BDD-Q disc (scan rate of 0.2 V s-1) in 0.1 M KNO3 with a number of 
currents applied to the ring electrode after 5 minutes. All undertaken with a 0.1 V s-1 
scan rate. 

However, as the ORR peak was difficult to resolve using LSV, due to the 

prevalence of the HER peak, the response was also investigated using SWV, 

Figure 5.33. The scan range was reduced to focus on the ORR region. ORR peak 

on BDD-Q has also previously been reported at a peak potential of -1.0 V.54 A clear 

ORR peak is observed at 10 µA, Figure 5.33a, which increases in current with 

time. At 30 µA, Figure 5.33b, an increase in the ORR peak is still seen and 

dominates the response at the end of the sampling time.  
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Figure 5.33 SWV on BDD-Q disc whilst generating at a) 10 µA and b) 30 µA for 70 
seconds, sampling every 2 seconds. 150 Hz, 4 mV step, 1 mV amplitude.  

5.4.10 Effect of ring current on Cu ASV 

Finally, it was considered whether a lower ring current than 50 µA could 

minimise the concentration of dissolved oxygen in solution but still be acidic 

enough to encourage Cu deposition in the metallic form. Changing the current 

applied to the ring (70, 50, 30, 15, 5, 3 A) changes the stripping response 

observed, Figure 5.34a. Two peaks were again observed at 50 and 70 µA ring 

currents, the first associated with pure Cu stripping and the second with Cu 

oxides. The intensity of the second peak can be seen to decrease as the ring 

current is lowered (from 50 µA to 30 µA), at currents below 30 µA no second peak 

is observed but a higher background current is seen, Figure 5.34a.  

 

 

Figure 5.34 LSV of 500 ppb Cu deposited under different ring currents in aerated 0.1 M 
KNO3 solutions. Deposition at -0.7 V for 5 mins, ring allowed to generate for 1 minute 
prior to deposition.  All undertaken with a 0.1 V s-1 scan rate. 
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When 10, 8 and 5 µA are considered, Figure 5.34b, Cu stripping peaks with 

minimal observance of the Cu oxide peak are produced. With a ring current of 3 

µA, producing a measured local pH of 3.6, two peaks are again observed, and at 

1.5 µA (local pH = 3.8) only the Cu oxide peak is present. As less oxygen should 

be present in the local environment at these currents than at the higher ring 

currents where no oxide peak is observed, the pH environment must not be acidic 

enough to promote Cu metal deposition at these ring currents.  

Although varying the ring current shows some promise, as seen in Figure 5.21 

the lower the concentration of Cu the more of an impact ORR has on the deposit. 

Therefore, although there is potential for this technique at higher concentrations 

the introduction of oxygen species through splitting water is still problematic at 

low concentrations.  

5.5 Conclusions 

Two different approaches were considered to solve some of the challenges of 

metal detection on solid electrodes. EC-XRF aimed to remove the challenge of 

electrodepositing the metal in the metallic form as XRF will detect Cu regardless 

of oxidation state. The new EC-XRF rotating disc electrode design was much more 

user friendly in terms of set up and removal of the BDD for subsequent XRF 

analysis. However, the limit of detection reported by Hutton et al., was not 

reached. The morphology of the deposit impacted the stability of the deposit on 

the surface during electrodeposition and transfer of the electrode for XRF 

analysis. This resulted in variability in the quantification at defined 

concentrations. A number of experimental conditions were tried with the aim of 

improving sensitivity and repeatability however none significantly improved the 

results. However, trialling the technique in natural waters showed the successful 

detection of Cu and Zn. EC-XRF could be a useful semi-quantitative technique to 

identify heavy metal contaminants relatively quickly in polluted waters.  

Development of an at source ASV sensor for heavy metal detection was also 

considered. Detection of metals under locally acidified environments aims at 

encouraging deposition of metals into the metallic form. A locally acidic 

environment was successfully generated on a ring electrode through water 

oxidation with the pH change detected by a BDD-Q disc electrode which could be 
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used to acidify samples on site. Although this technique worked well at high 

concentrations (ppm) of Cu2+, when the concentration was reduced to pbb 

concentrations, oxides were formed, which renders ASV ineffective. Water 

oxidation also produces oxygen species as well as protons which can also 

exacerbate metal oxide formation. An effort was made to voltammetrically detect 

the generated oxygen but the ORR peak became engulfed by the HER peak in LSV. 

SWV helped isolate the ORR response. The ring current was found to control both 

the acidity of the local environment and the oxygen concentration. Reducing the 

ring current aided deposition in the metallic form but oxides were still formed at 

ring currents > 10 µA due to the generated oxygen. At ring currents of 1.5 A and 

3 µA the pH environment was not acidic enough to promote Cu metal deposition. 

In future reducing the deposition time could aid the formation of metallic 

deposits but may impact the sensitivity of the technique.  
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6 Low Potential Biofilm Control  

6.1 Overview 

Biofouling in water environments is a significant problem for a number of 

industries, from fish and shellfish farms to shipping and healthcare. The impacts 

of biofouling can result in significant financial losses for businesses and 

potentially serious health implications for individuals with infections. Biofilms 

are a beneficial life form for bacteria due to the protection provided by the 

extracellular polymeric substance (EPS) and symbiotic behaviours with other 

cells. For electrochemical sensors, biofilm formation on the sensor surface will 

impact sensor performance, as the detector signal is dependent on the electrode 

cleanliness, resulting in decreased sensitivity and calibration shifts. This is one of 

the biggest barriers to long term in-situ electrochemical sensing.  

An early stage of the biofilm formation process is adhesion of individual bacterial 

cells to the electrode surface. The majority of bacterial cells have a net negative 

surface charge on their cell membrane. Although bacteria can overcome forces to 

interact with surfaces, electrostatic repulsion can make the initial attachment 

step more challenging. Boron doped diamond (BDD) has been shown to be a low 

biofouling electrode material. This chapter considers whether the lifetime of a 

BDD electrochemical sensor placed in an aqueous system could be extended 

through the application of small voltages to repel bacterial cells, in this case 

Pseudomonas aeruginosa, from the surface. P. aeruginosa was used as a 

monospecies biofilm culture as it is a moderate to strong biofilm former and has 

previously been extensively characterised. A novel experimental set-up was 

designed and fabricated to investigate the role electrode potential can play in 

slowing down biofilm formation on BDD electrodes.  
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6.2 Introduction  

6.2.1  Biofouling 

Biofouling is a huge challenge in medical, environmental and industrial fields. 

Contamination on medical devices can cause infection from pathogenic 

microorganisms and ultimately rejection or malfunction of a medical device.1,2 

Biofilm induced infections are significantly harder for the host immune system 

to attack, and to treat medically, so often result in chronic infections.3–5 Biofouling 

in water systems can aid the transmission of bacterial pathogens, leading to 

persistent and life-threatening infections.6–8 Biofouling induced problems are 

also widespread in the shipping industry leading to increased fuel consumption, 

engine stress, reduced speed, corrosion and environmental concerns through 

introduction of alien species.9–11 Industrial biofouling can affect a wide range of 

industries from food production and water utilities to nuclear power plants and 

membrane systems.11–20  

Hence there has been significant investment in research to mitigate the 

formation and effects of biofouling. The use of biocides, although common, is not 

always effective as biofilms are typically more resistant to biocides and 

antimicrobials than planktonic cells.21,22 For some applications merely 

inactivating the microorganisms is not sufficient as ‘dead’ biofilms can act as a 

source of endotoxins, encourage recolonization, provide shelter for pathogens 

and impact surface sensitive reactions.23 Surface modifications have been 

suggested to combat biofouling. These range from surface coatings and 

antibacterial adhesion agents, to incorporation of silver or copper nanoparticles, 

engineered nanostructures and antimicrobial agents including quorum 

quenchers.24–33 However, for some applications, such as sensors, where the 

surface has already been tailored to optimise detection sensitivity, surface 

modification is not a viable option.  

6.2.2  Electrochemical control of bacteria and biofilms  

For electrochemical based sensors it is useful to consider how electrochemical 

conditions (e.g. applied voltage/current) can be used to manipulate and 

ultimately retard biofilm growth. There are two main mechanisms of 

electrochemical biofilm control (1) delaying adhesion of cells and (2) removal of 



 
224 

 

mature biofilms.34 This chapter considers the delaying of adhesion, however, a 

brief mention of some techniques used to remove mature biofilms is also given.  

At near neutral pH, as expected in the majority of environmental and 

physiological settings, bacterial cells generally have a net negative surface.35 Cell 

structures are grouped in two main groups, Gram negative and Gram positive 

corresponding to the response from a Gram staining procedure.36 During a Gram 

stain cells are stained using crystal violet dye where the interactions described 

in Section 1.6.3.3 occur. After staining an iodine solution is added which forms a 

complex with the crystal violet dye resulting in a larger molecule which is 

insoluble in water. Ethanol or acetone is added which interacts with the 

membrane lipids of both Gram negative and Gram positive bacteria. Gram 

positive cells have no outer membrane but several layers of peptidoglycan 

external to a plasma membrane.37 When ethanol or acetone is added the thick, 

cross-linked peptidoglycan dehydrates and constricts trapping the large crystal 

violet-iodine complexed stain, hence these are known as gram positive cells.36 

Teichoic acids link the peptidoglycan layers to the plasma membrane. The 

teichoic acids contain negatively charged phosphoryl groups resulting in a 

negative surface charge.38,39  

Gram negative bacteria contain a single layer of the peptidoglycan cell wall 

between an outer and inner membrane, during the dehydration process the outer 

membrane is degraded and becomes ‘leaky’ allowing the crystal violet-iodine 

complex to be removed from the cell during subsequent washing steps.36,37 The 

outer membrane is composed of phospholipids with lipopolysaccharide groups 

on the outer membrane surface. These are in contact with the aqueous 

environment, the phosphate groups in the lipopolysaccharides cause a negative 

electrostatic surface charge.38,40 Cell surface charge is often determined using 

zeta-potential measurements, calculated from cell mobility under the influence 

of an electrical field.38 The zeta potential of bacteria is typically in the range of 

1’s-10’s of mV but is species variable and influenced by media conditions e.g. salt 

concentration and pH.38,41 All surfaces in solutions have a charge associated due 

to ion adsorption. Therefore, electrostatic attraction or repulsion between cells 

and surfaces can occur.  
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6.2.2.1 Previous electrochemical studies on prevention of cell attachment  

One significant experiment investigated Pseudomonas fluorescens bacteria 

attachment in an electrochemical flow cell on a gold coated glass slide over 15 

minutes. The open circuit potential (OCP) was ~0.2 V vs. Ag|AgCl in aerated 0.01 

M NaCl, which is more positive than the point of zero charge (PZC) on gold in the 

same solution (0.00 – 0.07 V vs. Ag|AgCl-KCl-sat). Under these conditions, 

spontaneous irreversible attachment of cells was observed by image capture 

from phase-contrast microscopy at 30 s intervals. Attached cells were 

identifiable as black dots, out of focus cells were not counted as these were not 

adhered to the surface. When potentials of -0.2 V and -0.5 V vs. Ag|AgCl were 

applied, inhibition of bacterial adhesion by ~80% and ~90% was observed, 

respectively compared to that observed at OCP. The inhibition of attachment at 

negative potentials was attributed to electrostatic repulsion between the 

electrode surface, which was more negative than the PZC, and the negatively 

charged bacterial cells.42  

A comparison was made in a solution with increased ionic strength, 0.1 M NaCl. 

At the OCP fewer cells adhered than were observed in the 0.01 M solution. 

However, at -0.2 V vs. Ag|AgCl, cell adhesion was higher than in the 0.01 M NaCl 

solution, whilst at -0.5 V vs. Ag|AgCl, adhesion was still minimal. Both effects were 

attributed to the more effective screening of surface charge by the higher ionic 

strength solution. Screening of the positive potential OCP (~0.2 V) in the 0.1 M 

solution led to a reduction in the electrostatic attraction between the positive 

surface and the negatively charged cells. Whilst more effective screening of the 

negative electrode potential led to greater cell adhesion at -0.2 V vs. Ag|AgCl in 

0.1 M NaCl than in 0.01 M NaCl. The negative charge at the surface at -0.5 V vs. 

Ag|AgCl was assumed to be great enough that double layer effects were negligible 

and repulsion between the surface and cells dominated irrespective of the ionic 

strength.42  

The response of fluorescence tagged Pseudomonas aeruginosa on indium tin 

oxide electrodes to negative, positive and alternating currents has also been 

investigated.43 The electrodes were exposed to the bacterial culture for 90 mins 

at a flow rate of 1.3 ml min-1. The density of adhered bacterial cells was 
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determined by counting adhered cells on five micrographs for each condition and 

expressed as a percentage compared to the number of adhered bacteria with no 

current applied i.e. where 100 % is for the no current applied surface. Adhesion 

was lowest (at 19%) when negative currents in the range -7.5 to -15 µA cm-2 were 

applied. This reduced adhesion was attributed to the repulsion of negatively 

charged cells from the surface. 

At the positive applied currents, +7.5 to +15 µA cm-2 cellular adhesion was 70 – 

80 % compared to the number of cells adhered when no current was applied. 

Time lapse recordings of the positively charged electrode showed adhesion of 

bacteria to the surface but the bacteria were later removed and swept away by 

the current flow. When the positive current was switched off an influx of cells 

was observed to adhere to the surface which may have skewed the results. 

Alternating the current at ±15 µA cm-2 over one minute cycles throughout the 90 

minutes resulted in low adhesion at 27%, only slightly higher than the values 

obtained at the negative applied currents. This was attributed to the prevention 

of adhesion from the negative charge. Live/dead staining was used to determine 

the condition of the adhered cells. With no applied current, nearly all the cells 

were live. Under the alternating current ~58% of the adhered cells were dead, 

whereas at positive or negative currents ≤ 4% of the adhered cells were dead. 

The positive current during the alternating current scenario is thought to 

inactivate the adhered bacteria.43,44  

An alternative method proposed to prevent cell adhesion is to create 

superhydrophobic/hydrophobic surfaces by entrapment of gases in pores on a 

surface. The dry environment of the bubble prevents attachment and retards 

bacterial growth.45 Hydrogen gas was formed through the hydrogen evolution 

reaction on stainless steel at -3 V. Escherichia coli adhesion was reduced by 

99.5% over 16 hours growth time compared to a control with no bubble 

formation.45 When hydrogen was generated post cellular adhesion, live dead 

staining showed the adhered bacteria were now dead, in contrast to the no 

potential applied control sample, where the majority were still alive.45 The 

authors attribute this to the hydrogen bubbles engulfing the adhered cells and 

producing dry voids between the electrode surface and the solution due to the 
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low solubility of water in hydrogen.45 Bacterial cells require a liquid for metabolic 

activities across the membrane. However, for this to be a practical solution to 

biofouling on electrodes the gas bubbles would need to be removed prior to 

sensing experiments as they would also hinder electrochemical reactions. 

6.2.2.2 Previous electrochemical studies on prevention of biofilm formation  

The effect of potential on biofilm formation with P. fluorescens was considered on 

gold coated glass slides in an electrochemical flow cell for 8 hours by the same 

group mentioned first in Section 6.2.2.1.46 When positive potentials were applied 

(+0.5 V vs. Ag|AgCl) a 30 - 40 minute lag prior to exponential growth was 

observed compared to growth at +0.1 and -0.2 V vs. Ag|AgCl. No growth was 

observed at +0.8 V vs. Ag|AgCl. The cells at +0.5 V vs. Ag|AgCl were consistently 

smaller and showed an increased doubling time (time taken for the number of 

cells to double) than those at -0.2 V suggesting inhibition of metabolic pathways 

at a positive potential.46 Analysis of the biofilm structure at -0.2 and +0.5 V vs. 

Ag|AgCl at 3 and 8 hours was also undertaken by taking sequential micrographs, 

increasing the focal plane by 4.5 µm for each image starting at the electrode 

surface. Patchy biofilms of 13 µm thickness were observed at both potentials 

after 3 hours. At -0.2 V vs. Ag|AgCl there was an irregular distribution of diffuse 

microcolonies comprised of long cells, whilst at +0.5 V vs. Ag|AgCl small 

microcolonies containing small cells were observed. By 8 hours the diffuse 

microcolonies observed at -0.2 V vs. Ag|AgCl were 24 ±2 µm thick in mushroom 

shaped biofilm. This was thought to occur due to the electrostatic repulsion 

between the surface and the cells forming open colonies with weak surface 

associations.  

At +0.5 V vs. Ag|AgCl the highest cell density was at the surface with a pyramidal 

microcolony formation reaching a maximum thickness of 18 µm. The 

electrostatic attraction between the positive surface and the negative cells retain 

daughter cells at the surface, hence the highest cell density is at the surface. 

Although these two studies present useful results, due to the nature of the 

microscopy analysis, no biological repeats are present, and no mention is made 

on repeatability. The analysis is entirely dependent on image analysis. The 

second study, although running for longer timescales still only probes the 
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microcolony stage of biofilm formation and doesn’t achieve mature biofilm 

formation so only considers the start of the biofouling process.  

Pulsed potential techniques have also been used to control biofilm formation. 

Parallel, interdigitated titanium electrodes were used to consider the effect of 

localised high strength electric fields on prevention of P. aeruginosa biofilm 

formation.47 Electrodes were exposed to a stirred solution of bacteria containing 

media for 6 days and analysed using fluorescent live-dead stains. The images 

were analysed to determine coverage and compared to electrodes with no 

applied potentials. High voltage pulses (± 2.5 V) were shown to prevent biofilm 

formation at both a 200 Hz and 10 000 Hz frequency with short pulses at a 1% 

duty ratio (percentage of pulsing time over one cycle). At a 50% duty ratio at ± 5 

V, with longer pulses, biofilm formation was not prevented for either frequency.  

When low voltage pulses (± 250 mV) were applied frequencies of 200 Hz resulted 

in reduced biofilm production but at 10 000 Hz, biofilm formation was 

enhanced.47 In general a greater coverage of cells across the surface of the 

electrode contained fewer live cells indicating that the pulsed conditions not only 

affected the total number of cells but also the viability of the cells that were 

adhered.47 No discussion was made on the effect of using interdigitated 

electrodes. The change in the biofilm response was attributed to electrostatic 

interactions, electric currents and ionic displacements, with very little 

explanation beyond this.47  

Electrochemical generation of biocides has also shown to be effective at retarding 

biofilm growth, termed the bactericidal effect. For example, with the right 

electrode material, reactive oxygen species (ROS) such as hydrogen peroxide 

(H2O2) can be generated when oxygen is present, which can delay bacterial 

attachment and inhibit growth on the electrode.48  A study applying -600 mV vs. 

Ag|AgCl to a stainless steel electrode for 40 hours in the presence of P. aeruginosa 

in a continuously air saturated medium showed minimal biofilm growth 

compared to significant biofilm growth on the same material without a potential 

applied. This was attributed to the electrochemical production of H2O2 at the 

electrode surface.48 Scanning electron microscopy images of the surface showed 

cell debris on the polarised electrode indicating the potential and/or the 



 
229 

 

presence of H2O2 caused damage to the cells.48 At sufficiently high overpotentials 

in chlorine containing media, Cl2 or reactive chlorine compounds such as 

hypochlorous acid can also be formed; hypochlorous acid is a strong disinfectant 

and therefore kills the cells present, even in a mature biofilm.34,49 

6.2.2.3 The bioelectric effect 

The final electrochemical technique worthy of mentioning is the bioelectric effect 

which combines the application of external antimicrobials (i.e. aminoglycosides, 

quinolones, tetracycline, erythromycin, daptomycin, moxifloxacin or polymyxin 

B) with an electric current or field to aid in the prevention or removal of biofilms. 

Combination with a current (or field) means antimicrobial concentrations more 

similar to those used for planktonic bacteria can be used, rather than excessive 

doses typically used on biofilms.50 Several mechanisms have been proposed to 

explain the increased efficacy of antimicrobials in the presence of an electric 

current including: (i) disruption of the EPS matrix to allow antimicrobials to 

penetrate into the biofilm, (ii) increased membrane permeability, (iii) increased 

bacterial growth due to electrolytic generation of oxygen (and subsequently 

enhanced susceptibility to antimicrobials i.e. aminoglycosides that attack growth 

mechanisms of cells), (iv) electrochemical generation of potentiating oxidants.51 

However, it is important to note the bioelectric effect has only been found to 

occur with certain antimicrobials.52   

6.2.2.4 Project Aims and Objectives 

The above studies employed gold, indium oxide, titanium and stainless steel 

electrode materials. Boron doped diamond (BDD), not only has interesting 

electrical properties but has been shown to be a low biofouling material 

compared to other common electrode and packaging materials.53–55  For example, 

attachment of P. aeruginosa was found to be reduced on polished, oxygen 

terminated, hydrophilic BDD surfaces compared to hydrophobic or roughened 

BDD surfaces.54 BDD, as discussed in Chapter 1, is finding considerable use as an 

electrochemical sensor material,56–61 also evidenced by the data in Chapters 3, 4 

and 5.  The material properties lend BDD to use as a long term in-situ sensor in 

aqueous environments.  
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Whilst degradation of the material properties of the BDD during long term use in 

water systems is not a concern, the main issue is build-up of biofilm on the 

electrode surface. The aim of this chapter is thus to investigate extending the 

functional lifetime of BDD electrochemical based sensors by exploring the effect 

of electrode potential on cellular attachment and biofilm formation on the 

electrode surface. BDD provides an interesting material for these studies as 

compared to the electrodes mentioned in the studies discussed, BDD has a wide 

non-faradaic potential window providing the opportunity to probe larger 

windows without the complication of faradic products (e.g. H+/OH-) potentially 

affecting cellular adhesion. P. aeruginosa is used for the study as it is prevalent in 

locations with human influence, it is a strong biofilm producer and has been 

commonly utilised for biofilm studies.62–64    

6.3 Experimental  

6.3.1  3D printing 

Several 3D printed materials were considered for the project. Test wells were 

designed in blocks of 10.0 mm x 42.5 mm x 13.0 mm, containing five wells of 6.5 

mm diameter and 11.0 mm depth using computer aided design (CAD; Fusion 360, 

Autodesk, USA), Figure 6.1. The wells were printed with 2.85 mm diameter 

filaments of at layer heights of 0.10, 0.18 and 0.25 mm in polyethylene 

terephthalate (PET; EPR InnoPET, Innofil3D, Netherlands), polylactic acid (PLA; 

rPLA, Filamentive, UK) and high impact polystyrene (HIPS; Filamentive, UK) on a 

fused deposition modelling (FDM) 3D printer (Taz6, Lulzbot, USA) and in a clear 

polymethtlmethacrylate (PMMA) resin (FormLabs Standard Clear, FormLabs, 

USA) and a high temp PMMA resin (FormLabs High Temp Resin, FormLabs, USA) 

on a Form 3 stereolithography (SLA) printer at 50 µm layer resolution (Formlabs, 

USA). These prints were used to test the response of the materials to sterilisation 

by autoclaving and verification of the materials using a crystal violet assay (CVA), 

vide infra.  
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The final set-up was printed using the high temp resin on the Form 3 SLA printer 

with a 50 µm layer height. After printing, the parts were washed in isopropanol 

(IPA; Analytical Grade, Fisher Chemicals, UK) for 6 minutes to remove excess 

resin (Form Wash, FormLabs, USA), an additional UV cure was undertaken at 

80°C for 120 mins (Form Cure, FormLabs, USA). The support material was then 

removed manually, and polished to ensure a smooth finish. To enhance further 

the thermal stability of the 3D print a thermal cure was also undertaken in a lab 

oven at 160°C for 3 h. An ethylene polypropylene rubber sheet (1.5 mm thick, RS 

Components, Corby, UK) was used as a gasket material, gaskets were cut with a 

10.0 mm outer diameter and a 5.0 mm inner diameter (Cricut Maker, Utah, USA). 

6.3.2 BDD electrode fabrication 

The BDD electrode was manufactured from electrochemical processing grade 

BDD from Element Six Ltd (polycrystalline and freestanding; Harwell, UK), 

polished on both the nucleation face and the growth face to nm roughness. Two 

geometries were used, vide infra, 4 mm rounds and rectangular pieces 5 mm x 10 

mm. The desired geometries were cut using a laser micromachining system (E-

355H-3-ATHI-O, Oxford Lasers, Didcot, UK), the top 1 mm of both geometries was 

laser roughened using a 532 nm Nd:YAG laser micromaching system (A-Series, 

Oxford Lasers Ltd. UK) with a nominal pulse length of 15 ns and a fluence of ~20 

J cm-1. The BDD samples were subjected to the hot acid cleaning procedure as 

outlined in Section 2.3.1.1. The BDD samples did not undergo a 600°C thermal 

anneal step as this results in increased surface roughness due to etching at the 

grain boundaries.65 A Ti/Au ohmic contact was sputtered (Moorfields MiniLab 

Figure 6.1 CAD model of 3D printed test wells 
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060 platform sputter/evaporator) onto the electrodes as outlined in Section 

2.3.1.3. A Hirshmann measurement crocodile clip (RS Components, UK) was 

soldered to a length of copper wire (0.8 mm diameter, RS Components, UK). The 

spring on the clip was sealed using nail varnish to prevent rusting. For 

measurements the edge of the clip was aligned with the edge of the sputtered 

contact on the BDD.  

6.3.3  3D printed experimental set-up 

Prior to each experimental set up the 3D printed cell and clips were sterilised by 

autoclave (121°C for 15 mins; VARIO 2228, Dixons, UK) with each component 

wrapped in aluminium foil (Lakeland, UK). The BDD samples, Pt gauze, and 

gaskets were sterilised by soaking in 70% ethanol (Fisher Chemicals, UK) for a 

minimum of 3 hours. A Nafion-212 membrane (Alfa Aersar, USA) was cut to size 

using sterile scissors and sterilised under ultraviolet light for 10 minutes. The 

membrane was removed from the support material and soaked in sterile water 

for 1 hour. Using aseptic techniques in a microbiology safety cabinet (MSC) the 

set-up was assembled. Initially the wells and lids were prepared. The gaskets 

were rinsed in sterile water to dilute excess ethanol, then placed into the indents 

of the outer and central wells. The soaked Nafion membrane was placed onto the 

gaskets on the central well, the outer wells were aligned and then clamped 

together using a jubilee clip (JCS HI-GRIP 60 -80 mm, RS Components, UK). The 

wire of the clip was placed through the hole into the lids. The sterile BDD samples 

were clipped in place. The BDD was aligned parallel to the gaskets and membrane 

and secured in place with silicon tubing (0.8 mm, RS components, UK). Luria-

Bertani (LB) broth (10 g/L tryptone, 5 g/L yeast extract, 10 g/L NaCl) was added 

to the wells, 14 ml in the central well and 1 ml in each of the outer wells. The set-

up was placed into a sealed container, removed from the MSC and incubated 

overnight at 37°C. The optical density of LB in each well was measured the next 

day using a Jenway spectrophotometer (Cole-Palmer, Staffordshire, UK) to 

ensure sterility.  

6.3.4 Bacterial strain, media and growth conditions 

P. aeruginosa was used in the biofilm studies. The PA01 strain was used as a 

monospecies biofilm producer. PA01 originated from Australia, isolated from a 
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clinical; non-respiratory infection.64 PA01 has been widely used for biofilm 

formation studies and is well characterised both by phenotype and genotype.66–

68  PA01 was stored as a frozen stock (-20°C freezer) in LB broth with 20% 

glycerol until use.  

Prior to each experiment PA01 was transferred from the frozen glycerol stock to 

LB agar plates and incubated aerobically at 37°C for 18 – 24 h. The strain was 

subcultured to LB broth and incubated at 37°C at 120 rpm for 5 h. The optical 

density was monitored at 600 nm (OD600) using a Jenway spectrophotometer to 

ensure the culture had reached the mid-exponential growth phase (OD > 0.2, 

corresponding to approximately 108 cells ml-1). From the culture a bacterial 

inoculum corresponding to approximately 2×107 cells ml-1 was prepared, of 

which 1 ml was added to each of the outer wells of the 3D printed experimental 

set-up.  

6.3.5  Experimental set up with potential applied.  

Once sterility of the set-up had been confirmed, and the inoculum prepared, the 

3D printed set-up was placed into the MSC, a reference electrode (SCE; CHI150, 

CH Instruments Inc, USA) and Pt gauze counter electrode were added to the 

central well containing LB broth. A RTD thermometer (Omega, UK) was also 

placed into the central well to monitor the solution temperature throughout the 

experiment. The PA01 inoculum (approximately 2×107 cells in 1 ml) was added 

to each outer well and the BDD electrodes dipped into it as the lids were replaced. 

The Ivium WE32 (Alvatek, USA) cables were connected to the wire soldered to 

the clip and a potential was applied to the BDD samples using the connected 

Ivium Compactstat (Alvatek, USA). A laptop was used to record electrochemical 

data every 2 minutes through Iviumsoft and temperature data every 5 minutes 

for 70-72 h. The set up remained in the MSC for the duration of the experiment. 

Once complete the potential was stopped on the BDD electrodes which were 

removed from the set-up and placed into individual wells of a 96-well plate 

(Corning, Durham, USA). The BDD was rinsed twice by pipetting and aspirating 

330 µl sterile water to remove any planktonic cells. The biofilm was fixed by 

incubation at 70°C for 1 hr for analysis with a CVA. The culture of each well was 

also removed and the OD600 measured using a Jenway spectrophotometer.  
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6.3.6  Crystal violet assay 

Once the biofilm was fixed to the BDD substrate 200 µl of 0.1 % crystal violet 

aqueous solution (1% in H2O; Sigma Aldrich, St Louis, USA) was added to the 

wells for 15 minutes. The stain was then removed from the wells and rinsed with 

sterile water three times to remove excess stain. The stained biofilm was 

solubilised in 200 µl of 30% acetic acid (≥97 %; Fisher Scientific, Loughborough, 

UK) for 15 minutes. The solubilised stain was then transferred to a new 96-well 

plate and the absorbance was measured at 595 nm using a Multiskan FC 

Microplate Photometer (Fisher Scientific, Loughborough, UK).  

6.4 Results and Discussion 

6.4.1  Material Testing and Experimental design 

One of the major challenges for this work was finding the right material to 

produce a watertight experimental cell that could be repeatedly sterilised in an 

autoclave. The first experimental cell was fabricated in glass. Borosilicate glass 

can be reused for microbiological experiments provided it is effectively cleaned 

between experiments, the advantage of borosilicate glass is that it can withstand 

repeated sterilisation.69 Due to design requirements, vide infra, the cell 

comprised two separate compartments that would be separated by a membrane 

for each experiment. To place the membrane between the two compartments, the 

cell needed to be modular. However, ensuring a watertight seal when 

constructing the cell without the use of vacuum grease was difficult. Vacuum 

grease is not ideal for electrochemical studies, or indeed for microbiological 

studies. The composition of vacuum grease is not always stated and there is a risk 

of low volatiles entering the solution which could cause contamination, surface 

fouling and compromise bacterial growth. Therefore, an alternative design and 

material was sought.  

3D printing in laboratory environments is an increasingly popular technique as 

the cost of instrumentation has decreased in recent years.70–72 A FDM printer was 

used for all initial studies investigating the performance properties of the 

thermoplastics PET, PLA and HIPS. Replicas of the polystyrene 96 well plates, 

commonly used in cell biology, were designed and printed in each of the three 
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materials and then autoclaved at 121°C for 15 minutes to test the materials. PET 

printed wells were produced using different layer thicknesses (0.1, 0.18 and 0.25 

mm) to determine whether the thickness of the print (a smaller layer thickness 

increases the print time as more ‘layers’ are printed) had an effect, all showed 

significant deformation after autoclaving, with the worst for the 0.1 mm layer 

height print, Figure 6.2.  

 

 

HIPS did not deform as significantly as the PET, but bowed under the heat of the 

autoclave. The deformation of PET and HIPS are almost certainly due to the 

release of stress as the parts soften at the elevated temperature and pressure of 

the autoclave.73 The PLA did not deform in the autoclave but when tested further 

was not water tight for extended periods of time. PLA prints at a lower 

temperature (180°C vs. 210°C) and therefore is under less strain than the PET 

and HIPS, hence less obvious deformation. Instead, it is likely small gaps opened 

between the print layers, therefore FDM printing was not going to be suitable for 

this experiment.  

SLA printing was next considered. Rather than printing from a coil of 

thermoplastic, SLA printers use a photosensitive thermoset polymer resin set by 

Figure 6.2 Deformed FDM printed test wells and lids in PET with 0.10, 0.18 and 0.25 
mm layer thicknesses after autoclaving at 121°C for 15 minutes. 
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an ultraviolet (UV) laser beam.74 Photopolymerisation occurs as the monomer 

carbon chains are activated by the light of the UV laser and become solid as strong 

chemical bonds are formed, the material is therefore more resistant to heat than 

the thermoplastics printed by FDM where mechanical bonds are formed between 

layers.75 A number of resins are available on the market with varied material 

properties. Two resins were considered for this study, both manufactured by 

FormLabs; Clear resin and High-Temp resin. Both were tested in the autoclave 

and were much more stable than the FDM-printed thermoplastics, no 

deformation was observed and they remained watertight, Figure 6.3. 

 

Another consideration for the material used was how the bacteria interacted 

with it. For this study, the ideal scenario is negligible adherence of bacteria on 

the side of the well.  A PA01 culture was added to autoclaved test wells printed 

by SLA in clear and high temp resin and PLA wells printed on the FDM printer 

(this was investigated in parallel with the autoclaving studies). These materials 

were tested against a standard polystyrene 96 well plate (packaged sterile). The 

culture was incubated at 37°C for 24 hours and analysed by a CVA. The results 

are shown in Figure 6.4. 

Figure 6.3 Test prints of a) High temp resin, b) clear resin and c) PLA from FDM printing 
after autoclaving sterilisation and dyeing PA01 growth with 0.1% Crystal violet.  
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Figure 6.4 CVA absorbance results of biofilm growth in wells printed in the test 
materials of interest against a standard 96-well plate. The five bars are the individual 
wells and the striped bat the mean value and the error bars indicate ± 1 standard 
deviation. 

All of the 3D printed materials showed a higher absorbance than the standard 96 

well plate, suggesting there is increased cell attachment to these well walls than 

the 96-well plate. Interestingly, the FDM printed PLA was most similar to the 96-

well plate. This was surprising as FDM prints are typically quite rough due to the 

individual layers of material extruded on top of each other. Bacteria typically 

prefer rough surfaces to smooth surfaces as they experience protection from 

shear forces than can act to remove cells and have an increased surface area.76,77 

The thermoplastics are more likely than the resins to leach into the media, this is 

a possible explanation for the lower film coverages in the FDM wells. Given the 

similarities between the high temp and clear resin, in Figure 6.4, and the fact the 

high temp resin is designed specifically to withstand elevated temperatures, the 

high temp resin was used for all further studies.  

6.4.2 Optimisation of cell design and set up 

Once a suitable material was found, the experimental cell design was optimised 

in line with the following considerations. When undertaking microbiological 

studies it is necessary to have biological replicates to ensure any variation is due 

to the variable of interest rather than inherent variability from the bacterial 

growth.78 The experimental aim was to investigate the effect of applied potential 

on bacterial adhesion and biofilm formation on BDD. For each applied potential, 
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triplicate measurements were needed as a minimum. For every experiment a 

control set with an applied potential of 0 mV was run alongside two sets with 

varied applied potentials. To run all experiments together, a minimum of nine 

BDD electrodes were required with a potential applied to them. This required use 

of an appropriate multi-channel potentiostat. Additionally, three wells were also 

used as negative controls with no applied potential, and no bacterial culture 

present, to ensure the sterility of the experimental set-up. As these wells were 

not going to have an applied potential they were additional to the main 

experimental cell to reduce the overall size of the set-up.  

In the CH Instrument system available (CHI 1050A) the multichannel 

potentiostat ran as multiple individual electrochemical cells, each requiring their 

own reference and counter electrode. In comparison Ivium manufacture a WE32 

module which allows control of up to 32 electrodes in a system referenced to a 

signal reference electrode and the circuit completed with a single counter 

electrode. The Ivium system was decided to be more cost efficient as it only 

required one reference electrode; not using a standardised reference has been 

identified as a limitation of some previous studies trying to utilise a similar 

concept.34  

The Sultana et al. review34 also raised concerns about the positioning of the 

counter electrode and impact of counter electrode electrolysis products on the 

bacterial growth process. Also worthy of consideration when working with 

multiple working electrodes is the impact of depletion effects at the working 

electrode which could be compounded by biofilm formation. Bacterial cells, once 

irreversibly attached to a surface, often release signals to other cells to also 

attach. Isolating the working electrodes within their own bacterial suspensions 

also prevents preferential formation on one of the electrodes from this signalling 

behaviour. As a CVA was being used to analyse biofilm formation on the electrode 

surfaces (Section 1.6.1.3) the BDD electrodes also needed to be easily removable 

from the set up for analysis, with minimal disturbance of the film on the BDD 

surface.  

The final design was a radial arrangement of nine individual wells on the outside 

of a larger central well, see Figure 6.5. The central well housed the counter and 
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reference electrodes which were isolated from the outer wells containing the 

culture and BDD electrodes, via a conductive membrane, Nafion-212. Nafion-212 

is a perfluorinated ion-exchange membrane, nominally 50 µm thick; this was the 

thinnest form of Nafion available, chosen to minimise the role of membrane 

resistance as much as possible.  

  

Figure 6.5 CAD model of the final biofilm design (left) and an optical image of set up in 
MSC (right). Nine outer wells connect to a central compartment isolated by a Nafion 212 
membrane and sealed using rubber gaskets held in place using a hose clamp. Each of the 
outer wells have a lid through which the BDD electrode is placed. The central well lid 
has a central hole for the reference electrode and a small hole for the counter electrode 
and a hole for the thermometer.  

As the electrodes needed to be easily removed from the wells for CVA analysis 

and required an electrical contact to be made, a design where the electrodes 

could be partially dipped into each of the nine wells was developed (Figure 6.6). 

The BDD electrode, a disc of 4 mm diameter, had a Ti/Au contact sputtered onto 

the top 1 mm of the surface. The bottom of the disc was dipped into the culture. 

A clip was manufactured from copper wire soldered to a Hirshmann 

measurement crocodile clip. The conducting clip connected to the Ti/Au contact. 

The copper wire was placed through a small hole in a lid for each well and 

secured in place with silicon tubing. The lid has multiple purposes, to aid in 

keeping the experiment sterile by preventing contaminants entering the culture, 

to reduce evaporation effects and to hold the electrode clips. Once the experiment 

was completed the BDD could then be removed from the clip and placed into the 

well of a 96-well plate to be analysed by a CVA. The Hirshmann clip was retracted 

flush to the lid of the electrode and clipped at the edge of the Ti/Au contact to as 
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reliably as possible ensure the area of the BDD dipped in solution was constant. 

The volume of culture in the well was also kept consistent at 1 ml.  

 

Figure 6.6 Image of the 4 mm diameter BDD round in the clip and lid configuration.  

As the BDD was dipped in the culture, both the front and back of the BDD disc 

and the sidewall were exposed. For these experiments, BDD which had both faces 

polished to the same finish, nm roughness, was used. The BDD was 500 µm thick. 

As the disc of BDD is cut from a larger BDD wafer, the cutting procedure produces 

a slightly rougher sidewall surface. Surface roughness of BDD has been shown to 

impact cell adhesion.54 However, compared to the overall area of the BDD, given 

the smaller area, the sidewall will have a minimal contribution.  

6.4.3  Potentiostat testing  

A trial experiment to ensure the Ivium compactstat and WE32 module worked as 

expected was set up. The redox couple ruthenium hexamine (Ru(NH3)63+; 1 mM 

in 0.1 M KNO3), which is well characterised on BDD,79 was used as a test redox 

active analyte. Each of the nine channels to be used on the WE32 were checked 

individually with the same glass sealed BDD macroelectrode by running a CV 

between +0.2 and -0.5 V vs. SCE. The response on all channels was extremely 

similar, returning a peak to peak (ΔEp) separation of 80 mV, Figure 6.7a. The 

same measurement was taken running all nine channels simultaneously on nine 

glass sealed macroelectrodes held in a large beaker of solution, Figure 6.7b, 

which showed slight electrical interference between the electrodes, but still a 

similar redox couple response.  
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Figure 6.7 Response of 1 mm BDD macroelectrode with 1 mM Ru(NH3)63+ in 0.1 M KNO3 

on a) the same electrode on each of the 9 WE32 channels and b) of nine electrodes run 
simultaneously on the nine WE32 channels. Undertaken with a 0.1 V s-1 scan rate. 

 

When using the WE32 module for the biofilm experiment the aim is to apply three 

potentials in triplicate to investigate the effect of potential on cell adhesion and 

biofilm formation within the same bacterial growth run. The WE32 module 

connects to a single channel compactstat and effectively amplifies the 

instructions from a single electrode to multiple electrodes through the WE32 

module. To apply different potentials to the working electrodes an offset can be 

applied to the individual channels on the WE32. This was tested with the nine 

macroelectrodes and Ru(NH3)63+ in a large beaker, three electrodes were offset 

by -200 mV and three by +200 mV, Figure 6.8a.  

The reduction and oxidation peak potentials of the redox couple are  

-0.22 V and -0.14 V, respectively, from Figure 6.7a. The potential axis in Figure 

6.8a is the applied potential with no offset corresponding to the electrodes in 

green. In the offset channels the potentials of the redox couple are offset by +200 

mV (pink) and -200 mV (purple) compared to the axis, so effectively scan a 

shifted potential range, Figure 6.8b, but the redox process still occurs at the same 

applied potential. So, for the electrode responses in purple, the reduction 

reaction peak appears at ~ 0 V on the axis, as the potential is offset but -200 mV, 

and conversely the pink reduction occurs at ~-0.4 V but these electrodes are 

offset by +200 mV. This experiment proves the channels can be offset against 

each other.  
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Figure 6.8 a) Current response of nine 1 mm BDD macroelectrodes with 1 mM 
Ru(NH3)63+ in 0.1 M KNO3 with no offset (green), a potential offset of -200 mV (purple) 
and a potential offset of +200 mV (pink) b) shows the applied potential range for the 
three groups of electrodes, the Black vertical bars align with the redox potentials of 
Ru(NH3)63+ in each case. Undertaken with a 0.1 V s-1 scan rate. 

6.4.4  Membrane 

The decision to isolate the counter electrode from the working electrode has 

already been discussed in Section 6.4.2. The decision to place the reference 

electrode behind a membrane is more controversial. As highlighted by Sultana et 

al.34 the use of a well-defined reference electrode is crucial in knowing the true 

potential at which adhesion prevention or cell removal occurs. The authors 

comment that the reference electrode should be placed in the biofilm 

compartment.34 This was presumably to reduce the working electrode – 

reference electrode separation. Increasing this distance results in increased 

uncompensated resistance, Ru,80,81 which can result in slightly distorted 

voltammograms. Due to the radial design of the cell there is a significant distance 

(approx. 24 mm) between the BDD electrodes and the reference electrode. 

Additionally, the conductive membrane separating the sterile media in the 

central well from the culture in the outer wells will further add to the resistance.   

To highlight the added resistance contribution from the membrane, a CV was 

recorded with the Ru(NH3)63+ redox couple in the cell set up (for one glass sealed 

macroelectrode in one well) with and without the membrane present. The peak 

separation increased from 78 mV to ~ 90 mV, respectively. These peak to peak 

separations are slightly higher than the theoretical 57/n mV (at 298 K)82. The 

rationale for keeping the reference electrode out of the wells containing bacteria 
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was to reduce the risk of fouling on the reference electrode. If the reference 

electrode fouled, the potentials applied would drift throughout the experiment, 

which would also be problematic. It is possible that the bacteria could foul the 

membrane during the course of the experiment. This would result in a further 

increase in the Ru, however the membranes were always intended to be single 

use. No visual evidence of significant biofilm formation on the membranes was 

ever seen when the cell was dismantled.  

6.4.5  Bacterial growth and crystal violet analysis conditions  

To quantify the extent of biofilm formation on each BDD electrode, a CVA was 

used, where the absorbance (Abs595) of a solubilised crystal violet stain is 

considered proportional to the surface biofilm biomass. The microliter CVA is an 

established experimental protocol; however optimisation for the exact 

experimental conditions is important.83–86 Initially, a growth curve of PA01 was 

determined to identify the optimal time for cultures in the initial culture to reach 

mid-exponential growth phase (Figure 6.9a). There is an initial lag phase 

followed by the exponential growth phase which occurs between approximately 

2 and 8 hours. Leaving the cultures to grow for ca. 5 hours should ensure the cells 

are in the exponential growth phase. By correlating the optical density with 

colony forming unit (CFU) measurements, determined from LB agar plate 

counting, the OD600 corresponding to approximately 2×107 cells ml-1, can be 

determined, Figure 6.9b. This was used to ensure the biofilm experiments started 

with a known and controlled number of cells. 
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Figure 6.9 a) Growth curve of PA01 with optical density readings taken at multiple time 
points. b) optical density plotted against colony forming units from serial dilutions of 
five samples taken during the growth curve. This plot can be used to calculate cell 
concentrations with relation to optical density. 

Significant work was done by Simcox et al.54 to optimise the CVA. This involved 

investigating solubilisation of the dye with 30% acetic acid and 95% ethanol 

(both have been used to analyse P. aeruginosa strains), and a comparison of 

results at 0.1% and 0.01% crystal violet concentrations. The optimum was 

determined to be a 0.1% concentration of crystal violet dye, solubilised with 30% 

acetic acid as this resulted in absorbance measurements within the optimal 

region of the photometer.54 As this study uses the same PA01 strain as the 

monoculture studies in reference 54 the same conditions were used herein.  

6.4.6 Optimisation of experimental set up  

Although as much consideration as possible was taken in designing the 

experimental cell, inevitably, additional issues arose that had not been foreseen. 

Initially 4 mm diameter BDD rounds were used in the set-up. 1 mm of the top 

edge was roughened to provide a surface for the Ti/Au contact, which was clip 

contacted (see Figure 6.6) and dipped into the solution. Although the well volume 

was set (1 ml) and care was taken in the set-up there was evidence of rusting on 

the metal clips over a 70 hr period, with additional discolouration of the media 

(Figure 6.10). Moreover, large currents were passed in the 10’s of µA range 

(Figure 6.10). This is indicative of solution wetting up to the electrical contact 

and clip, resulting in larger electrode areas in contact with solution and oxidation 

or reduction (depending on the applied potential) of the clip.  
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Figure 6.10 Images show discolouration of solution where rusting had occurred and the 
typical location of the rusting on the Hirshmann clips, inside pink circle. The current 
time plot shows the large currents passed at 0 mV for nine electrodes in the nine 
individual wells with the 4 mm BDD rounds used as the electrode.   

Whilst the clips are silver plated brass, the silver did not cover the brass where 

the spring joined the clip, which appeared to be where the majority of rusting 

occurred. These joints were sealed with nail varnish which helped, but rusting at 

the bottom of the clip, close to the contact, still occurred. Therefore, larger pieces 

of diamond were sourced. Rectangular double side polished BDD of 5 mm x 10 

mm geometry was used, again roughening 1 mm at the 5 mm edge for a Ti/Au 

contact, Figure 6.11. A modification of the well lid was made to raise the clip 

further out of the solution which allowed for the electrical contact to be further 

away from the culture. This, in conjunction with additional sealing on the metal 

clips, by applying nail varnish to the join on the spring, resolved the issues with 

contact wetting and rusting. Currents were measured in the single µA range, the 

bottom third (3-4 mm) of the BDD plate was in contact with the culture. 
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Figure 6.11 image of comparison of the two BDD geometries used, top is the 4 mm round, 
bottom the 5 x 10 mm piece of diamond. The gold area on both shows the sputtered 
contact. The purple on the clip by the spring is the nail varnish applied to seal the brass.  

An issue was also identified when filling the wells of the set-up. If the liquid was 

not carefully pipetted into the wells an air bubble could become trapped at the 

membrane interface, reducing or completely blocking the membrane-solution, a 

schematic is depicted in Figure 6.12. Membrane blocking would inevitably have 

implications for electrochemical measurements as the reference electrode would 

not have solution contact to the BDD electrode and therefore an unknown 

potential would be applied, and the Ru would be extremely large. The air bubbles 

could be excluded by carefully pipetting the solution towards the membrane 

which forced any trapped air out of the indent to the solution surface. 

 

Figure 6.12 Schematic to visualise the entrapment of air against the membrane 
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After repeated use of the same 3D printed cells, while the issues discussed were 

resolved, discolouration was observed in the outer wells that had contained the 

PA01 cultures, Figure 6.13. Despite efforts to clean them the staining appeared to 

be within the first few layers of the print itself. If the stain was due to residual 

bacteria the cells would have been inactivated by the autoclaving process. There 

was no evidence of contamination from the stained wells during sterility 

experiments, which were undertaken prior to each experiment (incubating the 

entire set-up at 37°C containing only LB media). The stain could also have been 

caused by the rusted material produced from the clips in the early experiments. 

As brass contains copper, which is known to be an antimicrobial agent, it was 

decided to discard the discoloured cells to ensure this wasn’t having an effect on 

the biofilm growth.87 The 3D printed components were then used in a semi-

reusable manner and replaced after ten uses. No further discolouration was 

observed.  

 

Figure 6.13 Image of unused outer well (left) and a stained outer well (right), height 32 
mm. 

6.4.7  Optimisation of Crystal Violet assay analysis. 

Once all of the practical set up issues discussed above had been resolved, the next 

challenge was the analysis of the biofilm formation on the BDD. As previously 

discussed, Simcox et al.54 had modified the standard crystal violet assay 

procedure for analysis on 4 mm BDD rounds in a 96 well plate.54 This procedure 

assessed biofilm formation on a single surface of the BDD round, however in this 

experimental set up both sides of the BDD were exposed to the bacterial culture 
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so growth could occur on both sides. Therefore, both sides needed to be part of 

the analysis. For the rectangular BDD electrodes, it was possible to stand them in 

a well in the 96 well elisa plate which exposed both surfaces to the stain, Figure 

6.14. The protocol was adjusted to ensure the entire diamond was covered, 

increasing the volume to 330 µl. After several attempts at this analysis the CVA 

absorbance values were quite high, often saturating the plate reader. There are 

two possible explanations for this, there was significant biofilm formation on the 

BDD or the increased volume of dye at 0.1% was too high.  

 

Figure 6.14 Difference between positioning of BDD 4 mm round and 5x10 mm rectangle 
of BDD in the wells of a 96-well plate for crystal violet assay analysis.  

PA01 liquid cultures are typically grown in a rotating incubator to increase 

aeration of the solution to promote growth.64 In stationary solutions, as in the 

growth wells used herein, PA01 preferentially grows at the liquid-gas interface 

of a culture, forming a surface film. This was observed in the culture containing 

wells for the set up described. Due to the contacting of the BDD and the 

requirement to connect to the potentiostat if was not feasible to place the set up 

in a rotating incubator.  

The surface film posed a challenge for the analysis as the BDD electrode sat across 

the liquid surface interface. When the BDD was removed from solution by pulling 

the BDD up out of the culture, the surface film sometimes collapsed down onto 

the BDD surface therefore increasing the CVA reading. To reduce this, once the 

potential had been switched off, the BDD and clip were moved downwards to the 

bottom of the well, causing the surface film to stick to the clip and or very top 
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surface of the BDD electrode. To avoid analysing any area which contained 

surface film deposited biofilm, CVA analysis was carried out only on the portion 

of the BDD electrode that was in contact with the culture during the experiments. 

The volume of CVA stain added was thus reduced from 330 µl to 200 µl to 

accommodate this. Furthermore, to try and ensure the same proportion of BDD 

electrode was analysed, the BDD plates were carefully oriented in the wells of the 

96 well plate. Both these processes aided with differentiation of the CVA between 

the potentials applied to the BDD and not saturating the plate reader.  

6.4.8 Effect of potential on P. aeruginosa biofilm formation 

6.4.8.1 Determination of potential range 

PA01 was grown in LB mediu  which contains tryptone (10 mg ml-1; amino acid 

source), yeast extract (a mixture of peptides, amino acids, carbohydrate and 

vitamins), NaCl (10 mg ml-1) and NaOH, to neutralise to pH 7. Extended potential 

windows on a 1 mm diameter disc glass sealed BDD macroelectrode was 

recorded in (i) LB medium (yellow; solid line) (ii) 0.1 M KNO3  (purple; dotted 

line) and (iii) NaCl at 10 mg ml-1 (blue; dashed line), Figure 6.15 at a)  0.8 V and 

b)  1.5 V. 

 

Figure 6.15 Solvent windows (scan rate = 0.1 V s-1) performed on a 1 mm diameter disc 
glass sealed BDD macroelectrode LB medium (yellow; solid line), 0.1 M KNO3 (purple; 
dotted line) and NaCl at 10 mg ml-1 (blue; dashed line) across the potential range a) ±0.8 
V vs. SCE  and b) ±1.5 V vs. SCE.  

In the LB medium, compared to NaCl and KNO3, there is a clear oxidative process, 

which is not due to water oxidation or chloride oxidation. The latter can be seen 

in the NaCl solution when scanning out to 1.5 V Figure 6.15b. The LB oxidative 
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peak occurs at a lower potential than that for chloride oxidation. The exact 

composition of the yeast extract in the LB medium is not disclosed but is 

described as a mixture of amino acids, peptides, water soluble vitamins and 

carbohydrates. The feature at 0.7 V is most likely a vitamin that is present in the 

yeast extract, as vitamins A, C, D, E, K and the eight B vitamins, are 

electrochemically active.88 As the goal is to consider solely the impact of BDD 

electrode potential on biofilm growth, uncomplicated from faradaic redox 

reactions, only potentials in the range ± 400 mV were considered, the non-

faradaic current region on the BDD electrode in the LB medium.  

6.4.8.2 Effect of application of 0 mV to BDD  

In order to collect current information all of the BDD electrodes required an 

applied potential. An applied potential of 0 mV vs. SCE in triplicate was used in all 

experiments as a control. A comparison between BDD samples was also made for 

no applied potential and application of 0 mV, Figure 6.16. When 0 mV was applied 

increased CVA absorbance readings and optical density readings were recorded 

compared to the samples with no potential applied.  

PA01, along with most bacteria, has a slightly negative zeta potential, the exact 

value is strongly dependent on the solution pH.35,43 All surfaces immersed into an 

electrolyte solution have a charge. At the PZC, where no excess charge prevails, 

no electrostatic attraction between the surface and bacteria would occur. Due to 

 

Figure 6.16 Individual results for CVA (top) and optical density (bottom) from wells with 
no applied potential and an applied potential of 0 mV, the striped column is the mean of 
the individual results and the error bars respresent ± 1 standard deviation.   
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the polycrystalline nature of the BDD used, it is impossible to determine the 

potential of the PZC as it will vary between grains due to crystal structure and 

dopant density. Taking the assumption that the zeta potential of PA01 in this 

system is indeed negative, the increase in biofilm formation with the application 

of 0 mV suggests that the application of 0 mV vs. SCE results in net positive charge 

on the surface causing electrostatic attraction between the cells and the surface, 

which in turn encourages biofilm formation.   

6.4.8.3 Comparison of applied potentials to biofilm formation on BDD 

Within the ± 400 mV range three pairs of potentials were considered against the 

controls at 0 mV; + 400 mV and - 400 mV, + 200 mV and - 200 mv and + 50 mV 

and - 50 mV, each representing one experimental run. Each potential was applied 

to three BDD electrodes to provide triplicate measurements. The current-time 

trace for each electrode is shown for each condition. The mean value for each 

condition with error bars signifying the standard deviation is shown for the 

triplicate values of the CVA and the growth in the wells (OD600) after 72 hours. 

These will be discussed individually initially. 

Given the applied potentials are within the non-faradaic region of BDD in the 

medium the expected currents should be low. However the influence of the 

bacteria growing on the surface may result in current changes through either 

modification of the surface, or the release of redox active metabolites by PA01 i.e. 

phenazines.89,90 P. aeruginosa produces pyocyanin (blue) and pyoverdin (yellow) 

pigments which give colonies on solid agar a distinctive blue-green colour and 

turn the liquid culture green, Figure 6.17 a and b, respectively. Other redox active 

phenazines that could be metabolised include phenazine-1-carboxylic acid, 

phenazine-1-carboxamide and 1-hydroxyphenazine.89  
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Figure 6.17 a) image of PA01 grown on an LB Agar plate at 37°C for 16 h and b) image of 
PA01 liquid culture after incubation in a rotating incubator for 72 h at 37°C at 120 rpm.  

Pyocyanin redox behaviour has been proposed as a mechanism to identify the 

presence of P. aeruginosa biofilm for rapid diagnostics of infection.91  Reduction 

and oxidation of pyocyanin on BDD have been reported at +0.1 and -0.4 V vs. 

Ag|AgCl, respectively,55 which fall into the range of the applied voltages 

considered. Indeed, in some experiments where high growth was observed the 

final culture from the outside wells, appeared green indicating pyocyanin 

production, Figure 6.18 top image. However, this was not always observed, some 

cultures were only cloudy with no distinctive green colouring, Figure 6.18 

bottom image. 
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Figure 6.18 Both images are of the contents of the outer wells after a 72 h experiment 
with PA01, the first and last cuvettes contain LB containing no cells for reference. The 
top image shows a green tint to the culture indicating pyocyanin product, whereas the 
cultures in the bottom image are not green and appear cloudy which indicates the 
presence of bacterial cells.  

 The first experiment considered is the run at applied potentials of ± 400 mV 

compared against 0 mV. Figure 6.19a shows the current-time response of the 

nine electrodes within the set-up, with three BDD samples at each potential. The 

navy lines are the current traces from the BDD at 0 mV, green at + 400 mV and 

pink at - 400 mV. Two of the three BDD samples at - 400 mV passed significantly 

higher currents compared to the other BDD samples, Figure 6.19a. However, 

there was no obvious evidence of rusting on the clip or contact wetting that 

would suggest an issue with these measurements. All of the current traces show 

an initial reduction in the current over the first three hours, a sharp increase is 

then observed followed by a more gradual decrease in current up to ~ 12 hours. 

At times > 12 hrs, for + 400 mV and 0 mV a general increase in current is seen, 

whereas a current decrease is observed in the wells with - 400 mV applied.  
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Figure 6.19 a) Current-time trace of BDD samples at applied potentials of 0 mV (navy), 
+ 400 mV (green) and - 400 mV (pink) in PA01 cultures, inset is the same graph without 
the two samples at - 400 mV to provide more detail at the lower currents. b) The mean 
absorbance values of the CVA on the BDD samples averaged from the triplicate samples 
at each applied potential, error bars represent ± 1 standard deviation. c) The mean 
OD600 values averaged from the triplicate well cultures at each applied potential, error 
bars represent ± 1 standard deviation.  

The CVA analysis and growth analysis in Figure 6.19 b and c, respectively, show 

the mean value of the triplicate wells at each potential and the error bars 

represent ± 1 standard deviation from the mean. At -400 mV, the crystal violet 

assay shows a reduction in the number of cells on the BDD surface than observed 

in the control (0 mV) and +400 mV. This is in agreement with the literature, 

where excess negative surface charge will repulse the negatively charged 

bacteria from the surface resulting in reduced adhesion and thus reduced biofilm 
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formation. The larger currents at -400 mV could be due to redox signalling 

molecule reduction, with possible contributions from oxygen reduction (ORR).  

The laser cut edges of the BDD contains sp2 bonded carbon.79 sp2 carbon 

catalysed ORR can go via the 2 electron pathway producing H2O2,92 which could 

also play a role in inhibiting cell adhesion. Slightly reduced adhesion is also seen 

at +400 mV, again this could be due to faradaic reactions with oxidation of 

metabolites damaging the cells surrounding the BDD or unfavourable conditions 

for cells on the surface. The variation of suspended growth in the wells, Figure 

6.19c, also indicates the bacteria were not growing uniformly within the set up 

despite starting at the same cell concentration (2 x107 cells ml-1). This therefore 

suggests that the application of a potential may have impacts on suspended 

bacteria too.  

Some suggestions for this include electrochemical interference with metabolites 

produced by the bacteria and stress to the cell membrane or cellular functions 

due to the transfer of current through the media. If the potentials are too extreme 

to promote cellular growth it is possible that the cells could work to modify their 

membranes or composition of metabolites to try and adjust to the conditions.89 

However if this is unsuccessful and cells die then they will release a greater range 

of metabolites which could affect the composition of the media for other cells. 

However, with the limited amount of data available the response of the 

suspended cells to these applied potentials would require further 

experimentation. Additionally, OD600 cannot differentiate between live and dead 

cells, it is likely that after 72 hours the growth has reached the stationary phase 

so some of the suspended cells will be dead, hence possible overestimation of the 

number of suspended cells.  

The current responses when ± 50 mV was applied to the BDD samples, and 

compared against 0 mV, are shown in Figure 6.20a. At -50 mV, two wells showed 

higher currents than the others but interestingly they were positive currents, this 

feature cannot be explained by an electrochemical response as a negative 

potential should pass a negative current, therefore this feature must be 

attributable to a bacterial influence, either through direct interaction with the 

electrode or via a redox mechanism. One well at - 50 mV started with a current 
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at nearly 2 µA which decreased before rising again, the other channel that passed 

a positive current started with a potential closer to 0 but jumped to the positive 

currents after ~ 24 hrs. This jump appeared in all the channels but to a lesser 

extent than the well at - 50 mV. The currents in the other seven wells were fairly 

similar throughout the experiment.  

The CVA again showed a reduction of surface biofilm on the BDD samples on 

application of -50 mV, although there were sizeable error bars, Figure 6.20b. The 

CVA results of three wells held at 0 mV were fairly consistent and the CVA on the 

BDD at + 50 mV was more variable but showed a higher mean value, suggesting 

more cellular adhesion and biofilm formation than the other two potentials. This 

could indicate that + 50 mV on the BDD is slightly positive to the cell membrane 

potential and results in electrostatic attraction between the cells and the 

electrode surface. The suspended cell growth in the wells was fairly consistent in 

this run, Figure 6.20, with the most variation shown in the wells at - 50 mV, 

however the values in all wells were lower than the previous run.  
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Figure 6.20 a) Current-time trace of BDD samples at applied potentials of 0 mV (navy), 
+ 50 mV (green) and - 50 mV (pink) in PA01 cultures. b) The mean absorbance values of 
the CVA on the BDD samples averaged from the triplicate samples at each applied 
potential, error bars represent ± 1 standard deviation. c) The mean OD600 values 
averaged from the triplicate well cultures at each applied potential, error bars 
represent ± 1 standard deviation. 

 Unfortunately, there was an issue with the run at ± 200 mV. Only very small 

currents were passed, in the 10’s of nA range, Figure 6.21a, very different to the 

current data obtained above.  The CVA absorbance were all observed to be within 

error of each other and the growth was also fairly similar, Figure 6.21b and c, 

respectively. This data is included to again highlight the challenges with the set-

up of these experiments.   
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Figure 6.21 a) Current-time trace of BDD samples at applied potentials of 0 mV (navy), 
+ 200 mV (green) and - 200 mV (pink) in PA01 cultures. b) The mean absorbance values 
of the CVA on the BDD samples averaged from the triplicate samples at each applied 
potential, error bars represent ± 1 standard deviation. c) The mean OD600 values 
averaged from the triplicate well cultures at each applied potential, error bars 
represent ± 1 standard deviation. 

Although comparisons between the three electrodes at each of the potentials 

within an experiment can be easily compared the measured values obtained 

between experiments was variable, Figure 6.22a. As the experiment was run in 

the MSC, temperature was not well controlled as would be typical for 

microbiological studies. The temperature fluctuations for the three runs 

discussed are shown in Figure 6.22b. Due to the fluctuation and variability in 

temperature between experiments we are unable to rule out temperature as the 
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cause of the variability between the runs making interpretation challenging. For 

example the variation in OD600 between the runs at ± 400 mV and ± 50 mV (Figure 

6.19c and Figure 6.20c, respectively) is difficult to compare to aid understanding 

as the values are so different. Qualitatively the growth looks more uniform when 

± 50 mV is applied than ± 400 mV which could suggest that the higher potentials 

are causing more stress to the cells possibly by interfering with metabolites 

produced by the cells, but further work would be required to verify this.  

 

Figure 6.22 a) The mean absorbance values of the CVA on the BDD samples averaged 
from the triplicate samples at each applied potential for the three experiments 
considered, pink ±200 mV, navy ±50 mV, green  ±400mV, error bars represent ± 1 
standard deviation b) The recorded temperature across the same three experimental 
runs pink ±200 mV, navy ±50 mV, green  ±400mV.  

Despite showing limited experimental data there was significant advancement in 

knowledge from this project, particularly with respect to experimental design 

and problem solving within the set-up. As preliminary work, electrode potential 

does seem to have some effect on cell attachment and biofilm formation but the 

analysis was not sensitive enough to fully quantify these changes. The 

experiment was limited by the amount of BDD electrodes that could be run and 

the complexity of the set-up. A major challenge was ensuring all the membranes 

were lined up and the clamp was tight enough to be watertight but not too tight 

that the 3D print cracked, as occurred a few times. The bacterial growth observed 

was often variable, possibly related to temperature and the act of passing a 

current through the medium. The current could impact metabolic processes for 

the cells and introduce stress affecting growth. That combined with 

inconsistencies from the placement of the BDD for analysis further contributed 
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to the variability in the CVA. For some runs the 0.1% dye solution was 

appropriate but for others it was too concentrated; this was unknown until the 

dye had been applied. All of these factors contributed to making this experiment 

very challenging.  

Furthermore, in the experiment there was a limited amount of media available to 

the cells (1 ml) over a relatively long time period, 70-72 hours; this may have also 

contributed to the higher biofilm formation observed at warmer temperatures 

when the nutrients would have been consumed at a higher rate which can 

instigate biofilm formation due to nutrient limitations. The advantage of growing 

biofilms in flow cells or chemostats are that additional nutrients from media can 

be added throughout the experiment without disturbing the growth. When 

designing the experiment a flow cell was discussed, however a significant time 

period was required to ensure sufficient biofilm was present on the surface for 

analysis with CVA. Concern was raised about biofilm formation in pipes which 

could block or change the flow path through the experiment. For this reason a 

stationary set up was used. 

An interesting electrochemical feature was observed in some of the 

electrochemistry in runs undertaken while refining the experiment. A stepped 

negative current increase was observed, which remained constant for around 4 

hours, and then decreased back to a similar level before the step, Figure 6.23, 

irrespective of the polarity of the applied potential. The steps always occurred 

during the first 12 hours of the experiment, although not always at the same time 

and always returned to a similar current after ~ 4 hours. The increasing negative 

current therefore suggests that the bacteria were passing electrons to the 

electrode surface which has previously been observed by Poortinga et al. with 

Staphylococcus epidermidis where both donation and acceptance of electrons 

from conducting surfaces was observed.93  

This study showed that where S. epidermidis donated electrons the cells were 

more strongly adhered to the surface than those which accepted electrons.93 P. 

aeruginosa is not known to depend on direct electron transfer, however a biofilm 

was formed on the electrode surface so direct electron transfer could have 

occurred. A study using PA14 (a different P. aeruginosa strain) identified the 
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presence of an unknown redox mediator that consumed electrons from the 

electrode when biofilm was formed on the electrode.89 Although beyond the 

scope of this study understanding this interaction could prove a method for 

detecting initial cell attachment which could be useful as a biofilm sensor. At the 

end of the experiment with applied ± 400 mV the remaining culture in the wells 

was green, Figure 6.18 (top image), indicating pyocyanin had been produced. The 

deviation in currents between the three potentials after 36 hours could be due to 

the reduction (pink), and oxidation (navy and green) of pyocyanin or other redox 

active metabolites produced by the cells.  

 

Figure 6.23 a) Current-time trace with applied potential of 0 mV in PA01 cultures. b) 
Current-time trace of BDD samples at applied potentials of 0 mV (navy), + 400 mV 
(green) and - 400 mV (pink) in PA01 cultures  
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6.5  Conclusions and future work 

This was a very challenging experiment requiring aseptic construction of a 

complex experimental set-up, nine BDD electrodes to function comparably and 

for bacteria to grow reproducibly. A significant amount of problem solving was 

required before the experiments of interest could proceed. In terms of material 

properties and experimental design significant knowledge has been developed. 

The interpretation of the currents was also challenging as although the region of 

interest was non-faradaic in the media, the presence of the cells can change this 

behaviour i.e. due to production of redox active metabolites or electron transfer 

between cells and electrode surface, even pyocyanin production, which could be 

observed visually was inconsistent between runs. However, from the responses 

observed throughout the development of the experiment this is certainly an area 

worth pursuing. The application of a potential could well prolong the lifetime of 

a sensor, or possibly provide an indication of bacterial attachment that could be 

monitored.  

The intention for these experiments were to compare the effects of potential on 

biofilm formation with both gram negative (PA01) and gram positive 

(Staphylococcus aureus) bacteria to determine whether the different outer cell 

structures resulted in a different response. However, given the complexity of the 

work surrounding the set-up only preliminary work was undertaken with S. 

aureus.  Future work should also look to support the CVA results with some form 

of imaging e.g. scanning electron microscopy or fluorescence microscopy.  

Moving forward some recommendations for improvements are to:  

(i) Ensure that temperature control can be implemented: as temperature 

variations impact growth and removal of this variable would have aided 

interpretation. 

(ii) Tailor the membrane to the solution conditions. For this work a cation or 

anion exchange membrane would probably have been better suited as pH 

was near neutral hence proton availability was limited. 

(iii) The analysis technique: removing the variability in growth with 

temperature control may improve the variability of CVA between runs in 

terms of the overall absorbance; however as CVA is a whole surface 



 
263 

 

technique the issue with the region of the surface remains with the use of 

a dipping electrode. Imaging techniques, especially with cell stains e.g. live 

dead fluorescence, are improving; however caution should remain 

depending solely on image analysis to ensure truly representative images 

are used. In-situ analysis during the entire experiment would be the 

optimum analysis technique; fluorescent tagged bacterial and confocal 

laser scanning microscopy are probably the best way to do this. With 

continuous monitoring bias cannot be introduced as the location of the 

analysis is decided prior to the start of the experiment. However, this is 

not conducive to biological replicates which should be considered in the 

analysis of results; a control would be hugely important in this case to be 

able to draw conclusions between runs.   

(iv) The use of dipped electrodes: although the reasoning was justified in 

Section 6.4.2 the affinity of PA01 to form a surface film made removal and 

analysis challenging. Using a free substrate aided the analysis technique 

utilised, but this again was impacted by the surface film. For in-situ 

sensing, the entire electrode surface would also be in the suspended 

solution so an experiment with the entire sensor face in the solution 

would be more representative, and electrode performance would be more 

reliable and less resistive as a permanent electrical contact could be made. 

Consideration should be made to the roughness of the packaging material 

in comparison to the electrode surface and whether preferential adhesion 

of cells to the packaging occurs. For BDD, if a large enough piece was used 

and analysed in a way that didn’t require the whole surface to be 

considered then using a sealed electrode may be feasible.  

(v) Monitor suspended cell growth and redox mediator production 

throughout the experiment: taking small aliquots of the suspended cells 

throughout the 72 hour experiment would inform on the growth phase of 

the cells throughout the experiment which could aid understanding. Serial 

dilution and plating for CFU counts could also be beneficial. Additionally 

monitoring of redox mediator production may aid with understanding of 

current time traces and potential stresses on the suspended cells.  
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(vi) Bacterial strain: PA01 relies on EPS formation early on in cell attachment 

and subsequently forms a biofilm readily. In comparison PA14, another 

clinical isolate, does not commit to cell attachment as readily and EPS 

formation is delayed in comparison.94,95 Therefore, this study may be 

more successful with PA14 as a less intense biofilm forming strain 

allowing the effect of the applied potential to have a greater impact before 

a biofilm is established. 
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7 Conclusions and Future Work  

7.1 Conclusions  

The work in this thesis has led to the design, development and implementation 

of BDD ring BDD-Q disc electrodes that have the capability of tracking dynamic 

changes in pH. The pH of the local environment over the disc electrode was 

decreased through water oxidation at the ring in chapters 3 and 5 and increased 

due to reduction of oxygen, nitrate and water in chapter 4 on both bare BDD and 

Cu NP functionalised BDD.  

In the presence of a buffer, the time-dependent voltammetric measurement of pH 

on the BDD-Q disc, which itself contains pH sensitive microspots, has provided 

an experimental insight into how the pH response varies. Experiments have been 

verified by FEM modelling. The fact that individual microspots on the BDD-Q disc 

can experience different local pH environments across the disc results in broad 

or double peaks being observed in the voltammetric response. In contrast, in 

unbuffered solutions the pH shift is not inhibited by a buffer species, so the pH 

becomes uniform across the disc more rapidly. Increasing the buffer capacity acts 

to slow the diffusion of protons across the disc, resulting in varied pH profiles 

across the disc then detected in the voltammetric measurement. To avoid the 

broad and double peaks when data analysing, it was preferred to analyse the rate 

of pH change between the bulk solution pH and the pH measured once the 

generated pH front covered the disc and a uniform response was seen. 

Analysable responses were seen for buffer capacity values < 10 mM. This 

sensitivity would be adequate for measurement of buffer capacities in fresh and 

seawater and could be undertaken at source, and with some design adaptions 

potentially even in-situ.  Suggestions were given as to how to increase sensitivity 

of the buffer capacity measurement. 

The electrocatalytic effect of Cu NPs on producing local pH changes was 

considered in Chapter 4. The BDD-Q disc was able to detect local pH increases 

driven by reactions on the ring electrode. When Cu NPs were present on the BDD 

ring, compared to the bare BDD ring, larger pH increases were detected at the 

BDD-Q disc at applied potentials of -2.0, -1.0 and -0.4 V in aerated nitrate and 
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sulfate solutions, except at -0.4 V in the nitrate solution. In aerated solutions at 

this potential, ORR is expected on the Cu NPs, which results in local hydroxide 

production. The fact that in aerated nitrate the pH increase with the presence of 

Cu NP was less than that on BDD suggests a blocking of the catalytic activity of 

Cu, possibly due to adsorption of nitrate onto the NP surfaces. The work in 

chapter 3 and 4 opens up a new technique to track local pH changes for a wide 

range of applications.  

The ring disc electrode work required two individually addressable electrodes to 

be controlled independently but simultaneously. In chapter 3 this was handled 

by using an independent galvanostat to control the current on the ring. However, 

if using a secondary device, understanding of the grounding of the instrument is 

important as two devices can interfere with each other. When a dual electrode 

potentiostat was used, it was challenging to perform the experiment and an 

understanding of how the commercial instrument applied square wave 

potentials and measured the current was required. These experiments pushed 

the limitations of the commercial potentiostat and it was essential to understand 

the behaviour of the potentiostat in order to interpret the data.  

In Chapter 5, two techniques were considered for heavy metal sensors, both 

focused on Cu detection, given Cu is prevalent in the environment. The redesign 

of the EC-XRF sensor was significantly more user friendly than the original EC-

XRF rotating disc electrode. The integration of the BDD into an electrode cap was 

very successful and had minimal impact on the XRF background of the BDD. The 

removal of the cap allowed for more uniform hydrodynamic flow of solution 

across the electrode during rotation as the BDD was not recessed. However, the 

detection limits reported by Hutton et al.1 were not reached, which was possibly 

attributable to previous repair of the XRF but also the stability of the deposit on 

the surface. Deposit stability was found to be dependent on morphology and 

chemical species, which in turn was controlled by solution composition and 

deposition potential. This led to variability in the XRF intensity observed 

between solutions and deposition potentials which was challenging for 

quantification.  
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One of the challenges of ASV on solid electrodes is deposition of uniform metallic 

deposits. Acidification of a solution can aid in the deposition of metals in a 

metallic form due to the cation being present in a hydrated state. For on-site 

measurements it is impractical to carry concentrated acids for analysis. 

Therefore in-situ generation of acid is a good alternative and we explored the ring 

disc electrode geometry for this application. Through water oxidation on the ring 

the local environment over the disc is acidified and metal deposition can occur. 

Previous work had shown this effect but for high concentrations of the metal ion 

in solution, which served well as proof of concept but was not at environmentally 

relevant concentrations. When the concentration was lowered the situation was 

found to be complicated by the presence of oxygen also generated at the BDD ring 

during water oxidation. This effect was explored utilising the sensitivity of the 

sp2 carbon spots to pH and oxygen.  

Finally, a novel experimental set-up was designed, fabricated and utilised for 

electrochemical microbial control studies. The aim of this chapter was to 

determine if the functional lifetime of a BDD sensor could be extended for use in-

situ by applying small potentials to the sensor surface. The application of small 

potentials can reduce cellular adhesion due to repulsion between the charge on 

the cell membrane and the electrode surface. This effect was seen to some extent, 

when negative potentials (-50 and -400 mV) were applied to the electrode. 

Interestingly, at +400 mV a reduction in biofilm was also seen compared to a 

control at 0 mV. At the larger applied potentials (±400 mV), electrochemical 

interaction between metabolites of the bacteria and the electrode surface are 

more likely and could have caused stress to the cells, stalling growth and 

adhesion. At lower potentials (±50 mV) the effects of electrostatic attraction and 

repulsion between the BDD surface and the cells are more likely to be the cause 

of the variation. This data was challenging to interpret due to variation in 

bacterial growth, possibly due to temperature variations. However, the initial 

results suggest that application of a potential can reduce biofilm formation on 

BDD electrodes.  
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7.2  Future Work  

The BDD-Q integrated ring disc opens significant potential avenues to explore. 

Electrocatalytically induced local pH changes of any metal NP that can be 

electrodeposited on the ring could be investigated using this technique. Directly 

following on from the work presented here the electrocatalytic effect of different 

morphologies of Cu deposits could also be considered, such as Cu2O cubes which 

show promise as a catalyst for CO2 reduction.2 Additionally, it could be 

interesting to determine what effect the electrocatalytic reactions have on 

deposit morphology; this information could inform about the lifetime of catalysts. 

Suggested techniques for this include scanning electron microscopy (SEM) 

combined with energy-dispersive X-ray (EDX) spectroscopy or identical location 

transmission electrode microscopy for more in depth consideration. These 

techniques would require modification of the current electrode design. 

The spatial variation of the generated pH in the presence of buffer was an 

interesting result. Modifications could be made to the electrode arrangement 

which may improve sensitivity in buffered solutions, paving the way for a more 

sensitive buffer capacity sensor. Possible suggestions include:;  

(i) A smaller diameter disc and ring; to reduce the diffusion path over the 

disc. 

(ii) Variation of the ring thickness. 

(iii) Variation of the sp2 carbon region on the disc. 

(iv) Parallel electrodes with a thin channel between. 

(v) Generator electrodes either side of a detector electrode to introduce 

H+/OH- from two directions. This would create a uniform pH distribution 

more quickly. The design could be in the form of bars in a defined channel 

or a ring-ring disc type arrangement. These designs would require 

optimisation and verification of BDD-Q pH sensing performance in a 

format other than a disc.  

Future work on the ring disc electrode in strong buffer solutions using a 

complementary spatial measurement of pH distribution i.e. confocal laser 

fluorescence microscopy with a fluorescent dye could also help elucidation of the 

voltammetric response. As the sensitivity in the current arrangement is adequate 
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for freshwater and seawater environments, future work would look to apply this 

sensor in actual environmental samples.   

In the area of EC-XRF, further work could consider how reliably metal deposits 

can form under the conditions likely found in environmental samples, and what 

happens when multi-metals are present. If EC-XRF were to be used as a semi 

quantitative multi-metal technique it would require understanding of metal-

metal interactions during deposition. This could be achieved through analysis of 

deposits by SEM and EDX to identify the distribution of the metals, i.e. discrete 

deposits or combined. Controlled deposition from individual solutions i.e.  

deposition in a Cu solution followed by deposition in a Zn solution could also 

provide some insight and a possible way to consider the XRF response. XRF 

technologies can now map a surface on the microscale to identify location of 

elements which could also be a useful technique. A semi-quantitative technology 

could be useful for suspected pollution events where a relatively quick 

measurement to determine the heavy metals present can inform on the response 

to the pollution event.  

To continue the work on locally controlled pH reactions some alternative sensing 

applications could benefit, e.g.  free chlorine sensing where the local pH could be 

controlled to move the species into a more readily electro-analysable form. If 

work was to continue for metal sensing a better understanding of the role of 

oxygen generation during water oxidation would be useful. This initial work 

shows promise i.e. through careful control of the generation current an optimum 

environment can be achieved. However, the lower the metal concentration the 

more challenging this is. Additionally this technique could be more successful 

with a species other than Cu as Cu is very sensitive to oxygen.  

For any future electrochemical control microbiological experiments my 

recommendations include:  

(i) Implementation of temperature control to reduce variability between 

runs. 

(ii) Tailoring the membrane to the solution conditions.  

(iii) Consideration of the analysis technique: CVA, live/dead staining etc.  
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(iv) Consideration of the electrode designs: using electrodes that can be fully 

submerged may be more informative for future sensor development.  

(v) Monitor suspended cell growth and pyocyanin production throughout the 

experiment. 

(vi) Continuation of this work should also include consideration of aGgram 

positive bacterial strain such as Staphylococcus aureus to determine the 

effects of potential on the other common bacterial cell membrane 

structure.  

(vii) Consideration to bacterial strain characteristics, e.g. PA01 vs. PA14. 
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