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Abstract 10 

Estimating the State of health (SoH) of Lithium-ion (Li-ion) batteries is a challenging task due to cross 11 

coupling and dependency between ageing mechanisms. An accurate estimation is particularly 12 

essential for second-life batteries to facilitate their successful implementation in the new application. 13 

By adopting the Electrochemical Impedance Spectroscopy (EIS) test and a machine learning (ML) 14 

approach, the accelerated SoH estimation problem is studied here. For this purpose, 325 experiments 15 

for 30 Li-ion cells were conducted at various SoH, temperature, and state of charge. First an optimised 16 

Gaussian Process Regression model is developed and validated for SoH estimation. Then the sensitivity 17 

of the model is evaluated relative to measurement noise. Finally, the model’s robustness is quantified 18 

through a case study involving cells that have been characterised with different physical test 19 

equipment. The results demonstrate that the model can predict the SoH of Li-ion cells with an error 20 

about 1.1% and is reasonably robust to the various testing conditions of the battery. The methodology 21 

for handling the EIS data within a machine learning framework, the sensitivity analysis and the 22 

robustness quantification techniques are the main novelties of this study in the context of grading Li-23 

ion batteries for second-life applications 24 

Keywords: Electrochemical Impedance spectroscopy, Second life Lithium-ion batteries, Machine 25 

Learning, State of health, Prediction 26 

I. Introduction 27 

With the drastic increase in the number of hybrid and electric vehicles (EVs) in recent years, the global 28 

demand for lithium-ion batteries as their main power source has gone up significantly. This demand 29 

is expected to grow by 26% from 2021 to 2031, with a market value of about $70 billion by 2026 [1]. 30 

This record-breaking demand and the high production cost of lithium-ion batteries have attracted 31 

attentions toward the reuse, recycle and disposal management of those soon after they are technically 32 

at their end of life (EoL) in the EVs [2].  33 

Reusing the batteries has significant economic benefits and reduced environmental impacts. In the 34 

case of lithium-ion batteries for EVs, the remaining energy capacity of cells has a direct impact on the 35 

vehicles remaining range and its safety. Generally, when the cell’s state of health (SoH), which is the 36 

ratio of the present capacity to the initial capacity [3, 4], falls below 80%, it is considered retired due 37 

to reduced ability of supplying the energy and power for the EVs [5]. The retired batteries while not 38 

of any use for EVs can still be repurposed and utilised in many other applications, in fact they play an 39 

important role in energy storage systems that require relatively lower energy or power. Examples of 40 

such applications include load-shifting and frequency regulation in grid-scale [6, 7]. A comprehensive 41 

review of the applications of second-life batteries can be found in [5].  42 



2 
 

An accurate estimation of SoH is necessary for its safe and reliable implementation in the next life 43 

application. There exist several techniques to test retired batteries. In [8], constant current pulses are 44 

utilised to evaluate the cycle life of cells. Electrochemical models are developed by [9, 10] to capture 45 

the ageing mechanism of batteries by quantifying the change in the volume of the cyclable lithium-46 

ions as well as the solid electrolyte interphase film resistance [11]. These electrochemical models are 47 

hard to be derived for second-life cells as their parametrisation is much more challenging, due to 48 

complex and nonlinear grading mechanisms, compared to the new cells. In search for methods with 49 

affordable cost and complexity for SoH estimation, a few studies have focused on the identification of 50 

certain parameters of cells as health indicators. Admitting that the cell energy capacity is a measure 51 

of its health, techniques based on incremental capacity and differential voltage are very common in 52 

this category [12, 13]. Beside energy capacity, the battery impedance can also serve as an indicator 53 

for its SoH, several researchers have focused on impedance measurement via an electrochemical 54 

impedance spectroscopy (EIS) test [14, 15]. EIS test determines the battery impedance at different 55 

frequencies and is considered as one of the off-line, non-intrusive and in-situ techniques for SoH 56 

characterisation [15]. It is favourable as only requires voltage and current measurements in the 57 

frequency domain.  58 

EIS measurements have been used for SoH estimation of cells in a few studies of different applications. 59 

In [16] 3-electrode pouch cells were tested via EIS and modelled via equivalent circuits with a SoH 60 

estimation accuracy of 7%. An estimation of the Li-ion battery cell SoH during its operation is proposed 61 

in [17] by designing an EIS test for measuring the cell impedances at different SoC, and temperatures. 62 

Quasi-EIS tests are conducted in [18], and an empirical method with an error up to 1% is utilised in 63 

[19] to estimate the battery SoH considering its relaxation time. An identification of different ageing 64 

mechanisms addressing active material loss and loss of lithium-ions is performed in [20]. An online or 65 

so called in-operando version of the EIS test for the SoH estimation of cells is proposed in [21]. 66 

Most of the abovementioned studies have focused on just one or only on a handful number of cells, 67 

which makes generalisation of the algorithms to real-world problems quite challenging. Considering 68 

the high volume of data points and the information generated via energy capacity or impedance 69 

determination tests, data driven approaches such as machine learning (ML) are very suitable to 70 

perform SoH estimation on a large stack of cells. SoH estimation based on ML models has been 71 

recently addressed in a few studies. For example, an ensemble model based on usual capacity test 72 

data is developed in [22] for predicting the remaining useful life of the cells. The model is an infusion 73 

of an empirical and a polynomial regression model tested on six individual cells at room temperature. 74 

Extreme learning models are developed in [23, 24] for degradation estimation of cells tested under 75 

specific loading profiles and real-world cycling conditions [25]. Deep learning models based on 76 

capacity tests are proposed in [26] for SoH prognostics of connected cells in a series configuration. A 77 

combination of linear and Gaussian support vector machines is developed in [27] to improve the cycle 78 

life prediction. Long short-term memory models based on the capacity tests are developed in [28, 29] 79 

and tested on experimental and open-source data set with a SoH error estimation error below 1.46%.  80 

Focusing on EIS test, while they can be very useful for SoH characterisation of cells in larger volumes, 81 

they have not yet been fully investigated with this aim. Example researches include EIS measurements 82 

combined with fuzzy logic algorithms for SoH characterisation of cells as addressed in [30, 31] and 83 

regression models based on twelve Li-ion cells EIS spectrum developed in [32]. A comprehensive study 84 

based on the EIS field data for the online estimation of SoH is performed in [33] where the degradation 85 

is monitored at the electrode level. A neural network based on EIS tests and equivalent circuit analysis 86 

is developed in [34] with the predictions of equivalent series resistance, charge-transfer resistance, 87 

and solid-electrolyte interphase resistance as representation of cells state of health by errors below 88 
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5%, 1.5%, and 1%, respectively. The zero-crossing frequency of the li-ion cells is considered as a feature 89 

to train a neural network for SoH estimation in [35]. A study based on EIS measurements at constant 90 

temperatures is performed via Gaussian process regression models for the estimation of remaining 91 

useful life of commercial cells for up to 300 cycles in [36]. 92 

While there are relatively large number of methods developed for SoC estimation via EIS tests and 93 

machine learning approaches [37, 38], not enough attention has been given to the SoH estimation by 94 

EIS experiments and there is an obvious research gap specially for second life battery applications. 95 

One of the main differences between the new and re-purposed cells is the inconsistency in between 96 

their characteristics [2, 39]. This inconsistency and difference between the cells usually lead to 97 

different ageing patterns and SoH for the cells. Therefore, tailoring the SoH estimation algorithms and 98 

methods for larger number of cells at their second life is still required. To address this issue and take 99 

the advantage of EIS measurements, this study focuses on the SoH estimation of NMC cells via EIS 100 

tests and a machine learning modelling approach. This research answers the following questions:  101 

1. If the EIS test data can be directly used for the SoH estimation of cells or feature engineering 102 

is necessary? 103 

2. What is the configuration of a ML model for SoH estimation? 104 

3. How robust the method is to the measurement noise? 105 

4. How generalisable are the ML-based models to real-world uncertainties arising from 106 

variations in test equipment? 107 

5. What is the minimum amount of conditioning information required for an accurate SoH 108 

estimation? 109 

To answer the above questions, first a series of EIS characterisation tests are conducted to provide 110 

training and validation data for the study. To factor in the impact of the cell-to-cell variation and 111 

facilitating an analysis based on the similarities and differences between the cells during the SoH 112 

estimation, each test is conducted on 4 batteries of the same type and from the same manufacturer. 113 

To uncover the impact of the testing temperature and the state of charge on the cells SoH 114 

predictability, the tests are run at three different temperatures of 15, 25, and 35 oC as well as 5 115 

different SoC breakpoints between 5% to 95% (5, 20, 50, 70, 95). The correlation in between cell 116 

impedance, SoC, temperature and its SoH is built via a machine learning model. In this context, a 117 

Gaussian Process Regression model is developed and optimised via Bayesian methods. The model is 118 

created for two scenarios to identify the minimum amount of information for an accurate estimation 119 

and the necessity of feature engineering. In the first scenario, the full EIS data and in the second one, 120 

the selected features are utilised for building the ML model. For the first time in this study, a 121 

methodology is proposed to evaluate the model’s sensitivity to the measurement noise by generating 122 

synthetic noisy inputs for the model. Additionally, the model’s robustness is evaluated under a testing 123 

condition with different experimental equipment and cooling mechanism as well as the different set 124 

of model inputs for studying its generalisability. A brief diagram of this paper’s proposal is as Figure 1. 125 
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 126 
Figure 1: The diagram of the machine learning model for the prediction of the cell SoH via EIS test 127 

The remainder of this paper is as follows, Section II, give the experimental details, the test protocols, 128 

and the plans. Section III articulates the machine learning modelling approach. In this section, the list 129 

of inputs and outputs, the definition of features and their extraction process is also given. Section VI 130 

includes the main results related to the prediction of the SoH. Section V includes discussions regarding 131 

the sensitivity and robustness of models. The final section summarises the methodology, results and 132 

findings and concludes the paper.  133 

II. Experiments 134 

To conduct this study, 30 Lithium-ion commercial LGM50 cells with NMC chemistry have been utilised. 135 

The rated capacity of cells was 5 Ah defined by the manufacturer. The initial capacity of all the cells 136 

has been measured as the reference for their state of health at C/3 current charge-discharge between 137 

4.2 V to 2.5 V with a C/20 cutoff current at constant voltage mode during charge at 25 oC. Based on 138 

the reference capacity, the cell’s state of health has been defined via Eq (1). 139 

( )
(%) 100

( )

Current Capacaity Ah
SoH

ReferenceCapacaity Ah
=   

(1) 

From the initial 30 cells, subsets of cells have been aged to produce 4 additional case breaks of 80, 85, 140 

90 and 95% SoH where it has been assumed that the reference case is related to the 100% SoH. For 141 

each SoH subset in addition to the 1st cell tested 4 further cells have been aged similarly and stored 142 

under similar conditions, where their performance has been examined subsequently. This was 143 

required to evaluate cell-to-cell variation during analysis. The cycling test for aging was performed 144 

using a 10 A Digatron battery cycler with 192 channels where the cells were maintained at 25 oC within 145 

a thermal chamber (BinderTM). During the cycling process the cells have been charged at C/2 constant-146 

current mode until 4.2 V followed by a constant voltage charge mode until the current drops to C/20 147 

and finished with a discharge at 1C constant current until the cell voltage reaches to 2.5 V. the charge 148 

and discharge process has been repeated till the cell reaches the required SoH.  For different SoHs, 149 

the number of cycles has been different and varying between 60 cycles to reach a 95% SoH and 250 150 

cycles to reach the 80% SoH. 151 

The current capacity of the cells has been quantified for Eq. (1) via a C/3 charge discharge test profile, 152 

similar to the reference capacity test case for consistency. After the ageing process, the cells have 153 

been subject to a performance test. This comprises the impedance measurement via EIS test at 154 

different SoCs (5, 20, 50, 70 and 95%) and temperatures (15, 25 and 35 oC). Before starting the tests, 155 

all the cells have been immersed in an oil bath (Kryo-51 dielectric oil) for about 4 hours to guarantee 156 

EIS  State of Health 

Temperature 

State of Charge Measurement Noise 

Experimental Equipment 

Uncertainties 

Battery Data 

Features 

Machine 

Learning Model 
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a thermal homogeneity within the cells and across their surface, a Lauda cooling system has been used 157 

to keep the cell’s temperature at the defined condition. Figure 2 (a) and (b) show the test and the 158 

experimental setup configuration.  159 

 160 
Figure 2: (a) Battery test setup configuration, (b) Test rig after immersion in oil, (c) Block diagram of the test 161 

setup 162 

In performance tests, the cells have been discharged to the desired SoC (using a Coulomb counting 163 

method) at C/3 current and relaxed for 4 hours to minimize the potential/concentration gradients 164 

across the electrode/cell domain caused by the applied current [40, 41]. Once the cell voltage has 165 

reached equilibrium, the EIS measurement is conducted via the Multiplexer equipment in Figure 2 (c) 166 

configuration, between frequencies of 10kHz to 10mHz with a sinusoidal current superimposed on a 167 

DC current at 250 mA. An example EIS Nyquist spectrum is given in Figure 3 (a), where the horizontal 168 

axis refers to the real part of the impedance and the vertical one is for the imaginary part. It is 169 

noteworthy that the frequency values defined in Figure 3 (a) are approximate and the values for a 170 

given cell are known to vary depending on the cell manufacturers, electrochemistry, and form-factor. 171 

 172 
Figure 3: (a) An example EIS spectrum of the Lithium-ion battery, (b) visualisation of some EIS graphs at various 173 

SoH, (c) the feature definition for EIS graphs 174 

For each cell, the impedance (Ohm), Z(f) is quantified via Eq. (2), where I and V refer to the sinusoidal 175 

current and voltage at a particular frequency f (Hz). Here, ф refers to the phase angle of the voltage. 176 
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The EIS curve is a good representative of the cell’s characteristics, the low frequency section (10 - 100 177 

mHz) is associated with the diffusion processes that take place inside the cell, while the medium 178 

frequency range (circa 1 Hz) is indicating its double-layer capacitance effect. In the high frequency 179 

range (greater than 500 Hz), the interception between the curve and the real axis indicates the cell’s 180 

Ohmic resistance [37]. 181 

Following these experiments, a combination of the 30 cells at 5 different SoH, 5 different SoC and 3 182 

temperatures have led to 300 cases for the modelling and analysis purposes. Example records of data 183 

are visualised on Figure 3 (b) at various SoH, 15 oC and 5% SoC. 184 

III. Machine Learning Model 185 

To uncover the relation between the EIS measurements of the cells and the associated SoH, the GPR 186 

model is created. For this purpose, first the fundamentals of the GPR are given and then the accuracy 187 

metrics are provided to evaluate the performance of the model for completeness. 188 

GPR is a Bayesian method based on Gaussian processes for non-parametric regression. GPR is deemed 189 

to be suitable for dealing with small data set and is capable of providing uncertainty measurements 190 

on the predictions [42]. As a Bayesian method, it helps inferring the probability distribution of the 191 

parameters in a function that is meant to be learnt through the training process. For a given input 192 

indicated by x, the GPR creates a probability distribution function of f(x) with the mean and covariance 193 

function of m(x) and C(x,x’) as Eq. (3). 194 

( )( ) ~ ( ), ( , ')f x GPR m x C x x  

( )( )

( ) ( ( ))

( , ') ( ) ( ) ( ') ( ')

m x E f x

C x x E m x f x m x f x

=

= − −  

 

(3) 

Here, E is the expected value. C(x,x’) is alternatively called a kernel function to capture the relevance 195 

between the real responses and predicted values by the similarities of the associated inputs.  196 

In the regression process, the prior distribution of the output is specified as Eq. (4), where D refers to 197 

the distribution function and its mean value is set to zero for simplicity during the computations. 198 

~ (0, ( , '))y D C x x  (4) 

Considering y’ as the predicted output, x as the training and x’ as the test dataset, the joint prior 199 

distribution of y’ and y is specified by Eq. (5) assuming that the training and test data have the same 200 

Gaussian distribution.  201 

( ) ( , ) ( , ')
~ 0,

' ( , ') ( ', ')T
C x x C x xy

D
y C x x C x x

  
  

  
 

(5) 

These kernel functions of the GPR need to be carefully selected and their hyperparameters, which are 202 

denoted by θG, are required to be optimised to guarantee a desirable performance of the model. A 203 

review of various kernel functions, their details and hyperparameters is given in [43]. 204 
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The hyperparameter optimisation is usually performed through minimising the negative logarithmic 205 

likelihood function L(θG) given as Eq. (6) using the gradient descent or heuristic approaches [44, 45]. 206 

  11 1
( ) log det ( ) ( ) log(2 )

2 2 2

T
G G G

n
L C y C y   −= + +  

(6) 

Through this optimisation the predicted output of the test dataset can be obtained through its 207 

conditional distribution by Eq. (7), 208 

( ) ( )' | , , ' ~ ' | ', cov( ')p y x y x N y y y  (7) 

where 'y  is the mean value of the predicted outputs and the cov(y’) is their variance defined by 209 

1' ( , ') [ ( , )]Ty C x x k x x y−= and  
1

cov( ') ( ', ') ( , ') ( , ) ( , ')Ty C x x C x x k x x k x x
−

= − respectively.  210 

To validate the model, the cross-validation (CV) approach is taken [46]. Cross validation is a technique 211 

based on splitting data randomly into K folds and using those folds for training and validation 212 

iteratively. The folds are mutually exclusive portions of the whole dataset, and the idea is to use each 213 

portion at least once for validation. The number of folds is defined by the researcher and the folds 214 

usually have the same size. The diagram of Figure 4 shows the split of the data into K = 5 folds of 215 

training and validation. As the figure shows, at each iteration, K-1 folds are used for training the model 216 

and the remaining fold is used for validation. CV is very suitable for small to medium size datasets 217 

where there is limited data for validation. The performance of the model is only evaluated based on 218 

the accuracy metrics applied to the validation portion of the data.  219 

 220 

Figure 4: Cross validation approach for training and evaluating the model performance during validation 221 

To evaluate the performance of the models for the prediction of the SoH values, four complimentary 222 

performance metrics are utilised.  223 

Root mean squared error (RMSE), is the first measure which is calculated by Eq. (8) and indicates the 224 

difference between the predicted and real SoH values. Here N is referring to the number of data 225 

points. RMSE has the same unit of SoH so it is in %. Mean squared error (MSE) is the second metric 226 

which is the second power of the RMSE. 227 

( )
1

1
ˆ

N

j jj
RMSE y y

N =
= −  

(8) 

The third metric is R-Squared (R2), obtained by Eq. (9) 228 
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( )

( )

2

2

1

2

1

1

ˆ
N

j jj

N

jj

SSE
R

TSE

SSE y y

TSE y y

=

=

= −

= −

= −





 (9) 

where SSE is the sum of the squared error and TSE is the total sum of squares obtained for the 229 

average of all output values 
1

1 N

jj
y y

N =
=  for 1,..., .j N= R2 is a value between 0 and 1, it does not have 230 

a unit and so reported here in percent. An R2 of 100% means a perfect prediction where the modelled 231 

outputs and the real values are matched exactly. The final metric is the mean absolute error (MAE) 232 

which is given by Eq. (10). 233 

1

1
'

N

j jj
MAE y y

N =
= −  (10) 

The four metrics are only applied to the validation portion of the data during each iteration of cross-234 

validation.  235 

IV. Main Results 236 

To analyse the performance of the GPR model for the prediction of SoH, two case studies are reported 237 

here. One with all the data points of the EIS graphs as inputs to the model beside the SoC and 238 

temperature, and the other one, with specific features extracted from the EIS graphs as inputs. Figure 239 

3 (c) shows the approximate features on a sample EIS graph. The list of the inputs for each of the case 240 

studies has been given in the Table 1.  241 

Table 1: The input and outputs for the two case study models based on EIS and conditioning data 242 
Model Case Study 1 Type Case Study 2 Type 

Inputs EIS at 61 frequencies 
 
Temperature  
SoC 
  

Real 
Imaginary  

F1: Highest Frequency point  
F2: Minimum Real Value point 
F3: lowest frequency point 
F4: Zero crossing point 
F5: Peak point 
F6: local minima between F4 and F5 
F7: local minima between F5 and F3 
Temperature 
SoC 

Real 
Imaginary 
Frequency 

Response SoH (100% to 80%)  SoH (100% to 80%)  

It is worth mentioning that one means to exploit the EIS data to train the ML algorithm is to extract 243 

key features from the spectrum that can be used to characterise the general shape of the EIS response 244 

and the ageing state of the battery. This has the potential advantage of reducing the volume of data 245 

that must be stored to underpin model training and validation. Here, the features are selected 246 

considering the variations in between the cells at different SoHs as well as the expert’s view 247 

considering the fact that each of those is a representative of various characteristics of a cell’s health 248 

as: 249 

- F1 is related to the information of cell at the highest frequency 250 

- F2 is a numerical choice 251 

- F3 is related to the information of cell at lowest frequency, the slope of the line between F7 and F3 252 

is related to the gradient of the Warburg impedance 253 
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- F4 is zero-crossing point and related to the DC resistance of cell 254 

- F6 is related to the possibility of the build-up of formation of the solid electrode interphase layer 255 

- F5 is related to the value of change transfer impedance  256 

- F7 is the “turning-point” that represents the transition to diffusion  257 

A detailed discussion on each of these factors is beyond the scope of this paper and can be found in a 258 

number of educational texts [47] and research articles highlighting how to interpret the EIS profile of 259 

the lithium-ion battery [48], build an equivalent circuit model of the battery for voltage prediction and 260 

to facilitate control algorithm design [49] and finally to infer battery ageing and the different 261 

degradation modes that  impact battery life and performance [48]. 262 

In order to show the importance and relevance of the selected features of the second case study, a 263 

correlation analysis is performed here. For this purpose the correlation coefficeints and their 264 

significane is calculated via Pearson product-moment correlation analysis method [51]. considering 265 

the features as variable F, and the SoH for each case, the coefficients of rF,SoH are obtained via equation 266 

(11). Where, μ is the mean value of each feature, σ is the standard deviation and refers to the 267 

expectation. 268 

( )( )
,

F SoH
F SoH

F SoH

F SoH
r

 

 

 − − 
=

 
(11) 

The coefficients are values between zero and one and could be positive or negative which refer to 269 

direct or invers correlation. The closer the value to the one, the stronger the correlation. To be able 270 

to investigate if the correlation between each feature and SoH is demonstrating a significant relation 271 

and the analysis are generalisable from the samples to the population [50] a p-value is also calculated 272 

which denotes the probability of a ‘Null Hypothesis’. The null hypothesis is that there exists no 273 

relationship between the features and the SoH [51]. P-value is a number between zero and one and if 274 

are smaller than a threshold, here 0.1, then the correlation is considered significant. This means the 275 

results are valid in 90% of cases. It is worth to mention that this threshold is a common choice for most 276 

of the data analysis problem. Figure 5 shows the correlation coefficient and p-values of each feature 277 

in relation the cells’ SoH. 278 

 279 
 Figure 5: Correlation between EIS features and SoH of cells 280 

As Figure 5 shows, the real part of all features is highly correlated with the SoH of cells, this is 281 

concluded by the correlation coefficients and the p values smaller than the mentioned threshold. It is 282 

worth to highlight that some correlations are direct, and some are inverse and the correlation of the 283 

real part of feature 6 is slightly weaker than others as its lower correlation coefficient shows. Similarly, 284 

the imaginary part of the features is significantly correlated with the SoH value, the weakest 285 

correlation is for the imaginary part of feature 2. Considering this correlation analysis in total all the 7 286 

features could be valuable for the SoH estimation of cell, therefore all of them are considered for the 287 

modelling purposes in what follows.  288 
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For case study 1, the whole EIS data at various conditions are used for the model and as the frequency 289 

of the measurements has been the same for all cases, it is not a feature for the model. Figure 6 shows 290 

the regression results. Figure 6 (a) is the distribution of predicted and observed data with the record 291 

number, while Figure 6 (b) is showing the positioning of predictions and observations compared to a 292 

perfect prediction. 293 

 294 
Figure 6: Regression results for case study 1, (a) predicted and observations SoH value distribution, (b) 295 

Predicted and true SoH values against perfect prediction, case study 1 296 

As Figure 6 shows that most of the observations agree with the predicted values from the GPR model. 297 

For case study 2, the regression results are given in Figure 7. 298 

 299 
Figure 7: Regression results for case study 2, (a) predicted and observations SoH value distribution, (b) 300 

Predicted and true SoH values against perfect prediction, case study 2 301 

Accuracy metrics of both models are listed in Table 2, the results are the mean and standard deviation 302 

(std) of multiple runs to facilitate a more comprehensive conclusion. Here the model has been iterated 303 

for 40 times as a compromise between run time and the stability of the results.  304 

Table 2. Accuracy metrics for predicting the cells SoH via the ML model  305 
Index RMSE (Mean) RMSE (Std) R2 (Mean) R2 (Std) MSE (Mean) MAE (Mean) Time (Mean) 
Unit (%) (%) (-) (-) (%) (%) (sec) 

Case Study 1 1.1096 0.0766 0.9759 0.0034 1.0374 0.6555 4011 
Case Study 2 1.1397 0.0906 0.9750 0.0042 1.6407 0.8573 270 

According to the table, the model with full data points, case study 1, has a higher accuracy, about 306 

0.03% better than the feature-based model, case study 2. This is also observable for the R2 value which 307 

is about 0.01 better than the feature-based model. The difference between the two models become 308 

more visible in the MSE and the MAE and the time indices. The full data point model has a MSE of 309 

(a) (b) 

(a) (b) 
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0.6% and a MAE of 0.2% less than the feature-based model. However, the run time of the full point 310 

model is much more than that of the feature-based model which confirm the complexity of its training, 311 

according to the last column of the table the run time in case 1 is about 50 times higher than case 2. 312 

The run time has been calculated via a personal computer with 1.90 GHz and 2.11 GHz CPU and 16.0 313 

GB RAM. It is also worth noting that the standard deviation of the full point model is lower which 314 

implies that it is more stable that feature-based model.  315 

To further highlight the performance of the model in different conditions, the distribution of the 316 

prediction error with respect to the conditioning features, (SoC and Temperature) is given in Figure 8. 317 

Here the y axis refers the prediction versus real SoH value, as it is a subtraction of the predicted and 318 

real SoH in percent. 319 

 320 
Figure 8: The distribution of prediction error at various conditions, (a) SoC case study 1, (b) temperature case 321 
study 1, (c) SoC case study 2, (d) temperature case study 2, (e) - (f) box plots case study 1, (g) - (h) box plots 322 

case study 2 323 

According to the Figure 8, the distribution of the prediction error is quite different from one SoC point 324 

to another and from one temperature to another. The quantified errors are listed in Table 3. 325 

Table 3. Accuracy metrics for predicting the cells SoH via the ML model at various SoCs  326 
 SoC (%) Temperature (C) 

 5 20 50 70 95 15 25 35 

Index Case Study 1 

Median -0.0141 -0.1415 -0.0206 0.0533 0.0733 -0.0627 0.0358 0.0009 
Lower Quartile -0.5380 -0.7682 -0.3652 -0.3263 -0.4125 -0.4515 -0.4444 -0.5832 
Higher Quartile 0.5852 0.4283 0.2854 0.4556 0.4726 0.2895 0.3725 0.5888 

Index Case Study 2 

Median -0.4446 0.1041 0.1395 -0.0122 -0.1269 0.0436 -0.0669 -0.1658 
Lower Quartile -1.0177 -0.4737 -0.4578 -0.4968 -0.6158 -0.4629 -0.6372 -0.7526 
Higher Quartile 0.4439 0.7113 0.6251 0.4143 0.3031 0.4800 0.4699 0.5152 

For case study 1, the largest prediction error median is 0.1415% at 20% SoC, Figure 8 (e), the median 327 

of error is largest at 15 oC, Figure 8 (f). For case study 2, the graphs of Figure 8 and the indices on Table 328 

3 show that the largest prediction error is related to the lowest SoC, (5%) with a median of 0.4446%. 329 

This error is minimum at mid-range SoC which is 70% with a median of 0.0122%. For temperature, the 330 

minimum prediction error is related to the room temperature (25 oC) with a median of 0.0669%, while 331 

the highest error is for highest temperature of 35 oC with a median of 0.1658 (%). It is also evident 332 

(a) (b) (c) (d) 

(e) (f) (g) (h) 
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that the prediction error at a fixed SoC across all temperatures, Figure 8 (g), is having larger errors 333 

compared to the prediction at a particular temperature across all SoCs, Figure 8 (h). Summarising both 334 

case studies, it can be concluded that model performance is generally better at middle range SoC and 335 

temperatures. The implications of this for the future deployment of the model within a practical use 336 

case is explored further in the following section. 337 

V. Discussions 338 

V.I Sensitivity and robustness to noise 339 

Understanding the source of measurement noise associated with making EIS measurements is 340 

particularly important during the development of the SoH estimation models by ML. The noise in the 341 

data is usually caused by the integrated components of the EIS measurement setups such as the 342 

connection cables and can be very misguiding because of the slight excitation signals required for the 343 

EIS measurements [22]. Here the main source of noise is assumed to be originated from the SoC and 344 

Temperature measurements.  345 

To evaluate the sensitivity of the developed SoH prediction model to noise, a noise analysis 346 

methodology is proposed here. The methodology is described in the Figure 9.  347 

 348 

Figure 9: The methodology to analyse the impact of the measurement noise on SoH prediction model’s 349 
performance 350 

For this purpose, first the data is split into training and validation portions. The ratio of 80% for training 351 

and 20% for validation is preferred here. Then the model is trained on the training portion and 352 

validated on the remaining part. The validation portion is then altered by adding an uncertainty with 353 

the Gaussian distribution of mean zero and the standard deviation up to 10% of the temperature and 354 

SoC value at each record of data. This uncertainty is to represent the measurement noise for the two 355 

inputs synthetically. Then the model is validated against the new data without a change in its 356 

optimised hyperparameters. The whole process is repeated for multiple times to evaluate the 357 

repeatability of the method and increase the confidence in the results. 358 

To capture the results, the models are iterated for 40 times to quantify the variation in the 359 

performance metrics and the impact of the random uncertainties. This number of repetitions is 360 

deemed suitable because of a balance between the stability of the results and the run time. The 361 

models start with a noise level of 0% and get evaluated by a stepwise increment in noise, 0.5% at each 362 

step, till 10% of the nominal value of the same record. The results at location 0 of x-axis contribute to 363 

the original data and the rest are based on synthetical noisy data. Figure 10 implies that the model 364 
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can tolerate up to 8.2% of noise for an R2 value higher than 90% and 7.8% of noise for a RMSE lower 365 

than 1.5%. Considering both metrics, an overlapping region is visible for up to 7.8% of measurement 366 

noise. The overlapping regions are visible in red and blue, respectively for the R2, Figure 10 (a), and 367 

RMSE, Figure 10 (b). The analysis confirms that the 7.8% of noise is still guaranteeing the model’s 368 

performance to a good extent. 369 

 370 
Figure 10: The SoH prediction model sensitivity to measurement noise in temperature and SoC 371 

V.II Sensitivity and robustness to EIS characterisation equipment 372 

Although the EIS test profiles of the cell are mostly affected by the characterisations of the cell in 373 

terms of its SoH, SoC and temperature, the testing equipment and the experimental apparatus have 374 

also an undeniable impact on the EIS data features. In this section the trained model for which the 375 

data have been collected using the Multiplexer equipment, is validated against a new dataset that has 376 

been collected via an alternative equipment, Gamry which is a DC and impedance analyser. In the 377 

validation experiments, 5 cells were put under EIS test at 25 oC and a range of SoC conditions. Beside 378 

the difference in the testing equipment, their cooling mechanism was selected to be via turbulent air 379 

inside a thermal chamber rather than the oil cooling which was used during the collection of the first 380 

data set. Representing different levels of experimental fidelity and the possible impact this may have 381 

on model prediction performance. In total 25 experiments were conducted. 382 

The testing equipment and the difference in the connections, cabling and cooling mechanism all had 383 

an impact on the cells EIS curve. This difference was quite obvious specially at the inductive tail of the 384 

EIS curves as shown in Figure 11.  385 

 386 
Figure 11: The impact of the testing equipment on the EIS measurements at different conditions (-) Multiplexer 387 

equipment (training data), (*) Gamry equipment (validation data) 388 

Table 4. The performance of the model against the new EIS data with a different equipment 389 
 Test Conditions Model of Case Study 1 Model of Case Study 2 

 SoC Temp SoH (%) Average Error (%) RMSE (%) Average Error (%) RMSE (%) 

Validation set 1 5-95% 25 89.4 2.86 1.38 3.61 1.62 
Validation set 2 5-95% 25 95.0 -2.54 1.33 4.09 1.84 
Validation set 3 5-95% 25 99.6 1.96 1.76 2.58 1.18 
Validation set 4 5-95% 25 81.5 5.32 2.42 7.65 3.42 
Validation set 5 5-95% 25 92.0 1.86 1.06 3.34 1.50 

(a) (b) 

 * Validation Cell 

  - Training Cells 

 

 * Validation Cell 
  - Training Cells 

 * Validation Cell 
  - Training Cells 
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Considering the new data, Table 4 summarises the performance of the model in predicting the SoH of 390 

this new dataset while it is trained on the original data set. It is worth highlighting that the model has 391 

been completely blind to the new data during the training. Here, the Gamry equipment data are called 392 

the validation cell data for generality. 393 

The results shown in Table 4, indicate that the methodology is reproducible. The model performs 394 

responds well to the change in the test equipment. Considering the model is trained by all the data 395 

points of the EIS curve, the average error of prediction for the 5 cases is 2.9%, while the RMSE is equal 396 

to 1.59%. Considering that the RMSE of the trained model via original dataset was actually 1.1096% 397 

these values are very much desirable. For the second model trained based on the features described 398 

in Table 1, the average prediction error for the 5 conditions is 4.25%, while the RMSE by average is 399 

1.91%. Comparing the feature-based and full point models reveals that the full-point model is more 400 

robust to the change in the testing equipment, which is believed to be due to its ability in 401 

generalisation because of the larger volume of information that it receives during training (61 data 402 

points) compared to the 7 data points of the feature-based configuration.  403 

V.III SoC and Temperature contributions 404 

The characterisation of second-life Lithium-ion batteries is a complex process which is affected by 405 

various factors such as the cells temperature, their SoC, their ageing history, the first life conditions as 406 

well as storage conditions. Measuring and quantifying all these factors is costly and non-practical 407 

specially when it comes to high volumes of cells and systems received from the provider. To realise 408 

the significance of each factor and its impact on the accuracy of the estimated SoH, an in-depth feature 409 

contribution analysis is crucial. In this section, the contribution of SoC and temperature on the 410 

predicted SoH accuracy is quantified. For this purpose, first the model is trained with all the predictors, 411 

which is SoC, temperature and all EIS datapoints, then various attempts have been made to train the 412 

model with a different set of predictors. A case involving only SoC and EIS data (without temperature), 413 

a case with temperature and EIS data (without SoC), and finally a case with only the EIS data (omitting 414 

SoC and Temperature) is created. A summary of the accuracy metrics of the models is provided at 415 

Figure 12. According to the comparative results, the model with full predictors has the best 416 

performance (lowest errors and highest R2). Considering the model with all predictors as the baseline, 417 

it can easily be seen that removing the temperature from the predictor pool increases the prediction 418 

RMSE by about 12.84% and decreases the R2 value by 0.77. A model without SoC increases the RMSE 419 

by 19.96% while reducing the R2 by 1.09. 420 

 421 
Figure 12. The impact of SoC and Temperature on the SoH prediction model performance 422 

A model without SoC and temperature leads to predictions with about 22.21% higher RMSE and circa 423 

1.50 lower R2 which is the poorest performance. Considering the accuracy indices reported above, the 424 

temperature and SoC play an important role in the predictability of the SoH values. Comparing the 425 
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two cases that work without SoC or temperature as predictors, it is clear that SoC is a more 426 

contributing factor to the accuracy of the model than temperature. This contribution analysis is crucial 427 

when dealing with limitations regarding the measurements of SoC or temperature of cells for their 428 

SoH estimation. In summary the SoC and temperature measurements are not necessary to be 429 

obtained if the error levels of SoH prediction are considered tolerable or acceptable by the application 430 

engineers during the characterisation process.   431 

V.VI ML conflicts and limitations 432 

Generally, when it comes to the application of machine learning techniques for discoveries regarding 433 

engineering problems, including those within the context of energy storage systems and Li-ion 434 

batteries, three major challenges arise that need to be addressed reasonably to gain the confidence 435 

of users. According to the literature and expert’s view [52], these contradictions are about the three 436 

following items. In this section is it explained how each item has been addressed in this study. 437 

• Data and Sample Size 438 

The second-life battery state of health is affected by a wide variety of factors such as its first life 439 

conditions, storage conditions, its state of health, ageing mechanism and many more; however, it is 440 

very costly and resource consuming to measurement and quantify all the mentioned factors. In a pilot 441 

or laboratory scale characterisation line such as what is available in WMG, University of Warwick, it 442 

has taken about 10 months to gather data for about 325 cases (for 35 cells). This time has been 443 

invested to make sure that a reasonable volume of data is available to train the machine learning 444 

models and make conclusions as general as possible. Furthermore, a second dataset is created for 445 

validation purposes in a different testing condition than the original one used for model creation, and 446 

a feature contribution analysis is performed to ease the decision making regarding the quantification 447 

of less important variables for larger-scale experiments. 448 

• Complexity, Accuracy, and Ease of Use 449 

When it comes to the state of health estimation of Li-ion batteries, selecting the model configuration 450 

and specially its hyperparameters are a major concern due to the nonlinear interconnections between 451 

the factors and the response of cells. The strongest model if not tuned and optimised properly might 452 

not be able to generalise the decisions from the training to the validation and test scenarios. In 453 

general, linear models such as support vector machine with linear kernels, or simpler models such as 454 

decision trees, although easy to train and use, usually have low accuracy and limited capability for 455 

interpretability. Therefore, the application of more complex models is inevitable in this case. In this 456 

study the GPR models are utilised to achieve a reasonable accuracy in balance with model training 457 

complexities. For the maximum performance, Bayesian optimisation is utilised for the automatic 458 

tuning of hyperparameters. The Bayesian optimisation technique while might be resource demanding 459 

during the training process, is not raising a particular concern for this problem as the training of such 460 

models usually take place in an offline configuration and only the model deployment which does not 461 

have a specific resource requirement takes place in real-time.  462 

• Learning results and domain expert knowledge 463 

While ML models have been in wide use for the prediction of characteristics for lithium-ion related 464 

problems, it is still a challenge to effectively include the prior knowledge of domain experts in models. 465 

In this study, the authors have tried to incorporate this knowledge during the data collection, and 466 
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preparation stage of modelling and via expert-led feature engineering. It is worth mentioning that the 467 

findings of this research were mostly in one of the two categories, 1) results that our experts had an 468 

empirical prior expectation and understanding of those, and this research helped to quantify those, 469 

such as the contribution of temperate and SoC to the SoH and their relative importance. 2) results 470 

that were new to the experts such as the impact of measurement noise, testing conditions (EIS testing 471 

equipment and cooling mechanism) on the response, which can initiate new lines of research for 472 

future investigations. In general, it is acknowledged that creating a systematic approach for a weighted 473 

and scored inclusion of expert knowledge is imperative, however, this requires extensive research and 474 

it currently out of the scopes of our study.  475 

VI. Conclusions 476 

In this research, the prediction of the li-ion battery SoH using the EIS measurements and ML 477 

approaches is addressed. This study is built upon a large number of experimental cases, 325 cases, by 478 

taking into account the cell impedance across a desired range of frequencies between 10 mHz to 10 479 

KHz, the effect of cell-to-cell variation, the cell state of charge, temperature, as well as characterisation 480 

uncertainties. It links the SoH of cells to their EIS features at various experimental equipment 481 

uncertainties and measurements noises. The methodology for creating the model beside the 482 

approaches taken for uncertainty and robustness analysis are the main novelties of this study in the 483 

context of Li-ion battery SoH estimation. Linking back to the research questions listed in the 484 

introduction section, the following observations and findings can be summarised after this study.  485 

• The EIS data beside the conditioning information can be directly used to predict the SoH of cells 486 

with an accuracy up to 98.89%. Feature extraction and engineering can also be utilised for building 487 

a ML model, in such case the accuracy drops to 98.86% which is still very desirable. This accuracy 488 

reduction is due to the lost information when the EIS data are compressed from 61 frequency 489 

points into only 7 features. If the training time is factored in, then the full EIS model is more 490 

complex to be optimised with a training time of about 50 times higher than the feature-based 491 

model. But and if the robustness of model is factored in, the full point model is more efficient than 492 

the feature-based model (accuracy of 98.41% for new data set compared to 98.09%). Considering 493 

the trade-off between accuracy, robustness, and the training effort, one model can be preferred 494 

over the other one in a particular application. The accuracy obtained by either model implies that 495 

the ML-based approaches can facilitate an accelerated SoH estimation method with a reasonable 496 

effort. 497 

• It is important that the model for SoH prediction be able to generalise the predictions from the 498 

training data set to the new data sets. To provide this capability, considering a cross validation 499 

approach during the training is necessary as it helps optimising the model’s hyperparameters by 500 

virtually creating a larger data set and considering each data point for validation at least once. 501 

Testing the model’s performance against a new dataset that was collected through a different 502 

experimental equipment and under a different cooling mechanism showed that the ML model is 503 

performing well with an error below 1.56% (case study 1) and 1.91% (case study 2). Further analysis 504 

showed that model is also robust to the measurement noise of up to 7.8% of the nominal EIS 505 

datapoints. This quantifies the level of noise that is tolerable when transferring the modelling 506 

technology from one application to another where the quality of measuring equipment is not 507 

necessarily the same.  508 

• It is obvious that the SoH prediction accuracy depends on the information that is collected from 509 

the cells for their impedance, temperature, and SoH. Considering the effort and resource required 510 

for collecting this information, it is very valuable to be able to quantify each factor’s impact on the 511 
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model accuracy. Through separating the impact of SoC and temperature on the model 512 

performance, it was noted that the model is has its best performance with both features, and the 513 

contribution of SoC to the model accuracy is higher than that of temperature. This means that in 514 

case of resource limitation, the SoC characterisation should be prioritised to the temperature 515 

measurements. It was also witnessed the model’s performance is not the same across various SoC 516 

and temperatures. According to the analysis, the ML model has the largest median of the prediction 517 

error is at 20% SoC and 15 oC, which is believed to be due to the impact of other factors, such as 518 

the type of again mechanisms, that have not taken into account or quantifies at low SoC or 519 

temperatures.   520 

The main future work planned in this research direction is about including further factors in cell 521 

characterisation for its SoH estimation. Factoring in the cell’s first life information, such as the charge 522 

and discharge scenarios, the storage conditions and calender ageing is believed to enhance the model 523 

accuracy. However, this requires an agreement between the cell providers after their first life and the 524 

researchers in terms of data sharing and management. Another interesting direction for future studies 525 

in the application of ML models and EIS tests for online estimation of SoH. In such case the 526 

combination of the in-operando EIS test [21], and the proposed methodology for ML model creation 527 

could be a fair solution. 528 

Supplementary Information 529 

The experimental data of this study will be available through a data in Brief Submission. Contact 530 

Authors for further information. 531 
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