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#### Abstract

Join queries are a fundamental database tool, capturing a range of tasks that involve linking heterogeneous data sources. However, with massive table sizes, it is often impractical to keep these in memory, and we can only take one or few streaming passes over them. Moreover, building out the full join result (e.g., linking heterogeneous data sources along quasi-identifiers) can lead to a combinatorial explosion of results due to many-to-many links. Random sampling is a natural tool to boil this oversized result down to a representative subset with well-understood statistical properties, but turns out to be a challenging task due to the combinatorial nature of the sampling domain. Existing techniques in the literature focus solely on the setting with tabular data residing in main memory, and do not address aspects such as stream operation, weighted sampling and more general join operators that are urgently needed in a modern data processing context. The main contribution of this work is to meet these needs with more lightweight practical approaches. First, a bijection between the sampling problem and a graph problem is introduced to support weighted sampling and common join operators. Second, the sampling techniques are refined to minimise the number of streaming passes. Third, techniques are presented to deal with very large tables under limited memory. Finally, the proposed techniques are compared to existing approaches that rely on database indices and the results indicate substantial memory savings, reduced runtimes for ad-hoc queries and competitive amortised runtimes. All pertinent code and data can be found at: https://github.com/shekelyan/weightedjoinsampling


## 1 INTRODUCTION

foins are best known for their central role in relational databases (to splice tables back together after decomposing them to reduce data redundancy), but joins in the more general sense link sets of entities [14] and are ubiquitous across many fundamental analytics tasks such as entity matching [5, 72], record linkage $[13,15,34]$ and similarity joins [76, 77]. As modern applications link together more and more data sources comprised of more and more entities, computing the join becomes very costly. The cost becomes prohibitive in the presence of many-to-many links that inflate the join cardinality to astronomical sizes (cf. Table 2).

[^0]Many-to-many links occur routinely in record linkage with nonunique quasi-identifiers.Handling such massive joins is therefore a challenging problem for modern data management systems. As data sizes only increase, prior work makes a compelling case for working with approximate representations of data, chief among which is sampling. That is, we seek some representative sample of the result of a join query which can be used as a surrogate for the full result in downstream processing and analytics. For example, approximate query processing engines, like QuickR [33] and VerdictDB [53] depend on such samplers to handle joins. Similarly, ML-based Approximate Query Processing (AQP) engines like DBEst [45] and DBEst++ [44] as well as Learned Selectivity Estimation methods, such as NeuroCard [73] explicitly depend on such sampling algorithms to handle joins. The questions we study in this paper are whether sampling can avoid the high costs of computing join queries, and how sampling can be achieved with data-dependant sampling probabilities (weights). Although efficiently collecting random samples for a single base table is trivial, collecting a weighted random sample over a join of tables remains a formidable challenge.

Random sampling is a common answer in knowledge discovery and mining tasks $[16,32,43,66,70$ ] to reduce these astronomical sizes to something manageable without having to sacrifice inference capabilities over the data population. However, it is not possible to obtain a random sample over joins by leveraging standard sampling methods. Applying sampling to the result of the full join is impractical, due to the high cost of performing the join, while trying to apply the join to samples of the data sources does not yield a meaningful distribution over join tuples [10]. In many cases, it is desirable to draw a sample according to weights defined by the data. Sampling with probabilities proportional to weights is inherent in a number of applications that cannot be solved with uniform sampling, such as

- Stratified Sampling / Join over Selections. Join rows violating column-wise selection predicates can be assigned a weight of zero via column-based weights. Hence, weighted sampling can be used to collect stratified samples, e.g., as needed by AQP systems [9, 33, 53].
- Probability proportional to size (PPS) sampling. A common sampling design that samples records that relate to larger groups proportionately more often [52, 56, 62].
- Data exploration. Weighted sampling enable smoother types of selection (as a function of data values) without a hard cut-off,which allows to prioritise more relevant entries, e.g., featuring larger sales volumes, more recent sales or sales closer to a location. Similarly, one can sample outliers by weighting expected entries lower. Thus, weighted sampling is utilised for scientific discovery in observational data [61].
- Aggregations. Weighted sampling can be more accurate for aggregations on attribute values. For instance, a random sample biased towards larger values may be more accurate for aggregate functions such as SUM. Unequal sampling probabilities are widely used for statistical estimators [7, 59].
- Privacy-Protection. In privacy-preservation frameworks for query-answering such as differential privacy [19] with numerous database applications [18, 38, 47, 50], differentially private selection over joins requires weighted sampling over joins (cf. Appendix C for details).

Weighted sampling is a common requirement across many applications. For instance, optimal sub-sampling [65, 67-69, 75] for regression tasks, weighted bootstrap [36, 46], proportional-tosize sampling designs [52, 56, 62], statistical estimators [7,59] and data analytics [61, 65, 67-69, 75] require support for weighted random sampling where probabilities are proportional to weights. Supporting weighted sampling also immediately enables support for stratified sampling and filtering entities based on selection predicates.

Streaming access to data is a desirable way to handle the large volumes of data that can arise in data processing. Ideally, we would process each stream of data once only with a single linear pass. This applies particularly to data consisting of very large data items, e.g., multimedia content, high-dimensional vectors, tabular data or documents. As we show below, guaranteeing one pass for every stream is not possible, and so we seek methods which take as few passes over the data as possible, so the data must be stored. Note that streaming passes over data can be much more efficient than allowing random access via indices. In our empirical study we compare against methods that do not operate in the streaming setting, and show that they incur higher computational costs.

As a specific motivating example, consider a common scenario in commerce where we process a very large number of transactions within orders that are linked to items with various properties (price, weight, tax band etc.) and their corresponding suppliers, and separately to customers with location and demographic information. Several analytic queries can be expressed as joins over these inputs, and a weighted sample is needed. For instance, we might want to understand the patterns of demand for goods between different pairs of countries, where the sampling probability is weighted by the value of the order. In this setting, it is reasonable to assume that we can make multiple accesses to the tables with details of customers and suppliers, but due to its size we should only make streaming access to the transactions as they arrive.

Existing join sampling methods do not address these requirements. Most approaches from the relevant literature employ some sampling heuristic that does not follow any statistically useful sampling design [2, 11, 27, 28, 30, 33, 41, 42] and those that follow a sampling design $[10,78]$ only support equal probability sampling, presume the data to reside pre-indexed in main memory and only support basic join operators. As the basic ideas rely on long-known structural properties of acyclic joins [74], one can either try to extend these equal-probability approaches, or revisit the question from first principles. Our main contributions are:

- Weighted sampling over linked data via a multipartite graph formulation of joins (Section 3) that provides support for a variety of join operators.
- A one-pass/two-pass sampler via an online multinomial sampler (Section 4)
- A multi-pass sampler enabling sub-linear memory footprints via internal sampling, hashing gambit and rejection sampling for many-to-one links (Section 5)
- A comprehensive experimental comparison with non-stream methods (Section 7), which only support equal probability sampling.
In summary, our streaming-friendly algorithms are lightweight to implement, and do not require indices or other preprocessing. They take one or a few passes over the input data, and produce an unbiased weighted sample. Our experiments show that these are fast in practice, making it practical to draw fixed-sized samples over arbitrarily large joins.


## 2 FORMAL PROBLEM SETTING

### 2.1 Weighted Sampling over Linked Data

In what follows, we describe our results in terms of data that is accessed as a stream of tuples, and analyze the number of passes through the streams that are needed. We are particularly interested in what is (or is not) possible to achieve with a constant number of passes through the data.

Definition 2.1 (data stream join). Let $A$ and $B$ be two data streams and link $(\alpha, \beta)$ be a link predicate link : $A \times B \rightarrow\{0,1\}$.

$$
\begin{aligned}
& A \bowtie B=\{(\alpha, \beta) \mid \alpha \in A, \beta \in B, \operatorname{LINK}(\alpha, \beta)\} \\
& A \ltimes B=\{\alpha \mid \alpha \in A, \exists \beta \in B: \operatorname{Link}(\alpha, \beta)\} \\
& A \triangleright B=\{\alpha \mid \alpha \in A, \nexists \beta \in B: \operatorname{Link}(\alpha, \beta)\} \\
& (\bowtie, \ltimes, \triangleright \text { are inner, semi, anti joins) } \\
& A \beth B=A \bowtie B \cup\left\{\left(a, \emptyset_{B}\right) \mid \alpha \in A, \nexists \beta \in B: \operatorname{LINK}(\alpha, \beta)\right\} \\
& A D \subseteq B=A \beth \boxtimes B \cup\left\{\left(\emptyset_{A}, \beta\right) \mid \beta \in B, \nexists \alpha \in A: \operatorname{link}(\alpha, \beta)\right\} \\
& A \bowtie B=A \bowtie B \cup\left\{\left(\emptyset_{A}, \beta\right) \mid \beta \in B, \nexists \alpha \in A: \operatorname{Link}(\alpha, \beta)\right\} \\
& \text { ( } \triangle, \perp \propto, \bowtie \simeq \text { are left, full, right outer joins) }
\end{aligned}
$$

The link functions are presumed to take the form $\operatorname{link}(\alpha, \beta)=$ $(f(\alpha)=g(\beta))$ with functions $f: A \rightarrow \mathbb{R}, g: B \rightarrow \mathbb{R}$. The function values of $f$ and $g$ are for instance often simply join attribute values, but we will refer to them more generally as "link values". The equality operator (=) can also be replaced with some inequality operator ( $<,>, \leq, \geq, \neq$ ). This corresponds to equi-joins and theta joins in relational databases. A special case of interest is if $|\{\beta|\beta \in B, \operatorname{LINK}(\alpha, \beta)|\}|=1$ for any $\alpha \in A$. It allows to treat the two item sets $A$ and $B$ as a single entity set $C$ that pairs each $a \in A$ with the single link partner in $B$. Such one-to-one or many-to-one linkages are most common in relational databases, where they occur routinely to splice the normalized tables back together, i.e., joins along foreign keys.

Definition 2.2. A weighted sample over the data stream join $((A \otimes B) \otimes \ldots) \otimes G$ with $\otimes \in\{\bowtie, \rrbracket, \perp \subseteq, \bowtie, \ltimes, \triangleright\}$ is a multinomial sample with $\operatorname{Pr}(\alpha, \beta, \ldots, \gamma) \propto w(\alpha) \cdot w(\beta) \cdot \ldots \cdot w(\gamma)$ for any item tuple $(\alpha, \beta, \ldots, \gamma)$ with $\alpha \in A, \beta \in B, \ldots, \gamma \in G$.

In this work, weights are per-item, probabilities are proportional to weights and with-replacement/multinomial sampling [ $6,17,22,29,35,58]$ is employed. As in Poisson sampling, elements are drawn independently from each other, but unlike poisson sampling the sampling size is fixed and repeated samples may occur.

Our results apply to any acyclic join query that can be specified. As a limitation, cyclic joins (allowing links to form cycles) are left as an open problem. All prior works that claim to handle cyclic joins relax the join $C$ to some suitable acyclic join $\mathcal{A}$ [60, 78] akin to Chow-Liu trees [12] which means only a fraction $\frac{|C|}{|\mathcal{A}|}$ comprises valid samples. As $\frac{|C|}{|\mathcal{A}|}$ can be arbitrarily small, it can require arbitarily large sample sizes that may be difficult to support in a streaming setting.

### 2.2 Lower Bounds for Data Stream Joins

In this section, we study how efficiently we can obtain a join sample. Ideally, we would like to do so with only a single pass over each relation. However, we show that this is not possible: joining a pair of one-pass streams typically requires any algorithm to fully record one of the streams.

Theorem 2.3 (one-pass memory lower bound). Let $A$ and $B$ be two one-pass data streams, i.e., both stream by just once. Let DISTINCT be the minimal number of distinct link values of $A$ and $B$, $|S A M P L E|$ be the sample size. Then collecting a multinomial sample (with non-zero probabilities) of the data stream join $A \bowtie B$ requires storing $\Omega(\min \{|A|+|B|$, DISTINCT $\cdot \mid$ SAMPLE $\mid\})$ stream items.

The proof can be found in Appendix B. 1 and relies on the well-known communication complexity lower bound for the index problem [39]. The proof follows by expressing the task as a communication between Alice and Bob [57] (representing here the two streams $A$ and $B$ ). Instead of the bit string from the index problem, Alice has a weighted random sample of items associated with each link value. Instead of an index, Bob has one item with a specific link value. Then, instead of selecting the bit with Bob's index, the task is to select the weighted random sample for the link value that matches Bob's item. Following this mapping, in place of sending $\operatorname{Bob} \Omega(1)$ bits per index, Alice has to send $\operatorname{Bob} \Omega(1)$ weighted random samples for each link value (or simply all stream items). The proof follows since if Alice and Bob could solve the sampling problem, they would also solve the INDEX problem, and so is subject to the corresponding lower bound.

When we seek a small sample, and there are only a few link values, Theorem 5.1 shows that we can obtain all relevant stream items for the join in just one pass. But in general the sampling lower bound presents a limit on what is achievable. Nevertheless, with a slight relaxation we can achieve space-efficient algorithms that take few streaming passes. We propose a compromise where we take two passes through most streams (or store them in memory), but only a single pass through one of the streams typically, we will choose this to be the largest data stream. We refer to this as the one*-pass setting, and define it formally as follows:

Definition 2.4 (one*-pass sampler). Let $A$ be a data stream that passes by just once and $B, \ldots, G$ be streams that pass by once before $A$ and once after $A$. Then a one*-pass sampler collects a multinomial sample of the data stream join $A \bowtie B \bowtie \ldots \bowtie G$.

Note that working in this setting is not a restriction: if we can show algorithms that adhere to the one*-pass model, it only means that they require very few passes over the data. In our experiments, we compare to methods outside of this model, and show that our one*-pass and few-pass algorithms can be much more efficient. We next give a lower bound that places a precise limit on what can be achieved in the one*-pass model.


Figure 1: Running example: Join of six data streams $(F A \bowtie \bowtie A B \ltimes B C \ltimes C D) \bowtie B G \bowtie G H$ linked along attributes $A, B, C, D, F, G, H$.

Theorem 2.5 (one*-pass memory lower bound). A one*-pass sampler over $A \bowtie B \bowtie \ldots \bowtie G$ requires $\Omega$ (DISTINCT) bits of memory where DISTINCT is the number of distinct link values appearing in the streams $B, \ldots, G$.

A full proof can be found in Appendix B.2. The gap between Theorems 2.3 and 2.5 can be understood as follows. If we consider a stream containing $N$ items each representable with $O(b)$ bits, where all link values are distinct, Theorem 2.3 means that pure one-pass streaming setting requires $\Omega(N b)$ bits of storage. Meanwhile, in the one*-pass setting we will be able to work with only $O(N)$ bits, which can be a big difference in practice.

### 2.3 Running Example throughout this Work

We will use a running example of a join across six different relations, shown in Figure 1. The streams are named after the item properties/quasi-identifiers, e.g., $A B$ is named after the item properties $A$ and $B$ and $B C$ after properties $B$ and $C$ such that one can join both streams using a link function that requires the values to match for $B$. In the example, the two relations $B G$ and $G H$ have many-to-one relations and all items are chosen to have weight 1 . Such cases can be easier to handle, and so may be omitted in some discussions.

Why join sampling? Think of $F A, C D, G H$ as information sources about entities such as people, accounts, institutions and financial transactions. The sources can only be linked via $A B, B C$ and $B G$ that serve as imperfect "translation tables" that relate the various pseudo-identifiers ( $A, B, C, G$ ) with each other (e.g., names and key dates/locations relating to those entities). Materialising the full join is not feasible, because the join contains all possible linkage combinations, i.e., the join result becomes astronomically large and impossible to enumerate. An easy to interpret random sample can be obtained without materialising the full join.

Why join sampling over streams? As we are joining three very large information sources ( $F A, C D, G H$ ) from different parties, we are strongly motivated to minimise the access to the data: it may be unfeasible or even disallowed to create local copies of them. We therefore seek methods that require one or at most a small constant number of streaming accesses to the data sources.

Why weighted join sampling over streams? A uniform sample over the join is often not meaningful, because it weighs entities more heavily just because they are linked to more entities, which does not necessarily correlate with their true importance. Instead, we can specify sampling probabilities based on other factors of the input items, such as their value or confidence (which if based on sensitive user data calls for privacy-preserving methods as in Appendix C).

## 3 MULTIPARTITE GRAPH FORMULATION

```
Algorithm 1: Group Weights
    1 Let \(G=(V, E)\) be a multipartite graph corresponding to
    the join query and \(w(\tau)\) be a node \(\tau\) 's label.
    Let \(\operatorname{Root}(V)=\mathcal{A} \subseteq V\) be the item node partition of the
    join query's main table.
3 Let PARENT \(\mathcal{A}\left(\mathcal{T}, V^{\prime}\right)\) be all neighbouring link node
    partitions in \(V^{\prime}\) closer to \(\mathcal{A}\) than \(\mathcal{T}\).
    4 Let Children \(\mathcal{A}\left(\mathcal{T}, V^{\prime}\right)\) be all neighbouring link node
    partitions in \(V^{\prime}\) further away from \(\mathcal{A}\) than \(\mathcal{T}\).
    5 Let leafs \(\mathcal{A}\left(V^{\prime}\right)\) be all item node partitions in \(V^{\prime}\) furthest
    away from \(\mathcal{A}\), excluding \(\mathcal{A}\).
    Initiate \(V^{\prime}\) as \(V\).
    while \(\left|L E A F S_{\mathcal{A}}\left(V^{\prime}\right)\right|>0\) do
        Pick an item node partition \(\mathcal{T} \in\) Leafs \(_{\mathcal{A}}\left(V^{\prime}\right)\)
        Let \(\mathcal{J}_{0}=\operatorname{PARENT}_{\mathcal{H}}\left(\mathcal{T}, V^{\prime}\right)\).
        Set the label of all nodes in \(\mathcal{J}_{0}\) to \(-\infty\)
        foreach item node \(\tau \in \mathcal{T}\) do
            Initiate \(W\) as 1
            foreach link node part. \(\mathcal{J} \in \operatorname{CHILDREN}_{\mathcal{A}}\left(\mathcal{T}, V^{\prime}\right)\)
                do
                    Let \(W_{\mathcal{J}}\) be the label of \(j \in \mathcal{J}\) connected to \(\tau\)
                    Multiply \(W\) by \(W_{\mathcal{J}}\).
            end
            Let \(W_{\mathcal{J}_{0}}\) be the label of \(j \in \mathcal{J}_{0}\) connected to \(\tau\)
            if \(W_{\mathcal{J}_{0}}=-\infty\) then Set \(W_{\mathcal{J}_{0}}\) to 0
            Add \(w(\tau) W\) to \(W_{\mathcal{J}_{0}}\).
        end
        Remove item node partition \(\mathcal{T}\) from \(V^{\prime}\)
        foreach link node partition \(\mathcal{J} \in \operatorname{CHILDREN}_{\mathcal{A}}\left(\mathcal{T}, V^{\prime}\right)\)
            do
            Remove link node partition \(\mathcal{J}\) from \(V^{\prime}\)
        end
        Replace all labels \(-\infty\) with \(w\left(\emptyset_{\mathcal{T}}\right)\) for nodes in \(\mathcal{J}_{0}\)
    end
```


### 3.1 Bijection between Join Results and Partition-Spanning Trees in Multipartite Graphs.

In order to more easily reason about not just inner joins, but also outer joins, it is useful to formulate the join operation through a graph, where items and links form a multipartite graph with one partition of nodes per stream and one partition of nodes between any linked pair of streams.

An example of such a multipartite graph for a two stream join can be found in Figure 2. The nodes of the graph are:

(a) Each link node is the root of (b) Weights of each sub-tree are a sub-tree (left to right). transferred into a link node.

Figure 2: Graph formulation for join of two streams.

- Item nodes: Each stream is a set of nodes, one node for each stream item, e.g., there is a node for item $\alpha_{1} \in A B$.
- Null nodes: null nodes for outer joins are an additional "dummy" stream item, e.g., $\emptyset_{A B}$ for stream $A B$.
- Item node labels: Each item and null node is labelled with a weight, e.g., $w\left(\alpha_{1}\right)$ and $w\left(\emptyset_{A B}\right)$.
- Link nodes: Each link attribute is a set of nodes, one node for each attribute value, e.g., $b_{1}$.
- Link node labels: Each link node is initially labelled with the value 1 , e.g., the node for $b_{1}$ has a label 1 .
As join operators are not necessarily symmetrical, there is a "left" and a "right" side. The edges of the graph potentially connect link nodes with item nodes that satisfy the link predicate, but it depends on the join operator if they do:
- Each link node for $\beth \bowtie, \pitchfork \Sigma, ~ \searrow \Sigma$ and $\bowtie$ is connected to each matching item node.
- Each link node for $\ltimes I$ and $\triangle I$ that is not connected to any item node on the left side is connected to the left null node.
- Each link node for $\triangle \Perp$ and $\ X$ that is not connected to any item node on the left side is connected to the right null node.
- Each link node for $\ltimes$ has label 0 if there is no match on the right side.
- Each link node for $\triangleright$ has label 0 if there is a match on the right side.
This simply means left outer joins ( $\searrow$ ) allow null items on the right side and right outer joins ( $\ltimes$ ) on the left side, while full outer joins allow them on either side ( $\triangle \times 1$ ). Semi-joins $(\ltimes)$ and anti-joins ( $\triangleright$ ) are filters that change the weight of a link node if there is a match on the right side. For semi-joins and anti-joins the right side partitions are removed after determining the link node labels.

The main motivation for this formulation is that each tree that spans all partitions corresponds to a linked set of items:

Definition 3.1. A partition-spanning tree of a multipartite graph is a connected subgraph that contains exactly one node in each partition.

The weighted sampling problem can then be posed via the multipartite graph formulation:

Definition 3.2. Weighted Sampling over Joins independently draws $n$ partition-spanning trees with probabilities proportional


Figure 3: Algorithm 1's iterations (Lines 7-26) preserve weights of linked item trees, but simplify the graph by removing partitions.
to the product of their node weights if they contain at least one item node and probability 0 if they only contain null nodes.

### 3.2 Sampling partition-spanning trees via Ancestral Sampling.

As there are as many partition-spanning trees as join results, some technique is needed to reduce the complexity. As each partition-spanning tree is sampled with probabilities proportional to their weight, any group of trees will be sampled with probabilities proportional to their sum of weights. Thus, one can sample the partition-spanning tree step-by-step rather than in one go, which makes it possible to achieve a sub-linear complexity in the number of partition-spanning trees. The step-by-step sampling corresponds to ancestral sampling [24,37] from a Bayesian Network (BN) where each item node corresponds to a BN node and the transition probability of two BN nodes is proportional to the sum of weights of their ancestors (here extensions of the partition-spanning tree to additional partitions). For any acyclic join, one can choose any partition as a root, build a directed acyclic graph (DAG) with edges pointing away from the root (as in Figure 1) and traverse the partitions in a breadth-first manner. Due to the lack of cycles in the join, only directly connected partitions (parent and child nodes) can have join conditions with each other, which for the sampling translates to conditional independence between all partitions that are not in parent-child relationships. Thus, after sampling a parent partition (e.g., $A B$ ), its child partitions (e.g., $F A, B C, B G$ ) are sampled independently. While in Figure 1 there is just one partition with multiple children, the approach works similarly when multiple partitions have more than one child. Once all partitions on the same level (partitions with same distance to the root) are sampled, their ancestors (partitions closer to the root) do not need to be revisited.

### 3.3 Group Weight Algorithm.

The basic idea of the efficient algorithm is to group all partitionspanning trees that have the same root and then sample such a root-group. The challenge left to solve is how to compute the sum of weights of each root-group. The right side of Figure 2 shows the most crucial primitive for this purpose. The operation sums the weights of all sub-trees of each link node and adds it as a new label of the link node. Such an operation can be implemented through a linear-time sequential scan of $B C$ and generating a hash table of $B$-values contained in $B C$ where each entry holds the sum of observed weights of each $B$-value. As a second step, one can scan $A B$, which holds the root nodes. Now, for each item $\alpha_{i} \in A B$ with link value $b_{j}$ one can look up the sum of sub-tree weights $W\left(b_{j}\right)$ in the hash table entry of the key $b_{j}$. The total
weight of all groups that contain $\alpha_{i}$ is then $w\left(\alpha_{i}\right) W\left(b_{j}\right)$. If $B C$ is not a leaf node, one simply recursively continues this procedure to compute the weights of $B C$ until the leaf nodes are reached. Once a group with $\alpha_{i}$ as a root node is sampled with probability proportional to its total weight, one can continue in a similar fashion with the children nodes (adjacent nodes in the graph facing away from the main stream), until the full tree is obtained. Semi-joins, anti-joins and selections can be supported through weights, which is detailed later.

Algorithm 1 describes how the group weights can be obtained for general multi-way joins. Figure 3 applies the algorithm for the running example. $A B$ serves as the main stream (see Line 2), such that the parent moves closer to $A B$ (Line 3) and child nodes move further away from $A B$ (Line 4), while leaves such as $C D$ are on the outskirts furthest away from $A B$ (Line 5). The algorithm processes a new stream in each iteration (Lines 7-26). It makes a single stream pass over the items of the new stream (Lines 11-20), computes the total weight of the sub-trees rooted at the item (Lines 12-16) and adds this sub-tree weight multiplied by its own weight $w(\tau)$ to the parent link node (Lines 17-19). After the new stream has been processed it is removed from further consideration (Lines 21-23) and the algorithm goes back to Line 7 and terminates when no more streams are left for consideration. After termination, each item node $\tau$ of the main stream is linked to multiple link nodes and the product of the link node labels multiplied by $w(\tau)$ yields the total weight of all partition-spanning trees containing $\tau$.

### 3.4 Hash Table Implementation.

The algorithm can be implemented with a hash table $H_{\mathcal{J}}$ for each link node partition $\mathcal{J}$ to allow an efficient lookup of the adjacent link node for a item node based on the link value. Note that if all item nodes except a few have the same label, one only keeps entries for the exceptions and maintains a default value for the rest. Hash table entries for a stream can be computed in one scan that skips any items that do not satisfy the selection predicates. In case of a semi-join, the default value is 0 and entries are only equal to 1 for results of the semi join. While an anti-join can be as large as a stream, for sampling it can be supported via semi-join: for anti-joins the default value is 1 and entries are only equal to 0 for results of the semi join. Theta/non-equi-joins can also be easily supported. If the link condition is $\neq$, then in addition to the hash-table one needs to maintain the total weight of all hash-table entries. Then the weight for equi-joins can simply be subtracted from the total weight, to obtain the $\neq$-join weight. For theta joins with a binary operator $\odot \in\{<, \leq, \geq,>\}$ for the link condition, one can first obtain the equi-join hash table and then replace the values with cumulatives. This means that the entry
for each join attribute value $x$ holds the sum of weights of any equi-join entry $y$ that satisfies $y \odot x$. Additionally a binary search tree needs to be constructed to efficiently find the last value $y \odot x$ where $x$ is the queried value from a joining stream. Then the queried value can be rewritten as the last hash table value.

## 4 ONE ${ }^{*}$-PASS SAMPLER

In the previous section weighted join sampling has been mapped to the problem of sampling partition-spanning trees with probabilities proportional to their weight. In this section, we show how the sampling can be performed with few streaming passes over the input tables. Recall that in our notion of one*-pass sampling, we have one distinguished stream $A$ over which we take exactly one pass. We will make use of concepts from graphical models to express the sample probabilities. Specifically, for each other stream in the query, we can use conditional probabilities to express the desired sampling probabilities. Based on that, one can for each stream linked with the one-pass stream derive a Bayesian Network that can be used with ancestral sampling. For instance in the running example, we get for $\alpha \in A B, \beta \in B C, \delta \in$ $C D, \phi \in F A$ :

$$
\operatorname{Pr}(\beta, \delta, \phi \mid \alpha)=\operatorname{Pr}(\phi \mid \alpha) \operatorname{Pr}(\beta \mid \alpha) \operatorname{Pr}(\delta \mid \beta)
$$

For the many-to-one relations with uniform weights one can first independently select a random item $\gamma \in B G$ that links with $\alpha$ and then a random item $\chi \in G H$ that links with $\gamma$. As the task is to sample with probabilities proportional to $W(\tau)$, one can in a first stage perform a stream pass over the main table and collect a sample using the proposed online multinomial sampler from Section 4. After collecting the main table sample, this yields the sampled groups of result trees grouped by the main table row and it is left sampling within the groups. Thus, in each stage the rows in the sample are extended by the row of another table until all tables that participate in the join have been reached. The main table due to the online multinomial sampler from Section 4 is only scanned once, while all other tables are scanned twice. The remaining challenge is then to support weights over the one-pass stream. For this purpose an online multinomial sampler is needed.

### 4.1 Online Multinomial Sampler

```
Algorithm 2: General Online Multinomial Sampler
    Input: Let \(n, N \in \mathbb{N}\) with \(n \leq N\) and \(w_{1}, \ldots, w_{N} \in \mathbb{R}_{\geq 0}\).
    1 Let \(W=\sum_{i=1}^{N} w_{i}\) and \(K_{1}, \ldots, K_{N}\) be i.i.d. random
        variables with \(K_{i} \sim \operatorname{Unif}(0,1)^{\left(1 / w_{i}\right)}\) for any
        \(i \in\{1, \ldots, N\}\).
    Let \(K_{[1]} \leq K_{[2]} \leq \ldots \leq K_{[N]}\) be the order statistics of \(K\).
    Let \(S_{1}, \ldots, S_{n}\) be the indices of \(K\) 's first \(n\) order statistics,
        i.e., \(K_{S_{1}}=K_{[1]}, K_{S_{2}}=K_{[2]}, \ldots, K_{S_{n}}=K_{[n]}\).
    4 Select \(M_{1}=S_{1}\) and initiate \(m=2\) and \(j=1\)
    5 while \(j \leq n\) do
    \({ }^{6} \quad\) Select \(M_{j}\) according to \(\operatorname{Pr}\left(M_{j}=i\right)=\frac{w_{S_{i}}}{W}\) for any
        natural number \(i<j\) and
        \(\operatorname{Pr}\left(M_{j} \geq i\right)=W-\sum_{i=1}^{j-1} w_{S_{i}}\)
        if \(M_{j} \geq i\) then
            Select \(M_{j}=S_{m}\) and update \(m=m+1\).
        Update \(j=j+1\)
    Output: Multinomial sample \(M_{1}, \ldots, M_{n}\)
```

The online multinomial sampling problem (equivalent to the online weighted with-replacement problem) has been alluded to in the literature [20], but appears to not have been adequately solved. Note that unlike in [31] the weights here are real-valued and unlike in [63] only weights proportional to probabilities are available. The baseline technique from the literature would be to maintain an independent sampler for each element of the withreplacement sample, which clearly does not scale with larger sample sizes. Algorithm 2 proposes an online multinomial sampler based on an adaption of an existing sampling technique [21]:

Theorem 4.1. Let $n, N \in \mathbb{N}$ with $n \leq N, w_{1}, \ldots, w_{N} \in \mathbb{R}_{\geq 0}$ with $W=\sum_{i=1}^{N} w_{i}$. Then Algorithm 2 with weights $w_{1}, \ldots, w_{N}$ returns a multinomial sample with probabilities proportional to weights, i.e., each $M_{j}$ has $\operatorname{Pr}\left(M_{j}=i\right)=w_{i} / W$ for any $i \in$ $\{1, \ldots, N\}$.

Specifically, Lines 1-3 of Algorithm 2 can be implemented as weighted reservoir sampling by Efraimidis \& Spirakis [21] using $w_{1}, \ldots, w_{N}$ as item weights. The proof can be found in Appendix B. 3 and is based on the idea that one can use the ordered weighted sample without replacement as a pool for random items that have not been previously drawn. One then draws an independent element with probabilities proportional to weights at each step. Observe that after the first item is drawn, the probability of drawing one of the previous items again is simply proportional to the weights of those previous items. Thus, one needs to consider two cases. In one case the previously selected item is drawn again and in the other case a new random element is selected from the remaining population without the previously selected items. For the first case only the previously selected items are needed and for the second case only items are needed from an equally small ordered sample that can be obtained using existing techniques [21] which serves as a proxy for the population items.

### 4.2 Join Sampler for One*-Pass Stream Setting

```
Algorithm 3: One*-Pass Sampler
    Prepare Bayesian Network probabilities for streams
    linked with one-pass stream by doing one pass over
    those streams
    Initiate \(S_{1}, S_{2}, \ldots, S_{n}\) as weighted reservoir sample of size
    \(n\)
    Initiate total weight \(W_{\mathcal{P}}\) as 0 and multiset \(M\) as \(\}\)
    foreach stream item \(x\) with weight \(w(x)\) do
        Consider \(x\) for inclusion in \(S\) and add \(w(x)\) to \(W_{\mathcal{P}}\)
    Initiate total sample weight \(W_{M}\) as \(0, j\) as 1 and \(\ell\) as 1
    foreach \(j \in\{1, \ldots, n\}\) do
        Draw \(u \in[0,1]\) with \(\operatorname{Pr}(u) \propto 1\)
        if \(u<W_{M} / W\) then
            Set \(M_{j}\) to a randomly drawn \(M_{i} \in\left\{M_{1}, \ldots, M_{i-1}\right\}\)
            with \(\operatorname{Pr}\left(M_{i}\right) \propto w\left(M_{i}\right)\)
        else
            Add \(w\left(S_{\ell}\right)\) to \(W_{M}\), set \(M_{j}\) to \(S_{\ell}\) and set \(\ell\) to \(\ell+1\)
    13 Extend multinomial sample \(M_{1}, \ldots, M_{n}\) via ancestral
    sampling over Bayesian Network in another pass over
    those streams
```

Algorithm 3 then employs the online multinomial sampler to achieve a one*-pass join sampler, i.e., the main stream passes by once, whereas all other streams pass by once before and once after the main stream. The first step is to prepare the Bayesian Network probabilities based on the group weights using Algorithm 1. The second step is to collect a sample over the main stream (Lines 212). The third step is to use the Bayesian Network to extend the sample over the main stream. More specifically, in the graph formulation (see Figure 2), each item $\tau$ in the main stream sample is on the "left" side, connected to a link node in the "middle" that links to multiple item nodes on the "right" side. Then for each sampled main stream item, the task is to sample an item node on the "right" side with probabilities proportional to the group weight. Luckily, the total weights of the sub-trees have been previously computed and are readily available in the hash maps for the link nodes. As the total weight $W$ of the right side is known, one can for instance employ inversion sampling, i.e., draw a random number $u$ between 0 and $W$ and go through the right side stream until the total weight of observed items is more than $u$ and then pick the preceding item. This allows to collect all sample continuations of the main stream sample in one stream pass.

The runtime complexity of the one*-pass sampler is $O(k N \log N)$ for $k$ streams of length $N$, as each stream is passed a constant number of times (at most twice) and each stream item is processed in logarithmic time in the worst case (although, hash-based structures may yield performance on average that is constant time). The memory complexity is $O(D \cdot k)$ where $D \leq N$ is the maximal number of distinct link values per stream.

## 5 MULTI-PASS SAMPLER

In this section the one*-pass streaming is relaxed to achieve lower memory usage at the cost of potentially requiring additional stream passes.

### 5.1 Internal sampling for large streams with few distinct link values

Large streams with few link value combinations can be replaced by a sample per link value using the following theorem:

Theorem 5.1 (Internal Sampling). Let $A, B, \ldots, G$ be data streams. Let $A^{\prime}, B^{\prime}, \ldots, G^{\prime}$ be modified data streams, where any set of $m$ stream items with the same link values may be replaced by a with-replacement sample of $\min (n, m)$ stream items with probabilities proportional to weights. The weight of each sampled item $x$ is modified from $w(x)$ to $\frac{m}{n} w(x)$. Then a weighted sample over the join of $A^{\prime} \otimes B^{\prime} \otimes \ldots \otimes G^{\prime}$ with $\otimes \in\{\bowtie, ~ \searrow, ~ \beth \triangle, ~ \bowtie I, \ltimes, \triangleright\}$ has the same distribution as a weighted sample over $A \otimes B \otimes \ldots \otimes G$.

Proof. The modifications to the streams have the same effect as first drawing a sample from $A \otimes B \otimes \ldots \otimes G$ and then replacing all values with certain link value combinations (link value combinations pre-selected before drawing the sample) with random items with the similar link values proportional to weights. As items with similar link values are interchangeable with regards to what they link to and are still selected with probabilities proportional to weights, the probability distribution over all possible samples remains the same.

We can apply this technique when we know that there are few such link values - via domain knowledge, or from simply checking the data with an extra initial streaming pass. In the


Figure 4: Hierarchy of join results. Samples from any equihash join with superfluous elements purged (depicted in red) are ordinary samples from the equi join.
next section, we consider how to reduce the number of values by hashing, at the expense of increasing the number of samples needed.

### 5.2 Hashing gambit for small samples over many distinct link values

In the one*-pass sampler the memory complexity is proportional to the number of distinct link values. Thus, the basic idea is to reduce the number of distinct link values via hashing, which implements the same sampling method with potentially more stream passes (if the sample has to be large).

If the link condition is an equality and only a small sample is needed, one can efficiently deal with many distinct link values by reducing them to a smaller number of hash values. We call this the "hashing gambit", as it introduces superfluous join results that need to be rejected in order to gain the benefit of a smaller number of link values. The link function is for this purpose replaced from full equality to equality of hash values for a random hashing function.

Clearly, hash collisions link items together that are not actually linked, but those wrongly linked items can be simply purged at the end. In order to achieve a desired sample size, it can be necessary to generate more samples than before. A common source for a large number of distinct link values is when they are unique identifiers, in which case one can predict:

Lemma 5.2. Let $T_{1}, T_{2}, \ldots, T_{k}$ be $k$ streams with unique link values. Replacing the equality link with a hash-equality link using a universal hash function with universe of size $u$ is expected to have at most $2 m\left(\frac{m}{u}\right)^{k-1}$ superfluous results that are not present in $T_{1} \bowtie T_{2} \bowtie \ldots \bowtie T_{k}$ where $m=\max \left(\left|T_{1}\right|,\left|T_{2}\right|, \ldots,\left|T_{k}\right|\right)$.

Thus, as a heuristic, the hashing gambit will collect a $2\left(\frac{m}{u}\right)^{k-1}$ times larger sample for the hash-relaxed superset ( $m$ and $u$ as defined in Lemma 5.2), provided that it does not exceed the memory limit, as the join size is expected to be at least as large as the streams. As the parameter $k$ counts the streams where $u$ is much smaller than $m$, it is dependent on the choice of $u$. Thus, different choices of $u$ can be tried out (numerically) to find the best choice within the formula before the sampling commences.

While each stream pass of the multi-pass sampler has the same runtime complexity as the one*-pass sampler, the number of needed stream passes can vary to collect the full sample. The memory complexity of the multi-pass sampler is reduced to $O(u$. $k$ ) where $u$ is the chosen number of distinct hash values and $k$ is the number of tables.

### 5.3 Rejection sampling for joins with many-to-one links

A simple case to handle is that of many-to-one relations: this allows us to first sample from the "many" stream and then lookup the "one" entity in the other stream(s). If the weights are all equal, then this reduces to sampling from one stream and then joining the sample with the other streams. If the weights are not equal, one can either first proceed as if they were equal and afterwards employ rejection sampling to rectify inclusion probabilities, or one needs to find the group weights and treat the many-to-one join like a many-to-many join. The former is more memory efficient, whereas the latter is reliably fast. For the multi-pass sampler, we advocate the more memory efficient variant.

## 6 RELATED WORK

As discussed in the introduction, previous works on join sampling are proposed for simple random sampling (equi-weighted) in a database context $[10,60,78]$ or employ heuristics (lacking a principled statistical model) to sample from static joins [ $2,11,27,28,30,33,41,42,53]$ or joins of streams [3, 23, 55, 71]. Samples collected using heuristics do not follow any well-defined distribution and are either intended for targeted aggregations or selectivity estimation to more accurately predict the cost of query plans in database engines. Some also focus solely on simple many-to-one relationships between tables, i.e., foreign key joins that reunite tables from a normalised schema. Such approaches are equivalent to sampling from one table and then extending the sample using the other tables [1,25]. This sampling for many-to-one schemata corresponds to conventional sampling when uniform weights are applied. However, in the presence of weights or selection predicates it requires novel methods as presented in this work.

While prior join samplers [10, 48, 60, 78] internally use weighted sampling, externally the weights cannot be controlled and only uniform sampling is supported. The internal weighted sampling arises due to the structure of acyclic joins that makes it natural to sample each relation one by one (see next paragraph for more details). For instance, [48] internally uses Poisson sampling, i.e., a coin is flipped for each item and only items with successful flips are kept and each item can have varying success probabilities. Externally, [48] employs Bernoulli sampling, which is a special case that mandates all items to have the same success probability. As Poisson/Bernoulli sampling can make it difficult to control the sample size and merge/subsample the samples, we opt in this work instead for multinomial sampling [ $6,17,22,29,35,58$ ] that draws each sample independently. Similarly, random join order enumeration methods [8] internally use non-uniform weights (that cannot be controlled), but externally only support uniformly drawn permutations that only help with uniform join samples. While we show that a limited streaming setting is achievable for join sampling, this seems unlikely for enumeration methods, but since they offer interesting applications beyond sampling, it would be interesting to see if ideas from this work could inspire extending it to weighted random permutations.

Acyclic joins have a tree-like structure where each node corresponds to a tuple's (sub)join with the tables downstream, which allows decompositions akin to Yannakakis's work on acyclic conjunctive queries [74]. This is useful when reasoning about join sampling algorithms. Zhao et al. [78] were first to uncover the constraint that the extension of a uniformly sampled tuple must
be drawn with probability proportional to the size of the (sub)join of a tuple with the tables downstream, which generalises the insights from [10] from binary joins to multi-way joins. The key idea of the algorithm in [78] is a tuple-oriented approach that first approximates this probability and then later rectifies it via rejection sampling, which is inspired by Olken's method [51]. Rejections are avoided if approximations are exact, which empirical results indicate to work better for larger sample sizes [60, 78]. As the approach extends each tuple individually table-by-table, it mandates an index.Unlike in this work, the authors of [78] did not focus on limiting memory usage.

For cyclic joins it has been shown to be necessary to either build indices [78] or other intermediate data structures [60], but while relying heavily on breaking the cycles near-optimally, it has not been rigorously explored how such an optimisation problem be solved efficiently. Finally, there have been many works that operate over some approximation of the stream join, e.g., join of continuous stream with non-retroactive relations [26] (stream tuples joined with relations in current state, as changes to relations would require another pass over stream).

In conclusion, to our knowledge none of the prior works explicitly support weighted sampling over linked data streams. We also do not find any precedent for the idea of one*-pass sampling, or the hashing gambit.

## 7 EXPERIMENTAL STUDY

This section compares the novel one*-pass sampler (minimising stream passes) and multi-pass sampler (minimising memory) to existing non-streaming approaches from the database literature. Very large numbers that may be troublesome in practice are highlighted in red and the best achieved number is highlighted in yellow to draw the attention of the reader. Query times are reported either as average times to answer one query ad-hoc (data arrives during query time) and amortised times for pre-built index structures, i.e., how long does it take to run only the query excluding index building times that are are amortised when running many queries.

### 7.1 Experimental Setup

All experiments are performed on a single thread of a dedicated machine using Ubuntu 18.04.4 LTS, an Intel(R) Xeon(R) W-2145 CPU @ 3.70GHz with 16 cores and 512GB RAM. Memory measurements are taken using the Unix primitive /usr/bin/time $-v$ that provides the "maximum resident set size". All code has been written in $\mathrm{C}++11$ by the same author and was compiled using GCC 7.5 .0 with the compiler flags -03 and $-s t d=c++11$. The main baselines used for the experiments have been selected based on the results of Table 1 and an overview of the TPC-H queries can be found in Figure 5.

### 7.2 Join Queries

The experiments feature join queries over three datasets with join sizes shown in Table 2. The dataset used in the TPC-H benchmark, a social network of twitter users and a citation network using records from DBLP. Over the TPC-H benchmark the same queries are used as in [78] (cf. Figure 5), but additionally define weights. The scale factor corresponds roughly to the size of the dataset in GBs. As an application-provided weighting function o_totalprice (1-1_discount) l_extendedprice is used. For QY, the values of both instances of lineitem and order are multiplied with each other. Weighted queries are referred to as WQ3

Table 1: How baselines were selected: Comparison of potential baselines

|  | considered baselines |  |  |
| :--- | :--- | :--- | :--- |
|  | naive | [78] code | non-stream |
| Q3 $_{S F=100}$ memory | 26.0 GB | 142.0 GB | 88.2 GB |
| QX $_{S F=100}$ memory | 52.0 GB | 169.7 GB | 95.2 GB |
| QY $_{S F=100}$ memory | 77.6 GB | 384 GB | 277.5 GB |
| Q3 $_{S F=100}$ average time | 20.2 mins | 64.2 mins | 18.2 mins |
| QX $_{S F=100}$ average time | 1236.2 mins | 91.5 mins | 20.3 mins |
| QY $_{S F=100}$ average time | 895.1 mins | 116 mins | 102.7 mins |
| Q3 $_{S F=100}$ amortised time | 20.2 mins | 5.7 mins | 7.1 mins |
| QX $_{S F=100}$ amortised time | 1236.2 mins | 5.7 mins | 7.9 mins |
| QY $_{S F=100}$ amortised time | 895.1 mins | 42 mins | 52.9 mins |



Figure 5: Join queries over TPC-H data.

Table 2: Join sizes of queries used in the experiments. Q3 and DBLP are joins with many-to-one links and QX and QF are joins with many-to-many links.

| TPC-H | $S F=10$ | $S F=100$ | Real-World Data Sets |  |
| ---: | ---: | ---: | ---: | ---: |
| (W)Q3 | $6.0 \cdot 10^{7}$ | $6.0 \cdot 10^{8}$ | DBLP | $4.5 \cdot 10^{7}$ |
| (W)QX | $2.4 \cdot 10^{12}$ | $2.4 \cdot 10^{13}$ | Twitter QF | $2.7 \cdot 10^{21}$ |

(foreign-key join), WQX (many-to-many join) and WQY (cyclic join). Over the (raw) twitter dataset [40] the snowflake query QF is used as posed in [78] (cf. Table 4 ).

### 7.3 Compared Approaches

Naive (Join-Then-Sample straw-man). This straw-man approach is a slightly more sophisticated version of first joining and then sampling. The approach joins together tables in a greedy fashion that reduces the sizes of the remaining tables until only one join column remains. Then a merge-sort inspired approach is used to retrieve the inverse of uniform variates. While this approach is not explicitly proposed in the literature, it seems fairly straightforward and is a clearly superior baseline to naive join-then-sample as it avoids materialising the full join result. As shown in Table 1 this merge-sort based approach is still extremely slow and it is therefore not used as a general baseline.


Figure 6: K-S goodness-of-fit-test (Section A) on WQY query ( $S F=1$ ) with over $10^{12}$ result rows.

Non-Stream (Index-based Baseline). This approach implements an index-based approach generalised to weighted sampling that is mostly based on the equal-probability sampling approach [78]. As several details and parameter settings are not fully specified in the paper [78], several aspects are reverse engineered from the published code or simplified and generalised ${ }^{1}$. The main goal of this implementation is to exploit indices in the same way as [78], but ideas from this work were crucial to fill in the gaps and streamline the approach.
One*-Pass (Proposed). The one*-pass sampler implements the proposed approach from Section 3 and prioritises a stream-like access over the data and limited number of scans. To only achieve a single pass over one stream (usually the largest) it uses the online multinomial sampler from Section 4.
Multi-Pass (Proposed). The multi-pass sampler implements the ideas from Section 5 and prioritises low memory usage. For many-to-one joins it first generates a uniform sample and then uses rejection sampling. For general joins, it uses the hashing gambit technique to deal with high-cardinality link values.

### 7.4 Correctness via Goodness-of-Fit Testing

Figure 6 shows that all implementations generate samples that follow the instructed multinomial distributions. The KolmogorovSmirnov (KS) test statistic is reported for each returned sample, and shading is used to indicate the critical region. The approaches all stay with $99 \%$ probability below the shaded region. Appendix A shows how to apply the KS test in the discrete setting.

### 7.5 Joins with Many-To-One Links

For many-to-one joins, one can first sample from the "many" side of the relationships and will have exactly one extension on the other side. This makes the problem a lot easier to solve, but still poses some challenges in the weighted sampling case. To support weighted sampling, we can upper bound the sampling weights by computing the product of maximal base table weights and then accept uniformly sampled rows with probability equal to the ratio with the weight upper bound. As can be seen in Table 3, this works well for linear weight functions. Here, the multi-pass sampler uses less memory by assuming group weights being equal to one, which is then rectified through rejections. Anticipating some rejections, it collects a ten times larger sample.

[^1]

Figure 7: Memory for varied sample size over $W Q X_{S F=100}$.

### 7.6 Joins with Many-To-Many Links

The query QX over the TPC-H dataset used in Figure 7 does not have many distinct values, yet the multi-pass sampler vastly reduces the memory footprint for smaller samples. The intuition is that for small samples one can choose to collect a larger set of tuples for the hashing gambit technique, and then discard the false positives. For the query QF over the Twitter dataset (cf. Table 4), the multi-pass sampler also achieves vast memory savings for a target sample size of 1 million items.

## 8 CONCLUSION

The main objective of this work are lightweight approaches for weighted sampling to support data-mining tasks over linked data streams. As in a pure one-pass streaming setting all streams would require storing all stream items, instead a one*-pass setting and a multi-pass setting is considered. In the one*-pass setting one main stream is passed once, whereas all other streams are passed once before and once after the main stream. In the multi-pass setting this is relaxed to allow for substantial memory savings. Being able to support weighted sampling despite just a single pass required advancing online samplers with-replacement and being able to reduce memory required new ideas like the hashing gambit to collect more compact statistics over the streams. In the experiments these approaches outperformed approaches based on indices if the data comes in at query-time, but the smaller memory footprint comes at the price of slightly larger query times when the build cost are presumed to be amortised. As an open problem remain joins with cyclic links and complex link functions that cannot be expressed via equations or inequalities between link values.

Table 3: Runtime and memory comparison for a million samples over foreign-key joins.

|  | baseline | proposed |  |
| :--- | :--- | :--- | :--- |
|  | non-stream | one$^{*}$-pass | multi-pass |
| WQ3 $_{S F=10}$ memory | 10.6 GB | 1.6 GB | 1.9 GB |
| WQ3 $_{S F=100}$ memory | 94.6 GB | 9.8 GB | 2.6 GB |
| WQ3 $_{S F=10}$ average time | 1.8 mins | 1.3 mins | 1.4 mins |
| WQ3 $_{S F=100}$ average time | 20.5 mins | 12.3 mins | 7.5 mins |
| WQ3 $_{S F=10}$ amort. time | 0.7 mins | 1.3 mins | 1.4 mins |
| WQ3 $_{S F=100}$ amort. time | 7.9 mins | 12.3 mins | 7.5 mins |

Table 4: Runtime and memory comparison for a million samples over joins with many-to-many links.

|  | baseline | proposed |  |
| :--- | :--- | :--- | :--- |
|  | non-stream | one $^{*}$-pass | multi-pass |
| WQX $_{S F=10}$ memory | 10.7 GB | 1.6 GB | 2.2 GB |
| WQX $_{S F=100}$ memory | 95.0 GB | 9.8 GB | 7.2 GB |
| QF memory | 428.4 GB | 91.5 GB | 16.2 GB |
| WQX $_{S F=10}$ average time | 1.9 mins | 1.4 mins | 1.8 mins |
| WQX $_{S F=100}$ average time | 20.6 mins | 13.1 mins | 14.0 mins |
| QF avg. time $^{126.5 \mathrm{mins}}$ | 36.0 mins | 47.0 mins |  |
| WQX $_{S F=10}$ amort. time | 0.7 mins | 1.4 mins | 1.8 mins |
| WQX $_{S F=100}$ amort. time | 7.9 mins | 13.1 mins | 14.0 mins |
| QF amortised time | 63.1 mins | 36.0 mins | 47.0 mins |



Figure 8: Converting discrete distribution into continuous one by adding uniform variates (cf. Lemma A.1) to apply continuous goodness-of-fit tests such as the K-S Test.

## A APPENDIX: GOODNESS-OF-FIT TESTING FOR MULTINOMIAL DISTRIBUTIONS

For sample validation, Zhao et al. [78] propose to utilise conventional KS-testing to validate samples over join rows. This is at odds with the statistics literature on (conventional) KS-testing, which requires a continuous reference distribution. While KStesting can be adopted to the discrete setting [4,54], the work [78] reports distribution-free critical values which do not exist in the discrete case and appears to confuse type-I and type-II errors. The range of the reported $D$-statistics would also (almost certainly) not occur for the reported sample sizes, if the join result had sufficiently many distinct results to approximate a continuous distribution.
Thus, in the following a correct way is presented how to apply Kolmogorov-Smirnov (KS) testing when the reference distribution is discrete, as an alternative to goodness-of-fit tests for multinomial distributions such as the likelihood ratio test [17, 29]. Multinomial tests ignore the ordering unlike KS-tests that were originally designed for continuous distributions. There exist discrete variants of KS-tests [4, 54], but they lose a lot of desirable properties of the continuous one such as distributionfree statistics, which is why it is here instead proposed to use the (conventional) continuous KS-test after turning the discrete distribution into a continuous one in a straightforward way:

Lemma A. 1 (continuous conversion). Let $\left[x_{1}, x_{2}, \ldots, x_{N}\right]$ be a multinomially distributed frequency vector with event probabilities $p_{1}, \ldots, p_{N}$. Let $\mathcal{X}$ be a set obtained by drawing for the $i$-th
event $x_{i}$ independent uniform variates between $(i-1)$ and $i$. Then $\mathcal{X}$ 's distribution is continuous with a piecewise-linear cumulative distribution function $(C D F)$, i.e., $F(x)=p_{\lceil x\rceil}(x-\lceil x\rceil)+\sum_{i=1}^{\lceil x\rceil} p_{i}$.

Proof. As shown in Figure 8, the steps of the discrete CDF are smoothed by adding uniform variates, which have a continuous uniform distribution with a linear CDF. Thus one obtains a CDF that interpolates linearly between the steps without any jumps.

The suggested continuous conversion describes how both samples and reference distributions have to be modified and is a clean way of applying continuous goodness-of-fit tests. While this comes with the disadvantage of slightly diluting the original distribution with additional randomness, this is needed to extend the distribution's finite support to an infinite one. Luckily, the impact of the added randomness quickly dissipates with larger discrete support size in this application, which means that the power of the test is asymptotically similar to conventional KStesting.

## B APPENDIX: PROOFS

## B. 1 Proof for Theorem 2.3

Let $A$ and $B$ be two one-pass data streams, i.e., both stream by just once. Let distinct be the minimal number of distinct link values of $A$ and $B, \mid$ SAMPLE $\mid$ be the sample size. Then collecting a multinomial sample (with non-zero probabilities) of $A \bowtie B$ requires storing $\Omega(\min \{|A|+|B|$, DISTINCT $\cdot \mid$ SAMPLE $\mid\})$ stream items.

Proof. The order in which the streams are interleaved can be arbitrary; for simplicity, assume that that stream $A$ has higher cardinality than stream $B$ and the entirety of stream $A$ is seen first before stream $B$. Producing the join is hard even if stream $B$ contains only a single item $\beta$ : if $\beta$ links with an item in $A$, then the output should contain $\beta$, but not otherwise. Determining whether $\beta$ links with an item in $A$ essentially requires storing $A$ in full. It is straightforward to let $A$ encode a bit string $x$ of length $n=|A|$, where item $\alpha_{i} \in A$ if and only if the corresponding bit $x_{i}=1$. This captures the Index problem [39], whose communication complexity gives a lower bound of $\Omega(n)$ for the space needed to solve the join problem. In this case, the join is either empty or $\{\beta\}$, and so any sample must contain the full join results. In the case when $A$ has a small set of distinct item identifiers, then the same argument shows that the space required must be proportional to this cardinality, DISTINCT.

## B. 2 Proof for Theorem 2.5

A one*-pass sampler over $A \bowtie B \bowtie \ldots \bowtie G$ requires $\Omega$ (DISTINCT) bits of memory where distinct is the number of distinct link values appearing in the streams $B, \ldots, G$.

Proof. The basic idea is to consider an adversarial setting where the content of stream $A$ depends on which statistics are collected for stream $B$ (simulating unpredictable data distributions). Clearly, if for an item in $A$ we do not have any statistics available about how items in $B$ link with it, it is impossible to sample the item from $A$ with the correct probability. If $B$ is only streamed once, clearly one would not only need the statistics but also the items, which means "one*-pass" is indeed the strictest setting that is still feasible without having to record the full stream.

The formal proof is by contradiction. If fewer than $M$ values are stored for stream $B$, then there may exist a link value for which no statistics are available when $A$ is streamed. The contradictory claim is then that an item from $A$ is sampled with the correct probability without any knowledge of how many items in $B$ link with it. Similarly, as $B$ is streamed before $A$, there is no way of knowing which link values appear only in $B$. Note that this presumes an adversarial setting, where the content of streams is allowed to be reactive to which link values are stored (simulating unpredictable data distributions). If $B$ is only streamed once, it would furthermore require storing all stream items as outlined in the previous theorem.

## B. 3 Proof for Theorem 4.1

Ordered sampling brings the population items into an order such that one can pick the first items as the sample. Using this idea, one can generate for each item with weight $w_{i}$ an independent exponential variate $V_{i} \sim \operatorname{Exp}\left(w_{i}\right)$ and order them by these variates. It follows then from well-known properties of exponential variates that $\operatorname{Pr}\left(V_{i}=\min \left(\left\{V_{1}, V_{2}, \ldots, V_{N}\right\}\right)=\frac{w_{i}}{w_{1}+w_{2}+\ldots+w_{N}}\right.$. Thus, the minimum is chosen with probability proportional to weights, the second-smallest item with probability proportional to weights if the minimum item did not exist, and so on. Efraimidis \& Spirakis [21] (E\&S) analogously use $K_{i}=e^{-V_{i}} \sim U(0,1)^{1 / w_{i}}$ as random "keys", which flips the order by applying the strictly decreasing function $e^{-x}$, but otherwise yields the same properties and probabilities just for the maximum. E\&S then define the $n$ items with the largest $K_{i}$ as a "weighted sample" of size $n$, although only the largest-key item is chosen proportional to weights in the final sample [64]. Thus, E\&S do not use the weights to decide probabilities of the overall sampling process, but only in relation to rounds of without-replacement draws in the urn model. Meanwhile, here the $n$ largest-key items are only used as an intermediary for the population. Weighted with-replacement sampling has a very simple interpretation, i.e., each item is independently selected into the sample with probability proportional to its weight. This approach is described in Algorithm 3. The first step is to find the total weight $W_{\mathcal{P}}$ of all population items $\mathcal{P}$ and the $n$ largest-key items $S_{1}, S_{2}, \ldots, S_{n}$ from $\mathcal{P}$ still sorted by the keys, i.e., $k_{1} \geq k_{2} \geq \ldots \geq k_{n}$ (Lines 2-5). From that, it follows that all other population items $\mathcal{P} /\left\{S_{1}, S_{2}, \ldots, S_{n}\right\}$ have a smaller key than $k_{n}$ and will not make it into the multinomial sample. To find the largest-key items one can employ the weighted reservoir sampler by E\&S [21] with the exponential jump algorithm. In the next steps of the approach (Lines 8-12), one draws in each step an independent element $M_{j}$ with $j \geq 1$ and maintains at each moment the total weight $W_{M}$ of all distinct elements $\left\{M_{1}, M_{2}, \ldots, M_{j-1}\right\}$ that were previously selected. Note that for $M_{j}=M_{1}$ the "abuse of notation" $\left\{M_{1}, M_{2}, \ldots, M_{j-1}\right\}$ is used to denote an empty set and for $M_{j}=M_{2}$ it is equal to $\left\{M_{1}\right\}$. With probabilities proportional to weights, $M_{j}$ is either in the set of previously chosen items or not yet chosen items:

$$
M_{j} \in \begin{cases}\left\{M_{1}, M_{2}, \ldots, M_{j-1}\right\} & \text { with probability } W_{M} / W_{\mathcal{P}} \\ \mathcal{P} /\left\{M_{1}, M_{2}, \ldots, M_{j-1}\right\} & \text { otherwise }\end{cases}
$$

A (biased) coin flip determines according to these probabilities from which set one random element is selected with probabilities according to weights. Observe that it is exploited here that $\left\{S_{1}\right\}$ is a one-item weighted sample from $\mathcal{P},\left\{S_{2}\right\}$ is a one-item weighted sample from $\mathcal{P} /\left\{S_{1}\right\},\left\{S_{3}\right\}$ is a one-item weighted sample from $\mathcal{P} /\left\{S_{1}, S_{2}\right\}$ and so on.

## C DIFFERENTIALLY PRIVATE SELECTION OVER JOINS

Suppose join rows are scored in terms of interest based on sensitive user data and the impact of a single user on the scores is limited. Then differentially private join sampling allows to select the join rows of interest a lot more likely, but not too likely as to reveal with certainty which users participated in the scores. Formally:

Lemma C.1. Let $A, B, \ldots, G$ be streams. Let $\alpha \in A, \beta \in B, \gamma \in G$ be stream items and $u$ be a real-valued utility function defined over them. Let $u(\alpha)+u(\beta)+\ldots+u(\gamma)$ for any combination of linked stream items change at most by $\pm \Delta$ due to a single added/removed user. Then it is $\varepsilon$-differentially private to release a multinomial sample of size $n$ with $\operatorname{Pr}(\alpha, \beta, \ldots, \gamma) \propto w(\alpha) \cdot w(\beta) \cdot \ldots \cdot w(\gamma)$ and $w(x)=\exp \left(\frac{\varepsilon u(x)}{2 n \Delta}\right)$ for any item $x$.

Proof. The proof follows via the well-known exponential mechanism [49] and sequential composition results [19] that the probability of each multinomial sample of size $n$ changes at most by a multiplicative factor $\exp (\varepsilon)$ due to a single user being added or removed when using this weight function. Per definition $u(\alpha)+u(\beta)+\ldots+u(\gamma)$ has sensitivity $\Delta$, i.e., changes at most by $\pm \Delta$ due to a single added/removed user, and one can rewrite the probability as ( $\propto$ hides normalisation constants):

$$
\operatorname{Pr}(\alpha, \beta, \ldots, \gamma) \propto \exp \left(\frac{\varepsilon}{2 n \Delta}(u(\alpha)+u(\beta)+\ldots+u(\gamma))\right)
$$

Via the exponential mechanism [49] then follows that $\operatorname{Pr}(\alpha, \beta, \ldots, \gamma)$ changes due to a single added/removed user at most by a multiplicative factor $\frac{\varepsilon}{n}$, i.e., drawing one sample is $\varepsilon / n$-differentially private. Via sequential composition [19] then follows that drawing $n$ independent samples is $\varepsilon$-differentially private.
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