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Abstract 

 This paper proposes the use of the built-in self-scaling (BS) method for the effective 

estimation of the internal resistance of lithium-ion batteries. The internal resistance is a 

measure of the battery’s state-of-health and an important parameter to monitor, especially in 

safety-critical applications such as hybrid electric vehicle applications. The BS technique 

works by identifying the system’s impulse response and then computing the resistance from 

this response. This approach makes use of a prior DC gain which capitalizes on the fact that 

the state-of-health changes slowly with time. The BS method can be utilized on the fly in real 

time, is passive, and has high accuracy which is invariant with respect to the battery 

dynamics. Simulation results show that the BS method reduces the mean square error by 

factors of 32, 69 and 20 compared with the series resistance, the least squares and data pieces, 

and the kernel-based techniques, respectively, in the absence of hysteresis. The corresponding 

values in the presence of hysteresis are 42, 62 and 21, respectively. Experimental results 

using a lithium nickel manganese cobalt oxide battery and a dynamic current profile based on 

the Federal Urban Driving Schedule further confirm the superiority of the proposed BS 

approach.  

 

Keywords: Hybrid electric vehicles; impulse response estimation; internal resistance 

estimation; lithium-ion batteries; state-of-health 
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BMS: battery management system  

BS: built-in self-scaling    

ECM: equivalent circuit model 

EIS: electrochemical impedance spectroscopy 
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LD: least squares and data pieces 
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MSE: mean square error 

SNR: signal-to-noise ratio 

SOC: state-of-charge 

SOH: state-of-health 
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1. Introduction 

Green technology, such as rechargeable battery technology, has drawn significant 

attention since the past few decades. The interest is spurred by the growing energy crisis and 

the urgency to reduce global warming by reducing carbon emissions. The encouraging uptake 

of electric vehicles and hybrid electric vehicles to replace petrol and diesel vehicles has 

provided a commercial case for improving battery technology since batteries form a key 

component of such green vehicles [1].  

A favored choice of rechargeable battery is the lithium-ion battery. It has the 

advantages of outstanding specific energy and power, long calendar and cycle lives, high 

roundtrip efficiency and high reliability [2]. A disadvantage is that the battery requires an 

advanced battery management system (BMS) [2] since the modeling and prediction related to 

the battery are not trivial and depend on many factors, such as the state-of-charge (SOC) and 

temperature. An additional challenge is that a real battery is non-ideal and will age with time. 

Four lithium-ion battery technologies were compared under calendar aging in [3]; this work 

shows that different battery chemistries will lead to different aging characteristics. Regardless 

of a battery’s chemistry, battery aging will affect its performance. To accurately predict a 

battery’s performance and remaining lifetime, its state-of-health (SOH) must be determined 

[4]. This is particularly important for safety-critical applications since lithium is highly 

reactive and an incorrect estimate of the SOH may lead to serious negative consequences. 

The impedance of a battery is a measure of its SOH. Several existing approaches on 

impedance measurement are based on impedance spectroscopy; see Section 2 for an 

overview. There are two major drawbacks. Firstly, the system must be allowed to reach 

equilibrium. The test is time-consuming and since the vehicle is typically not in equilibrium 

when it is in use, the estimation cannot be carried out on the fly. Secondly, the method is not 

passive, necessitating specialized test signals to be injected into the system. These signals 

include high frequency components that require fast sampling in the order of around 10kHz. 

Special equipment is needed, and the test cannot be performed when the vehicle is running. 

Note that a BMS typically has a sampling frequency in the order of around 1Hz [5].  

There are passive techniques available for measuring the resistance of a battery, 

which is the real part of the impedance. These are the series resistance (SR) method [6] and a 

technique based on least squares and data pieces (LD) [7]. These methods require 

assumptions relating to the battery dynamics. The SR method assumes that the sampling 

frequency is relatively fast with respect to the system dynamics. The LD method assumes that 

the effects of diffusion voltages can be captured sufficiently using only one resistor-capacitor 
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pair. The dependence of the estimation accuracy on the battery dynamics is a shortcoming in 

these approaches. 

The current work aims to propose a method to estimate the internal resistance of a 

lithium-ion battery, that is free from all the disadvantages mentioned above. The main 

contributions of this work are as follows: 

(i) A built-in self-scaling (BS) method for measuring the internal resistance of a battery. 

The BS method can be utilized on the fly in real time, is passive, and has high accuracy 

which is invariant with respect to the battery dynamics. 

(ii) Extensive simulations comparing the proposed approach with three different competing 

strategies. Results show that the proposed method is superior. 

(iii) An application of the proposed BS method to real data measured from a battery. This 

illustrates the feasibility and effectiveness of the proposed approach. 

The work is highly original due to the following: 

(i) This is the first reported application of the BS method for measuring the internal 

resistance of a battery. The resistance is computed from the impulse response of the 

battery. This is a unique feature compared to existing methods. 

(ii) The estimation problem is framed such that the slowly varying nature of the resistance 

is captured using the DC gain. This information is used in a novel way to reduce the 

fluctuations in the estimates, thus increasing their accuracy. 

The rest of the paper is organized as follows. A literature review is presented in 

Section 2. The proposed BS technique is introduced in Section 3. Section 4 considers a 

detailed simulated case study. An application of the proposed BS method on experimental 

data measured from a battery is described in Section 5. Finally, concluding remarks and 

suggestions for future work are given in Section 6.  

  

2. Literature Review 

The impedance of a battery is typically modeled by an equivalent circuit model 

(ECM) [8]. An ECM of a battery cell (referred to simply as a battery for the rest of this paper) 

is shown in Fig. 1. VOCV is the open circuit voltage which is a function of the SOC. In a BMS, 

the current i and the terminal voltage v are sampled at a sampling interval T. The relationship 

between the input iu =  and the output vVy −= OCV  can be expressed in the frequency 

domain (z-domain) as  
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where G is the internal impedance of the battery in the frequency domain (i.e., transfer 

function), and U and Y are the z-transforms of u and y, respectively.  

 

 

 

 

 

 

 

Fig. 1. Model of battery cell. 

 

A popular method for estimating the battery SOH is via electrochemical impedance 

spectroscopy (EIS). It is suitable in cases where the battery can be disconnected from the load 

and taken to the laboratory for a test. In [9], the parameters of an ECM were extracted from 

the EIS data through nonlinear fitting. A relationship between the resistance and the available 

capacity was applied to evaluate the SOH. In [10], a fast impedance calculation-based battery 

SOH estimation method for lithium-ion battery was proposed from the perspective of the EIS. 

Some impedance features known as health factors were selected; these can indicate the aging 

of batteries. The SOH was evaluated using extreme machine learning with regularization. The 

relaxation effect on the SOH estimation when employing the EIS method was studied in [11]. 

A combination of fractional order impedance modeling and short-term relaxation effects was 

proposed. The EIS allows physical processes with different time constants and different 

frequency dependences to be decoupled [12]. It has an additional benefit that the mechanisms 

causing the aging can be revealed [13]. 

Broadband impedance spectroscopy is similar to the EIS, but instead of perturbing the 

system in a frequency-by-frequency manner using sinusoidal excitation, a single broadband 

excitation is used. Locorotondo et al. [14] utilized pseudorandom binary sequence excitation 

for measuring the battery impedance as these signals only require simple hardware and have 

low crest factors [15, 16]. A clustering method was shown to be effective in separating the 

different ranges of SOH. The use of broadband excitation was extended in [17, 18] to the 

application of direct synthesis ternary signals [19], which are capable of reducing the effects 
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of nonlinear distortion on the impedance measurement. Further to this, the Kronig-Kramers 

transformation test was employed to validate the uniqueness of the impedance spectra. 

Results show that the measured impedance is well compliant with the linearized ECM for 

SOH estimation.   

 The SR method tracks the resistance R0. From Fig. 1, the rate of change of the v is 

given by 

T

vvvRiV

vvvRiV

T

vv kkkkk

kkkkk

kk
)](

[

1,RC31,RC21,1RC011,OCV

,RC3,RC2,1RC0,OCV

1 −−−−−−
−−−−

−−−−−

=
−

   (2) 

where k is the discrete time index. The method assumes that VOCV and the diffusion voltages 

vRC1, vRC2 and vRC3 vary relatively slowly compared to i and v [6]. Thus, (2) can be simplified 

to 

 
T
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R0 can be estimated at any sampling instant k from the change in v divided by the change in i. 

However, since 1−− kk ii  may be small, R0 is only re-estimated when 1−− kk ii  exceeds a 

magnitude threshold M; otherwise, the previous estimate is maintained. (Based on the 

authors’ observations, a relatively good performance can be obtained when M is set such that 

it is exceeded about half of the time.) Hence,   
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and R0 is averaged across k for a particular data record. The length of the data record depends 

on the required rate of update. Even though the SR approach can be applied in real time, the 

accuracy of the assumption relating to slow changes in the diffusion voltages may be of 

limited validity if the resistor and capacitor values of a particular pair are small, as this leads 

to a small time constant for that resistor-capacitor pair. The assumption is also of limited 

accuracy if the sampling frequency is relatively low compared to the system dynamics, since 

a lot can happen within a single sampling interval. 

 The LD method proposed in [7] provides a solution using least squares. It assumes 

that the ECM has only one resistor-capacitor pair. The key equation is  
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When VOCV is known, (5) can be simplified to 
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where 






 +
=

1111

10
0

1

CRCR

RR
RT . This allows  to be solved using least squares. 

Subsequently, 3210 /=+ RR . 

 

3. Estimation of Internal Resistance using BS Method 

In this work, it is proposed that the battery model (1) with iu =  and vVy −= OCV  be 

reformulated using the Bayesian estimation framework for impulse response estimation. In 

this framework, the system is a finite impulse response model described by 

 
=

− +=
k

i

kiikk guy
0

         (7) 

where uk, yk and gk are the input, output and impulse response, respectively. k is the 

measurement (sensor) noise with a variance of 2. The impulse response 

 Tnggg 110 −= g  is the inverse z-transform of G. Even though the impulse response is 

theoretically an infinite impulse response, it can in practice be truncated to a finite impulse 

response when the dynamics have sufficiently decayed below the noise level. This is because 

signal processing algorithms are unable to deal with an infinite impulse response as it will 

require infinite processing time and infinite memory.  

In the Bayesian estimation framework, g has a probability distribution g  N ),( K0n , 

where N denotes the normal (Gaussian) distribution and n0  is the n-dimensional zero column 

vector. 
nnK  is a positive definite prior covariance matrix. The kernel hyperparameters 

can be selected based on historical data or by using the Empirical Bayes method. The output 

 Tnyyy 110 −= y  is measured in synchrony with the input. For each processing, N 

samples forming one data record will be utilized. Some prior information on the battery 

dynamics should be available for the selection of suitable values of N and n. This is not 

restrictive in practice, because the characteristics of many different types of batteries are 

easily available from manufacturers. In a BMS, past input values (prior to the N samples in a 
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particular data record) are available allowing 
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is further assumed that y has a normal distribution. Thus, g and y are jointly normal and can 

be expressed by the joint distribution 

 








g

y
  N





















 +









KKU

UKIUKU

0

0

T

N

T

n

N
2

,


     (8) 

where IN denotes an identity matrix of size N. Using the property of conditional distribution, 

the posterior distribution of g is given by yg   N )ˆ,ˆ( Kg  [20] where 

 yUKg
Tˆ1

ˆ
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1 1ˆ
−

−
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T
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Eq. (9) defines the standard kernel-based (KB) method for obtaining the estimated impulse 

response ĝ .  

 In coming up with a new method for performing the estimation, it is useful to note 

that (i) the total resistance 3210total RRRRR +++=  changes slowly due to aging being a slow 

process (except in some special cases of sudden battery failure) and (ii) Rtotal is the DC gain 

of the impedance G(z) as can be seen from Fig. 1. Thus the prior information on the DC gain 

can be capitalized upon in the estimation, which is exactly what the BS technique does. In the 

BS approach, the DC gain of the system is modeled by s   N ),( 2





 s  where both 

s  and 

2

  are known a priori [21]. In a BMS, 

s  can be easily set to the prior DC gain which is 

equal to the DC gain estimated from previous data records. Alternatively, it can also use any 

DC gain value from a calibration test if such a test has been conducted recently. The variance 

2

  indicates the reliability of 

s ; this value can be selected based on the confidence in the 

value of 

s . The actual value of the DC gain s  is defined by 
−

=

 =
1

0

n

k

kgs . This is because the 

step function is the integral of the impulse function. In a similar way, the step response is the 

integral of the impulse response. In the discrete-time domain, the final value of the step 

response, i.e., the DC gain, can be computed by summing the impulse response.  
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Incorporating the DC gain term requires that y and U be modified to 

 TN syyy 
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Using the property of conditional distribution, the posterior distribution for the BS method is 

given by yg ~   N )ˆ,ˆ( Kg  where 

 yUKg ~~ˆ1
ˆ

2

T


= , 

1

2

1 ~~1ˆ
−

−

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Note that the BS method does not require the system to be in equilibrium (steady-state). 

Finally, Rtotal is calculated from 
−

=

=
1

0

total
ˆ

n

k

kgR . Additionally, the approach does not incur a 

high computational cost, as the matrices which require inversion are typically non-singular 

and of size nn, and n is usually not very large. It is thus suitable for use in BMS. 

The method assumes that the values of VOCV, SOC and temperature are available. 

Since these are monitored parameters in a BMS, this assumption is not restrictive. It is also 

known that R1, R2 and R3 vary with SOC and temperature. The variation in Rtotal can be 

tracked based on its values in the past, which were measured under the same SOC and 

temperature conditions. For example, by using a data-logging system proposed in [22], the 

value of Rtotal at any point in time will only be compared to measurements made under the 

same conditions. Additionally, the proposed technique handles the effects of variation of 

resistances and capacitances with SOC, SOH and temperature by ensuring that the data 

record is short so that changes due to these effects are small. These ECM parameters are 

assumed to be constant across the data record; they can vary across different data records 

without introducing any problems to the BS technique. Note that the proposed approach does 

not require the individual values of the resistances and capacitances to be known. 

Importantly, the technique is independent of the ECM model. The hyperparameters of K can 
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be selected to achieve the desired bias-variance trade-off which is an advantage in this 

application.   

 

4. Case Study 

4.1. Simulation Settings 

 A performance comparison is carried out with R1 = 0.01, R2 = 0.05, R3 = 0.1, C1 

= 1F, C2 = 5F and C3 = 10F. These values are set based on some realistic values for resistance 

and capacitance in lithium-ion batteries [18]; note, however, that different battery chemistries 

may give different ECM parameter values. The sampling frequency is 2Hz, giving T = 0.5s. 

R0 is set to increase from 0.02 to 0.04 across a time span of 10,000s. While this is a much 

faster increase compared to the rate of aging in practice, it is suitable for checking the 

performance of various methods in tracking the change in Rtotal. As an example, the 

impedance corresponding to R0 = 0.02, truncated at n = 15, is given by 

1444321 1014.1...0070.00111.00185.00335.00965.0)( −−−−−− ++++++= zzzzzzG  with  an 

impulse response  T41014.10335.00965.0 −= g . This gives 

=+++= − 18.01014.1...0335.00965.0 4

totalR . 

VOCV is assumed to be fully known and is compensated for when computing y so its 

value is immaterial. In the simulation, the length of each data record is N = 200, 

corresponding to a time duration of 100s. This means that Rtotal is re-estimated every 100s, 

which is sufficiently fast since aging is a slow process. There are 110 data records in the 

simulation, corresponding to a total time of 11,000s. The first 10 data records are used to 

stabilize the system in order to provide some values of previous estimates to feed into the BS 

algorithm. These data records are subsequently discarded, leaving only 100 data records for 

comparison. The output additive white Gaussian noise variance 2 is set to 0.0126. (The unit 

is V2, but this will be dropped for better readability.) This corresponds to a signal-to-noise 

ratio (SNR) of 30dB. Such an SNR is very reasonable and achievable for batteries for hybrid 

electric vehicle applications, as can be seen from the work described in [23], where the SNR 

was around 50dB. However, noting that the SNR will fluctuate when the vehicle is on the 

move, another set of tests at 10dB is also carried out with 2 increased to 1.26. 

 Four methods are compared, namely the SR, LD, KB and BS methods. For the SR 

method, only R0 is estimated. To obtain Rtotal (so that the technique can be compared with the 

LD, KB and BS approaches), it is assumed that R1, R2 and R3 are fully known for the SR 
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method. M is set to 5 and R0 is initialized to the actual value. The LD technique is 

implemented with VOCV assumed to be fully known. For the KB and BS methods, n is set to 

15. This is sufficiently long for the system impulse response to have decayed. A tuned-

correlated kernel is utilized. This kernel has only two hyperparameters to tune and is thus 

very practical for use in hybrid electric vehicle applications. As the system is time-varying, 

the hyperparameters are selected based on historical data. The kernel is chosen as 

),max(

, 7.01.0 qp

qp =K . The DC gain for the BS method is set to 
totalRs =


 at the start of the 

simulation (for data record 1). This simulates the case in practice where the battery is 

calibrated in the laboratory at the beginning, middle and end of life points. Subsequent values 

of 


s  are obtained from an average of 10 previous estimated values. The value of 
2

  is set 

to 110-5, representing a rather high confidence on the estimated 

s .  is set to 35.5 and this 

is fixed throughout the simulations.  

A simulation is also carried out with all settings being the same as before but with 

instantaneous hysteresis nonlinearity being added. The hysteresis can describe the nonlinear 

changes in the cell voltage from VOCV. These variations depend on whether the battery is 

charging or discharging. The hysteresis can be modeled by a relay function, with the current 

as the input [6]. In this simulation, it is described by  

)sgn(04.0,hysteresis kk iv = .       (12) 

The hysteresis voltage is assumed to be unknown in all the methods being compared. Thus, 

there is no compensation for its effects; only the nominal constant value of VOCV is 

compensated for. Note that dynamic hysteresis is not considered here, because the simulation 

does not take into account changes in the SOC. 

 

4.2. Performance Comparison 

The simulation is run 100 times which is adequate for studying the error 

characteristics because each run consists of 100 data points, giving a total of 10,000 data 

points from which the error statistics are derived. Results for the mean square error (MSE) 

])ˆ[(E 2

totaltotal RR −  and the variance of error ]ˆvar[ totaltotal RR −  are summarized in Tables 1 and 

2, where totalR̂  is the estimated value of Rtotal and E denotes the expectation operator. From 

Tables 1 and 2, it is clear that the BS method results in the lowest error values with and 

without hysteresis for SNRs of 30dB and 10dB. The large error of the SR method is due to 

two of the resistor-capacitor time constants being relatively small with respect to the 
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sampling interval, leading to an overestimate of Rtotal. The difference between the MSE and 

the variance of error is large for both the SR and LD techniques, indicating the presence of a 

significant bias. For the LD technique, the bias is due to the model mismatch caused by the 

assumption of a single resistor-capacitor pair. The estimates have a consistent bias in the 

form of an underestimate of 0.079 and 0.089, respectively, for the cases with and without 

hysteresis. A small bias in the form of an underestimate of Rtotal also exists for the BS 

method, since the values of 

s  are obtained from an average of 10 previous estimated values 

when Rtotal is smaller (recalling that Rtotal increases with time). 

 

Table 1. Error values of the various methods averaged from 100 runs, at an SNR of 30dB. 

Method Without hysteresis With hysteresis 

MSE Variance of error MSE Variance of error 

SR 3.1810-3 2.1810-5 4.0510-3 2.3310-5 

LD 7.7010-3 3.5010-5 6.5910-3 3.5510-5 

KB 4.1910-5 4.1910-5 8.4010-5 4.3810-5 

BS  1.2610-5 2.9710-6 7.1410-6 1.8910-6 

 

Table 2. Error values of the various methods averaged from 100 runs, at an SNR of 10dB. 

Method Without hysteresis With hysteresis 

MSE Variance of error MSE Variance of error 

SR 4.0310-3 8.6010-4 4.9110-3 8.6110-4 

LD 7.7410-3 5.7310-4 6.6910-3 5.7410-4 

KB 4.3710-3 4.3810-3 4.4210-3 4.3810-3 

BS  2.1310-4 1.8010-4 2.0810-4 1.8010-4 

 

The plots of the estimates are shown in Figs. 2 and 3, for SNRs of 30dB and 10dB, 

respectively, where it can be observed that the proposed BS method is superior under both 

SNRs. For all four methods, the estimated Rtotal is slightly higher when hysteresis is present. 

This is because the impedance model used by these techniques perceives the hysteresis 

voltage as being contributed by a larger total resistance. Based on the theory of best linear 

approximation [24], the nonlinear function (12) has a gain which depends on the amplitude 

distribution of the current in the battery. This gain causes the total resistance to “look larger”. 
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Apparently, this is advantageous to the LD and BS methods as the MSE becomes smaller. 

This is due to an underestimate in Rtotal using these techniques. However, it is a disadvantage 

to the SR and KB methods as the SR method gives an overestimate in Rtotal, whereas the KB 

approach is largely unbiased. 

Summarizing the results, the BS method is found on average to reduce the MSE by 

factors of 32, 69 and 20 compared with the SR, LD and KB techniques, respectively, in the 

absence of hysteresis. The corresponding values in the presence of hysteresis are 42, 62 and 

21, respectively.  

 

 

Fig. 2. Evolution of Rtotal against time for SNR of 30dB. Solid line: actual; blue crosses: 

estimates without hysteresis; red dots: estimates with hysteresis.  
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Fig. 3. Evolution of Rtotal against time for SNR of 10dB. Solid line: actual; blue crosses: 

estimates without hysteresis; red dots: estimates with hysteresis.  
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Results are summarized in Tables 5 and 6 for an SNR of 10dB, where it can be 

observed that all four techniques are largely unaffected by the inaccuracies in VOCV. This is 

likely because the effects of noise have masked the effects of inaccurate VOCV. 

 

Table 3. Error values of the various methods averaged from 100 runs, at an SNR of 30dB, for 

underestimation of VOCV. 

Method Without hysteresis With hysteresis 

MSE Variance of error MSE Variance of error 

SR 3.1910-3 2.1610-5 4.0710-3 2.3110-5 

LD 7.7210-3 3.5410-5 6.6010-3 3.5610-5 

KB 6.0410-5 6.0410-5 1.0010-4 6.2110-5 

BS  1.4310-5 3.9810-6 7.7610-6 2.7010-6 

 

Table 4. Error values of the various methods averaged from 100 runs, at an SNR of 30dB, for 

overestimation of VOCV. 

Method Without hysteresis With hysteresis 

MSE Variance of error MSE Variance of error 

SR 3.1710-3 2.2310-5 4.0510-3 2.3810-5 

LD 7.6910-3 3.4610-5 6.5710-3 3.4910-5 

KB 5.9610-5 5.9610-5 9.9410-5 6.1410-5 

BS  1.4110-5 3.6810-6 7.5910-6 2.7010-6 

 

Table 5. Error values of the various methods averaged from 100 runs, at an SNR of 10dB, for 

underestimation of VOCV. 

Method Without hysteresis With hysteresis 

MSE Variance of error MSE Variance of error 

SR 4.0110-3 8.4810-4 4.9010-3 8.5010-4 

LD 7.6710-3 5.6210-4 6.6310-3 5.6210-4 

KB 4.1910-3 4.1810-3 4.2310-3 4.1810-3 

BS  2.1110-4 1.7410-4 2.0410-4 1.7210-4 
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Table 6. Error values of the various methods averaged from 100 runs, at an SNR of 10dB, for 

overestimation of VOCV. 

Method Without hysteresis With hysteresis 

MSE Variance of error MSE Variance of error 

SR 4.0110-3 8.6710-4 4.8910-3 8.6910-4 

LD 7.7210-3 5.6110-4 6.6810-3 5.6110-4 

KB 4.2110-3 4.2110-3 4.2610-3 4.2110-3 

BS  2.0010-4 1.7210-4 1.9710-4 1.7110-4 

 

4.4. Variation of Estimation Accuracy with Parameter Changes 

 In Section 4.2, the results are shown for the case where the battery is modeled using 

three resistor-capacitor pairs. It is of interest to investigate the scenario where a single 

resistor-capacitor pair is sufficient for modeling a particular battery. This is also in line with 

some existing literature which assumes a single resistor-capacitor pair such as [26], and 

notably [7], which proposes the LD technique. Indeed, for estimation methods which rely on 

the ECM, a first order model with a single resistor-capacitor pair is recommended due to the 

trade-off between estimation accuracy and model complexity [27]. However, since the 

proposed BS method does not rely on the ECM, no such complexity constraint exists when 

using the BS method.  

In the first experiment, R0 is set to increase from 0.02 to 0.04 as before, R1 = 

0.05 and C1 is varied. Results are plotted in Figs. 4 and 5, where each point is computed 

from a total of 10,000 values (100 points per run and 100 runs). Some important observations 

can be made as follows. The MSE for the SR method decreases as C1 increases, as the system 

time constant becomes larger. For the LD method, the MSE and variance are much smaller 

than those obtained in Section 4.2 because the model with a single resistor-capacitor pair 

matches that used in the algorithm to compute the resistance. However, the error increases 

with C1 because a larger C1 corresponds to a larger time constant and a slower system 

response. Since the quantity of interest is Rtotal which is the impedance at steady-state, a faster 

system response will give a more accurate estimate for the LD technique. However, this is 

not the case for the SR method because the SR method only estimates R0 and the actual value 

of R1 is added to it to give the estimated Rtotal. Thus, a slow system response is favorable to 

the SR method, but the opposite effect is observed for the LD method.  
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It is interesting to note that the change in C1 has little effect on the variance. 

Additionally, both the KB and BS approaches are not affected by the value of C1. These 

approaches are also equally effective for the model with a single resistor-capacitor pair as for 

the model with three resistor-capacitor pairs, with the errors being comparable in both 

scenarios. The presence of hysteresis is favorable towards the LD and BS techniques because 

it reduces the bias (underestimate) in Rtotal. The opposite is true for the SR and KB methods, 

similar to the observation in Section 4.2, because there is negligible bias in the KB estimate 

whereas the SR approach leads to an overestimate. The BS method again results in the lowest 

MSE and variance of error among the four methods tested. 

 

 

Fig. 4. Changes of MSE with C1 when R1 = 0.05. Black solid line: SNR of 30dB without 

hysteresis; red crosses: SNR of 30dB with hysteresis; black dashed line: SNR of 10dB 

without hysteresis; red dots: SNR of 10dB with hysteresis. 
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Fig. 5. Changes of variance of error with C1 when R1 = 0.05. Black solid line: SNR of 30dB 

without hysteresis; red crosses: SNR of 30dB with hysteresis; black dashed line: SNR of 

10dB without hysteresis; red dots: SNR of 10dB with hysteresis. 

 

In the second experiment, R0 is set to increase from 0.02 to 0.04 as before, C1 = 
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Fig. 6. Changes of MSE with R1 when C1 = 5F. Black solid line: SNR of 30dB without 

hysteresis; red crosses: SNR of 30dB with hysteresis; black dashed line: SNR of 10dB 

without hysteresis; red dots: SNR of 10dB with hysteresis. 

 

Fig. 7. Changes of variance of error with R1 when C1 = 5F. Black solid line: SNR of 30dB 

without hysteresis; red crosses: SNR of 30dB with hysteresis; black dashed line: SNR of 

10dB without hysteresis; red dots: SNR of 10dB with hysteresis. 
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5. Application Example 

5.1. Description of Dataset 

 Data were obtained from the CALCE Battery Research Group, University of 

Maryland, USA [27]. In particular, the battery used in this experiment is a cylindrical cell 

INR 18650-20R which is a lithium nickel manganese cobalt oxide battery. It has a capacity 

rating of 2000mAh, a nominal voltage of 3.6V, a lower cut-off voltage of 2.5V and an upper 

cut-off voltage of 4.2V.  

The dataset was collected using a dynamic current profile based on the Federal Urban 

Driving Schedule (FUDS) as the input excitation signal. The FUDS is a dynamic electric 

vehicle performance test based on a time-velocity profile from an automobile industry 

standard vehicle [28]. It emulates an urban driving profile and is more complex than a 

dynamical stress testing profile in terms of the changing rate of the current [29]. The data 

were measured with the battery starting at an SOC of 80% and a temperature of 25C. The 

temperature was maintained constant at 25C throughout the experiment, but the SOC 

decreased continuously until it reached around 10%. The sampling interval was 1s.  

 There are eight periods in the dataset. In the current paper, three of the periods are 

considered for better clarity of presentation; these are periods 3, 4 and 5 in the dataset and 

they have SOCs of approximately 60% to 30%. The three periods are plotted in Fig. 8. 

 

Fig. 8. Input and output data for INR 18650-20R based on the FUDS profile. 
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5.2. Offline System Identification  

 Each period of data is processed as follows. The mean values are removed from the 

data as is the normal practice in system identification [30]. The trend in the data is also 

removed to minimize the effects of decreasing VOCV, since VOCV is not estimated by the 

model. Linear system identification is utilized, without any knowledge of the mapping 

between VOCV and SOC. The first 70% of each period is used as the training set, whereas the 

last 30% is used as the validation set. This avoids overfitting of the data. The fit is defined by 













 −
−




k k

k kk

y

yy
2

2)ˆ(
1100 %, where ŷ  denotes the estimated output. The results obtained 

using different model orders are shown in Table 7.  

 

Table 7. Fit (in %) for different model orders. 

Order 1 2 3 4 5 

Period 3 88.53 91.02 93.89 94.51 94.45 

Period 4 92.04 94.43 95.06 95.71 96.29 

Period 5 92.84 96.30 96.49 96.69 96.92 

 

 

Fig. 9. Combined effect of VOCV and hysteresisv . 
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Based on Table 7, a second order model seems to be sufficient since the fit for third 

order models is only marginally better. The increase in the fit from order 1 to order 2 is quite 

significant. Hence, a second order model is used to estimate the system output for the purpose 

of subsequently estimating the unknown VOCV plus the voltage due to hysteresis. The 

resulting error kk yy ˆ−  is filtered using a fifth order model to give an estimate of VOCV plus 

the voltage due to hysteresis. This voltage is plotted in Fig. 9. Note that this voltage is 

estimated entirely offline, as the purpose of the current work is not VOCV estimation, but the 

values are required for the calculation of the resistance. A standard BMS would incorporate 

an algorithm to estimate VOCV online. A summary of the steps in the offline identification is 

depicted in Fig. 10. 

 

 

 

 

 

 

 

 

 

Fig. 10. Summary of the steps in the offline identification. 

 

5.3. Online Estimation of Internal Resistance 

 Online estimation of internal resistance is carried out using the SR, LD, KB and BS 

approaches. The data record is chosen as N = 100, corresponding to a time duration of 100s. 

There are 40 data records across the three periods tested. It is important to note that the SR 

method estimates R0 whereas the LD, KB and BS techniques estimate Rtotal.  

 For the SR method, M is set to 0.3 and R0 is initialized to 0.071. The LD method is 

performed assuming that VOCV is available, as this was estimated in Section 5.2. For the KB 

and BS techniques, n is chosen to be 100 since the system dynamics are rather slow and there 

is a limitation that n  N. The kernel is chosen as ),max(

, 7.02 qp

qp =K , with 2 = 0.01. For the 
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The value of 2

  is set to 510-3 for the first 10 data records as the guess of the DC gain is 

not with a high confidence initially. However, from data record 11 onwards, 2

  is set to 

110-5, representing a rather high confidence on the estimated 

s . 

 The performance of the four methods is illustrated in Fig. 11. The solid lines refer to 

the resistances R0 and Rtotal estimated using the low-current open circuit voltage method in 

[27]; this method is not a passive method. The method was implemented using a specialized 

input injection on the same battery. Thus, the resulting values (R0 = 0.0710 and Rtotal = 

0.0932) are themselves estimates, and no theoretical values are available. However, the 

closeness of the SR estimate with R0 = 0.0710 and the closeness of the BS estimate with 

Rtotal = 0.0932 give confidence in the results obtained. The initial fluctuations in the BS 

approach are due to the values in U
~

 being incomplete as the previous data records are not 

available at the start of the simulation and also that 


s  is started with an incorrect guess. 

Subsequent estimates are much smoother compared with the estimates from the LD and KB 

techniques, after the fluctuations have decayed. At the end of the experiment corresponding 

to the last data record, the BS method has an estimated impedance 

99134321 1053.2...0010.00012.00007.00021.00720.0)(ˆ −−−−−− ++++++= zzzzzzG  with  

an estimated impulse response  T131053.20021.00720.0ˆ −= g . This gives 

=+++= − 0930.01053.2...0021.00720.0 13

totalR . It is also worth noting that the relatively 

slow dynamics and the low model order ensure that the SR and LD approaches lead to 

relatively good estimates. 

 The mean and variance of the estimates are shown in Table 8. These are computed 

from data records 11 to 40, after the fluctuations have decayed. It can be seen that the 

variance of the BS approach is the smallest among the four methods tested. It is in fact more 

than a factor of two smaller than that of its closest competitor, which is the SR method. The 

mean value of the BS estimate is very close to Rtotal = 0.0932. However, since the values 

from the low-current open circuit voltage method are not theoretical values and the actual 

resistances may themselves vary slightly across the experiment due to changes in the SOC, 

no MSE and variance of error are computed. This application example on a real battery 

effectively illustrates the potential impact of the proposed BS method for real-time 

monitoring of SOH through the estimation of the internal resistance. 
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Table 8. Mean and variance of the estimates using the FUDS profile. 

Method Mean of estimate Variance of estimate 

SR 0.0708 1.1110-7 

LD 0.0929 6.3810-6 

KB 0.0920 4.7710-6 

BS  0.0931 4.7610-8 

 

 

Fig. 11. Estimated resistance using the FUDS profile. The black solid lines correspond to R0 

and Rtotal estimated using the low-current open circuit voltage method in [27]. 
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dynamics, both in terms of the time constants as well as the number of resistor-capacitor pairs 

required for modeling the system. An application example on a real battery using a dynamic 

current profile from an automobile industry standard vehicle illustrates the effectiveness of 

the BS method over the SR, LD and KB methods for hybrid electric vehicle applications.  

 Suggestions for future work include testing the BS method for different lithium-ion 

battery technologies as well as for applications with different typical current profiles, such as 

smartphones. 
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