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Highlights
A self-supervised temporal temperature prediction method based on dilated contrastive learning
Yongxiang Lei,Xiaofang Chen,Yongfang Xie,Lihui Cen

• A novel self-supervised architecture for temperature identification in the aluminum electrolysis process is proposed in
this article. The model can achieve great accuracy with the constraint of the scarcity of labeled data.

• A new self-supervised loss is used in the proposed architecture. This loss can fully utilize the information contained
in the unlabelled data, and cucumber the limit of the label data.

• A performance strategy for contrastive learning is used in the training of the model. The dual net of a student and
teacher net is used to dilate the knowledge of the cosine loss.
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ABSTRACT
Due to the scarcity of the labeled data, traditional supervised learning methods have a limited applica-
tion scope, which caused the supervised-based model performance will greatly be decreased. In this
paper, we propose a promising model based on self-supervised learning. To update the weight and the
contrastive relation in the features, a new self-supervised loss, is introduced. First, the convolution
neural network is used in the proposed network to extract the deep feature in the first processing. Sec-
ond, the self-supervised long-short time memory (LSTM) sequential is constructed for further deal.
At last, the teacher net and student net have coordinately fine-tuned the credibility of the tempera-
ture prediction. By the experimental comparison, our proposed CNN-SSDLSTM is competitive with
other supervised and semi-supervised methods. The evaluation experiments achieve state-of-the-art
performance in aluminum electrolysis temperature prediction applications.

1. Introduction
With the advent of artificial intelligence and information

technologies, the productivity of the modern industrial sys-
tem increases continuously [9, 10]. In aluminum electrolysis
production, superheat degree is an important index for the
indicator and monitoring of the whole production situation,
lengthening the lifespan of the reduction cell, and improv-
ing the current efficiency [15, 16, 17, 38]. However, cell
temperature detection suffers many limitations such as the
hard environment, expensive device cost, and large delay. In
the aluminum reduction reaction, some catalysts can be used
to decrease the crystal temperature of the electrolysis so the
current efficiency has also been improved. Recently, some
data-driven methods have been proposed to detect the tem-
perature situation [1]-[7]. The main strategy can be summa-
rized as the following three categories: 1) the model-centric
model, also the ’white’ model, an apparent index is that the
features and parameters can be visualized in the learning pro-
cess. The model-based method needs to know the accurate
dynamic mathematical model of the specific plant. Some
works have also been reported about this field, such as in
[8]. However, to sum up, those models’ performance has
largely relied on the real-time mathematical model and its
generation ability is limited. Furthermore, in some industry
scenarios, some mathematical model is hard to obtain, then
the generation ability of these models is greatly limited. 2)
the pair-wise data-centric intelligent model, also called the
’black’ which uses the deep architecture to project the input
and the output between the learning samples, some methods
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have been proposed in the literature, such as in [20]-[23].
Recently, deep learning and intelligent algorithms have

played an important role in the industrial fields. With the
abundant training data, the deep architecture can learn a good
nonlinear projection of the data distribution, thus a remark-
able performance is achieved. Some classification and re-
gression tasks have been fully implemented in the related ap-
plications, such as [9]-[22]. However, because existingmod-
els are primarily based on the supervised learning method,
their performance will suffer greatly when limited to labeled
data. Although some semi-supervised learningmethods have
been proposed to solve this issue, the semi-supervisedmodel
relies on a few samples, if the few labeled samples have bad
quality, the model has low robustness and performance. Fur-
thermore, in the deep architecture, gradient descent and gra-
dient explosion are substantial in training the model, result-
ing in over-fitting.

In the recent several years, self-supervised learning has
been the hottest topic in the sub-domains of machine learn-
ing [18, 30, 36, 39]. In SSL, a learning machine captures the
dependencies between input variables, some of which may
be observed, denoted x1, ..., xN , and others not always ob-
served, denoted {xN+1, ..., xN+s}. SSL pre-training has rev-
olutionized natural language processing and is making rapid
progress in speech and image recognition [13, 14, 28, 29].
SSL may enable machines to learn predictive models of the
world through observation, and to learn representations of
the perceptual world, thereby reducing the number of la-
beled samples or rewarded trials to learn a downstream task
[30]. The core principle that resulted in the development of
self-supervised learning is that under the constraint and lim-
itation of the labeled data, how can we build some models
autonomously to learn its feature and knowledge? The self-
supervised learning ismainly classified into three categories:
the basic self-supervised model, the contrastive model, and
the learning model. The advantage of the proposed model
individually learns its distortion, rotation, and angle itera-
tively. The large evolution of self-supervised learning will
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be taken place in the world and so many experts and research
apartments are working on this topic and many edge works
have been done. For example, self-supervised learning ex-
tracts its original and naive manifold features rather than
the labeled data intervention. Many methods have shown
great accuracy in the computer vision domains, such as Jiasw
[25], which is a picture distortion by using contrastive learn-
ing. Another self-supervised architecture is called theMoco,
and some updated versions are called Moco-v2, also SimLR
[8]. Some large-scale architectures with high performance
have also been investigated in the front edge, such as trans-
former and attention mechanism. However, in the industrial
aluminum electrolysis domain, self-supervised learning has
shown an infant period, a few of the literature andworks have
been reported.

Some studies have been in the video domains based on
self-supervised learning and semi-supervised learning. For
example, Xu et al. proposes a self-supervised learningmethod
for the space-time video data and applied it to style transfer
[34]. For the time sequence applications, there are also some
self-supervised learning methods that emerged, such as in
[36]. In the literature, the unlabelled datasets are learned
with self-supervised architectures and a competitive perfor-
mance has been achieved. Only those data with highly confi-
dent labels are combined with original labeled data to train a
newmodel [35]. Developed from [36], a CNN-LSTMmodel
is given for the surgical phase recognition, their method can
reduce the burden of manual annotation with the samples
[19]. However, in the practical industrial process, it also
needs to learn complex knowledge and improved the gen-
eration ability and accuracy. Chai et al. improves oblique
random forests with dual-incremental learning capacity, it
provides learning ability and can update effectively without
laborious retraining from scratch [4]. Another customized
soft sensor learning is given in [12], which utilizes a dual
attention-based encoder-decoder to learn the sequential in-
formation between the different input variables and quality
output variables, its efficacy is verified by a real cigarette
production benchmark. Chang et al. also proposes a consistent-
contrastive network with temporality awareness to obtain ro-
bust performance in industrial soft sensor application [5].

The current proposed state-of-the-art semi-supervised and
self-supervised model on the following the self-training
paradigm, where it first trains a Student Net model on the
LSTM-layer representation and use it as a teacher to generate
soft labels (also pseudo label) on 300M original unlabeled
flame hole images in aluminum electrolysis [11, 32]. Some
recent semi-supervisedmodels that have been applied to alu-
minum electrolysis are shown in [31], [10]. Compared to
semi-supervised learning, self-supervised learning remove
the reliability of the labeled data [40]. The similarity of the
soft label and permutation are jointly trained with the dual
Teacher Net and Student Net [37]. Knowledge distillation
as a student model based on labeled and soft labeled images
[33]-[35]. We iterate this process by putting back the stu-
dent as the teacher. During the pseudo labels generation, the
teacher is not noised so that the soft labels are as accurate as

possible. However, during the student’s learning, we inject
noise such as dropout, stochastic depth, and data augmenta-
tion via a random augmentation to the student to generalize
better than the teacher network. The contrastive loss func-
tions are developed to maximize the bound of the soft label
and target output.

Based on the above analysis, we summarize the follow-
ing challenges in the SD identification tasks.
(1) The aluminum electrolysis reduction lacks enough high-

quality labels to train the network;
(2) The traditional artificial detection has large objectiv-

ity, the large delay, high cost, and inaccuracy exist;
(3) The dynamic relationship of the production variables

is time sequential changing in the whole process;
Lei et al. presents a novel self-supervised learningmethod

for aluminum temperature prediction, it implements an on-
line framework by the serial LSTM. However, its architec-
ture cannot extract the full features between the time-sequential
images dataset. Developed from [24], we propose a novel
self-contrastive method to detect the SD in aluminum elec-
trolysis. First, the convolutional neural network is developed
in themodel to extract the image features as the initial feature
representation of the flame hole video, further, an LSTM en-
coder architecture is directly linked to the top layer. In the
top architecture, contrastive learning with a dual teacher net
and student net are coordinated to improve the performance
at a whole level. To sum up, the following contributions are
given in this paper.
(1) A novel deep self-supervised architecture with con-

trastive learning is proposed with the unlabeled data,
the approach for SD identification without requiring
tedious manual supervision;

(2) A novel self-supervised loss is constructed, and the
knowledge dilation networks are added in the top lay-
ers;

(3) Under the labeled data constraint, a robust SD identi-
fication method is proposed. The generations and ro-
bustness are also evaluated in the paper.

To verify the effectiveness, our proposed method is evalu-
ated by an industrial electrolysis process application, some
other comparative methods, which include the supervised
methods and semi-supervisedmethods are fulfilled in the ex-
periment. Compared to the existing competitive algorithms,
the proposedmethod can achieve state-of-the-art performance.

The remainder of the paper is organized as follows. Sec
2 concludes some basic methods, Sec 3 gives the develop-
ing process of the proposed method. The experiment and
Conclusion are given in Sec 4 and Sec 5, respectively.

2. Fundamentals
In this section, the basic modules are given, which in-

clude the aluminumproduction process, the CNN and LSTM
unit, and the self-supervised learning method.
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Figure 1: The flowchart of the aluminum production unit, covers a lot of quality variables and dynamic temperature range.

2.1. Aluminum production processes
The cell temperature is the crystal electrolyte of alumina

powder. The prediction of temperature is significant because
it can monitor the whole production, and further support
the identification of superheating and control. Therefore, it
maintains the stability of production. The temperature index
is a critical index in the production of the aluminum electrol-
ysis process. In a reduction cell, the alumina reacts with the
carbon dioxide with a high current as the catalyst promotion.
The main reaction can be described as follows:

2Al2O3 + 3C
(600−1200)◦
←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←→
electrolyte

4Al + 3CO2 (1)
Also, there are many other secondary reactions during the
complex reactions. It is some icons and cons which is a neu-
tral reaction:

3CO2 + 2Al → Al2O3 + 3CO (2)
The definition of SD is the difference between the electrol-
ysis temperature and the crystal temperature. Under the ap-
propriate temperature, the reduction bath is based on a su-
perior situation and can improve the current efficiency, ex-
tend the lifespan of the bath, and improve the purity of the
aluminum. The bath temperature can lay the foundation for
the further evaluation of superheating and guide the work-
ers’ operation. The existing method to detect the index of
the temperature is the physical detection device, it cannot
achieve the online and real-time temperature for the harsh
production environment. Figure. 1 gives the whole intuitive
production.

 +



  tanh

tanh

( )1c t −

( )1h t −

( )x t

( )c t

( )h t

forget gate cell state

output gateinput gate  

Figure 2: The basic unit of LSTM covers the forget gate, input
gate, and output gate. � represents the Sigmoid activation and
the tangent activation kernel is given by tanℎ.

2.2. CNN and LSTM
In [22], the CNN is the basic unit for the deep feature

extraction in the flame hole images. To make an accurate
time sequence temperature prediction, the CNN has implic-
itly learned a representation of paws that can be further used
as initialization for training a more accurate model.

Another unit that is used in the proposed model is the
long-short time memory [27]. The LSTM copes with the
long dependency by inducing the different gates so the useful
information can be reserved for the next layer. As shown in
Figure. 2, the main equation for information learning can be
given as the following equation:

ŷ = � (V ⋅ ℎ + b) (3)
A lot of experiments and applications have shownLSTM’s

superior ability. Furthermore, many other extensive archi-
Yongxiang Lei et al.: Preprint submitted to Elsevier Page 3 of 10
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tectures such as deep LSTM, have been used in many do-
mains. A widely accepted shortcoming of RNN is the long-
term dependency and vanishing gradient problem. A spe-
cial kind of RNN called LSTM is capable of learning long-
term dependencies. LSTM is introduced by Hochreiter &
Schmidhuber and is widely used in a large variety of prob-
lems. In the basic LSTM, three gates to protect and control
the cell state and some repeating modules are added in an
LSTM that contains four interacting layers. The LSTM net-
work can implement temporal memory through the switch
of the gates to prevent gradient varnishing. Denote the input
vector x (t) and the previous hidden state ℎ (t − 1), and the
external inputs are its previous cell state c (t − 1). Then, the
forget gate is triggered as:

f (t) = �
(

Wf ⋅
[

ℎt−1, xt
]

+ bf
) (4)

And, the input gate and new candidate vectors are computed
as follows:

it = �
(

Wi ⋅
[

ℎt−1, xt
]

+ bi
) (5)

C̃t = tanh
(

W(C) ⋅
[

ℎt−1, xt
]

+ bC
) (6)

The new cell state in LSTM is updated by the following
equation.

Ct = ft ∗ Ct−1 + it ∗ C̃t (7)
The output gate vector can be calculated as follows:

ot = �
(

Wo
[

ℎt−1, xt
]

+ bo
) (8)

ℎt = ot ∗ tanh
(

Ct
) (9)

In the Eqs.(3)-(8), where � is the nonlinear activation func-
tion, usually, the sigmoid function. Tanh represents the non-
linear tangent activation function. ∗ represents the point-
wise multiplication operation. Wc , Wo, Wi are the related
weights and bi, bc , bo are the bias, respectively.Compared to the traditional RNN, LSTM remains a cell
state to accumulate the long-time feature from the time-sequential.
So that the derivatives of the features from the front instant
would be preserved. Further, to guarantee the temperature
prediction performance, the information derivative over the
time axis is very important, which promotes the proposed
method in the sequel.
2.3. Self-supervised contrastive learning

With the difficulty and high cost of acquiring labeled
data samples, there is an exponential increase in learning
representation in unsupervised scenarios. Self-supervised
learning is an active learning method that has shown great
potential to learn the difference of the data sample for the
constraint of labeled data. For instance, some rotations, an-
gles, and distortions can be learned by the self-supervised
model itself. In the proposed CNN-DSSLSTM model, a

  
（a）The original flame hole image; 

  
(b) The core deep temperature features after convolution. 

Figure 3: The deep flame features of unsupervised images after
the dilated convolution operation.

novel self-supervised loss with a knowledge dilation process
is used for the iterative training process. The loss can be de-
scribed as follows:

�
(

xi,
(

nj ,nk
))

= L
(

zi,j , zi,k
) (10)

MainstreamSSL approaches, especially contrastive learn-
ing methods, often rely on a series of transformation func-
tions xi,k = g(xi, nk) to produce multiple “views” xi,k of
input instance xi. The nk ∶ k = 1, ..., K is the support of an
“augmentation nuisances variable” n, representing a group
of transformations such as flipping, scaling, cropping, or other
augmentations acting on xi via function g. Subscript k in-
dexes all possible augmentations, i indicates the ith instance
(each instance corresponds to a specific image input). With-
out labeling information, SSL relies on the invariance as-
sumption so that deep feature extractor zi,k = f (xi, k) is atleast insensitive to such group of augmentation nuisances the
network parameters. Existing work shows that, while the
deep extractor f (xi, k) is trained to learn the shared seman-
tics from distorted views xi,k, such pretrained network pa-
rameters effectively benefit further downstream tasks [25].
SSL approaches based on such pairwise instance invariance
assumptions can be generally summarized as penalizing some
form of inconsistency between paired features zi,j, zi,k:

∗ = Ex∈pz ,n∈p∗
[

�(x,n)
]

≈ 1
N

N
∑

i=1

∑

j,k
L
(

zi,j , zi,k
)

p∗
(

nj ,nk
) (11)

Inspired by [7], the unlabeled images directly be trans-
formed to the target task. The fine-tuned network than as a
teacher to impute labels to evaluate the soft labels’ correct-
ness. Specifically, the following distillation loss with soft
labels are:

Ldistill = −
∑

xi∈�(⋅)

[

∑

y
P T

(

y |
|

xi; �
)

logP S
(

y |
|

xi; �
)

]

(12)
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whereP (

y |
|

xi
)

= exp
(

f
(

xi
)

[y] ∕�
)

∕
∑

y′
exp

(

f
(

xi
) [

y′
]

∕�
),

and � is the scalar parameters. The teacher network, which
can produce P T (y |

|

xi
),this equation is fixed during the dis-

tillation process. The only network which is to be trained in
the student net, is to produce P S (y |

|

xi
). Assume we have

access to such oracle distribution p, and with equal sampling
probability for xi, the objective function is described as the
above equation.

�[f ](t, x) = �0(x)
(

1 + ��p[�(t, x)]
) (13)

The joint training process of the teacher network and stu-
dent network can lead to a compact model which is used to
improve the whole performance of the architecture.

3. The formalization of the proposed
CNN-DSSLSTM method
This section introduces the formalization of the proposed

CNN-DSSLSTM method.
3.1. Edge segmentation

To cultivate the burden of the computation, edge seg-
mentation based on the threshold value is used in this ar-
chitecture. Before the CNN learns the features, the original
hole image is transmitted to an edge segmentation unit to ex-
tract a core unit. Since tedious annotations of the flame hole
images are not available, so it is hard to train a multi-scale
classifier to separate the categories, but instead employ self-
supervised training. CNN is used to learn some complex
feature representations of the original flame images. As-
sume that the original sequences are denoted as xst, thena defined updated representation at is given as the output
of the LSTM layer from the learned CNN-LSTM. Figure. 4
describes the self-supervised CNNDLSTM framework for
learning the feature representation and its SD application.
The building blocks for training are the CNN, the LSTM,
and the final top-layer dual-dilated network. The output of
the LSTMwhich links from the CNN in a consecutive frame
by means of hidden states ℎt and the nonlinear activation
function can be rewritten as:

ℎt = �
(

Wℎxt + Uℎℎt−1 + bℎ
) (14)

and output from the LSTM to the top layer representation
can be given:

at = �
(

Waℎt + bℎ
) (15)

In the proposed CNN-SSDLSTM framework, the KL di-
vergence is used to compute the similarity in the training
process. Since the label yi is missing, the hidden features are
constructed by the pair of (zi, yi). Then, the log-likelihoodfunction can be written as the following constraint:

max Ls
(

xi, yi
)

=
Eq(z)

[

ln p
(

xi, yi ∣ z
)]

−KL[q(z)‖p(z)] (16)

where Eq[⋅] is the expectation of the distribution p, and
KL[q(z)‖p(z)] = ∫ q(z) ln q(z)

p(z)dz is the Kullback-Leibler

(KL) divergence to evaluate the dissimilarity between the
two labels. Consider the following conditional distribution
of x, y, and z,

p(z, y ∣ x) = p(z ∣ y, x)p(y ∣ x) (17)

p(x ∣ z, y) = p(x ∣ z) (18)
The static probability is derived as follows:

Lu
(

xui
)

=
Ep(y∣xui

)

[

Ep(z∣xui ,y
)

[

ln p
(

xui ∣ z
)]

]

+ H
(

p
(

y ∣ xui
))

−Ep(y∣xui
)

[

KL
[

p
(

z ∣ y,xui
)

‖p(z)
]]

+Ep(y∣xui
)

[

Ep(z∣y,xui
)[ln p(y ∣ z)]

]

= Ep(y∣xui
)

[

Ls
(

xui , y
)]

+ H
(

p
(

y ∣ xui
))

(19)
an interval term is introduced, the above equation then is
expressed as follows:

KL [

p
(

z, y ∣ xui
)

‖p(z, y)
]

= ∬ p
(

y ∣ xui
)

p
(

z ∣ y,xui
)

ln p
(

z∣y,xui
)

p
(

y∣xui
)

p(z)p(y∣z) dzdy

= ∬ p
(

y ∣ xui
)

p
(

z ∣ y,xui
)

ln p
(

z∣y,xui
)

p(z) dzdy
+∬ p

(

y ∣ xui
)

p
(

z ∣ y,xui
)

ln p
(

y ∣ xui
)

dzdy
= ∬ p

(

y ∣ xui
)

p
(

z ∣ y,xui
)

ln p(y ∣ z)dzdy
= Ep

(

y ∣ xui
) [

KL
[

p
(

z ∣ y,xui
)

‖p(z)
]]

− H
(

p
(

y ∣ xui
))

−Ep(y∣xui
)

[

Ep(z∣y,xui
)[ln p(y ∣ z)]

]

(20)
where z denotes the hidden variables, and Ep is the featureexpectation of the output variables under the constraint of
input x.
3.2. Contrastive knowledge dilation

In the aluminum electrolysis case study, the performance
gap between supervised learning and the scarcity of labeled
data should be narrowed. Therefore, to further improve the
accuracy of the whole model, the knowledge dilation is ap-
plied to the proposed top-layer architecture to improve the
accuracy of the proposed method. The dual teacher net and
student network are joined to improve performance and re-
ward the right action.

The output of LSTM can be further tackled with dual
contrastive knowledge dilation networks to improve the per-
formance of the proposed model. The specific mathematical
equation is:

⌢yt = softmax
(

WT at +WSat + bℎ
) (21)

the matrix ofWT andWs is the weight parameters that need
to be fine-tuned with the distilled process, respectively.

The main flowchart of the proposed algorithm is given
in the following steps:

Yongxiang Lei et al.: Preprint submitted to Elsevier Page 5 of 10
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Figure 4: The proposed CNN-DSSLSTM framework for industrial electrolysis reduction. The original flame video was divided
to piece of unlabeled images and then projected to CNN to extract the deep features. Self-supervised LSTM and top-layer dual
distillation networks were coordinated to improve the accuracy and performance.

1) Collect sufficient continuous flame hole videos from
the industrial plant scenarios;

2) Use the threshold edge segmentation to divide with
the available data (∼1s for per image);

3) Split the data with the Training data, Testing data, and
Validation data, initialize the network parameters such as
learning rate �, the batch_size, the hidden layers of LSTM,
and the epoch size;

4) Set up the CNN architecture, the Conv2d layer, and
the max-pooling feed word network, and then train the CNN
weight parameters with the training data.

5) Train the high-level LSTM network based on back-
propagation through time (BPTT);

6) Use contrastive learning to train the joint Student Net
and the Teacher Net to produce soft labels, the correspond-
ing loss is given in equations (11)-(13);

7) Use the full-concat model to predict the cell temper-
ature in the aluminum electrolysis reduction based on equa-
tion (3).

4. Experimental verification
In this section, some experiments are introduced to eval-

uate the performance of the proposed method. Firstly, a
numeral case is used as the benchmark to verify the per-
formance. Further, the industrial temperature experiment
is also given. Some competitive algorithms are also com-
pared in the experiments. To make a thorough comparison,
the supervised learning method such as RNN, LSTM, and
GRU are all tested in the simulation process. The RMSE
andMAE indexes are utilized to evaluate the model perfor-
mance of the proposed methods. The mathematical expres-
sion of the RMSE is:

RMSE =

√

√

√

√

√

Nu
∑

i=1

(

⌢yt − yt
)

2/

Nu (22)

Another index in the comparison process is the mean ab-
solute error (MAE). The specific expression can be written
as the following equation:

MAE =
Nu
∑

i=1

|

|

|

|

(

⌢yt − yt
)

|

|

|

|

/

Nu (23)
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Figure 5: Testing error comparison with the different numbers of unlabeled samples for different algorithms: (a) RNN; (b) LSTM;
(c) SSDLSTM.

The final evaluation indicator is mean absolute percent-
age error which is described as follows:

MAPE = 1
N

N
∑

i=1

|

|

|

|

y (t) − ŷ (t)
y (t)

|

|

|

|

(24)

The experimental environment is conducted in a
Ubuntu2020 Linux system with 64GB memory and a V100
GPU to accelerate the computation. Further, the python lan-
guage and Pytorch framework are also used to realize the
main algorithms. 56 videos of 3 categories with an average
length of 6 minutes per video, which is in total 5̃.5 hours
recorded at 60 fps. In the segmentation process, the images
have been divided into 1 second per image. To evaluate the
performance, some temperature labels have been manually
from the different videos and images. The features extracted
from the image segmentation will be used as the input for the
CNN, the results are given in Figure. 3. It consists of nConv
modules, where n is the number of frames of the input video.
The main function of conv is to extract image features. This
paper designs a three-layer convolution structure. It consists
of two 3x3 convolutional layers, a maximum pooling layer,
and a fully connected layer. The number of neurons in the

fully connected layer is set to 256, and the input of the self-
supervised LSTM model is 256 dimensions. As shown in
[2], a similar initialization of LSTM with random weights
and 512 hidden nodes is used. 12 sequences of flame hole
videos are trained per batch and a random re-ordered version
for each.

The original input is the flame video and position off-
set vector, and the dimension of flame hole video data is (n,
1080,1920,3), where n indicates that the video contains n
frames of images, and (1080,1920,3) is the image format,
indicating the width, height, and a number of channels. The
dimension of the position offset vector is (n, 2), whichmeans
that each frame of the image contains two values. The de-
sign idea of the model is to extract the features of the flame
hole video through the CNN module, and the position off-
set vector enters the self-supervised LSTM model after the
convolution operation to extract the jitter state features and
splicing the output sequence features with the features of the
flame hole video after the maximum pooling. Therefore, the
main reason why the position offset vector passes through
the CNN layer first and then enters the self-supervised LSTM
is that the position offset vector is not normalized, so the
pooling layer is designed to normalize it. Finally, the predic-
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Figure 6: Testing error comparison with the different numbers of unlabeled samples for different algorithms: (a) Attention-LSTM;
(b) SSDLSTM; (c) Ours.

tion accuracy of tank temperature is further improved through
the self-distillation model on the top floor. CNN consists
of n modules, where n is the number of input frames. The
main function of the con display is to extract image features.
This proposed CNN-SSDLSTM designs a v3−v three-layer
video structure. For the fully connected layer, the input of
the 256-dimensional self-supervised LSTMmodel is 256 di-
mensions.

Table 1
The competitive methods comparison for the tempera-
ture identification.

Methods RMSE MAE MAPE Train_time

LSTM 0.2345 0.2332 0.2621 21.67
RNN 0.3521 0.2546 0.2672 24.89
CNN-LSTM 0.1081 0.1665 0.1339 35.6
CNN-DLSTM 0.0473 0.1823 0.2645 37.99
Ours 0.0335 0.0221 0.0045 42.86

The dilated learning method is used for improving the
accuracy of cell temperature prediction in the application

of the plant-wide industry. From Table 2, after the succes-
sive rounds of training, the temperature accuracy has shown
great potential. The highest pot temperature accuracy is up
to 93%.

The self-supervised loss is constructed in the network
training process. The rotation, augmentation policy is used
for augmenting the amount of unlabeled data. Table. 1 gives
a full comparison of the different algorithms. The train_time
is evaluated with a second unit and RMSE, MAE, MAPE is
both used to verify the effectiveness of the proposed meth-
ods. The commonly competitive methods are RNN, LSTM,
CNN-LSTM, CNN-DLSTM and our methods, experiments
describe that the integration of self-supervised can further
lower the RMSE and improve the prediction accuracy at the
same time. The accuracy of the final proposed model val-
idation set is 0.823, and the accuracy of the position off-
set CNN-SSDLSTM model validation set is 0.845, respec-
tively. In addition, CNN-LSTM and CNN-DLSTM’s per-
formances are superior to the basic RNN and LSTM units,
which represents that CNN can learn better information from
the flame hole videos. Our CNN-SSDLSTM achieves the
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Table 2
Training times and variance for the different algorithms with different numbers of unlabeled
samples.
A: low-temperature zone, B: middle-temperature zone, C: upper-temperature zone

Catergories Te_acc Tr_acc Tr_time(s)

A B C A B C A B C

Supervised
CNN 0.504 0.618 2.626 0.456 0.621 0.481 24.76 24.77 24.77

SimCLR [8] 0.362 1.023 0.128 0.523 0.722 0.813 4.73 5.33 5.22
BYOL[14] 0.233 0.732 0.625 0.616 0.714 0.881 6.88 7.31 7.37

Semi-supervised
SWPPLSR [6] 0.342 0.534 0.636 0.324 0.566 0.698 3.71 3.45 4.23

CNN-LapsELM [21] 0.645 0.423 0.245 0.601 0.711 0.748 3.42 3.44 3.28
Self-supervised
MoCo [26] 0.674 0.828 0.867 0.086 0.785 0.761 6.21 6.20 6.52

ARTMAP [3] 0.562 0.623 0.648 0.456 0.725 0.737 7.93 8.40 7.22
SSDLSTM [24] 0.693 0.832 0.845 0.656 0.895 0.841 2.59 2.34 2.53

Ours 0.863 0.934 0.905 0.820 0.905 0.891 31.59 25.34 33.53

lowest RMSE and MAE, 0.0335 and 0.0221, respectively,
which is the result of CNN, self-supervised loss, and con-
structive design. While it also costs a longer training time,
due to the independent CNN training process.

In the comparison experiment, after two rounds of it-
erative, an observed rapid convergence and accuracy gain
has been shown. The contrastive joint training of the top
dual network learns a superior representation of the unla-
beled flame images. Compared to the traditional RNN and
LSTM unit, the prediction performance has increased by a
large margin, up to 0.92.

5. Novelty analysis
In the above experiments, the proposedCNN-SSDLSTM

provides state-of-the-art performance comparedwith the other
competitivemethods. The advantages of the proposedmethod
can be specified as the following items:

Economic profit saving. The proposed method is a fully
data-driven method that utilizes the data to train the algo-
rithms rather than the physical devices with a lot of profit
savings.

Online real-time prediction. The method in the paper
proposes an online real-time prediction for SD in the alu-
minum reduction cell. It can be also extended to use this
method for other similar industrial plant-wide applications.

Break the constraint of labeled samples. This method
uses self-supervised contrastive learning to narrow the gap
between supervised learning and the scarcity of labeled sam-
ples. Considering that the practical industrial plants aremainly
the categories of unlabeled data, the generation of the pro-
posed method is greatly improved.

6. Conclusion
In this paper, an improved self-supervised LSTMmethod

is proposed for aluminum temperature prediction. The deep

architecture of the proposed algorithm leverages the loss func-
tion with contrastive learning. Further, a novel unit with a
self-supervised loss function is used in the proposedmethod.
The knowledge dilation with dual teacher net and student net
is also jointly trained for the proposed architecture. The ex-
perimental results demonstrate that the performance is su-
perior to the other existing comparisons. The proposed self-
supervising function is vividly utilized in the CNN-SSDLSTM
models and got a competitive experimental and application
verification. Some extended exploration of this method can
be fault soft sensor domains, which have the great potential
to deal with fault prediction under the limitation of sufficient
labels.
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