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Abstract

Privacy-preserving spatio-temporal data sharing is vital for addressing many real-world
problems, such as managing disease spread or tailoring public services to a population’s
travel patterns. Differential privacy has become the de facto privacy standard owing to its
strong privacy guarantees, although existing mechanisms make very restrictive assumptions
regarding what outside knowledge is known beyond the data itself. This limits the practical
utility of the private data, and has prevented the widespread deployment of differentially
private algorithms in the real world. This thesis aims to show that incorporating publicly
available information, such as the road network or characteristics of places of interests, can

enhance the practical utility of the output data without negatively affecting privacy.

This thesis focuses on two main problems, both of which are fundamental in enabling
location analytics with private data. The first considers the synthesis of spatial point data,
and three solutions are proposed. The first solution uses a private adaptation of kernel density
estimation to generate data within small private partitions, and the second uses the road
network as the basis for data generation. The third solution combines randomised response
with generative adversarial networks to develop a generative model that satisfies label local
differential privacy — a more practical and realistic privacy setting. The second problem
focuses on sharing trajectory data using local differential privacy. The proposed solution
uses the exponential mechanism to efficiently perturb overlapping, hierarchically structured
n-grams of trajectory data, which help to preserve the spatio-temporal correlations inherent
in trajectory data. This problem, and its solution, is then extended to a setting in which two

services wish to privately share event sequence data with each other.

All solutions incorporate publicly available external knowledge by imposing hard constraints
on feasible outputs, exploiting the intrinsic hierarchies and underlying structures of real-
world data, and using distance functions to ensure that semantically similar values are more
likely to be output. Experiments with real data show that including this information helps
to produce private data that performs very well in many spatio-temporal analytical tasks,
including range, hotspot, and facility location queries. These strong results demonstrate the

potential for more widespread use of differential privacy in the real world.
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Chapter 1

Introduction

Each day people interact with many services (e.g., banks, social media, or shops), each of
which collect data on our interactions with them. And, in a digital world in which mobile
technologies are ubiquitous, these services are collecting this data to an increasingly larger
extent, and with ever-growing ease. This data is highly valuable to the services as it allows
them to learn more about their users, and it enables them to improve their service. For
example, if a mapping platform knows where users wish to start and end their trips, they
can develop collective routing algorithms that minimise traffic congestion [59]. Similarly,
if a bank knows how different customer demographic groups spend their money, they
can use this information to tailor their range of loans, mortgages, and current accounts.
Sharing data with other entities (e.g., other businesses, researchers, or the public) also has
its benefits. For example, if a bank suspects that a transaction is fraudulent, it can seek
data from other location-based services to determine whether the transaction in question is
concordant with other events of the user. Sharing data openly with the public can also have
multiple societal benefits, including improved healthcare [66, 160], increased transparency

and accountability [156, 163], and improved transport systems [32].

However, despite these compelling use cases, the data that services collect on users is
extremely private, for numerous personal, social, and financial reasons, and the risks of
violating an individual’s privacy presents a major impediment to the free sharing of such
data. Several techniques have been proposed, and used, to provide a degree of privacy, whilst
accommodating the desire for greater data sharing. Most of the early techniques, such as
k-anonymity [211], /-diversity [158], and ¢-closeness [151], typically anonymise, generalise,
omit, and/or perturb database values or records such that the shared database contains no
information that would allow users to be identified directly. While these techniques can
be effective from a privacy perspective (especially if the sanitised database is viewed in
isolation), the effect on the database’s ultimate utility can be severe. If, for example, the
exact co-ordinates of people’s locations must be generalised to the postcode-level, this limits
the range of analyses that can be conducted using the data. Even when a good balance
between privacy and utility is achieved, none of these techniques offer guarantees of privacy,
and many have been shown to be vulnerable to homogeneity, background knowledge, and

linkage attacks that ultimately lead to deanonymisation [72] or re-identification of sensitive



values [155]. This has meant that high-profile data leakage cases have continued to occur
in recent years, including the release of former Massachusetts governor William Weld’s
medical data [210], the deanonymisation of Netflix users [175], the publication of actor
Bradley Cooper’s tipping tendencies [223], and the identities of those who stormed the US
Capitol in 2021 [215].

Differential privacy (DP) was proposed by Dwork et al. [83], in part, to address these defi-
ciencies, and it has since become the de facto privacy standard in academia (and increasingly
in industry) owing to its strong mathematical guarantees of privacy. In short, it ensures
that every individual in a dataset has plausible deniability regarding their inclusion in that
dataset. It is typically achieved by a trusted aggregator adding carefully curated noise to
the answers of statistical queries (e.g., count, sum, average). Its simplicity and mathematical
rigour has resulted in several real-world applications, including by Uber [130] and for the
2020 United States Census [3, 228].

One limitation of the original form of DP is that it relies on users providing their true data
to a trusted aggregator, which may not always be realistic or desirable, especially when
very sensitive data (e.g., medical, location, or financial data) is shared. Local differential
privacy (LDP) [81] offers a decentralised alternative in which users privatise their own
data before sharing it with an untrusted aggregator. This affords every individual plausible
deniability with respect to the actual data included in the dataset. Owing to its decentralised
setting, LDP typically requires a higher degree of noise to ensure that its privacy goals are
met. This means that, to achieve high utility, very large datasets are normally necessary,
which has limited real-world applications of LDP to big technology companies, such as
Apple [13] and Google [86].

Despite their rigorous privacy guarantees and real-world applicability, many DP and LDP
algorithms make very restrictive assumptions regarding what outside knowledge is known
beyond the data itself (e.g., provenance, structure, or hierarchy), even though context-aware
privacy has been shown to offer better privacy-utility trade-offs [124]. This is a major
shortcoming, especially as a wealth of accessible, open source information about the real
world exists: detailed mapping data describes roads and places of interest; transit schedules;
business opening hours; and unstructured user-generated data, in the form of reviews, check-
ins, photos, and videos. These sources provide a rich and detailed (if somewhat non-uniform)
description of the real world within which people navigate their lives. Excluding this wealth
of knowledge can even harm utility if a mechanism is oblivious to real-world conditions (e.g.,
a synthetic data generator could ‘locate’ people in the middle of the ocean, as it does not
know the location of bodies of water). As this knowledge is publicly available, it can be
used by adversaries to compromise privacy, yet current literature fails to utilise this same

information to enhance utility, which limits its practicality in analytics tasks.

Given the increased societal desire for data to be shared, DP’s ability to provide strong
guarantees of privacy, and the increasing use of DP in real-world settings, it is intriguing that
most existing algorithms fail to actively incorporate publicly available real-world knowledge.
This thesis examines this issue and proposes methods for sharing private data in both the
centralised and local DP settings, while utilising public knowledge to enhance utility without

affecting the privacy guarantee.



1.1 Research Overview

With this broad motivation in mind, the scope, aims, and content of this thesis can now be

outlined.

Although algorithms for privately sharing several types of data have been proposed, including
medical [92], internet search history [86], and financial data [2], this thesis primarily focuses
on spatio-temporal data. This decision can be justified by considering that, not only are
spatio-temporal databases (e.g., taxi trajectories, public transport smartcard data) widespread,
but many other databases (e.g., social media, shopping, bank transactions) contain spatio-
temporal information also. For example, many social media posts are geotagged, social media
users often check-in to places they visit, and all in-person credit card transactions record the
time and place of purchase. This ubiquity of spatio-temporal data makes it an important and

compelling domain upon which to focus.

Spatio-temporal data itself can be divided into two segments: point data and trajectory’ data.
Similarly, private data sharing can be divided into two main areas of research: publication
and synthesis. Combining these gives four potential areas of study, each of which have their
own challenges, applications, and research gaps. This thesis primarily focuses on two areas:
synthesis of spatial point data, and publication of trajectory data. The reasons for these
choices are explained by substantiating the following three research questions (RQ), and by

assessing the current state of the art, which is surveyed in Chapter 2.

RQ1: How can spatial point data be generated privately, such that the synthetic

data is practical and useful?

In order to preserve the privacy of individuals, sensitive location data typically has to
be sanitised before it is published. This can involve aggregation into pre-defined regions,
location perturbation, or truncation of longitude-latitude data. The sanitisation operation is
normally controlled and performed by the data owner, whose primary concern is to minimise
the privacy risk to the data subjects and their consequent liability. In many cases, this

considerably limits the utility of the published data.

In contrast to crude sanitisation, releasing a synthetic dataset in the same format as the
original data can give more flexibility in how clients can use the published data. In many
practical scenarios, the recipient of the data will want to use their own data analytics tools
without any restrictions from the data provider on the way in which the data can be used, or
the type of queries used. Hence, the aim of this research question is to develop approaches

for privately generating realistic, usable synthetic point data from real location data.

Although methods for generating differentially private trajectories have been proposed [e.g.,
110, 112, 119], and this appears to be a more complex variant of this research question,
many of the solutions therein all produce outputs that correspond to arbitrary grid cells,
which is not concordant with the format of the original data. While one could extend

these solutions to generate individual points (e.g., by using uniform sampling), generating

IThroughout this thesis, the term ‘trajectory’ broadly refers to any temporally ordered set of events or points
in space-time. This differs from other, stricter notions in which a trajectory is a set of spatio-temporal data points
with a very small sampling rate (e.g., less than ten seconds).



a spatial point dataset that maintains privacy, has high practical utility, and preserves the
underlying distributions of the original dataset is a non-trivial exercise (as we will see). In
any case, generating large-scale, private spatial point datasets is a core problem in spatial

data management, and its importance and practicality warrants its study.

As a decentralised privacy model can provide even better protection to individuals, it is
important to extend the scope of this research question to the local setting. This ensures that
practical mechanisms with meaningful levels of privacy and security can be developed for

the important problem of synthesising spatial point data.

RQ2: How can trajectory information be shared by individuals in a locally differ-

entially private manner?

Although highly granular spatial point data has many uses, individual points can only tell
part of a story, whereas trajectory data allows for a richer understanding of a population’s
movements and interactions. Privately sharing trajectories also has concrete benefits for
many real-world applications, including managing disease spread through contact tracing,
and tailoring public services (such as bus routes) to a population’s travel patterns. Although
spatio-temporal trajectory synthesis has been addressed in the centralised setting, no prior
work has addressed it in the local setting (in which publication and synthesis can be seen to
be quasi-identical). Hence, RQ2 focuses on publishing trajectories/location sequences such

that the requirements of local differential privacy are met.

Publishing trajectory data is not without its challenges. In particular, spatio-temporal data
can have strong correlations between attributes of the same record, and between adjacent
points in the trajectory. These correlations and patterns are difficult to protect from a privacy
perspective, and difficult to preserve from a utility perspective. Furthermore, as LDP requires
noise to be added to the data itself, its mechanisms often have lower utility due to its stronger
privacy requirements. This is (in part) because existing mechanisms fail to incorporate the

wide range of real-world knowledge that is publicly available.

The utility goals in RQ2 focus on both the user and the trajectory level, each of which have
their own practical value. High utility at the aggregate level enables a range of queries with
socially beneficial applications, such as societal contact tracing (e.g., where and when will
the next ‘superspreader’ events occur) and facility location (e.g., where should a business
owner build their new cinema). Maintaining high utility at the trajectory level gives end

users the flexibility to use the output data effectively for their own unique purposes.

RQ3: How can trajectory information be shared between services in a practical and

locally private manner?

Most existing private data sharing mechanisms only consider that services share data in
isolation, meaning that services and end users only gain a partial picture of each individual
in the population. For example, a transit agency knows when and where a user is travelling,
but not why they are travelling or what they do at their destination. Moreover, in many
cases, the same event is recorded by multiple services, but each service collects a different
subset of data on the event. Having partial data like this is restrictive, as it heavily limits the

utility of the data and the range of analyses that can be conducted, as well as introducing the



potential for missed (or incorrect) inferences and insights. As such, the aim of this research
question is to build on RQ2 by tackling the issue of how a user can privately share their event
sequence data from one service (the donating service) with another service (the receiving
service). The receiving service can then integrate this private data with trajectory data that

it may already have on a user.

Sharing private data with other services in this way can enhance services and benefit users
further. For example, consider a series of bank transactions, one of which is flagged as
potentially fraudulent. With no other knowledge, the bank has limited information to
confirm whether the event is likely to be fraudulent and therefore may not block the user’s
card to prevent other fraudulent transactions. However, the bank could use data from other
services to check if there is concordance with the suspicious transaction (i.e., if the other
services all locate the user in another city at the same time, the transaction is likely to be

fraudulent).

While this research question possesses many of the same challenges as RQ2 with regard
to dealing with trajectory data, it has two key challenges that are unique to the multiple
service setting. The first challenge is to develop a data sharing protocol that gives the user
control over their data, provides strong privacy, and achieves high practical utility. The
second challenge is the task of integrating data from multiple services. In particular, as both
services may collect data on the same event (but different attributes), it is crucial that this
link is preserved when integrating data. A complementary challenge is ensuring that events
that are not linked in reality are not linked when the two services integrate their data. Given
that one half of the data being used in this integration will be perturbed in accordance with
LDP, the difficulty of this task is evident.

Finally, this research question focuses on sharing trajectory data from multiple different
services, not all of which will exclusively collect spatio-temporal data. As such, RQ3 requires
the development of a general, all-purpose trajectory sharing solution, rather than one that is

specifically designed for spatio-temporal data.

1.2 Solution Objectives

Having considered the motivation, scope, and proposed research questions of this thesis, we
now turn to the main properties that are desirable for the proposed solutions. While some of
these properties are desirable for any (private) algorithm, this thesis’ focus on developing

solutions that are practical for real-world application gives each a new context.

Provide strong, practical levels of privacy

As noted already, DP and LDP offer strong privacy guarantees, and it is reasonable to expect
that any solution should use them as the base privacy model. However, just as many DP
algorithms can be restrictive in how they treat external knowledge, many private data sharing
solutions use unnecessarily restrictive privacy settings. Hence, it is prudent for solutions to
use a privacy setting, or privacy model, that reflects the real-world problems they seek to

address, whilst still providing DP-like guarantees.



Operate effectively at large scales

Naturally, any computational algorithm aims to be efficient and scalable. This is especially
important for ones that seek to be applied to real-world, large-scale problems in which
millions of records are shared. Scalability manifests itself in several ways in this thesis.
Most notably, the solutions must be able to accommodate large data sets and be applied
to urban-scale problems. Incorporating real-world data must also be scalable, especially
in terms of the resources (e.g., time, cost, availability, labour) needed to collate and format
the external knowledge. Any solution should also have a practical operational set-up that
is conscious of the privacy requirements inherent to the problem. For example, a solution
should consider what data is transferred between users and aggregators, and how this is
implemented. Where appropriate, these aspects are considered (at a high level) to ensure

that the proposed solutions can be implemented realistically.

Utilise real-world data to enhance utility

A main motivation of this thesis is to develop algorithms that actively incorporate real-world
knowledge with the aim of enhancing practical utility. It is natural, therefore, to expect that
any proposed solution should seek to do this, and this can be achieved in two main ways.
First, solutions should seek to utilise all types of publicly available external knowledge (e.g.,
pre-defined schemas, historic data, commonsense knowledge). Second, solutions should
exploit this data in several ways, including through hard constraints and by influencing the
data synthesis or publication mechanisms. Together, these approaches should realise the full

potential of real-world knowledge.

Preserve the underlying characteristics of the true data

In synthesising or publishing any data privately, values in the output dataset will differ (pos-
sibly significantly) from values in the input dataset. While this is to be expected, there is an
implicit limit at which point the datasets are too different, and any meaningful level of utility
is lost. Hence, any solution should aim to preserve the underlying characteristics present in
the original data, which will differ depending on the data or problem setting. For example,
when generating point data, preserving the overall distribution of points is key, whereas
preserving spatio-temporal correlations between adjacent points is important when dealing

with trajectory data.

Demonstrate strong performance in real-world application queries

The ultimate goal in designing algorithms that are fit for real-world use is to offer strong
performance in analytics tasks in the real-world itself. These tasks range from simple, yet
abstract, range and hotspot queries to more complex applications, such as facility location
and fraud detection. If a mechanism can output private data that performs as well as the

true data in these queries, it demonstrates that these objectives have, as a whole, been met.

Caveat

As Thomas Cromwell was once told, “a man can not have his cake and eat his cake” [121].

Privacy researchers must acknowledge a similar trilemma when developing algorithms that



seek to provide high levels of privacy and utility, whilst remaining efficient. While any two
of these three aspects can be obtained trivially, achieving an appropriate balance between
privacy, utility, and efficiency is decidedly non-trivial, as we will see. Nevertheless, this
thesis will show that incorporating real-world knowledge can make this challenge somewhat

easier to address.

1.3 Contributions

This thesis offers several substantial contributions to the field, which are briefly summarised

here.

Chapter 3 presents two robust methods for generating synthetic spatial data using centralised
DP, both of which use real-world data to enhance the practical utility of the output data.
The first method combines existing private partitioning methods with novel private data
generation methods to generate spatial data within known geographic boundaries. These
data generation methods include a new mechanism for differentially private kernel density
estimation that is designed for our use-case: multiple point sampling for synthetic data
generation. The second method goes further and explicitly uses the road network to control
the data generation process. Specifically, private micro-histograms are composed along each
edge in the road network to effectively model the distribution of real points. Sampling from
these noisy micro-histograms allows high quality synthetic data to be generated. Both of

these methods contribute towards answering RQ1.

RQ1 is also addressed in Chapter 4 with the proposal of GEoOPOINTGAN, which uses a
generative adversarial network (GAN) to generate spatial point data. The advantage of
this solution is that it gives more flexibility to the end user as they can create datasets of
any size, which is a functionality not directly provided with the mechanisms of Chapter 3.
Furthermore, GEOPOINTGAN includes a novel ‘label-flipping’ mechanism, inspired by the
randomised response mechanism of LDP, to satisfy label-LDP, which is proposed as a more
practical variant of LDP. This local setting confers a higher level of privacy to individual
users than is achieved in Chapter 3. Finally, privately flipping the labels of true and fake
points offers potential regularisation and generalisation benefits that enable GEOPOINTGAN

to be robust and, intriguingly, achieve a certain level of privacy for free.

Chapter 5 proposes two solutions for sharing sequences of places of interest using LDP, as set
out in RQ2. The first mechanism models trajectories as individual points in high-dimensional
space, and can be seen as the elegant, ‘global’ solution. However, its high time and space
complexity makes it computationally infeasible in most scenarios, which leads us to the
central contribution of this chapter: a scalable, efficient mechanism based on perturbing
overlapping, hierarchically structured n-grams (i.e., contiguous subsequences of length n) of
trajectory data. n-gram perturbation allows us to capture the spatio-temporal relationship
between adjacent points, while remaining computationally feasible. Moreover, using over-
lapping n-grams allows us to capture more information for each point, whilst continuing to
satisfy LDP. The mechanism also uses a semantic distance function to incorporate a rich set
of public knowledge to adjust the probability of certain perturbations in a utility-enhancing

manner. Exploiting the (publicly known) hierarchies that are inherent in space, time, and



category classifications to structure n-grams in a multi-dimensional hierarchy has notable
benefits for utility. Doing so also reduces the scale of the problem, ensuring that the solution

is scalable for large urban datasets.

Chapter 6 tackles the problem of privately sharing and integrating event sequences between
two services, as outlined in RQ3. The proposed solution uses the successful n-gram-based
solution presented in Chapter 5, but with two fundamental improvements. First, variable-
length n-grams are used to prevent the mechanism from trying to preserve correlations
between consecutive events where no such correlation is likely to exist, whilst also util-
ising the privacy budget as best as possible. Second, the solution incorporates popularity
information in a generic way, covering a comprehensive spectrum of cases where such
information is public knowledge, collated from multiple sources, privately learned from data,
or unavailable entirely. The novel challenge of integrating data from the donating service
with the existing data of the receiving service is addressed with three efficient solutions
to a bipartite matching-based optimisation problem that links semantically similar events.
This integration step exploits the proposed practical privacy setting in which the receiving
service can utilise previously collected, unperturbed data to enhance utility, without affecting

privacy guarantees.

Throughout Chapters 3-6, the aforementioned algorithmic contributions are supported by
extensive experiments that typically use real-world data. These experiments consistently
show that these contributions outperform baseline methods (where such methods exist) in
terms of utility, efficiency, and privacy. In keeping with the practical focus of this work,
the experiments focus on real-world analytics tasks, such as range, hotspot, and facility
location queries. Another consistent finding of these experiments is that incorporating
publicly available external knowledge has a clear benefit for utility. This finding, and the
overall strong performance in these tasks, together demonstrate that the proposed solutions

possess the five desirable properties outlined in Section 1.2.

1.4 Thesis Structure

The remainder of this thesis is structured as follows.

Chapter 2 introduces differential privacy, its properties, the mechanisms used to achieve it,
and its local variant, LDP. Along with a thorough summary of recent literature, this chapter
also explores the question of what knowledge can be assumed to be public, and how it can
be used to boost the utility of private data sharing mechanisms when operating in the real

world.

The main technical methods and contributions of this thesis are presented in Chapters 3-6.
Chapter 3 details the two methods for generating differentially private spatial data, and
Chapter 4 proposes label-LDP and GEOPOINTGAN. Chapter 5 presents the n-gram-based
solution for publishing location sequences with LDP. Chapter 6 extends this work and

addresses the problem of sharing trajectories between multiple services, also using LDP.

The final chapter of this thesis, Chapter 7, includes a summary of the main technical contri-

butions, a discussion on the limitations of this work, and proposals for future work.



Chapter 2

Background

This chapter provides the background material to support the technical contributions presen-
ted in the remainder of the thesis. Section 2.1 formally introduces both DP and LDP, as well
as their associated properties and mechanisms. Section 2.2, provides an extensive summary
of recent literature that is related to the work of this thesis. This review is complemented,
where necessary, by problem-specific literature summaries in subsequent chapters. Finally,
in Section 2.3, we discuss the notion of public knowledge in the context of this thesis. Spe-
cifically, we outline what publicly available external knowledge can be used to enhance
utility, how it can be used, and how previous work has utilised external knowledge in various

capacities.

2.1 Differential Privacy

To illustrate the ideas of this section, consider a toy example in which four people are sharing
their eye colours. Alice and Bob both have green eyes, Chiara has blue eyes, and David has
brown eyes. Although eye colour is not inherently sensitive (as it can be observed publicly),

it acts as a proxy for more sensitive information (e.g., blood type, income, location).

2.1.1 Definition and Properties

The core idea behind differential privacy is that the output of any function (i.e., query) on
a dataset should be approximately the same regardless of whether any one record in the

dataset is included or not. It can be formally stated as follows:

Definition 1 (e-differential privacy [83]). A randomised mechanism M satisfies e-differential
privacy if, for any two neighbouring datasets D and D’, and for all outputs y € Y where

Y = Range(M), we have:
PrM(D)=y] _ .

PIIM(D) =y] = ¢ @1

Two datasets D and D’ are said to be neighbouring if they differ only by the inclusion of

one tuple 7 (ie., D’ = D +1). A relaxed variant of this notion is one in which 9 and D’ are



neighbouring if they differ owing to the substitution of one element. That is, they have the

same N—1 elements, but D has t whereas 9’ has ¢’ as their N'' element respectively.

The parameter € denotes the privacy budget, which influences the ubiquitous trade-off
between utility and privacy. Lower € values correspond to stronger privacy but lower utility
due to an exponentially tighter probabilistic bound, whereas higher e values provide higher

utility at the expense of privacy.

To illustrate how DP works, consider that Alice, Bob, and Chiara are in a room and someone
asks a trusted aggregator how many people in the room have brown eyes. The answer is
reported truthfully to be 0. If David enters the room and the same question is asked, the
answer would be 1, which would leak information about David’s eye colour (i.e., their eyes
are brown). DP protects against these membership attacks through a range of mechanisms (as
we shall see), such that each member has a degree of plausible deniability regarding their
membership in the dataset. This prevents an adversary from definitively identifying any true

sensitive information about the people in the room.

Properties

DP has three key properties — sequential composition, parallel composition, and post-
processing — that can be utilised to create larger differentially private mechanisms. Proofs

for all three properties can be found in Dwork and Roth [82].

Sequential composition states that, if multiple differentially private mechanisms are applied
to the same dataset, the overall privacy leakage is the sum of the individual privacy leakages.
Formally, for a set of mechanisms My, ..., M,, ..., M,, each of which satisfies €;-DP, any
function of them f(My, ..., M;, ..., M,) is e-differentially private, where € = }! ;. This
result also implies that, if the same e-DP mechanism is applied k times, the overall privacy

leakage is ke.

Parallel composition states that, if differentially private mechanisms are applied to disjoint
subsets of D, the overall privacy leakage is bounded by the maximum privacy leakage of the

mechanisms M;. That is, the function f would satisfy (max; ¢;)-differential privacy instead.

The post-processing property states that, for any two mechanisms M; and M,, if M,
satisfies e-DP, then the composition M, (M;(+)) satisfies €-DP, regardless of whether M,
satisfies e-DP itself. In a practical sense, the post-processing property allows the output
of any DP mechanism to be used and manipulated infinitely, without affecting its privacy
guarantee, as long as there is no further interaction with the sensitive data. Examples of
post-processing operations include rounding non-integer values, rounding negative values to

zero, and summing multiple private histogram counts to obtain aggregate histogram counts.

Privacy Budget Allocation

Choosing the value of the privacy budget, and how to divide it between multiple steps (if
using sequential composition), is ultimately a decision about whether to conduct a privacy-
led or utility-led analysis. A privacy-led approach will first fix a value for €, corresponding
to the desired (possibly mandated) level of privacy. A mechanism is then developed within

this constraint in order to maximise utility, which can include investigating how to allocate

10



the privacy budget across multiple steps. This is allowed as the overall privacy leakage of
the mechanism is still bounded by ¢, as stated by DP’s composition properties. Conversely, a
utility-led approach will aim to achieve a minimum level of utility, sacrificing the level of
privacy in order to do so. This can include using a larger value for the privacy budget, or

using variants of DP or LDP that have less stringent privacy requirements.

It is intuitive to seek to balance these competing approaches, and it is not uncommon to
switch between a privacy-led and a utility-led approach throughout development. Indeed,
in this thesis, we begin with a clear privacy requirement: all solutions should use strict
DP and LDP as the base privacy model. Given this privacy constraint, our focus shifts to
achieving a high level of utility, most notably through the inclusion of external knowledge.
Achieving such utility is ultimately dependent on the overall value for the privacy budget, as
well as its division across stages of a mechanism. Throughout this thesis, each solution is
evaluated for a range of privacy budgets and, where appropriate, we also consider several
ways of distributing the privacy budget. This helps to demonstrate a solution’s robustness,

and provides insight into the privacy-utility trade-off inherent in this work.

2.1.2 Local Differential Privacy

The traditional form of differential privacy relies on a trusted aggregator who collects the
users’ true data, before adding noise to a dataset to ensure plausible deniability. However,
in many practical settings, this is unfeasible, unrealistic, or undesirable. Local differential
privacy, proposed initially by Duchi et al. [81], allows users to perturb their data before
sharing it with an aggregator, who can be trusted or not. Although LDP provides stronger
privacy, and benefits from additional security compared to centralised DP, it typically involves

the addition of more noise, which makes it harder to achieve high utility easily.

Definition 2 (e-local differential privacy). A randomised mechanism M satisfies e-local

differential privacy if; for any two inputs x,x” € X and outputy € Y:

P =

PAM@ =51 _ e (2.2)
PriM(x’) = y]

The intuition with LDP is that, given the output y, an adversary cannot (with high con-

fidence) identify the input value. Importantly, LDP possesses the same composition and

post-processing properties as centralised DP [63].

To achieve LDP, users can perturb their data in several ways. In the case of non-numeric
data, users randomly select the value they report from a finite output domain. Numeric data
can also be perturbed this way, or additive noise can be used to change the value that is

reported.

2.1.3 Mechanisms

There are two fundamental methods for achieving DP in the centralised setting: the Laplace
mechanism and the exponential mechanism. Both mechanisms are used widely in DP
research, and throughout this thesis. For their proofs of DP, readers can consult the original

references. There are many core mechanisms for providing LDP to data, depending on the
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query or application (e.g., frequency oracles are well-outlined by Wang et al. [240]), and this

thesis uses the widely used randomised response mechanism.

Laplace Mechanism

The Laplace mechanism is used to release the values of numeric functions of data [83]. For a

function f acting on D, it adds random noise to the value of f(D) such that:
A
M = £(D) + Lap (?f) (2.3)

where Lap(-) denotes the Laplace distribution, and the scale of the noise is set by the global
sensitivity of f, which is defined as: A = maxp o |f(D) — £(D7)].

Queries for which the Laplace mechanism is used include sum, count, and average queries. In
our example, noise from the Laplace mechanism can be added to our count query to provide
plausible deniability (Af = 1 for count queries [82]). For example, the number of people with
green eyes might be reported as 2 + Lap(%) =2-0.124 = 1.876. As an aside, the private
answer is likely to be a decimal, which is nonsensical as there cannot be 1.876 people with
blue eyes. Hence, post-processing can be invoked to round the private answers to the nearest

integer, without affecting the privacy of any member of the dataset.

Exponential Mechanism

Whereas the Laplace mechanism is only suitable for numerical data, the exponential mech-
anism [168] can be used to return differentially private responses to non-numeric queries.
For any dataset D and output y € Y, the result of mechanism M is e-differentially private

if one randomly selects y such that:

PEM(D) = y] = — S (€4(D:2)/28)

- 2.4
Yyiey exp (eq(D,yi)/2A,) .

where g(D,y) is a quality function, and A, is the global sensitivity of the quality func-
tion (defined as for Ay).

The quality function is typically defined to be a positive function in which high values
correspond to desirable outputs and, in turn, high probabilities. However, throughout
this thesis, we define the quality function to be a semantic distance function such that:
q(D,y) = -d(D,y), where d(-,-) is some distance function. This means that datasets, or
values, that have a high semantic similarity will have low distance values, but high quality
function values, and high probabilities in the exponential mechanism. The opposite is true
for entities with low semantic similarity. To ensure that A, = 1, the distance function is
normalised such that all values are within the range (0, 1). More information on the exact
uses and definitions for the semantic distance (quality) functions is given in Section 2.3 and

Chapters 5 and 6, where they are used.

The utility of the exponential mechanism can be written as:

Y| )

+& et (2.5)

|Yopr|

20\,
Pr|q(x,y) < OPT, - — In
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where OPT, is the maximum value of g(x,y), Yopr C Y is the set of outputs where
q(x,y) = OPT, [82], and ¢ is some constant.

Finally, although more commonly used for centralised DP, the exponential mechanism can
be applied in LDP, where different inputs (for LDP) are considered to be equivalent to

neighbouring datasets of size 1 (for centralised DP).

Randomised Response

Randomised response was initially proposed by Warner [245] to give survey respondents
plausible deniability when answering sensitive questions. In the original setting, users are
asked a yes-no question and, before answering, each user secretly tosses a biased coin. If
it comes up as ‘heads’ the user responds truthfully; otherwise, they say ‘yes’, regardless of
whether this is true. This prevents an adversary from definitively knowing the true response
of any one respondent. Despite these noisy responses from each individual, the (approximate)
true number of yes-no responses can be found by debiasing the noisy answers, thus providing

a reasonable level of utility at the aggregate level.

Randomised response can provide LDP if the probabilities of returning any one response
are carefully tuned according to the domain size and privacy budget. Although the original
randomised response setting had two outcomes, it can be generalised to any number of
outcomes by setting the probability that a user reports true information to be @ = #;/I—l’
where |Y| is the size of the output set [86]. Hence, the probability of reporting any other
single output is 5 = m To prove that setting @ and S in this way satisfies LDP, one
can simply consider the ratio of the two entities:

o e€ e“+|Y|-1
=e

- = X
B ec+|Y|-1 1

In our example, consider that there are four possible eye colours: brown, blue, green, and
grey. If Alice wanted to share their eye colour with someone, they would report their true eye

colour with probability & = 0.475 (if € = 1), and any other colour with probability 8 = 0.175.

2.2 Private Data Sharing

To contextualise this thesis’ work, it is necessary to review the relevant literature. Owing to
the large body of existing work on private data sharing, this review generally focuses on
papers that use DP, LDP, or one of their many variants. Even within the field of DP and LDP,
the body of existing work is too large to survey completely here. As a result, this review
primarily focuses on work that uses DP and LDP with spatio-temporal data, as this is the
main focus of this thesis. For more general summaries, readers can consult recent surveys
on DP [76, 176] and LDP [73, 261]. Similarly, for a wider review of location privacy, readers
can consult Jiang et al. [129], whereas Errounda and Liu [88] provide a wider survey on DP

research with spatio-temporal data.
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2.2.1 Overview

The first private data sharing methods focused on publishing datasets. We have already noted
how early data publication methods relied heavily on anonymisation and perturbation, which
made them vulnerable to attack and deanonymisation. Early DP works on data publication
focused on releasing answers to popular queries, such as search [143], predicate [232], and
k-mean queries [91]. In particular, the release of private histograms attracted a lot of early
attention. Hay et al. [117] utilise the idea of consistency across overlapping queries to release
accurate private histograms, and Xiao et al. [249] propose multi-dimensional partitioning
strategies for the same task. Xu et al. [256] advance these works by proposing NOISEFIRST
and STRUCTUREFIRST, which differ by the order in which DP noise is added and the histogram
is structured. Since these seminal works, histograms have continued to attract the focus
of DP researchers [e.g., 61, 116, 146, 192], and are utilised in one of the data generation
approaches in Chapter 3.

However, as these methods are generally restricted to a pre-defined and limited range of
queries, more recent work has focused on the private release of entire high-dimensional
datasets and marginals. PRIVBAYES [274] uses Bayesian networks to capture the correlations
between attributes before adding noise to the marginals and releasing representative data.
PrIvVIEW [193] is a two-step process in which a strategically chosen set of marginals are
composed (called ‘views’), before maximum entropy optimisation is used to reconstruct k-
way marginals from these views. Chen et al. [54] instead use a sampling-based framework to
construct a dependency graph, which is then used to generate noisy marginals and synthetic
data. DPPro [255] meanwhile uses random projection to model high-dimensional data in
a lower dimensional space, where noise can be added and synthetic data created. Though
tangential to the work presented in Chapters 5 and 6, these works highlight the inherent
difficulty in privately publishing high-dimensional data with high utility, which is a challenge

addressed in these chapters.

In contrast to data publication, data synthesis gives more flexibility to end users. Beyond
private data sharing, synthetic datasets are important for many data science tasks, including
benchmark generation [102, 107], and database management system testing [28, 221]. When
generating synthetic data, one must try to achieve high levels of privacy, fidelity, and down-
stream utility. Compared to data publication, data synthesis results in a weaker relationship
between the sensitive input data and the (supposedly) private output data. Nevertheless,
strong privacy notions need to be implemented in order to ensure that inference-based
attacks are not successful [e.g., 78, 97]. The plausible deniability-based protections of DP
and LDP help to protect against these threats, which is why DP is increasingly used for data
synthesis [e.g., 1, 99, 125, 219, 220, 252].

At a basic level, any synthetic dataset should have high statistical similarity with the original
dataset (i.e., high fidelity), as this ensures that the synthetic data can be used by a wide range
of end users. However, in realistic settings, those who create synthetic data often do so
because they have particular end tasks in mind [14, 167]. Hence, they want to maximise the
synthetic data’s utility for these specific analytical tasks. Indeed, in outlining their solution
for the NIST competition, McKenna et al. [167] advocate this utility-led approach. Specifically,

the authors prioritise preserving fidelity in some low-dimensional marginals (selected based
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on their importance for the end task), before using these to generate higher dimensional data.
This approach is particularly pertinent when dealing with high-dimensional data owing to
the curse of dimensionality, as McKenna et al. [167] note themselves. Given the real-world
focus of this thesis, more attention is paid to achieving high utility in location analytics tasks,
all within the constraints of DP. Notwithstanding this focus, the solutions in Chapters 3 and
4 are also developed with fidelity in mind. Consequently, evaluation in both chapters focuses

on statistical fidelity and utility in real-world inspired queries.

Machanavajjhala et al. [159] were the first to generate synthetic data while offering privacy
guarantees under a revised probabilistic version of DP. Since then, several generic approaches
to generating privacy-preserving synthetic data have been proposed, including ones using
deep learning [1], Bayesian networks [274], Gaussian mixture models [47], and noise-induced
marginals [167]. GAN-based solutions for private data synthesis are also widespread, and
these are surveyed in more depth in Chapter 4. Some other methods for specific data types,
such as social network graphs [177], have been proposed but these methods are not applicable

to spatial data. This leaves spatial data synthesis as a core and outstanding problem of study.

2.2.2 Private Location Data in the Centralised Setting

Sharing raw location data in the centralised domain can be divided into two main methods:
obfuscation and perturbation. Obfuscation-based methods aim to lower the granularity of
sensitive information in a systematic, controlled, and statistically rigorous way [20, 88]. To
do so, Wang et al. [235, 236, 237] use an obfuscation matrix to minimise the expectation of
data uncertainty between the true and obfuscated locations, before applying their work to
the task of mobile crowdsensing. Yang et al. [262] extend this idea to consider the temporal
dimension, again with the application of mobile crowdsensing. Obfuscation also provides
a degree of indistinguishability to users and their data. This notion has been extended to
the spatial domain by Andrés et al. [12], who propose geoindistinguishability, in which two
locations are indistinguishable if the probability ratio is within some exponential bound
that is based on the distance between the points. This exponential bound is similar to the
one provided through DP, although geoindistinguishability’s privacy level is weaker than
strict DP. Geoindistinguishability has since been extended by Ren et al. [198] who propose
DisTPRESERV in which geoindistinguishability-like privacy is provided to users, whilst also
maintaining the location distribution of the users. This provides better utility to the service

collecting the data while still providing practical levels of privacy to the users.

Whereas obfuscation methods rely on reporting data at a coarser granularity, perturbation
methods actually change the values of the points, but generally retain the same spatial
granularity. Indeed, in Andreés et al. [12], geoindistinguishability is provided to locations
through a perturbation mechanism that uses a Laplace-like distance-based mechanism to
ensure that closer points are more likely to be returned than points further away. However,
this method involves adding a large amount of noise to points, which has downstream
effects on utility. More refined mechanisms for providing geoindistinguishability have been
proposed [7, 36, 49]. Bordenabe et al. [36] introduce the optimal mechanism, which is
effective but experiences large runtimes owing to its linear programming-based solution.

Chatzikokolakis et al. [49] instead propose a Bayesian remapping procedure to capture the
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utility benefits of the optimal mechanism while improving efficiency, while Ahuja et al. [7] use
spatial hierarchies and the composition property to efficiently prune space to improve utility
further. Despite these advances, all geoindistinguishability-based perturbation approaches
fail to provide the level of privacy that is required for DP, which limits their applicability to

this work.

Aggregating and structuring spatial data are also integral techniques for answering location
analytics queries effectively. In particular, private spatial decompositions are important for
answering spatial count, range, and histogram queries. While many of the aforementioned
private histogram methods can be applied to this task with minor modification, there have
also been works that specifically focus on decomposing spatial data. For example, Cormode
et al. [62] propose a class of private spatial decompositions, including quad-trees and k-d
trees. To et al. [218] propose a two-level A-tree to minimise the division of the privacy budget,
and Kim et al. [138] tackle the challenge of decomposition in skewed distributions, which are
common in spatial datasets. Recently, Shaham et al. [202] build on these works and propose
the homogeneous tree framework, which seeks to achieve homogeneous data density within
each resulting partition to minimise the effect of the added DP noise. Whereas these methods
are data dependent, there are also decomposition methods that are data independent, such
as the uniform and adaptive grids proposed by Qardaji et al. [191]. PRIvTREE [273] is also
data-independent and uses a hierarchical approach without pre-defining the tree height.
These spatial decomposition methods have served as the basis for spatial query-specific
papers. For example, Ghane et al. [101] release private spatial histograms whilst ensuring
consistency in the synthetic output, Shaham et al. [203] use differentially private partitioning
to release origin-destination matrices, and Zeighami et al. [271] use neural networks to
answer spatial range queries. We utilise some of these spatial decomposition techniques [i.e.,
191] in Chapter 3 for our own practical task: differentially private partitioning. Other
techniques can also be used as alternative partitioning methods, or to augment the data

generation methods [e.g., 101].

2.2.3 Private Trajectories in the Centralised Setting

In contrast to single locations, the release of private trajectories (or, more generally, sequences)
is an important and popular research area. Chen et al. [53] were the first to publish synthetic
sequential datasets by using a prefix tree that stores the private noisy counts of each sequence.
Chen et al. [52] extend this work by using an n-gram model to store variable-length sequences
in the tree. While neither of these works were explicitly designed for trajectory data, the
authors note that they could be extended relatively naturally. We also note that the use of
n-grams is similar to the work in Chapters 5 and 6. However, the settings are incomparable:
Chen et al. [52] release DP counts at the n-gram level, whereas we use n-grams as the basis
for releasing LDP trajectories at the user level. Indeed, many early works used trajectory
data to answer common queries [e.g., 34, 52, 148] that focus on returning summary level

statistics, as opposed to individual-level data that gives end users more flexibility.

Consequently, several methods for synthesising trajectories in the centralised setting have
been proposed. DPT [119] uses a Markov chain-like model to generate trajectories, and the

authors also use hierarchical decomposition to structure their space, as we do in Chapters 5
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and 6. DPSTAR [111] also uses a Markov model, alongside density-aware spatial partitioning,
to obtain better performance than DPT. DPSTAR has since been surpassed by ADATRACE [110]
and OpTATRACE [112], both of which primarily focus on location traces, which have more
defined spatio-temporal correlations. Recently, Yao et al. [264] use a graph-based method
to publish trajectories, and this is also the first paper to explicitly consider outliers in
trajectory data. Lestyan et al. [145] meanwhile use graph neural networks to develop a
synthetic trajectory generator that can preserve fine-grained characteristics of the input data.
Other works have combined techniques from k-anonymity research with DP to produce

DP-compliant trajectories [e.g., 150].

Several variants and relaxations of DP have been applied to the problem of privately sharing
trajectories. These include w-event privacy [136], [-trajectory privacy [42], and spatio-
temporal event privacy [44, 45]. While many of these variants achieve good utility, their
weaker privacy notions limit their relevance to this work, and any comparison between them

lacks meaning.

A somewhat orthogonal, yet complementary research area is work that focuses on temporal
correlations under DP, which is of particular importance when considering trajectories. Xiao
and Xiong [248] use the notion of §-location sets to protect these correlations. A §-location
set is the set of feasible locations that any one person can be located, given a previous point
and current timestep. This idea is similar to the hard constraints we use when generating
data in Chapter 3, and the reachability constraints we use in Chapters 5 and 6. The idea of
d-location sets has since been studied further by the same research group [44, 45, 250]. In
related work, Cao et al. [43] study the ‘reverse’ problem when quantifying DP under temporal
correlations. Although this set of work does not focus on publishing private trajectories per

se, it is important to consider it within the wider context of private trajectory release.

Most existing private trajectory release methods focus solely on geographic utility, which can
broadly be viewed as location preservation, as measured through count and range queries.
However, in any practical setting, it is necessary for private trajectory data to achieve high
semantic utility, which includes preserving spatio-temporal hotspots and correlations (e.g.,
rush hour tendencies), as well as achieving strong performance in location analytics tasks (e.g.,
facility location). Although some trajectory release methods do aim to maximise semantic
utility [e.g., 27, 212, 216], none of them satisfy any form of DP, although Bindschaedler and
Shokri [27] satisfy a notion of plausible deniability, which has similarities with DP. This
leaves the recent work of Li et al. [147] as the state-of-the-art, not only because it outperforms
ApATRACE and DPT, but because it is also designed for both types of utility, and satisfies DP.
Throughout this thesis, we seek to achieve high geographic and semantic utility in order to

develop real-world-focused solutions.

2.2.4 Spatio-Temporal Data in the Local Setting

Spatio-temporal data is increasingly studied in the local setting. Wang et al. [234] combine
RAPPOR [86] and randomised response with modified Hilbert curves (to preserve spatial
correlations) and the genetic algorithm (to effectively segment the space) to allow users
to share location data for mobile crowdsensing. Meanwhile, Xiong et al. [254] combine

d-location sets with generalised randomised response, and a time-specific definition of (¢, §)-

17



LDP to enable real-time spatio-temporal data aggregation. Zhao et al. [277] propose LDPPART,
which uses a probabilistic, tree-based partitioning algorithm to publish single location records
with LDP. Errounda and Liu [87, 89] use w-event privacy, combined with randomised repsonse
and the Laplace mechanism, to release continuous [87] and collective [89] location statistics.
Hong et al. [122] propose the square mechanism, which perturbs locations to nearer locations
with higher probability, to collect geospatial data for frequency estimation-based tasks.
Finally, Asada et al. [16] conduct an interesting study that uses machine learning (specifically,
matrix factorisation) to provide users with LDP-compliant recommendations for when they

should share their location data, and when they should not.

The expectation maximisation algorithm [75] is also used in many works, normally to
maximise utility, and typically where randomised response has been used to privatise the
original data. For example, Ren et al. [196] use expectation maximisation and lasso regression
to publish high-dimensional data with LDP, whereas Kim et al. [139] use the technique to
collect indoor positioning data with LDP. Ye et al. [265] note that accuracy decreases when
a space is discretised and frequency oracles are applied, which is a common approach for
sharing spatial data with LDP. To combat this, they propose a continuous perturbation
mechanism that uses the expectation maximisation algorithm, which is shown to outperform

existing methods for frequency estimation in the spatial domain.

Other data publication methods have been developed that, despite not exclusively focusing on
spatio-temporal data, are nevertheless important for spatio-temporal queries. These include
mechanisms for answering multi-dimensional range queries [e.g., 65, 80, 260]; publishing
2-way marginals [64], which are useful for preserving spatio-temporal correlations; and
frequent itemset mining [e.g., 238, 241], which are useful for identifying spatio-temporal

hotspots.

As in the centralised setting, there have also been relaxations of LDP specifically for use with
spatial data in the local setting. For example, Chen et al. [55] introduce personalised LDP to
allow users to specify a geographic ‘safe region’ when sharing their data for the purposes of
spatial data aggregation. Personalised LDP is also used by Bao et al. [22], who combine it
with the expectation maximisation algorithm for the purposes of POI recommendation in
the local setting. Similarly, although geoindistinguishability was proposed in the centralised
setting, it can easily be applied in the local setting by performing the location perturbation

on the user’s device.

These aforementioned works, while useful, cannot be easily translated to the problems we
study in Chapters 4-6 as they fail to deal with trajectory data, and/or they adhere to a
different (typically weaker) privacy definition. Despite the large body of literature in the
centralised setting, there is very little work focusing on trajectories in the local setting. This
is due to the added complexity of dealing with trajectory data, combined with the additional
noise that is necessary when using local privacy settings. Xiong et al. [253] use randomised
response to continually share location data, using (€, §)-LDP, and Gursoy et al. [113] propose
a method for sharing data (including sequence data) using condensed LDP. Naghizade et al.
[174] model trajectories as sequences of ‘stop-and-go’ movements, and privatise trajectories
by perturbing the ‘stops’. However, this work does not provide any meaningful DP-like

privacy level, although it does provide a guarantee based on the number of stops in the
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trajectory. Given this limited body of literature, Chapter 5 is the first work that releases
LDP-compliant trajectories. Moreover, in Chapter 6, where the focus shifts beyond spatio-
temporal data, we present a more generalised mechanism for trajectory sharing with LDP.
Chapter 6 also considers the problem of sharing and integrating the data of multiple services;

this differs from existing work, which only considers services sharing data in isolation.

2.2.5 Distance-Based LDP

Many early LDP mechanisms, such as generalised randomised response [86], (optimised)
unary encoding [240], and (optimised) local hashing [23], assume that all data points have
equal sensitivity (i.e., the probability of any other data point being returned is equal), which
can be unrealistic in practical settings, especially for spatial data. Hence, there have been
several recent relaxations of (L)DP to allow perturbation probabilities to be non-uniform
across the domain. In d, -privacy [48], and its location-specific variant geoindistinguishabil-
ity [12], the indistinguishability level between any two inputs is a function of the distance
between them. This concept has since been generalised to any metric, and extended to
the local setting to give metric-LDP [11]. Context-aware LDP [4] goes further by allowing
an arbitrary (non-metric) measure of similarity between points, and input-discriminative
LDP [108, 109] assigns each data point its own privacy level. Other relaxations to LDP rely
on the provision of some additional information. For example, personalised LDP [55] lets
users specify a desired privacy level, whereas local information privacy [127, 128] utilises

knowledge of users’ priors.

Although these variants have been shown to be effective, they all share a common limitation:
they provide a weaker level of privacy than traditional e-LDP. Specifically, all of them have

f(x.¥) \where f is some function that

upper bounds for the probability ratio of the form e
quantifies the distance or similarity between two inputs x and x". In Chapters 5 and 6,
however, we use the exponential mechanism to create a distance-based LDP mechanism.
When this is the case, f(x,x") = € for all x, x’, which conforms to the requirements of LDP,

and hence provides a stronger level of privacy.

2.3 What is Public Knowledge?

As outlined in Chapter 1, a primary aim of this thesis is to demonstrate how using publicly
available external knowledge can enhance the utility of methods for private data synthesis
and publication. This section discusses this idea in more detail, and explains why using such

knowledge in this manner does not leak privacy.

As the external knowledge is already assumed to be public knowledge, it is non-sensitive and
does not need to be privatised. Importantly, it is only used to enhance utility, whereas privacy
is provided through the application of standard DP or LDP mechanisms (e.g., exponential
mechanism), which can be done with no external knowledge. This means that external
knowledge can be used independently of the sensitive data, which leaves any DP or LDP
guarantee unaffected. This also means that an adversary (who is assumed to have access to
any public, external knowledge) cannot use this data to learn meaningful information about

the sensitive data with high probability.
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2.3.1 Types of Public Knowledge

There are many different types of public knowledge, and a vast number of sources from
which to obtain this knowledge. The best types and sources of knowledge will be problem-
or domain-specific and, given this thesis’ focus on spatio-temporal data, a primary source
of external knowledge is geographic data. Geographic data sources (e.g., Google Maps,
OpenStreetMap) outline the locations of seas, rivers, military compounds, and the structure
of the road network, among others. These sources also contain large databases of POIs,
including their opening hours, ‘price points’, category, etc., which are a valuable source of
information that can be exploited. Data from other domains can also be utilised. For example,
the schedules of sports teams, cinemas, theatres, etc. can be used to determine whether it
is realistic for people to be associated with that POI at a certain point in space-time. Even
unstructured, user-generated content, such as public social media comments and videos, can
be harnessed. For example, semantic analysis and natural language processing techniques

can be used to infer whether a POI is popular or offers good services.

Public knowledge does not need to be codified; it can also be informed by historic real-world
observations. The popularity of POIs is an example of an attribute that can be quantified
using historic data. For example, in many cities, suburban train stations will exhibit strong
peaks in usership during the morning and evening weekday rush-hours, but will be relatively
quiet during a weekday and at weekends. Hence, if these trends in usership can be modelled
using publicly available data (e.g., bikesharing data), then popularity information can be
incorporated into mechanisms easily. We first consider POI popularity to be public knowledge
in Chapter 5. We then generalise the problem in Chapter 6 to consider settings where

popularity is learned from data, crowdsourced from multiple sources, or not known at all.

Finally, public knowledge also extends to commonsense reasoning, which may be informed
by pervasive socio-cultural knowledge. For example, if Alice were to be located at a church
at 3am on a Tuesday, this is unlikely to be feasible as people tend to visit churches on Sunday

mornings.

2.3.2 Utilising Public Knowledge

Public knowledge can be utilised in three main ways, which are explained at a high level here.
Chapters 3—6 contain more detail on the exact methods that are specific to each problem. First,
a series of hard constraints can be imposed to control what values, or outputs, are feasible.
Second, the intrinsic structure or hierarchies of real-world entities (e.g., road network, POI
categories) can be exploited to control data generation or influence data perturbation. Finally,
the distance (quality) functions used with the exponential mechanism can be structured to

ensure that outputs that are semantically similar to the input are more likely to be returned.

Hard Constraints

The first way in which public knowledge can be used is through hard constraints that impose
boundaries on whether certain outputs, or combinations thereof, are feasible. In Chapter 3,
we use geographic knowledge to restrict points from being generated within ‘out-of-bounds’
areas, such as seas and rivers. In Chapters 5 and 6, we use hard constraints to control the

output domain when using the exponential mechanism. For example, POIs that are closed
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from 9pm—-9am cannot be viable if the event occurs at 11pm. Similarly, we deem it to be

unrealistic for someone to purchase a banana or a car for £100.

Hard constraints can also be applied to prevent infeasible relationships between pairs of
points in trajectories. In Chapters 3-6, a reachability constraint prevents two consecutive
points from being output if the physical distance between them is greater than the maximum
distance one could travel in the time between points. That is, if Bob is located at Big Ben at
9am, it would be feasible for a mechanism to ‘locate’ them at the London Eye at 10am, but not
the Eiffel Tower. In Chapter 6, we introduce additional non-spatio-temporal hard constraints
between trajectory points, including an ordering constraint that dictates permissible orders
in which events can occur. For example, one cannot return a product to a shop before buying
it.

Intrinsic Structures

Many real-world entities have intrinsic structures or hierarchies. For example, the road
network has a clearly defined structure as a set of roads and intersections. Geographic
space also has an intrinsic hierarchy: countries can be subdivided recursively into regions,
counties, cities, suburbs, postcode areas, streets, and houses. Another domain that has strong
hierarchical structure is the category classification for POIs. For example, Pizza Express can
have the tags ‘pizza restaurant’, ‘Italian restaurant’, and ‘food and drink’. These hierarchies
can be defined through formal means, such as the US Census Bureau’s Geographic Entity
Hierarchy [227], or Foursquare’s POI category hierarchy [93]. Alternatively, they can be
defined arbitrarily by discretising the data space using a range of granularities. For example,
space can be divided into 100 m X 100 m cells, and time can be divided into 15- or 60-
minute intervals. In Chapter 3, we use the structure of the road network to control the data
generation process, and in Chapters 5 and 6, we use both types of hierarchy to structure our

space and inform the semantic distance functions.

Semantic Distance Functions

The final way to incorporate public knowledge into our algorithms is when using the
exponential mechanism for perturbation. Specifically, the quality function used can be
tuned such that the probability of returning outputs that are semantically similar to the
input data is increased. For example, suppose that Jane is at a pizza restaurant at 9pm in
the city centre, and they wish to perturb their location. Intuitively, higher utility should be
obtained if the mechanism makes it more likely that they are perturbed to a pasta restaurant
than a burger restaurant, which should be more likely than a shoe shop. To maximise utility,
these semantic distance functions can operate across multiple dimensions or attributes. For
example, time, space, and category can be utilised together: the tuple [Pasta Restaurant, 9pm,
City Centre] should be more likely than the tuples [Burger Restaurant, 9pm, City Centre];
[Pasta Restaurant, 6pm, City Centre]; and [Pasta Restaurant, 9pm, Suburb]. These semantic

distance functions are fundamental to the algorithms presented in Chapters 5 and 6.
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2.3.3 Previous Context-Aware Work

The general notion of incorporating external or prior knowledge into a privacy definition or
mechanism to enhance utility can be described as ‘context-awareness’. Whereas this thesis
is the first to actively utilise a wide range of domain-specific external knowledge, there are

some recent works that provide the functionality to do so.

Pufferfish privacy [137], which is a relaxation of DP, is designed for domain experts to create
their own domain-specific privacy notions. Specifically, domain users specify a set of secrets
(i.e., the sensitive data) and data evolution scenarios that are typical for that domain (i.e.,
processes that model how the sensitive data is likely to have been generated), both of which
can utilise real-world knowledge. Blowfish privacy [118] builds on this work and offers
a more generalised setting for incorporating external knowledge. The notion of mutual
information (i.e., information held by users and adversaries) is explored by Asoodeh et al.
[17, 18] and Wang et al. [244]. Similarly, both centralised information privacy [41] and
local information privacy [127] consider the user-specific context by utilising user priors.
This notion is extended by Jiang et al. [128] who investigate the context-awareness of local
information privacy further. In the spatial domain, Acharya et al. [4] propose context-aware
LDP, as well as block-structured LDP, which uses geographic hierarchical knowledge to
enhance utility. Similarly, personalised LDP [55] utilises a geographic ‘safe region’ (specified
by users) to control the level of privacy provided. Finally, Naghizade et al. [174] use contextual

information from the road network to enhance the perturbation of trajectories.

It is reasonable to expect that these privacy notions would all give good levels of utility if
used as the basis for solutions to the problems in this thesis. However, all of these works, and
any other existing context-aware works, suffer from the same limitation: they do not conform
to e-(L)DP. For example, both pufferfish and blowfish privacy focus on the looser notion
of indistinguishability, whereas Jiang et al. [127, 128] show that local information privacy
achieves at least 2e-LDP, but not e-LDP. As Chapter 1 establishes that satisfying e-(L)DP is a
pre-requisite for any solution, these alternative notions become unviable. Furthermore, most
of these works are theoretical in nature and, although they hint at incorporating prior real-
world knowledge, they fail to explicitly outline how this would be done, which limits their
overall applicability. Although it is beyond the scope of this thesis, developing extensions of
these weaker privacy notions to include real-world knowledge would be a valuable avenue
for future research. This would then enable an important analysis of the relative levels of

privacy and utility that are achieved when using these variants.

22



Chapter 3

Generating Synthetic Location

Data with Differential Privacy

This chapter focuses on generating differentially private synthetic spatial point datasets
— a core issue of private spatial data publication that has many important applications,
such as advertising and the better provision of public services. This problem is motivated
further because spatial datasets are also used in several societally important fields, such
as ecology [230], geology [279], and epidemiology [98], many of which contend with the
need to preserve the privacy of the data subjects (e.g., animals from being poached illegally,

individuals being identified from contact tracing apps).

As discussed previously, many existing DP methods for spatial data publication harm prac-
tical utility unnecessarily by failing to publish point (i.e., co-ordinate) data, and by being
oblivious to real-world conditions (e.g., by ignoring coastline data). This chapter proposes two
methods for generating differentially private spatial point data, both of which use external
knowledge (to varying degrees) to enhance practical utility and maintain statistical fidelity.
The first approach considers a richer set of ways to model the input location data. A differ-
entially private partitioning-based framework restricts data generation to be within small
private regions, before data is generated through three methods of increasing complexity.
This includes a novel adaptation of kernel density estimation that is specifically suited to
multiple point generation and maintains privacy. In the second approach, we utilise the road
network structure to enhance utility, based on the observation that spatial data is heavily
influenced by the underlying road network, which is public knowledge. Data is generated by
sampling from edge-level micro-histograms, a process designed to ensure the underlying

distribution of the real data is maintained as much as possible.

The chapter is organised as follows. We introduce the problem in Section 3.1. Section 3.2
outlines the partitioning-based approach, and Section 3.3 details the road network-based
approach for synthetic data generation. Both approaches are evaluated using statistical
and location analytics queries in Section 3.4. The chapter concludes in Section 3.5 with a
discussion of the relative merits of each approach, alongside recommendations for their

real-world deployment.
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3.1 Problem Setting

Given a dataset containing the real locations of individuals, this chapter aims to develop
methods for generating synthetic spatial point data that satisfies e-DP, and preserves as much
of the underlying distribution of the real data (i.e., statistical fidelity) as possible. Specifically,
the objective is to protect the existence and location of each individual in the dataset by using
DP. We use p and s to denote real and synthetic locations (in co-ordinate form), and  and

S to denote the sets of real and synthetic locations, respectively.

This work utilises the sequential composition of DP (see Section 2.1). Specifically, we add
Laplace noise in at most three places and divide our privacy budget across these steps, where
each step has a privacy budget of ¢;. That is, € = €; + €2 + €3. This means that the maximum

privacy leakage of any single point is upper bounded by €.

Threat Model

We assume that the aim of an adversary is to identify the true location of a certain individual.
As the proposed methods make use of external knowledge (e.g., the road network), which
is public knowledge, we assume it can also be utilised by any adversary. Given this aim,
there are two primary adversary targets: membership inference and location identification.
DP provides protection in both regards. Through its definition (see Definition 1), each
individual has a degree of plausible deniability with respect to their inclusion in the synthetic
dataset (governed by a probabilistic bound; see Equation 2.1). This assures us that the output
S does not provide the adversary with an advantage in determining the true location of a
certain individual in the input. By synthesising location data (as opposed to merely publishing
it), we further weaken the relationship between real and synthetic points. This is because
one cannot (with a high degree of certainty) link a point in the synthetic dataset with one in

the real dataset and conclude that they are both associated with the same individual.

As each point is treated independently, each point has its own (composable) DP guarantee.
As such, the proposed methods can be applied to trajectory data without adverse downstream
consequences. That is, it would not be possible to link individual points in the synthetic data

and re-identify a real trajectory.

3.2 Partitioning-Based Data Generation

This section details our two-stage partitioning-based approach. We first restrict data genera-
tion to be within small regions, and then generate a noisy number of points within these
regions. We propose a private version of kernel density estimation (KDE) to obtain represent-
ative probability distributions of point data. A well-defined kernel function requires access to
points in the dataset, which makes it difficult to satisfy DP requirements and maintain high
utility. Privatising KDE is further complicated by the need to repeatedly sample from the
private KDE to generate multiple synthetic points, a process that could lead to high levels of
privacy leakage ordinarily. Hence, we develop a kernel density estimate that satisfies e-DP,

achieves high utility, and is robust to multiple sampling.
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3.2.1 Private Data Partitioning

We partition our space using differentially private grid- and clustering-based approaches
from the literature. Importantly, any private partitioning method, such as those cited in
Section 2.2.2, can be used to perform this first step. However, some of these methods (i.e.,
recursive tree-based partitioning) have been shown to be less effective than the methods
included in this thesis [191, 217], albeit in other tasks.

Grid-Based Partitioning

A simple method to privately partition data is to use a uniform grid (UGRID) that is inde-
pendent of the data, thus maintaining privacy. Choosing the correct granularity is important,
as too coarse or too fine a grid can lead to poor results. Consequently, to determine the
dimensions of the grid, we utilise a guideline proposed by Qardaji et al. [191]. For an M X M

uniform grid, the number of cells in each direction is set to be:

_ N€1
M= L/T} (3.1)

where N is the number of points in the real dataset, and ¢; is the privacy budget assigned to
this task. This ensures that the average number of points per cell is suitably larger than the

noise magnitude. Consequently, the total number of cells, or regions, into which the data is
Ne

0 -
using the Laplace mechanism gives: n; = n; + Lap(eil).

partitioned is K = M? ~ Adding noise to the number of points #; in each region R;

In many realistic situations (e.g., non-uniform distribution of points), a uniform grid is
unsuitable as it is likely to fail to capture the distribution accurately and/or add noise to the
dataset in a biased manner. Therefore, adaptive grids (AGriD) [191], where denser regions
have more grid cells and sparser regions have fewer cells, are advantageous. We follow the

recommendation of Qardaji et al. [191] by first dividing the data region into an M; X M,

M; = max (10, i L/%D (3.2)

We add Laplace noise, controlled by €, to the count in each cell and then divide each cell i

uniform grid where:

into an M} x M} grid where:

. n'e
M, = = (3.3)

Partitioning concludes by adding Laplace noise, controlled by €5, to the count in each of the

new smaller regions.
Theorem 1. Both UGRID and AGRID partitioning have a time complexity of O(N).

Proof. Both methods have two phases: data partitioning and noise addition. For UGRID,
each data point is assigned to a grid cell. For AGRID, each data point is assigned twice: once
to a cell in the M, X M; grid, and once to a cell in the M, X M, grid. Hence, the complexity of
this stage is O(N), for both methods. After each grid assignment, each cell has noise added

to it, a process with time complexity O(K). This yields an overall time complexity for both
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methods of O(N + K). However, as K is itself of the order of N, the process can be reduced

to a linear operation with time complexity O(N). ]

Cluster-Based Partitioning

We also generate regions using private clustering. Most early differentially private clustering
methods require substantial effort to handle issues concerning the initial selection of centroids,
number of necessary iterations, and the necessary additive noise [21, 29, 30, 169, 172, 272].
We adapt the expanded uniform grid K-means (EUGKM) method [206, 207], which has been

shown to perform well while satisfying e-DP.

In short, EUGKM consists of two steps: initial cluster centroid generation and K-means-style
clustering. To generate the locations of an initial set of K centroids, EUGKM uses the concept
of sphere packing to randomly generate points within the bounds of the dataset that ensures
that all centroids are evenly (but not necessarily equally) spaced across the data space. The
main advantage of this method is that it can be done without access to individual data records,
thus maintaining privacy. A uniform grid is then generated using Equation 3.1, and ¢ is
used to control the grid size. Data points are assigned to a grid cell, the total number for
each cell is calculated, and Laplace noise of Lap(Eil) is added to the count in each cell. Grid
cells are then ‘allocated’ to their nearest centroid and a weighted K-means style procedure
for optimisation is initiated, where the cell-centroid distances are weighted by the (noisy)
number of points in each cell. Once the centroid locations no longer change, the clustering
procedure terminates. We use these centroid locations to generate K Voronoi regions to
which each real data point is assigned. For each cluster region, we obtain the number of
points and, as we have interacted with the real data again, we add noise to each Voronoi

region’s count: n; = n; + Lap(é).
Theorem 2. EUGKM has time complexity of O(NK).

Proof. EUGKM has three main stages: the creation of a uniform grid, the clustering of grid
cells, and the addition of Laplace noise to regions. Creating initial centroids is independent
of the data and the number of regions. From Theorem 1, the time complexity to create the
uniform grid is O(N). The complexity of the K-means clustering stage is O(NKdi), where
d is the number of dimensions (i.e., two), and i is the number of iterations. As these are
constants, the complexity reduces to O(NK). Adding noise to clusters is intuitively an O(K)
operation. Summing these terms together gives an overall time complexity of O(N+NK +K),

which reduces to O(NK) as this term dominates. [

3.2.2 Private Data Generation

Generating synthetic data from a domain without imposing any constraints can be done
in many ways. For example, sampling from a uniform distribution over the entire domain
will maximise the entropy, but it will adversely affect fidelity as it is unlikely to preserve the
underlying characteristics or properties of the real data. The task is made more difficult as
we aim to preserve the complex patterns of the true spatial data while imposing the strict

requirements of e-DP.
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This section introduces differentially private synthetic data generation methods for use in
conjunction with any partitioning method. Note that, when generating synthetic points
with any method, we can ensure that points are not generated in regions that are unlikely to
contain points (e.g., seas and rivers) by specifying ‘out-of-bounds’ regions. Any synthetic

data points that lay within these regions are discarded, and alternative points are generated.

Uniform Distribution

As private partitioning already approximately captures the overall distribution of the points,
a simple method for synthetic point generation is to sample at random from a uniform
distribution. Uniform random sampling is data independent, so no further noise is needed
at this stage to preserve privacy (i.e., €5 = 0). We further reduce the size of the region by
dividing each region into triangles, where each triangle consists of the region’s centroid and
two adjacent vertices of the region. We generate points randomly within each triangle in
proportion to each triangle’s area, using the triangle point picking method [246]. Alternat-
ively, one could find the minimum bounding rectangle, generate points uniformly within this
rectangle, and perform rejection sampling with respect to the region boundaries. However,
clustering-based partitioning can occasionally create oddly shaped regions, which makes the

latter approach time-consuming.

Weighted Uniform Distribution

A more nuanced approach is to use information from neighbouring regions to define the
point distribution. The weighted uniform distribution (WUD) approach subdivides each
region and distributes points uniformly across each sub-region, with the number of points
in each sub-region influenced by the characteristics of the sub-region and neighbouring

region [266].

Each region R; is split into J sub-regions, where J is the number of boundaries that R; has.
The number of points n; ;in sub-region R; ; is based on its area and the noisy number of

points in the neighbouring region. It is obtained using the following guideline:

A - m’ .
nl’] =n; (a)% +(1-w) n;’J ) (3.4)
i

where A; ; and A; are the areas of R; ; and R;, respectively; ml’] and ml’ are the noisy number
of points in the neighbouring region(s) to R; ; and R;, respectively; and 0 < w < lisa
weighting factor. By definition, m; = 3} ; m; ;- Setting w = 0.5 to give equal weight between
the areas and populations of (sub-)regions is recommended. Figure 3.1 shows an example of
the weighted uniform method where n; = 200. Once the number of points in each sub-region
is determined, points are generated using the triangle point picking method. As the boundary
regions are private (due to the partitioning method) and only the noisy number of points in
any region are ever used, the post-processing property of DP negates further noise addition.

Hence, €3 = 0 here.
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Tl'l‘l = 36, n’llz = 81, n,1’3 = 25, n,1‘4 =58

Figure 3.1: Example of the weighted uniform distribution method used to determine the
number of points in each sub-region

Kernel Density Estimation

Kernel density estimation is a statistical approach to estimate the density function of a
distribution. Using KDE as a basis for synthetic data generation can ensure higher fidelity
between the synthetic and original data. In our setting, the kernel density estimator, ?(x), is

defined as:
~ 1 X
f(x) = sz:;d)(x—xj) (3.5)

where x is a two-dimensional vector consisting of x- and y-co-ordinates, N is the number of

points in the dataset (that is the basis for the kernel), and ® is the kernel function.

Kernel Density Estimator Construction. While there have been numerous attempts to
privatise KDE [10, 115, 123], these methods are not well-suited to this problem (i.e., sampling
multiple times from a private KDE). Prior efforts adopt relaxed privacy definitions, such as
(€,6)-DP [115], or perform post hoc testing of KDE samples for privacy [123]. Alda and
Rubinstein [10] use the Gaussian kernel, which results in oversmoothing in this setting,

leading to poor quality synthetic data.

We instead use a two-dimensional Laplace kernel, owing to the widespread use of its one-
dimensional counterpart in other DP work. Specifically, we use the polar Laplace distribution,

which has the probability density function:

eXp(—r/il)

D(x—x;) =D(r,0) = -3

(3.6)
where r = ||x — x;|, € is the angle between x and x, and h is a normalisation (or smoothing)
factor. Other kernels (e.g., uniform, triangular, Gaussian) can be used and, while most can
be privatised relatively easily, they generally produce synthetic data that has low utility.
Conversely, kernels that generate data with high utility cannot be shown to satisfy strict

€-DP, even if they might do so in most realistic circumstances.

To obtain a differentially private kernel for region R;, it is necessary to tune the kernel

function in each region R; such that the probability ratio between the two most distal points
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in R; is no more than e€, as required by Definition 1. Hence, if || R;|| is the maximum distance
between any two locations (not necessarily in #) in R;, the smoothing parameter for R; is
set to:

o = IRl (3.7)

€x

IRl
€

Theorem 3. The kernel function in Equation 3.6 with h = satisfies e-differential privacy

Proof. For the kernel function to satisfy e-DP, the probability ratio between the kernel

function at the two most distal points (p4 and pp) in R must be no greater than ¢€. That is,

@
e €< q)—;‘ < e€ (3.8)

Defining ®4 = ©(0,6) and @ = ®(||R||, 0) yields:

0
@A:Q(O’g):eexp(): €
2re||R|l 2x||R]|
eexp(—€|[R|l/IIR])) _ €exp(—¢€)
®p = (|R],0) = ==
2|| R|| 2r||R||

Substituting these into Equation 3.8 gives:

®r_ e oamlRI _ 1,

o5 2n||R|| © eexp(—€)  exp(—¢) - ¢

Synthetic Data Generation. To generate a synthetic point s, we can utilise a convenient

property of kernel density estimation: sampling from the full KDE is equivalent to first

sampling one of the n points x;, then sampling from the kernel around x; (see Theorem 4).

From Equation 3.6, we can see that r and 6 can be sampled independently - that is, ®(r, §) =

O(r)®@(0), where: i

exp(—r/h)
h

(r) = (3.9)

®(0) = % (3.10)

To this end, we first sample from @ (7), and then sample from ®(6); the latter being equivalent
to sampling randomly from the uniform distribution with bounds (0, 277]. Once values for
r and 6 are obtained, this displacement is added to the sampled real point to give s, where

Xs =Xp +rcosf,and ys =y, +rsiné.

There is a risk that real points could be sampled many times, which would lead to privacy
leakage that could reveal the true location of an individual. To avoid this, the sample
procedure is modified such that €* = €3/A, which allows each real point to be sampled at
most A times (using sequential composition). This ensures that the target level of privacy
protection is reached, but not exceeded. If this limit is reached, or if n; = 0 and n > 0, excess
points are generated uniformly at random, which has no negative privacy consequences.
Setting A = 2 is appropriate, as n; < 2n; in most cases. This sampling process is repeated

until n] points are generated in each region R;. Finally, as a sample generated this way has
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the same distribution as the KDE and the KDE satisfies DP, it follows that the synthetic data
satisfies DP.

As an aside, we can briefly go over why this sampling process is equivalent to sampling from
the full KDE. Consider two random variables: X and Y, where X represents all the points
in the real dataset (from which we sample with uniform probability), and ¥ has the same
distribution as the kernel function. The sampling process outlined is equivalent to sampling
from the combined distribution X + Y, which we now show is equivalent to sampling from
the KDE directly (ie., Y).

Theorem 4. The kernel density estimate of X + Y is the same as the kernel density estimate of
Y.

Proof. Using Fg to denote the cumulative density function of the kernel function, the

cumulative density function of Y is given by:
LY
Fy(x) =Pr(Y £%) = Z Fo(x—x;) (3.11)

We can sample from X such that Pr(X = x;) = ﬁ Therefore,
Fxiy(x) =Pr(X+Y <x)

N
—ZPr(X+YSx|X:xi)Pr(X:x,~)

i=1

'MZ

1
Pr(x; +Y < X)ﬁ

N

Z Pr(Y <x-—x;)

;
ZNZ;FcD(X X;)
= Fy (x)

When generating the synthetic points within a region, all points would ideally be located
within the pre-determined geographic boundaries that are informed by real-world knowledge.
However, points will be generated within these out-of-bounds regions occasionally, which
will require additional rounds of point generation. Importantly, this does not affect the overall
time complexity of point generation, which remains O(K) for all three data generation
methods.

3.3 Road Network-Aware Data Generation

The methods presented thus far follow the common assumption that there is limited know-
ledge of the underlying geography. In many cases, however, more significant information

is available both to the data owner and to the public. For example, for a dataset of vehicle
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trajectories, it is reasonable to assume that all points in the dataset will correspond to points
on (or very close to) segments of a city’s road network. Therefore, when generating points,
one should ensure that all synthetic points are similarly aligned to road segments. We can
again use external knowledge to infer where individuals are unlikely to be located (e.g., in
seas, rivers, military bases). Importantly, enforcing any of these constraints does not use
any information not already in the public domain, and can therefore be done without using
any of the privacy budget. For example, the location of roads and boundaries of seas are
available (often to a high level of detail) through a range of mapping platforms and govern-
ment open data repositories. This section proposes a novel differentially private method for

generating synthetic location data that exploits the underlying structure of the road network.

Notation

Let the graph G(&, V) represent the road network, in which & and V represent the road
segments and road intersections, respectively. For each individual location p € P, there

exists an edge ¢, € & that is the closest edge (distance-wise) to p. Two variables help to

P
[
gives the parallel distance along e, between vf” and p. These variables are illustrated in

map p onto ¢,. The first, d”, gives the perpendicular distance from p to ¢,,. The second, d
Figure 3.2.

Noise Addition

If the real data points are not perfectly aligned with the assumed road network, it is necessary
to map-match them to edges in the graph (i.e., obtain e, for all p € ). Once complete, the
number of points for which that edge is the nearest is determined, and denoted as n,. We
use this count to determine the noisy number of points that will be generated along each
edge by first adding Laplace noise to n.. The privacy budget is represented as €;. A naive
approach would be to use these values as the noisy counts. However, this would result in a
large amount of additional noise throughout the dataset, especially when a large proportion
of edges have low/zero counts. Therefore, we reduce the influence of the noise by denoting
where N* =}, n} is the sum of intermediate noisy counts for all edges. Furthermore, we set

this ‘intermediate’ count as n}, and performing a post-processing step to obtain n/, =

n, = 0 for all edges where n,, < ¢, where ¢ is a threshold value. Imposing this threshold also
reduces the impact of the added Laplace noise. DP is still satisfied as these are post-processing

operations.

Determining the threshold value. The value of ¢ can impact the quality of the synthetic
data and may vary dynamically with € (as the magnitude of added noise depends on ¢;).
The optimal value for ¢ will balance the number of points added to edges where n, = 0, and
the number of points ‘lost’ for edges where n,, < ¢ and n, # 0. However, trying to find this
equilibrium directly requires knowing the true number of points on each edge, which would
violate DP. To obtain a good approximation for ¢, we use the inverse cumulative distribution

function of the Laplace distribution, defined as:

pERclal if F <05
0= 1‘1 . (3.12)
p+ 20 e p > 05
1
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Figure 3.2: Diagram showing p, e, d”, and dIIIJ

where Q is the quantile of the Laplace distribution, u is the mean of the distribution (i.e., n,),

and F is the value of the cumulative distribution function.

The intuition is that setting ¢ = Qg5 removes approximately 95% of the added noise, for
example. When n, = 0, then u = n, = 0, and so Q = 0 when F < 0.5 (disbarring negative
counts). As such, only the second term is needed. Furthermore, when ¢, is very small, the
above term can be very large, which also causes adverse distortion to the dataset. Thus, an

upper limit on the value ¢ can take is imposed (here, set to be 10). Hence, ¢ is defined as:

(3.13)

~In(2 - 2F
“In2 - 2F) 10)
€1

¢p=min(

Experimentally, setting ' = 0.9 (i.e., removing about 90% of the noise) gives good results,

and this setting is used henceforth.

Synthetic Data Generation

To generate a synthetic point s along an edge, we must fix (a) the distance along e that s
is, (b) the perpendicular distance from e that s is, and (c) the ‘side’ of the edge that s is in
relation to e. For (a), we could assign a distance at random from a uniform distribution.
However, for very long roads, this could result in synthetic points being far from the real
point locations, which would possibly reduce the synthetic data’s utility. Instead, each edge
can be summarised with a micro-histogram using the values of dﬁ’ . We use H bins of equal
width as this is data-independent, although bins of uneven width can be used with minimal
modifications. To preserve privacy, noise (= Lap(eiz)) is added to the count of each bin. We
sample from this noisy histogram to determine the bin in which s lies. The exact value for
dﬁ is determined by sampling from a uniform distribution with bounds corresponding to
the bounds of the histogram bin. We sample from the histogram n, times to generate the

necessary values for d‘ﬁ (note that eg = e),). This process is illustrated in Figure 3.3.

For (b), we use the same approach to determine the values of d%, with €5 as the privacy budget
when adding noise to the histogram. When the values for d$ and dﬁ are set, there are two
possible locations for s. For (c), we select between these two locations with equal probability
to determine the final location of s. When n, = 0, we define the range of histogram values
such that d takes a value in the range (0, 10) metres and dﬁ takes a value in the range (0,
les|), where |es]| is the length of e. This process is applied to all edges in & where n,, > 0

until the entire synthetic dataset, S, is created.
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Figure 3.3: Example showing the process for sampling from the edge-level micro-histograms

to find dﬁ and d7

Histogram bin choice. We now discuss how to choose H, which affects the downstream
utility of the synthetic data. The aim is to balance the overall noise added to an edge with
the location accuracy along an edge. For example, having a high number of bins will be
beneficial for describing locations accurately, but will involve high noise addition, which
will negatively affect accuracy during the histogram sampling stage. The converse is true for

low values of H.

To assess this trade-off and to determine the optimal value for H, we can consider a range
count query. Specifically, consider that a road segment with N points is divided into H
histogram bins, and that our range query covers a proportion k of the road (i.e., kH bins).
The error in answering this range query has two competing components: privacy noise error
and non-uniformity error. Privacy noise error comes from the noise added to the count
of each bin, as required by DP, and it increases as H increases as Laplace noise needs to
be added less often. A non-uniformity error arises when answering a query that partially
intersects a bin. That is, we do not know whether points in a bin will be included in the
query response, owing to the non-uniformity of the data distribution. The non-uniformity
error decreases with more bins, as it is more likely that a query covers entire bins and all
points lie within these bins. Finding the optimal value for H requires equating these two

competing error terms.
Theorem 5. The optimal value for H is O (VEN).

Proof. The Laplace mechanism for count queries has a variance of % corresponding to a

standard deviation of g Hence, the expected magnitude of the noise error per bin is \/?é
Given the query covers kH bins, the noise error will be proportional to @ Assuming
points are distributed evenly, each bin has, on average, % points. Hence, the average non-
uniformity error for each partially intersected bin is proportional to % As there are (at most)

two partially covered bins, the total non-uniformity error is proportional to % From these

V2kH

2N :
— + 5. Treating

two definitions, the total error in answering the range count query is:

k as a constant and equating the two terms, ultimately yields: H = O (\/6 ) ]

In this proof, N corresponds to n,, the noisy count of the edge; and € corresponds to either
€, or €. The value for € can be chosen empirically, and we find that setting H = VN gives

effective results, as demonstrated in Section 3.4.2.
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Time Complexity

Whereas the theoretical runtimes of the partitioning-based methods are dependent on the
number of points in the dataset and the number of regions, it is intuitive to see that the
expected runtime of the road network-based method is also dependent on the size of the road

network. Specifically, runtime is dependent on the number of edges in the road network, |&|.
Theorem 6. The time complexity for the road network-based approach is O (N + (N|8|E)1/2).

Proof. When generating points along a single edge, two micro-histograms are created
along each edge. For each micro-histogram, each point along the edge is assigned to a
bin, with Laplace noise then added to the count of each bin. This stage has an overall time
complexity of O(n, + VH), which is equivalent to O (n, + \/€n,). This process is repeated for
each edge in the road network, leading to an overall time complexity of O (|&](ne + Vene)).
However, assuming that points are distributed evenly, n, = % which reduces the overall
time complexity to: O (N + (N|8|E)1/2). [

Given the differences between the time complexities of the partitioning- and road network-
based methods, it is hard to compare them on a theoretical level. Furthermore, the real-world
focus of this work leads to differences between the theoretical and practical runtimes of the
solutions. For example, location data is rarely spread evenly across a city’s road network.
Similarly, including geographic constraints in the data generation stages will sometimes

lengthen runtimes. Hence, it is more practical to compare them empirically.

3.4 Evaluation

The accuracy and efficiency of the data generation methods can now be assessed using three

utility measures and common location analytics queries.

3.4.1 Outline

Datasets. Synthetic data is generated using real location data from three cities with different
topographies and sizes: Beijing, Porto, and New York City. Information on the datasets
is included in Table 3.1, and Figure 3.4 shows the structure of the road network in each
city. Beijing covers the largest area, and its road network has a moderately strong grid-like
structure. New York has a very strong grid structure, which is common in North American
cities, and this contrasts with Porto where the road network has a less defined structure,

which is characteristic of European cities.

Only the longitude-latitude pairs of each record are extracted (i.e., any temporal information
is excluded). Although the taxi trajectory points are correlated, we model each point to
represent an independent individual in the dataset. Coastline data is extracted from Open-
StreetMap [184], and it is used to define ‘out-of-bounds’ regions that represent major bodies
of water, such as seas and rivers. Any points in the original data that are located within
these regions are removed, and the boundaries are used to ensure that no synthetic points
are created in these regions. The same technique can be used to add further geographical

restrictions (e.g., forests, military bases) on the presence of real or synthetic individuals.
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Table 3.1: Dataset information

Ci Data Tvpe Number of Number of Area  Density Boundaries Reference
ty yP Points Edges (km?) (km2) | North South  West East
Beijing Taxi Trajectories 158,260 7,913 60.6 2,612 39.954 39.862 116.330 116.450 [268, 269]
Porto Taxi Trajectories 79,360 3,968 32.5 2,442 41.168 41.123 -8.635 -8.576 [100]
New York City 311 Calls 163,220 8,161 59.1 2,762 Manbhattan Island [178]
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(a) Beijing (b) Porto (c) New York City

Figure 3.4: Road network structures of Beijing, Porto, and New York City



Data for the ‘driveable’ road network is extracted from OpenStreetMap, using the osmnx
Python package [31], with boundaries matching those detailed in Table 3.1. As pre-processing
steps, we map-match each point in the cleaned datasets to the corresponding road network,
remove any edges that are within the out-of-bounds areas, and calculate the values d’j and

d"r for each point. The final number of points and edges for each city is shown in Table 3.1.

Baselines. As discussed in Section 2.2, most existing work only publishes count data for grid
cells/clusters, as opposed to generating co-ordinate data. Such data can be generated in these
partitions using simple uniform sampling (Section 3.2.2), and so these extensions of existing
methods act as realistic baselines. The terms ‘UGRID-UNT’, ‘AGRID-UNT’, and ‘CLUsT-UNT’
refer to the extension of the uniform grid, adaptive grid, and clustering-based partitioning

methods, respectively.

Parameter Selection. For each dataset, we set N = 20|&|, where |&| is the number of edges
in the road network graph. This is done so that the number of grid cells is approximately
equal to the number of edges for the road network-based solution (henceforth referred to
simply as ‘Roap’). This allows for a fairer comparison between the methods as the amount
of added noise will be more comparable. However, for clustering-based methods, having
K ~ |&| would result in the regions exhibiting a grid-like structure, and so we set K = 1,000.
By default, € = 1; the impact of varying and splitting the privacy budget is evaluated in
Section 3.4.2.

Implementation. All experiments were conducted using Matlab 2020b on a Macbook Pro,
with a 2.3GHz Intel Core i5 processor and 8GB RAM. Matlab’s in-built parallelisation toolbox

was utilised to speed-up the data generation process.

Utility Measures. ~We initially assess utility through three measures — Chamfer dis-
tance (CD), normalised cell error (NCE), and mean edge distance difference (MEDD) — all of
which aim to quantify the synthetic data’s fidelity with the real data.

As a continuous and pairwise smooth function, Chamfer distance is a well-established
measure for quantifying the distance between two point datasets. For a set of real points and

synthetic points, CD is defined as:

CD(P,S) = E min ||p — s|* + E min ||p — s||? (3.14)
seS peP
pEP seS
where || - || is some distance measure (here, normalised Euclidean distance is used).

synth

i s

To calculate NCE, we divide the region into uniformly sized cells and obtain c?eal and ¢
which are the number of points in cell i for the real and synthetic datasets, respectively. To
avoid the cell granularity from influencing results, NCE is normalised by the number of real

points. Hence, it is defined as:

synth
Cllfeal _ Ciy

1
NCE = — 3.15
P Z (3.15)

In our evaluation, we divide the entire region into a uniform grid where each individual grid

cell has approximate real-life dimensions of 100m X 100m.
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Table 3.2: Normalised cell errors (NCE), Chamfer distances (CD), mean edge distance
differences (MEDD; in metres), and runtimes (in seconds) for default settings; baselines
denoted by asterisks (*)

Data Gen. Beijing Porto New York City

Method |[NCE CD MEDD Time |[NCE CD MEDD Time | NCE CD MEDD Time
8 Unr* |0360 3.49 10.64 64.25 |0.165 3.89 6.46 62.58 | 0.374 249 1536 91.44
5 WUD |0.332 3.02 859 29597 (0.152 3.16 5.36 131.62]0.366 2.30 15.04 233.39
= KDE |0.297 291 8.62 39.89 |0.160 3.32 5.22 99.63 [0.309 2.02 12.86 749.28
2 Unr* |0.379 420 11.83 5592 |0.188 4.19 6.23 6533|0310 3.01 14.99 159.19
é‘ WUD |0.362 3.79 10.02 1336.85|0.180 3.79 5.20 399.73|0.307 2.84 14.63 1469.85
< KDE |0.285 3.36 8.84 63.82 | 0.160 3.18 4.76 265.71]0.259 2.33 11.34 1876.09
& Unr* |0.876 1047 27.83 10.81 |0.407 6.75 13.00 17.51|0.610 5.82 1948 25.17
E WUD |0.866 10.18 26.19 28.88 |0.391 6.39 1238 32.50 | 0.591 4.82 18.63 29.11
© KDE |0.616 6.69 19.23 8.23 | 0.272 442 885 8593 |0.463 3.46 16.41 84254

Roap ‘0.316 3.54 197 29.09 ‘0.184 2.66 0.94 16.87‘0.200 0.70 0.70 51.40

While CD and NCE quantify the error between just the synthetic and real datasets, MEDD
quantifies the error between the two datasets with respect to a graph — here, the road network.
MEDD can be used to quantify the preservation of network alignment of the synthetic points.
It is defined as:

1 1
MEDD = 7l Z - S Z 45 (3.16)
peP seS

3.4.2 Results
Summary

Figure 3.5 shows the visual similarity between the real and synthetic data. Although all meth-
ods preserve the underlying structure to some degree, utilising the geographical constraints
explicitly in the data generation stage produces synthetic data that has much stronger visual
similarity to the real data than the partitioning-based methods. Quantitatively, Table 3.2
shows the NCE, CD, and MEDD values for the four methods, as well as the three approaches

for generating synthetic data points within defined regions, and the runtimes for each.

Adopting KDE for grid-based partitioning methods improves data quality compared to
extensions of existing methods. As KDE almost always outperforms WUD in accuracy terms,
we adopt it as the default choice for data generation. AGRID performs similarly to UGRID,
unless the city’s network is more structured (e.g., New York) in which case it is markedly
better (in terms of NCE). However, it generally takes longer to run, which may make UGRID
preferable. For clustering-based partitioning, KDE offers more significant improvements
compared to other approaches, although it fails to match the grid-based approaches in
accuracy terms. This is primarily because larger regions lead to flatter kernels due to the

requirements of DP (i.e, ||R|| is larger, meaning his larger).

Using RoaAD offers even greater improvements by being up to 28x more accurate over the
baselines (vs. CLusT-UN1, MEDD, New York). Furthermore, RoAD is up to 3.9x faster than the
baselines (vs. AGrID-UNT1, Porto), and up to 37x faster than KDE approaches (vs. AGRrip-KDE,
New York). This highlights its suitability for generating large city-scale synthetic datasets

37



8¢

(d) CrusT-KDE

Figure 3.5: Plots of real and synthetic data for data generation methods (Beijing)
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Figure 3.6: Privacy budget vs. utility (Porto)

of high utility. In Porto and Beijing, where points are less closely aligned with the road
network and the road network is less ordered, grid-based approaches are generally superior
in accuracy terms. In New York, however, the real data adheres more tightly to the road
network, which means that Roap is much better at creating high quality synthetic data and
achieves better MEDD values.

Varying Parameters

We also examine the effects that varying the key parameters have on the quality of the data.

Privacy Budget. Figure 3.6 shows the effect of changing the privacy budget on the three
utility measures and runtime (for Porto, although other cities exhibit similar profiles). In
terms of accuracy, all methods behave as expected: accuracy decreases as € decreases, due to
the increase in the amount of added noise. For low € values, runtime is higher for partitioning-
based methods as it is more likely that generated points are ‘out-of-bounds’ or outside of the
boundaries of R;. Runtimes for grid-based methods increase slightly as e increases beyond
5 as the number of cells grows in proportion to € (cf. Equations 3.1-3.3). The runtimes for

Roap are consistently low for all €, which further highlights its general suitability.

Number of Clusters. Figure 3.7 shows how utility and runtime change as the number of
clusters changes. The following values for K are used: {1, 10, 50, 100, 500, 1,000}. As the
number of clusters increases, both NCE and CD values decrease, although runtime increases
exponentially. This is intuitive as smaller regions allow the kernel density estimate to be

better tailored to the characteristics of the regions, at the expense of an increased runtime.

39



|#—Beijing —#* Porto New York

s ¢ 20 E
g :
3 g1 Z
§os é) o 10
3 — 10 £
£ 0.6 2 =
T g s i
£ <
2 0.4 &)
0 1 2 3 0 0 1 2 ‘ : 1Oovo 1 2 3
10 10 10 10 10 10 10 10° 10 10 10 10
Number of Clusters Number of Clusters Number of Clusters
(a) Normalised cell error (b) Chamfer distance (c) Runtime

Figure 3.7: Number of clusters vs. utility

|#—Beijing —#—Porto —-New York|

+ 0.6 8 10

g 8
- 56 =
go4 5 3

a )

B =4 8 s
@2 L w
= 0.2 g 5 s

S <

[e] O
Z 0 0 0

1 v¥n'_n'_ 100 1000 1 +vn'_n'_ 100 1000 1 vYn'_n'_ 100 1000
e e e e e e
# Histogram Bins # Histogram Bins # Histogram Bins
(a) Normalised cell error (b) Chamfer distance (c) MEDD
Figure 3.8: Number of histogram bins vs. utility
|#—Beijing —#Porto —~New York]

_ 035 6 24

g ® N
W g——————+—+—+ £ -

3 34, E15

3 0.25 e 8

2 £2] =

© S T

§ 0'2; i J g

5 T i #* O ‘

= 0.15 0 ‘ 0.5

05 06 07 08 09 1 05 06 07 08 09 1 05 06 07 08 09 1
Noise Threshold Noise Threshold Noise Threshold
(a) Normalised cell error (b) Chamfer distance (c) MEDD

Figure 3.9: Noise threshold vs. utility

Number of Histogram Bins. In proving Theorem 5, setting H = O(\/a) was shown to be
optimal, which can now be confirmed empirically. We consider five possible settings for H:
{1, \/n_;, n,,100,1000}. Figure 3.8 shows values for the three utility measures for these five
settings. As expected, setting H = \/n_é is consistently the best performing approach, and

this setting is recommended when RoaD is used.

Noise Threshold. In Section 3.3, we impose a threshold on the noise added to each edge,
and discussed the utility trade-off in setting the threshold value. Although the optimal value
for F cannot be obtained without violating privacy, its value can be obtained empirically.
Figure 3.9 shows how values for the three utility measures change as F' changes. Interestingly,
when F' < 0.9, there is little change in performance as the arbitrary upper threshold (set to
10) takes effect. As F increases from 0.9 towards 1, performance decreases, thus confirming

that 0.9 is an appropriate setting to implement.
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Privacy Budget Distribution

As well as choosing the privacy budget, one must also decide how to apportion it, where
appropriate. This section examines several ways to apportion the privacy budget, and the
results are included in Table 3.3. These allocations are used as the default settings for all

other evaluations.

For all UGRID methods, €; = 0 as noise is only added once during the partitioning phase.
Likewise, for data generation methods that do not use KDE, €5 = 0. Hence, for UGRID methods
that do not use KDE, €; = € and no further investigation is needed. For UGRID methods with
KDE-based data generation, we consider the following percentage splits between €; and
€3: 10-90, 20-80, 30-70, 40-60, 50-50, and their reverses. Table 3.3a shows how utility and
runtime vary when these divisions are used. All three errors decrease as €; increases, which
is a consequence of less noise being added to the cell counts during partitioning. However,
allocating more of the privacy budget to partitioning means that the kernel used during
the generation phase is less well-defined. Therefore, it is not unexpected to see the runtime
increase by up to 21x as a looser kernel means that points are more likely to be generated
outside of region boundaries. As observed in Table 3.2 and supported by these experiments,
both the partitioning and generation parts of UGRID-KDE benefit from high € values. Hence,
to accommodate this utility-efficiency trade-off, we set €; = 0.6€ and €3 = 0.4€. This provides
an approximate balance between utility and efficiency, although a higher €, implies a desire

to achieve greater utility at the expense of privacy.

For AGRID partitioning, Laplace noise is added twice when using adaptive grids, and so a
higher proportion of the privacy budget is needed at this stage to achieve similar levels of
utility compared to UGRID-KDE. Qardaji et al. [191] also recommend that €; = €,. Hence, for
KDE-based generation with AGRID partitioning, we consider the following percentage splits:
12.5-12.5-75; 25-25-50; 33-33-33; and 40-40-20. Table 3.3b shows that ¢; = €, = 0.4¢
and €; = 0.2¢ is generally best, although equal division of the privacy budget also gives
strong results. A consequence of having larger values of €; and ¢; is that runtimes are higher,

although this cost is reasonable given the utility benefits.

As noted previously, cluster-based partitioning generally leads to flatter kernels as regions
tend to be larger. High €3 values help to keep h at a value that prevents the kernel from
becoming too flat (see Equation 3.7). This explains why, for cluster-based partitioning with
KDE, setting €3 = 0.75¢ is best (see Table 3.3c). This leaves €; = €; = 0.125¢, which suggests

that setting €; = €, = 0.5€ is appropriate for cluster-based partitioning without KDE.

For Roap, Laplace noise is added three times. It is intuitive to theorise that equal distribution
of the privacy budget would give the best balance between the noise added to the number of
points along an edge and the noise added to the micro-histograms on each edge. Empirical
results, shown in Table 3.3d, support this theory, although all divisions of € give similarly
good results. Nevertheless, equal division of € consistently provides the best utility, and it is

therefore recommended as the suitable default setting.
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Table 3.3: Privacy budget apportionment results; privacy budget as a percentage of € shown

(a) UGriD-KDE

Beijing Porto New York City

€1 NCE CD MEDD Time| NCE CD MEDD Time | NCE CD MEDD Time

10 90{0.498 5.69 15.11 20.29|0.196 6.57 7.06 40.66|0.420 3.46 15.38 333.04
20 80|0.400 4.82 12.21 14.49(0.147 6.20 5.50 55.39|0.364 2.90 1430 341.19
30 70/ 0.353 3.94 10.54 17.59(0.120 5.75 4.60 62.68 |0.332 2.68 13.64 368.10
40 60(0.301 3.62 9.27 22.77|0.106 4.95 4.12 84.15|0.319 2.51 13.21 434.02
50 50(0.284 3.21 8.48 27.00|0.074 4.34 3.62 104.11{0.302 2.26 12.82 526.68
60 40|0.272 3.00 7.99 31.58[0.089 4.18 3.38 136.98|0.284 2.15 12.38 675.34
70 30| 0.245 2.96 7.49 39.84|0.083 4.09 3.17 189.59|0.277 2.10 12.10 1008.98
80 20(0.232 2.85 7.09 49.71|0.080 4.15 297 379.82|0.268 2.03 11.84 1769.64
90 10/0.224 2.67 6.74 75.97 [0.075 3.91 2.75 826.12|/0.248 1.97 11.55 7051.78

(b) AGrip-KDE

Beijing Porto New York City
NCE CD MEDD Time|NCE CD MEDD Time |NCE CD MEDD Time

40 40 20 |0.261 3.55 8.27 75.87(0.100 3.92 3.28 430.50|0.244 2.55 10.71 2027.89
25 25 50 |0.306 3.99 958 40.75|0.124 4.26 3.90 114.94|0.263 2.91 11.88 591.92
12.5 12,5 75 |0.398 499 1231 26.30|0.157 5.61 4.93 56.80|0.335 3.92 13.77 357.99
33.3 33.3 33.3|0.270 3.75 8.67 52.22|0.106 3.93 3.45 189.25|0.251 2.84 11.24 974.39

€1 € €3

(c) CLusT-KDE

Beijing Porto New York City
NCE CD MEDD Time|NCE CD MEDD Time |NCE CD MEDD Time

40 40 20 [0.617 7.48 1937 33.83|0.252 6.71 9.10 160.94|0.456 4.16 16.50 1340.81
40 20 40 [0.612 7.41 1931 10.17]0.252 6.95 9.05 78.86 |0.459 4.19 16.54 743.53
20 40 40 [0.609 7.34 19.22 17.49]0.251 6.71 886 111.72|0.455 4.04 16.27 77441
50 25 25 |0.610 7.46 19.17 7.92 |0.250 7.07 9.04 87.58 |0.459 4.19 16.53 936.92
25 50 25 |0.616 7.49 19.20 9.91 [0.252 6.80 9.11 85.97 |0.460 4.25 16.40 1211.57
25 25 50 [0.607 7.43 19.08 16.58|0.248 6.76 893 77.05|0.464 4.17 16.29 621.45
75 12.5 12.5/0.614 7.71 19.41 16.60(0.249 7.15 9.06 210.84|0.454 4.26 16.51 2490.77
12.5 75 12.5/0.620 7.52 19.42 15.41|0.241 6.70 8.83 209.73|0.445 3.91 16.15 2725.65
12.5 12,5 75 |0.601 7.26 18.81 12.90|0.237 7.00 8.60 66.70 |0.441 3.85 16.01 466.06
33.3 33.3 33.3|0.610 7.54 19.26 9.93 |0.246 6.79 8.90 82.16 |0.457 3.99 16.30 775.51

€1 €2 €3

(d) Roap

e Beijing Porto New York City
> INCE CD MEDD Time|NCE CD MEDD Time| NCE CD MEDD Time

20 40 40 |0.297 4.18 2.17 32.29|0.141 4.24 0.92 23.59|0.199 0.93 0.71 42.37
50 25 250302 399 134 26.30|/0.140 4.03 0.36 22.38|0.182 0.74 0.92 48.01
75 125 12.510.354 4.42 0.77 50.20 |0.167 4.61 0.89 29.46|0.220 0.87 1.42 61.78
33.3 33.3 33.3/0.286 3.90 197 40.38(0.135 3.92 0.79 24.56(0.179 0.74 0.75 48.66

€1 €
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Real World Considerations

We next evaluate how well our methods model characteristics of real-world data, which is

often messy and can exhibit high non-uniformity or skew.

Road Network Alignment. For RoAD, we assume that data points are well-aligned with the
underlying road network. However, this is not always the case with real data, and there can
be high error when map-matching raw data points to edges in the road network. This may
be due to GPS sampling errors, map projection errors, or multi-lane roads being modelled as
single lines of zero width. A city’s topography can also influence the quality of synthetic
data. For example, Porto’s historic centre has many roads located close to each other, with
no strong, regular underlying structure. This can make accurate map-matching difficult.
Whereas ‘uncorrected’ data is used in the main experiments, we now perform experiments
where we use the map-matched data as the input datasets (i.e., @ = 0). In this new setting,
Roab is far superior to the other methods, which perform up to 18% worse. Hence, when
the data is corrected, RoAD is up to 10%, 10%, and 120% more accurate than UGRID-KDE,
AGRID-KDE, and CLusT-KDE, respectively.

Uneven Population Densities. Population density in cities is rarely uniform, either across
an area or along individual roads. In urban centres, point density may be reasonably uniform,
while rural and suburban areas may experience more varied densities. To examine how our
methods are affected by uneven densities, we create a dataset focused on a larger area of
Beijing that includes more suburban areas. We set the expanded bounds of the studied region
to the bounding box between (116.33, 39.97) and (116.48, 39.85), giving a new area of 90.0 km?.
In the new road network, || = 13,862, and so we set N = 20|E| = 277,240. The performance
of UGRID-KDE actually improves — by 12.4% (NCE) and 15.2% (CD) - possibly because N
is larger, which results in the added noise being less influential. RoaD’s performance is
essentially unchanged - 0.8% worse (NCE) and 4.8% better (CD) - as its performance is
dependent on the road network, rather than point density. AGRID-KDE performs slightly
worse — 7.8% (NCE) and 2.7% (CD) — possibly due to the adaptive grids being less well-aligned
with the data. CLusT-KDE performs much worse — 17.2% (NCE) and 21.0% (CD) - as a larger

geographic extent leads to larger regions, which makes the kernels flatter.

3.4.3 Range and Hotspot Queries
Range Queries

Range queries are important in location analytics as they can be used to quickly assess
how many customers are potentially available to a business, or measure accessibility to key
services within a certain time, such as schools, hospitals, or vaccination centres. We specify
a set, 7, of 200 arbitrary facilities in each city to be the basis of the range queries, and these
places are randomly selected from the set of intersections in each city’s road network. The
extent of each range query is the circular region defined by the radius, p, centred on each
facility f. To quantify the error, we use mean absolute error (MAE) and mean percentage

error (MPE), defined as:
synth

real
Cf Cf

(3.17)

1
MAE = — Z
|7:|f€‘F
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Figure 3.10: Range query radius vs. MAE and MPE

1 I real _ synthl
MPE = > % x 100% (3.18)

fer

where c}eal and c;ynth respectively denote the number of real and synthetic points within p

metres of facility f.

Figure 3.10 shows how the radius of the range query influences the error, for each method
and city. For small p values, all partitioning-based methods outperform their respective
baselines. Although MAE values are low for all cities, MPE values are higher for all methods
in New York, where the data and road network are more structured. Interestingly, although
CrusT-KDE is generally less competitive overall, it performs better in the less-ordered Porto.
Roab is a viable alternative when p is small; although, as p increases, MAE increases rapidly.
Likewise, AGRID methods perform notably worse for large p values. However, when one
considers the error in relation to the dataset size, as well as the proportion of the query range
to the entire dataset domain, this behaviour is acceptable. Despite this, UGRID methods offer

strong alternatives, depending on the degree of road network alignment.

Hotspot Queries

Hotspot queries aim to identify locations in which there are a high number of individuals,
They are fundamental in location analytics as they allow businesses to identify popular
regions for advertising, city agencies to help manage congestion and traffic flow, etc. Here,

we obtain kernel density estimates for the real and synthetic datasets at varying granularities.
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Figure 3.11: Hotspot granularity vs. SDC

We use a Gaussian kernel over a gj, X gp, uniform grid, where g, denotes the hotspot grid
granularity; we use granularities: g, = {2%,27,2%,2° 21°}. Note that the kernel function
can be non-private (i.e., the kernel is tuned to the data) here as we are simply assessing the
utility of the output data. Hotspots are defined to be grid cells in which the density is greater
than the 95% percentile. ™2 and HY™h are the set of hotspots obtained using the real and
synthetic data, respectively To assess query response similarity between the two datasets,

we use the Serensen-Dice coefficient (SDC), defined as:

Zl(}_{real ﬂ ﬂsynthl

SDC = |7.[rea1| + |(}.{synth|

(3.19)

Figure 3.11 shows that similarity decreases as granularity increases. This is because the
kernel density estimates are more sensitive to small changes in the location of individual
points. All partitioning-based methods outperform their respective baselines, and RoaD
performs especially well when the original data is well-aligned with the road network (e.g.,
New York, Figure 3.11c). However, RoaD performs less well with dense road networks or
poorly aligned data (e.g., Porto, Figure 3.11b). Conversely, grid-based methods perform better
in less-structured environments, but perform worse when data is well-aligned with the road

network.

3.4.4 Facility Location Queries

Facility location is a common analytics task for which individual location data is necessary,
and it is one possible application for this work. Facility location queries are more complex as
they are (essentially) a combination of range and hotspot queries. Given a set ¥ of candidate
facilities, a facility location query aims to find the best k locations that satisfy a stated
objective function. The two most common facility location queries are the Max-INF and
MiN-DisT queries. In the MAX-INF case, we seek to identify the most influential candidate

facilities, where influence is commonly defined as the total number of customers that the
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Figure 3.12: Number of selected facilities vs. SDC for the MaX-INF query

facilities attract. In the MIN-Di1sT case, we find the facilities that minimise the total distance

between customers and their nearest facility.

Outline

Consider the case where a food stand company wishes to locate a number of outlets in the
centre of Beijing. We intuit that a lot of business would be generated if the outlets were
located at the intersections of busy roads, and so we use the same location set as the range
queries (as this was a selection of road intersections). It is assumed that there are no existing
facilities currently in the city. 7™ and ™" denote the sets of selected facilities when the
real and synthetic datasets are used, respectively. We consider a range of values for k: k =
{1, 2, 5, 10, 15, 20, 30, 40, 50, 75}. The SDC is used to assess accuracy, as it will capture the
extent to which synthetic data identifies the same top-k facilities as the real data. ¥ and
Foynth replace H™ and H™™ in Equation 3.19.

Results

Figure 3.12 shows how SDC values change with k for the Max-INF query. Irrespective of the
data generation method or city, the query is answered almost identically for all values of k
compared to when the real data is used. For example, in Porto, at least 90% of the ‘true’ top-k
facilities are selected when using synthetic data, which further highlights its suitability for
use with facility location. Remarkably, when the MIN-Di1sT query is applied, SDC = 1 for all
cities and values of k, and so this plot is omitted. This strong performance is because the

optimal locations can tolerate the noise that is required in achieving DP.

However, there may be some cases in which using synthetic data does not obtain similar
results for facility location queries. For example, when candidate facilities are close to
each other, customers may be assigned to different facilities if their location is perturbed
a little. Another example is in the capacitated facility location problem (when capacity

constraints are strict) when ‘additional’ customers generated through additive noise cannot
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be accommodated at their nearest facility. However, overall, the proposed methods generate
synthetic data that exhibits high levels of accuracy for facility location queries compared to
using real data. In practice, this means that researchers and companies do not need to use real
data for facility location. Instead, private synthetic data can be used without compromising

on the accuracy of the facility location analysis.

3.5 Discussion

While both partitioning-based and road network-based approaches are effective in practice,
different methods are more appropriate for different circumstances. These circumstances,

and some accompanying recommendations, are summarised here.

All methods scale well in accuracy terms. In particular, RoADp accommodates large datasets
easily, and the error decreases with input size. Hence, RoAD should be the default data
generation method, especially when the raw data is well-aligned with the road network.
Where road network data is unavailable, or the data is poorly aligned with the road network,
partitioning-based approaches should be considered. UGRiD-KDE and AGrID-KDE are
generally comparable, although AGRID methods are particularly strong in more structured
environments. For very large datasets, the difference in runtime costs between clustering-
and grid-based methods is larger (cf. Equation 3.1 and Figure 3.6d — N and € have similar
effects on runtime), and so clustering-based methods should be considered in this case.
Alternatively, merging regions based on a minimum count or area criterion can speed up
computation. However, this involves an accuracy trade-off as the resultant regions would be

larger, which means the kernel function would be flatter.

For facility location tasks, all methods perform well, and all methods can be recommended
as a general purpose solution. For range queries, all methods are highly effective, especially
when the range query radius is small. If the range query radius is large, UGRID approaches
are recommended (with consideration paid to the degree of network alignment). For hotspot
queries, using RoabD is advised for datasets that are well-aligned with the road network,
which is the case for most applications. UGRID-KDE and AGRID-KDE are more effective

when the datasets are less well-aligned, or when the road network is less well-structured.
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Chapter 4

Generating Synthetic Location
Data Using GANs and Label

Local Differential Privacy

The data generation methods introduced in the previous chapter rely on centralised DP,
which is often undesirable as it requires users to share all of their true data with an aggregator
who must be assumed to be trusted. In this chapter, we develop GEOPOINTGAN - a machine
learning-based solution for spatial data synthesis that uses a variant of LDP to offer a stronger
privacy guarantee. As with the previous work, the aim is to generate synthetic spatial point
data that achieves high fidelity with the original data, whilst also performing well in several

location analytics tasks.

Although it may be attractive to use the traditional form of LDP as the basis for local data
synthesis, when dealing with spatial data, this can be unnecessarily restrictive in terms of
how sensitive data is treated. In particular, LDP normally adopts an “all-or-nothing” approach
in which all data needs to be perturbed [161], which affects the utility of the synthetic data
for common location analytics tasks. Label privacy [50] provides a more practical means
for achieving the necessary privacy protection without sacrificing utility. It is based on the
notion that the features of a point are public (and so do not need to be perturbed), whereas
the label associated with the data is private (and so does need to be perturbed). Applied to the
setting of spatial data, label privacy leads to the following idea: as all location information
is public knowledge, it is only a person’s association with a particular location point at a
particular time that is private and in need of perturbation. From this, label privacy can be
combined with LDP to formalise label-LDP to provide sufficient privacy protections when

generating synthetic spatial data.

In theory, GANs offer a general purpose solution for the data generation problem due to
their objective of learning the optimal functional mapping from some random noise input
to a faithful representation of real data [104]. As they are a generative model, they can

generate datasets of any size, which gives the end user more flexibility. Furthermore, as
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GAN s operate with data with ‘real’ and ‘fake’ labels, they present an intuitive setting for
implementing label-LDP. GEOPOINTGAN incorporates label-LDP through a randomised
response mechanism that flips the labels provided to the discriminator, thereby providing
plausible deniability to each individual’s association with a location. Beyond its privatisation
properties, label flipping also has potential generalisation and regularisation effects on the

model performance, which can be contextualised with related literature.

This chapter proceeds as follows. Section 4.1 presents necessary background information on
GANs, followed by the definition and motivation for label-LDP in Section 4.2. In Section 4.3,
we detail GEOPOINTGAN’s novel architecture, alongside details on its training process and a
theoretical analysis of the privacy mechanism. GEOPOINTGAN is evaluated in Section 4.4,
before the chapter concludes in Section 4.5 with a discussion on the achieved level of privacy,

and possible extensions.

4.1 GANSs: A Summary

GAN:Ss seek to learn the data generating process of observed data x ~ p p(x) [104]. Learning
is facilitated through two networks: a generator G, and a discriminator D. The generator
G (z,0¢), with parameters O¢, takes some random noise z ~ p,(z) and maps it to the
feature space of the real data x: G(z) = x. The discriminator D ([x,X], ®p), parameterised
by @p, then attempts to distinguish real data x from synthetic samples X. That is, it assigns
each data point with a ‘real’ or ‘fake’ label, denoted with 1 and 0, respectively. The learning

process follows from a min-max game between G and D, which is given as V(D, G):
min max V(D,G) = Exepp(x [log D(%)] + Epep, () [log(1 - D(G(2)))] (4.1)

In this chapter, the input feature vector x € R{%*} represents the spatial co-ordinates of a

point in two- or three-dimensional space.

GANs have been utilised for a range of data types, including image data [104], audio
streams [8], text data [51], traffic patterns [276], and gene expressions [79]. In the geo-
spatial domain, GANs have been used for generating digital elevation maps [140], and global
surface temperatures [142]. Existing GAN architectures for point data, mostly stemming
from computer vision research, mostly deal with point clouds that are simplified, continuous
representations of shapes and surfaces. The first GAN tailored to point clouds (r-GAN) [5]
builds on advances in processing point clouds in neural networks, most notably PoinT-
NET [194]. Generating faithful shapes based on point cloud datasets, such as SHAPENET [46],
is an active research challenge [e.g., 95, 149, 204]. Further studies have utilised GANs for
point cloud upsampling [152], shape completion [201], or protection against adversarial
attacks [278]. Their applications to real-world data have been limited thus far, with a few

recent exceptions, such as an application to Lidar data [39].

Spatial point patterns, such as location data from mobile devices, have different characteristics
that mean that their point patterns are very different from the point clouds that describe
shapes and meshes. They typically have a noisy, multi-scale partitioned structure, they

may cover the whole observational area (as opposed to having clear outlines), and they
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may be governed by underlying dynamics, such as self-excitement. For example, while
the point cloud of a chair can roughly be segmented into six elements (i.e., four legs, seat,
and back), spatial point patterns in the real world can consist of hundreds of intricate
macroscopic (e.g., terrain, cities) and microscopic (e.g., roads, junctions) elements. This means
that existing approaches are not optimised to handle the complex spatial patterns observed
in the real world. Few studies have tackled this class of data using GANs: Xiao et al. [250] use
Wasserstein GANs to learn temporal (one-dimensional) point processes, while Klemmer et al.
[141] learn conditional GANs contextualised by the co-ordinates of continuous spatial point
data. However, these works provide no intuition for point transformations or for producing
new spatial point patterns similar to the input. The challenging nature of generating spatial
point patterns and the lack of existing work addressing this problem helps to motivate this

chapter.

In recent years, there has been an increasing amount of research into private GANs, surveyed
generally by Cai et al. [40]. This research includes several differentially private GANSs, such
as DPGAN [252], DP-CGAN ([220], PATE-GAN [267], and the work of Frigerio et al. [94],
which extends DPGAN to continuous, discrete, and time series data. Existing private GANs
have focused on other specific domains, such as medical [25, 219, 267], image [220], or time
series data [239], as opposed to spatial data. Furthermore, all existing private GANs use
centralised DP, normally by clipping and adding noise to the gradient during training [e.g.,
94, 252] or by applying existing private frameworks [e.g., 19, 267]. This different privacy

setting means we cannot directly compare them to this work.

4.2 Label Local Differential Privacy

Label differential privacy was formally introduced by Chaudhuri and Hsu [50] and has since
been the focus of several studies [90, 103, 161, 231, 270]. All of these works are based on
the same premise as this chapter: only the labels attached to data are sensitive, with the
data itself being non-sensitive. However, almost all prior work has been in the centralised
setting; only Busa-Fekete et al. [38] consider the local setting. The notion of LDP is extended
to label-LDP if each feature vector x; has a label /; € L, together denoted as (x;, /;).

Definition 3 (e-label local differential privacy). A randomised mechanism M satisfies e-label
local differential privacy if, for any labelled feature vector (x, 1) with the input labels I;,1; € L

and output label I; € L:
PriM((x, 1)) = (%101 _ o€
PY[M((Xs l])) = (X, lk)] B

(4.2)

It is intuitive to observe that label-LDP possesses the same post-processing property as

traditional LDP, and that randomised response can be used to ensure label-LDP.

Label-LDP provides more practical, yet sufficiently private, protection to data by only per-
turbing the label attached to a feature vector. This is appropriate for this problem given that
we deem information about locations in a region to be sufficiently public, with only one’s
association with a location being private information. From Definition 3, the intuition is that
an adversary cannot (with high confidence) identify whether the person was at the reported

location or not.
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In using label-LDP, we assume that the real data covers a sufficiently large proportion of
the domain in which fake points can be generated. This is to prevent the labels from being
sufficiently correlated with features, which would undermine privacy [38]. For example, if
the ratio between land area and total area is too small, many fake points would be generated
in nonsensical locations (e.g., oceans), which would allow an adversary to identify fake
points and, by extension, real points. While this assumption does not affect the mechanism,

this soft constraint is imposed as an extra layer of protection against privacy leakage.

Finally, although one could naively apply randomised response directly to the real data, this

Ne€
e+’

limits the dataset size to approximately which heavily limits the range of analytics tasks
for which the private data can be used. Hence, a more flexible solution that can generate

datasets of any size is necessary.

Examples

To further illustrate the use of label-LDP in this setting, and its advantage over traditional LDP,
consider the following two example scenarios. In both examples, although having the original
locations with perturbed labels is useful in itself, the samples may not be representative.
Even if the samples are representative, the labels attached to the locations will be noisy,
owing to perturbation, which may be undesirable As such, being able to generate datasets of

any size based on the original distribution is important, and gives end users more flexibility.

For the first example, consider that a city’s government wants to know the distribution of its
residents’ locations at 10am. This might help to determine the approximate proportion of
people working from home, which is helpful for managing working conditions or reducing
disease spread. As the government will know every resident’s address (e.g., through the
electoral register or council tax information), this information is non-private for these
purposes. The private element is where each person is at 10am, and residents will want a
degree of plausible deniability, which is provided by label-LDP. In comparison, traditional
LDP is unnecessarily restrictive here as it requires the perturbation of the location of each

resident at 10am, even if their home address is known.

Moreover, if this same query was asked every day, traditional LDP-based solutions that rely
on location perturbation would eventually risk revealing the true location. While continuous
data sharing is a common need for many real-life applications, traditional LDP approaches
do not address this most practical setting. Whereas, with label-LDP, as the location itself
is deemed to be non-private, each daily report is essentially independent, and so repeated
querying does not degrade the overall privacy level provided to each user. This further

motivates label-LDP as a more robust privacy model for this problem.

The second example differs from the first as the government no longer has a plausible location
for each individual for which they want to ask a yes-no question. Imagine a town with
100,000 people, all of whom are asked to privately share their location at 8pm, which is also
the time at which a large number of residents are attending a concert. With traditional LDP,
the locations of each individual would need to be perturbed, which would induce a large
amount of noise into the dataset and greatly affect utility. However, public knowledge (e.g.,

news sources) would show that a large number of people were at the concert, and so we
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should expect a similarly large number of reported locations to be associated with the concert.
As such, label-LDP still gives each concert-goer a degree of plausible deniability regarding
their presence at the concert, while preserving the overall popularity distribution, which is

publicly known (to some extent).

4.3 GEOPOINTGAN

This section presents GEOPOINTGAN’s architecture, details for training GEOPOINTGAN, as

well as a discussion on the privacy achieved by GEOPOINTGAN.

4.3.1 Model Architecture

GEeOPOINTGAN includes several novel approaches to address the previously identified chal-

lenges of generating spatial point data using GANS. Its architecture is outlined in Figure 4.1.

Generator

Traditional GANs generate points by first sampling a Gaussian noise vector z from a lower-
dimensional latent space. This noise is then ‘upsampled’ from this latent space to a higher-
dimensional output space to generate synthetic points. GEOPOINTGAN instead samples a
noise vector of the same dimensionality as the desired output. For example, when generating
two-dimensional data, GEOPOINTGAN aims to learn a model that transforms data from a
two-dimensional latent space to a meaningful representation in the same two-dimensional
space. This is done by deploying a novel POINTNET-based generator for point transformations

during data generation.

PoINTNET [194] was originally devised for classifying and segmenting raw point clouds.
While it has been used as the basis for GAN discriminators before [5], GEOPOINTGAN is
the first GAN to utilise POINTNET in the generator. In particular, POINTNET’s ability to
provide transformation invariant properties for unordered data is desirable for spatial point
generation. This is achieved by running the input data through symmetric functions (e.g.,
max pooling operators) to compute global point set features. This step is followed by a
segmentation network that combines global information (e.g., city boundaries, rivers) with
local, point-wise information (e.g., roads, junctions) to learn a combined representation.
Lastly, a spatial transformer network (STN) [126] aligns the learned global and local point
set features with the output space. However, the traditional STN architecture is unable to
resolve the complexities of spatial point datasets sufficiently, owing to the shallowness of
the neural networks deployed. In particular, while macroscopic structures (e.g., coastlines)
can be captured reliably, the STN is incapable at learning small-scale patterns (e.g., minor
roads). Consequently, we extend the STN such that the generator has five one-dimensional
convolutional layers, with four fully connected layers. Batch normalisation is added between
every layer and the ReLu function, except for the last layer. Altogether, this altered POINTNET

can be referred to as ‘LARGEPOINTNET’.

As a final step, the generator takes the transformation invariant, aligned features of LARGE-
PoINTNET and projects them into the output space using four fully connected layers. This is

similar to the prediction head for point segmentation, only that GEoPoiINTGAN produces
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two (or three) features per point (i.e., the synthetic co-ordinates), rather than one. These

design choices are informed by extensive testing and are validated during evaluation.

Discriminator

GEOPOINTGAN’s discriminator architecture is inspired by Achlioptas et al. [5], but comes
with some fundamental technical improvements, and a critical change that allows label-LDP
to be incorporated. First, points are run through the LARGEPOINTNET module. This balances
the capacity for learning point set representations between the generator and discriminator,
allowing for an evenly matched min-max game. The discriminator’s prediction head consists
of two fully connected layers and a sigmoid activation. Second, the last fully connected layer
is altered to produce predictions on the point level, as opposed to the batch level. That is, the
discriminator’s task is to determine whether each individual point is real or fake, as opposed
to each batch of points. Constructing the discriminator in this way allows a localised privacy

mechanism to be incorporated into model training seamlessly.

Privacy Mechanism

Point-level privacy guarantees are incorporated into GEOPOINTGAN by probabilistically
flipping the labels of the real and fake points (using randomised response) before showing
the data samples to the discriminator. Traditional LDP would require each co-ordinate to
be perturbed (using, say, the Laplace or exponential mechanism). With label-LDP, however,
only perturbing the label is sufficient. As there are two (pseudo-)labels — ‘real’ and ‘fake’,

flipping can be conducted using biased coin tosses in which the probability that a label’s

true status is maintained is @ = eii—l’ and the probability that a label’s status is flipped is
B=1-a= ﬁ (see Section 2.1.3). The labels of real points are flipped on users’ devices

during data pre-processing, which ensures that the central agent (i.e., the GAN networks)
never has access to this information. If a real point is sampled several times throughout
training, it will always have the same (flipped) label. From Definition 3, the intuition follows
that the discriminator cannot determine (with high probability) that a point with a real label

is actually real, or whether it is a fake point masquerading as a real one (or vice versa).

In a practical setting, all training is conducted by a central agent (who can be trusted or
untrusted) on a remote server. Individual data is collected through mobile devices, and each
individual is responsible for flipping the label associated with their location. Hence, the
only data transferred from the user’s device is the location and the flipped label, which
means that no central agent can definitively determine the true label with absolute certainty.
Importantly, the discriminator does not know which points are generated by the generator,
and which points are transmitted to the server by users; it can only distinguish points based
on their perturbed labels. In summary, the discriminator has no way of (definitively) knowing
whether any one point is real with a real label, real with a fake label, fake with a real label,
or fake with a fake label.

Effects on Training and Generalisation

This label flipping approach does not necessarily reduce model performance, but can even

have beneficial effects. In predictive models, randomly flipping labels can act as a regular-
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iser, which prevents the model from overfitting and improves generalisation [251]. When
working with noisy labels, label flipping can incorporate the uncertainty of the labels into
the model [180]. There is a vast collection of literature that focuses on GAN regularisation
and robustness, and addresses related issues, such as limited data availability and generator-
discriminator imbalance. Manipulating the (pseudo)-labels of GANs has proven to be a
successful strategy to this end. Specifically, adding noise to the labels or applying one-sided
label smoothing have been shown to improve GAN training, and these are common best
practices [200]. Jiang et al. [129] propose to feed the discriminator with fake data masquer-
ading as real data (i.e., fake data with real labels). While this is proposed mainly as an
augmentation strategy for sparse data environments, it is very similar to GEOPOINTGAN’s
label flipping approach, although they do not feed the discriminator real data with fake labels.
The authors also provide a theoretical intuition for training convergence and their approach.
Their proof highlights how a GAN trained with label flipping augmentation minimises the
Jensen-Shannon divergence between the (smoothed) real and synthetic data distributions
and is, in theory, able to perfectly capture the data generating process. Hence, it is likely
that a private GEOPOINTGAN will (to a certain extent) perform as well as a non-private

GEOPOINTGAN (i.e., one with no label flipping).

4.3.2 Model Training

Algorithm 1 describes the training of GEOPOINTGAN. Lines 1-2 are conducted on user
devices, although they are included here for completeness. Before training, each real point
is assigned the ‘real’ label: [; = 1 (Line 1). These labels are then flipped with probability 3,
where 3 is controlled by the privacy budget (Line 2). Perturbed labels are denoted as I]. We
then initiate the training loop (Line 3). At each training step, B points are sampled from the
real data without replacement (Line 4). This avoids oversampling points from high-density
areas. B random points are also drawn from the noise prior p, (Line 5) and transformed in
G to generate B fake points: X = G(z). The label of each fake point, I;=0,is flipped with
probability S8 to obtaian (Line 6). Real points (x, [’) and fake points (X, 7’) are then classified
as real or fake by D, after which D is updated using the optimiser (Line 7). We then train G
by generating B new fake points (Line 8), flipping their labels with probability 8 (Line 9), and
once more classifying them using D. G is then updated using its optimiser (Lines 10). This
concludes one training step. D and G continuously play this game, with G getting better
and better at generating synthetic data. After Ny p training steps, the label-LDP generator
is published (Line 11).

4.3.3 Privacy Analysis

We now discuss some aspects of the mechanism from a privacy perspective. First, we show

the proposed label flipping approach satisfies e-label-LDP.
Theorem 7. GEOPOINTGAN satisfies €-label-LDP.

Proof. For ease of understanding, in this proof, points with real and fake labels are denoted
as x' and x°, respectively The probability that a real label tells the discriminator that it is a
real label is: Pr[M(x!) = x'] = @ = -~ Hence, the probability that a real label tells the

ec+1”
discriminator that it is a fake label is 1 — @. That is, Pr[M(x!) = x°] = 8 = 2. Similarly,

ec+1°

55



Algorithm 1 GEOPOINTGAN training

Require: D, €, B, Nsteps
1: Assign real points real labels: {x1,...,xny } = {(x1,1), ..., (XN, IN)} where [; = 1
: Flip real labels with probability 8 = ﬁ to obtain {(x1,7), ..., (xn, [}y)}
: for 1to Nyteps do
: Sample B real points with flipped labels: {(x1,{), ..., (xB,I}5)}
: Sample B random co-ordinates {z1, ..., zg} from noise prior p,
: Flip fake point labels with probability 8 to obtain @, .. Tl’g}

: Update D by ascending its stochastic gradientVg,, % Zf:l [log(D(xi, 17))+log(1-D(G(z;), IA{))

8: Sample B random co-ordinates {z1, ...,zg } from noise prg)r Pz
9: Flip fake point labels with probability S to obtain {/{, ..., /% }

N s W N

\1

10: Update G by ascending its stochastic gradient: Vg, % 2?:1 [log(D(G(zi),’l\;)]

11: return G

Pr[M(x°) = x°] = @ and Pr[M(x°) = x!] = B. From Equation 4.2, we have:

PriM(x!) =x!] « e€ 1 .

Pr[M(XO):xl]_,E_ef+l ecer1 ¢ -

As discussed in Section 4.2, label-LDP has the same post-processing properties as LDP,
which means that privatised data can be manipulated freely without affecting the privacy
guarantee (as long as the true data is not ‘touched’ again). In GEOPOINTGAN, the labels are
perturbed by users before they are shown to the discriminator, and the true label is never
used again. This means that the entire training procedure operates under post-processing,

and the privacy guarantee remains intact throughout training.

Many DP mechanisms suffer when points are repeatedly sampled, which causes the privacy
leakage to increase each time a point is sampled. GEOPOINTGAN is designed such that these
attacks are redundant as point labels are flipped once, and once only, before training begins.
That is, when x; is sampled during any training step, it will always have the same perturbed
label I]. This means that there is no privacy leakage even if a point is sampled more than
once during different training steps. Note that, as points are sampled without replacement,

the same point cannot be sampled multiple times during a single training step.

Threat Model

In this chapter, the aim of an adversary is to identify a certain individual’s association with
a specific location. We assume that the adversary has access to the database of all possible
locations, and that they use this to try to reassociate an individual with their location. By
definition, label-LDP provides sufficient protection against such attack, as each individual has
a degree of plausible deniability with respect to their association with any location. In our
model, this protection is provided when the label associated with each true point is perturbed
using randomised response. An equal number of fake points are also generated, and their
labels are perturbed similarly. This protects against frequency-based attacks based on the
aggregate number of real and fake points in the output data. The fundamental structure
of GEoPoINTGAN provides further protection as points are entirely dissociated from users

when they are transmitted to the discriminator. As a consequence, with the published data
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being the output from a generative model, no location in the output data can (with a high

degree of certainty) be associated with a location, or individual, in the sensitive input data.

4.4 Evaluation

We evaluate GEOPOINTGAN in two parts using four real spatial datasets. The first part evalu-
ates GEOPOINTGAN against three alternative GAN-based approaches, before we study the
effects that privatisation has on GEOPOINTGAN. The second part evaluates GEOPOINTGAN’s

practical query-based performance using the same location analytics tasks from Chapter 3.

4.4.1 Set-Up

Data. The same three datasets used in Chapter 3 are used in this evaluation, with no changes
to the pre-processing. A fourth dataset — ‘3D Road’ — provides three-dimensional spatial
co-ordinates (latitude, longitude, and altitude) of the road network in Jutland, Denmark [134].

The dataset comprises over 430,000 points, covering an area of 185 X 135 km?.

Training Setting. We follow a standardised training process. At each training step, 7,500
points are randomly sampled from the real dataset. We use the Adam optimiser with
decoupled weight decay [157] and an initial learning rate of 4 X 107°. The learning rate is
decreased by a factor of 10 after 5,000, 50,000, and 90,000 training steps. We train 1,000 steps
per epoch for a total of 100 epochs. All training was conducted on a single RTX 2080 GPU.
With this set-up, model training times do not exceed two hours. Overall, GEOPOINTGAN,
like r-GAN, experiences training that is reliable and consistent. At no point during any of

the training runs do we experience mode collapse or exploding gradients.

Benchmarks. We compare GEOPOINTGAN against three state-of-the-art GANs. The first —
r-GAN [5] - is the method that is most closely related to GEOPOINTGAN and it is designed to
operate on raw point clouds. The other two baselines, TREE-GAN [204] and PCGAN [15], are
designed for graph-structured point clouds (e.g., meshes, shapes). All baselines are trained

according to the configuration outlined by the original authors.

Despite the development of other private GANs (e.g., DPGAN, PATEGAN), these works
all use the centralised DP, which is fundamentally different from our label-LDP setting.
Similarly, although other private methods for synthetic spatial data generation exist, these
methods also use different forms of privacy. For example, Chen et al. [55] use personalised
LDP, and the work in Chapter 3 uses centralised DP. As our privacy setting is different from

all of these works, any comparison between them is meaningless.

Evaluation Measures. To evaluate the extent to which GEOPOINTGAN preserves the un-
derlying distribution of the real data, we use two widely used utility measures: Chamfer
distance and earth mover’s distance (EMD). The same definition for Chamfer distance used

in Chapter 3 is used here.

EMD - a common measure for evaluating GANs — can be viewed as an optimisation problem
that seeks to transform one probability distribution into another while minimising the cost of

this operation. While the computational cost of obtaining the exact distance is too high for it
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Table 4.1: Mean Chamfer and earth mover’s distance values

Method Chamfer Distance (CD) Earth Mover’s Distance (EMD)
Beijing Porto NYC 3D Road | Beijing Porto NYC 3D Road

TREE-GAN [204] 0.651 0.437  0.649 1.247 0.733 1.085  0.601 1.080

PCGAN [15] 0.092 0.348  0.160 0.796 0.283 0.831 0.305 0.896

r-GAN [5] 0.032 0.034  0.226 0.264 0.084 0.275  0.364 0.526

GEOPOINTGAN 0.021 0.019 0.014 0.074 0.032 0.027 0.031 0.085

to be used in deep learning algorithms (and hence approximations are used), its exact version
can be used as an evaluation measure (especially when sample sizes are small). Defining
¢ : P — § as a bijection, EMD is defined as:

EMD(P,S) = ¢p;138; lp = (o)l (43)

4.4.2 GAN Evaluation
Baseline Comparison

Figure 4.2 depicts plots of the real data, alongside samples from GEOPOINTGAN and r-GAN.
As TREE-GAN and PCGAN performed very poorly, their visualisations are excluded. While
r-GAN succeeds at capturing macroscopic structures, such as the outline of Manhattan and
Central Park, it lacks the capacity to model more intricate structures within the outline, such
as individual streets or junctions. On the other hand, GEOPOINTGAN is able to reproduce

microscopic structures to a reasonable extent.

We calculate mean CD and EMD values by taking 60 samples of 7,500 points each from
the fully trained generators. These values are shown in Table 4.1. Note that, here, we use
a non-private GEOPOINTGAN (i.e., € = o) to ensure a fair comparison with the baselines,
which have no privacy mechanism. The tree-based methods perform particularly poorly as
they fail to learn the spatial data distribution. This justifies the decision to use generative
models that are capable of operating on raw point co-ordinates, rather than shapes or meshes.
GEOPOINTGAN offers substantial improvements over r-GAN, decreasing CD values for New
York by up to 16x, and EMD values by up to 12x. Given that r-GAN is generally the most
competitive baseline, GEOPOINTGAN’s superiority over the other baselines is even more
pronounced. Overall, these results reflect GEOPOINTGAN’s ability to preserve microscopic

features and generate accurate spatial point data.

Effect of Privatisation

To assess how the label-LDP mechanism affects GEOPOINTGAN performance, we again
draw 60 samples of 7,500 points from the real and synthetic datasets. We consider seven
privacy budgets: € = {0.1,0.25,0.5,1,2,5,10}. As none of the baselines are competitive
with GEOPOINTGAN, and they were not designed with privacy-preserving mechanisms in
mind, they are excluded from this part of the evaluation. Figure 4.2 shows the effect of
privatisation on the generated data. Lower privacy budgets have a negative impact on visual

similarity; this is seen most clearly in the Beijing plots. Figure 4.3 further illustrates how
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Figure 4.3: Real and synthetic data for different privacy budgets; data for New York City,
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Figure 4.4: Privacy budget vs. Chamfer distance

the preservation of macroscopic geographic features (e.g., Central Park in New York City) is

affected by changing the privacy budget.

Figure 4.4, which shows the variation in CD as the privacy budget varies, highlights more
interesting behaviour. The graphs for EMD exhibit very similar profiles, but they are excluded
here for clarity. A very low privacy budget results in poor utility, with utility increasing as
€ increases. This is to be expected, as it is more likely that a label is flipped when € is low.
However, as discussed in Section 4.3.1, GANs have a risk of overfitting, with GEOPOINTGAN
particularly susceptible to this when there is little label flipping (i.e., when € is high). Our
empirical results indicate that, when € > 1, the CD values start to increase, leading to (albeit
subtle) U-shaped curves. These results suggest that our hypothesis that label flipping can aid
performance by generalising and regularising the GEOPOINTGAN is supported with empirical
evidence. In some cases, better utility is gained using a private GEOPOINTGAN (cf. Porto,

Figure 4.4b), which further demonstrates the power of regularisation through privatisation.

Interestingly, the structure of the underlying data also appears to influence this behaviour. In
New York, where the data is more closely aligned with a strict grid structure, the U-shape is
more pronounced, indicating that the regularisation properties of GEOPOINTGAN are more

influential here. Conversely, in Porto, where the true data (and road network) lacks a clear,
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Figure 4.5: Range query radius vs. MAE and MPE

regular structure, the U-shape is more subtle and very high privacy budgets correct the curve
downwards. Finally, for 3D Road, CD values are larger (and show larger variations), which
suggests that the complexity and spatial extent of the dataset pushes GEOPOINTGAN to its

limits.

4.4.3 Data Analytics Tasks

We now evaluate GEOPOINTGAN using the three data analytics tasks introduced in Chapter 3.
Given the poor qualitative and quantitative performance of the baselines, and their non-
private nature, it is not meaningful to compare GEOPOINTGAN against them for these
queries. As such, the aim of this evaluation is to compare GEOPOINTGAN to the optimum (i.e.,

maximum similarity with the real data).

Range Queries

To maintain consistency with the evaluation in Section 4.4.2, these range queries are con-
ducted using 60 independent random samples. The mean of the MAE and MPE values is
then reported. Otherwise, the settings and evaluation measures remain unchanged from
Section 3.4.3. For simplicity, only two-dimensional range queries are used; hence 3D Road is

excluded from evaluation.

Figure 4.5 shows the effect that p has on the MAE and MPE of the query answer. As expected,

MAE increases as p increases, although MPE decreases; both of these trends are acceptable
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Figure 4.6: Hotspot granularity vs. SDC

when considered together. As a particularly impressive outcome, synthetic data generated
with higher privacy budgets (i.e., € > 0.25) performs as well, and sometimes better, than the
data generated using the non-private version of GEOPOINTGAN. Close inspection indicates
that the privatised GEOPOINTGAN performs best when € ~ 1, which is concordant with the

findings in Section 4.4.2.

Hotspot Analysis

When conducting hotspot analysis, we take 60 independent samples and report the mean SDC
value across these samples. Otherwise, the settings remain unchanged from Section 3.4.3. As
the 3D Road dataset only consists of static locations (e.g., the road network), the concept of a

‘hotspot’ is meaningless, and so it is excluded from evaluation.

Figure 4.6 shows the variation in mean SDC values as the hotspot granularity increases
and, once again, we observe similar findings to those discussed previously. Namely, (a)
poor performance is observed when € = 0.1, while other € values are competitive with
the non-private GEOPOINTGAN; (b) a private GEOPOINTGAN sometimes outperforms the
non-private version; and (c) a private GEOPOINTGAN performs best with a middling € value,

though the exact value depends on the city.

Facility Location Queries

For the facility location queries, we use the exact same set-up from Section 3.4.4. Figure 4.7
shows the variation in SDC values for the MAX-INF query. GEOPOINTGAN produces synthetic
data that answers queries with high accuracy, and the non-private GEoPoINTGAN performs
exceptionally well in most cases, especially in Porto for which it obtains near-optimal
results. The effect of changing the privacy budget is also noticeable, and the phenomenon of
privatised versions of GEOPOINTGAN performing as well as non-private versions persists.

As in Chapter 3, when the MIN-D1ST query is applied, SDC = 1 for all cities and values of
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Figure 4.7: Number of selected facilities vs. SDC for the MAX-INF query

€ and k, and so this plot is omitted. These strong results demonstrate the practicality of
GEOPOINTGAN, and illustrate that facility location can tolerate the noise that is inherent in
GAN-based sampling, and required for label-LDP. This robustness can also be exploited for

other data science tasks, such as nearest neighbour queries and clustering.

4.5 Discussion

As demonstrated throughout the experiments, GEOPOINTGAN is a robust method for gener-
ating large synthetic spatial datasets with practical levels of privacy and high utility, both
statistically and with respect to several location analytics tasks. Indeed, in some settings,
a private GEOPOINTGAN will perform better than non-private versions — a remarkable
and important observation. This phenomenon is possible due to the design of the privacy
mechanism, which exploits the inherent noise in label flipping to harness the regularisation

effects that can be realised when training GANS.

Beyond these findings, this section provides further insights into the level of privacy provided.
While GEOPOINTGAN demonstrably fulfils the requirements of label-LDP, the actual level
of privacy provided is higher in many practical settings. As Malek et al. [161] note, simply
removing the sensitive labels of a public dataset and training a model in an unsupervised
fashion complies with label-(L)DP. GEOPOINTGAN takes this further by accounting for
situations where, even if the identifier (e.g., taxi ID, 311 caller name) is removed, we are
still conscious of leaking information based on knowledge regarding the veracity of each
point (e.g., if locations can help to identify the caller). Specifically, GEOPOINTGAN uses
pseudo-labels (to denote whether points are real or fake) to obfuscate the training data by
removing certainty within the model as to what input represents real data. In this sense,
the level of privacy provided is stronger than what is necessarily required with label-LDP,
although quantifying this achieved level of privacy is non-trivial. And, while this level of

privacy may not necessarily be strong enough to satisfy LDP in theory, it may satisfy LDP to

63



some extent in practice. Further exploration of these ideas and challenges would form an

interesting avenue for future work.

Finally, GEOPOINTGAN is notable in that, unlike the other solutions proposed in this thesis, it
does not explicitly incorporate any publicly known geographic knowledge (e.g., coastline or
road network data). This is because, in theory, GANs should be able to learn the boundaries
of these features. Visual inspection (Figure 4.2) shows that GEOPOINTGAN can effectively do
this and, coupled with strong quantitative performance, this demonstrates that including the
external knowledge is unnecessary in achieving high practical utility. Nevertheless, some
recent work has incorporated constraints into GANs to benefit utility: Yang et al. [263] use
penalty terms in the loss function to model physical constraints (e.g., energy conservation
laws), and Wu et al. [247] enforce statistical constraints on GANSs to help solve partial
differential equations. Meanwhile, Klemmer et al. [142] devise a new metric (SPATE) that
measures spatio-temporal autocorrelation, which is then used to compute an embedding loss
that considers spatio-temporal interactions and nudges the GAN to learn outputs that align
better with the true data. To extend GEOPOINTGAN to accommodate external knowledge,
one could incorporate these ideas to penalise points generated in out-of-bounds regions

through the loss function, although this is left for future work.
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Chapter 5

Sharing Location Sequences

with Local Differential Privacy

This chapter focuses on perturbing trajectories using LDP, which is more complex than gen-
erating a set of synthetic spatial points. We model trajectories to be time-ordered sequences
of visited POIs, as opposed to raw location traces. Scoping the problem this way is beneficial
for achieving the aims of this thesis given that POIs are a rich source of external knowledge
as they have several attributes that are public knowledge (e.g., opening hours, category,
price point), all of which can be used to enhance utility. A natural way to incorporate
this information is through semantic distance functions and the exponential mechanism,
such that semantically similar POIs are more likely to be returned by the mechanism. Do-
ing this also addresses the previously identified limitation of existing LDP mechanisms,
which assumed equal sensitivity across all data points. But, unlike other distance-based
mechanisms [4, 11, 12, 109], incorporating semantic distance functions with the exponential

mechanism allows strict e-LDP to be achieved.

The efficiency-utility trade-off discussed in Chapter 1 is even more influential when using
the exponential mechanism as it requires the entire output set to be instantiated. From a
utility perspective, modelling entire trajectories as singular points in a high-dimensional
space appears to be most effective. This is because the spatio-temporal correlations between
adjacent points are more likely to be preserved, which is crucial for achieving high utility
when perturbing trajectories (also discussed in Chapter 1). However, this ‘global’ solution
attracts a high space and time cost, which makes it unviable, as we shall see. Conversely,
perturbing each POI independently is the fastest solution, although this fails to consider any
information between adjacent points, thereby reducing utility. These intuitions motivate a
more scalable solution that seeks to perturb smaller trajectory fragments, called n-grams, in
order to capture the spatio-temporal relationship between adjacent points, while remaining

computationally feasible.

This chapter presents this n-gram-based solution, as well as the global solution, and demon-
strates how overlapping the n-grams allows more information for each point to be captured,

whilst continuing to satisfy LDP. As well as forming the basis for the semantic distance
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functions, external knowledge can also be utilised to structure the space. In particular,
the (publicly known) hierarchies that are inherent in space, time, and category classifications
can be used to structure n-grams in a multi-dimensional hierarchy, which has notable benefits
for utility. Exploiting a hierarchically structured space in this manner also reduces the scale
of the problem, which ensures that the n-gram-based solution remains scalable for large

urban datasets.

The rest of this chapter is organised as follows. Section 5.1 formally introduces the problem,
and the key definitions that are integral to the solution. Section 5.2 outlines the idealised
‘global’ solution, and Section 5.3 details the main n-gram-based solution. This is followed by
Section 5.4, which discusses the privacy, theoretical utility, and computational cost of the
two mechanisms. Section 5.5 focuses on evaluating the mechanism through an extensive set
of experiments. The chapter concludes with Section 5.6, which discusses the generalisability

of the mechanism, as well as potential applications of the work.

5.1 Preliminaries

Before either solution can be outlined, it is necessary to detail some preliminary material.
This includes a more thorough discussion of the ideal characteristics of the solution, an

outline of key notation, and the formal definition of the reachability constraint.

5.1.1 Problem Setting

Imagine a city in which each resident visits a number of POIs each day, which we can link
together in a time-ordered sequence to form a trajectory. The city’s government wishes to
learn aggregate information on where residents are travelling but, wary of governmental
oversight, many residents are unwilling to share their entire trajectories truthfully. However,
they are willing to share a slightly perturbed version of their trajectory, especially if it came
with privacy guarantees. The aim of this chapter, therefore, is to create a mechanism for
users to share their trajectories in a privacy-preserving way, whilst ensuring that the shared
trajectories preserve as much utility as possible at the aggregate level. Despite the focus
on aggregate level utility, it is still important for the data to be published on the trajectory
level (i.e., in the same format as the input). This will give end users more flexibility to use
the privatised data how they wish. With this is mind, the guiding aims and principles for

any solution (as outlined in Section 1.2) can be contextualised with respect to this problem.

The primary aim is to protect the individual privacy of each user so that they have plausible
deniability, which can be achieved by perturbing each user’s trajectory in order to satisfy
the requirements of LDP. It is assumed that each user shares one trajectory each, and it is
shared at the end of the data collection period (e.g., one day). This contrasts with other work
that focuses on the continual release/streaming setting [e.g., 132, 197, 243]. We discuss the

privacy implications of these assumptions in Section 5.4.

Although the primary aim of the mechanism is to preserve privacy, the practical goal is to
ensure that the perturbed trajectories have high utility (i.e., possess similar statistics and
trends as the real data). Information to preserve to ensure high utility can range from hotspot

information (e.g., what are the most popular POIs) to co-location patterns (e.g., how many
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other customers were at a shop at the same time as some infected person) and previous travel
history (e.g., where were customers before visiting a shop). In theory, utility can be boosted
by linking the probability of perturbation from one location to any other with the semantic
distance between the two locations. That is, one is more likely to be perturbed to another

location if it is more semantically similar to its current location.

Example. Imagine that Alice is at a bar that is equidistant from another bar and a cinema,
and there is also a school that is situated across town from them. Given their current location,
being associated with the other bar should be more likely than being associated with a
cinema (as it is more semantically similar), which itself should be more likely than the

school (due to geographic proximity).

Furthermore, as discussed in previous chapters, traditional (L)DP models impose strong
privacy guarantees to protect against external information being used in an adversarial
attack. However, in real-world applications of (L)DP, these protections can be too strong and
can negatively affect the utility of the output dataset. To improve utility, publicly known
external information can be utilised to influence the mechanism’s output (e.g., by modelling

popularity distributions, or the set of realistic or feasible outputs).

Example. Imagine Brian wishes to perturb their location one afternoon. Two equidistant
POIs from them are a nightclub and a football stadium. From external information, it is
known that the nightclub is currently closed, and there is a football game in progress. Using
this knowledge, perturbing Brian’s location to the stadium should be much more likely than
to the nightclub.

Finally, as the solutions are set to utilise a wide range of public information from the real
world, it is equally important that the solution can be applied to real-world settings, at scale.
Consequently, the privacy and utility goals can be complemented with the desire for the

solution to be efficient and scalable for large urban datasets.

Threat Model

There are two primary adversarial threats when releasing user-level trajectory data: location
identification and journey tracing. As in previous chapters, we assume that an adversary
has access to all of the same public knowledge as the proposed mechanisms. A location
identification attack seeks to identify the exact time that a user was at a particular POI, or
their entire spatio-temporal trajectory. By definition, LDP protects users against such attacks
by providing users with plausible deniability with respect to their spatio-temporal location(s).
This prevents an adversary from determining any of a user’s exact spatio-temporal locations
with high certainty. Moreover, even if an adversary were to know all but one of a user’s true
spatio-temporal locations, they would not be able to definitively identify the final location.

This is because we provide privacy at the trajectory level, not the event level.

A journey tracing attack seeks to utilise a user’s previous locations to determine their current
or next location. Such attacks are especially pertinent when using spatio-temporal data,
given the high correlation between adjacent points [e.g., 43, 243]. Both of the solutions
presented in this chapter protect against journey tracing attacks by perturbing trajectories

as one entity, either by modelling them as single points or by using overlapping n-grams. On
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a practical level, this means that the perturbation can only occur once a user has completed
their daily movements. Consequently, an adversary only has access to a user’s (perturbed)

data at the end of the day, thus precluding journey tracing attacks.

5.1.2 Definitions

This section introduces the notation and definitions necessary for this chapter. IT denotes
a set of POIs, where an individual POI is denoted by 7. Each POI « € II has a number of
attributes associated with it, which can represent the popularity, privacy level, category, etc.
of the POL All of these attributes can be modelled to allow temporal variation. We discretise
the time domain into a series of timesteps ¢, the size of which is controlled by the time
granularity, g,;. For example, if g; = 5 minutes, the time domain would be: T = {..., 10:00,
10:05, 10:10, ...}. These times are the lower bound of time intervals (i.e., all times between
10:05:00 and 10:09:59, would be represented as 10:05).

We define a trajectory, 7, at the POI level as a sequence of POI-timestep pairs such that
T ={[m, 1], ..., [mi, 4], ..., [|z], 171}, where |7| denotes the number of POI-timestep pairs
in a trajectory (i.e., its length). For each trajectory, we mandate that #;,; > #; (i.e., one cannot
go back in time, or be in two places at once). Each trajectory is part of a trajectory set, 7.

Perturbed trajectories and trajectory sets are denoted as T and T, respectively.

Combined space-time-category (STC) hierarchical partitions are used to assign POIs to
different STC regions. R, denotes an individual region where y denotes the dimension of
the region (i.e., s for space, t for time, and ¢ for category). Regions can be combined to form
STC regions Ry, and R, denotes region sets. A trajectory can be represented on the region
level as T = {Ry, ..., R, ..., R|¢|} where R; represents the STC region for the jth point in the
trajectory. Consider that the first point in a trajectory is [Hyde Park, 10:54am]. This might
give Ry = West London, R, = 10-11am, and R, = Park, leading to R;. = R; = [West London,
10-11am, Park].

Chaining regions (or POIs) together forms n-grams, whereby: wz ={Rg, ..., Rgyn-1}, with
‘W™ denoting the set of all possible n-grams. 7(a, b) specifies a sub-sequence of 7 such
that: 7(a,b) = {Rg, ..., R;, ..., Rp}, where a and b are the indices of 7. For example, 7(1, 3)
denotes the first three STC regions (or POI-timestep pairs) of 7. d, (n;, ;) denotes the
distance in dimension y between 7; and n, and d(R;, R;) denotes the distance between R;

and R;. Distance functions are discussed more in Section 5.3.5.

Popularity

Popularity is a characteristic of the data that is important to preserve if the output trajectories
are to be useful for analytics tasks. The popularity of a value x is defined to be the number
of times it occurs in the set 7°. This notion of popularity is flexible to the granularity of
aggregation (i.e., one can quantify the popularity of apples, or fruit in general), and it can
be applied to multi-attributed tuples (i.e., STC regions). For example, if many people go
to Wembley Stadium on a Saturday afternoon, we aim for the number of times the tuple
[Wembley Stadium, 3-5pm] appears in the output data to be high, and similar to its count in
the true data. In this chapter, popularity information is assumed to be public knowledge, and

we explore the effects of relaxing this assumption in Chapter 6.
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5.1.3 Reachability

As mentioned in Section 2.3, the notion of reachability is needed to ensure realism in perturbed
trajectories by preventing illogical trajectories from being produced. In the context of this

work, reachability can be defined as follows:

Definition 4 (Reachability). m;, is reachable from nn, at timet if ds(7q, 1p) < Y (t), where

g, mp €11

The threshold, ¥, represents the maximum distance that one can travel in a certain time
period. ¥ can be specified directly, or it can be a function of g; and a given travel speed. This
definition also accommodates time-varying and asymmetric distances (i.e., congestion and

one-way roads).

To illustrate the idea, consider the trajectory {New York City, Tokyo, London}. This would
be unrealistic if the time granularity was one hour as it is infeasible to travel between these
cities in less than one hour. Alternatively, imagine the trajectory: {Big Ben, London Eye,
Tower Bridge}. A realistic bigram to perturb to might be {London Eye, Trafalgar Square} as
the two locations can be reached within one hour, whereas {London Eye, Stonehenge} is
unrealistic as it would not satisfy the reachability constraint. For n-gram perturbations, W"
is the set of all n-grams that satisfy the requirements of reachability. Formally, for the n-gram
wh ={ng, ..., Ti, Tis1, ..., Tp }, the reachability constraint requires ;41 to be reachable from
m; at time ¢; for all a < i < b. At the region level, we deem any R, and R}, to be reachable if

there is at least one ; € R, and at least one 7; € R,, that satisfy reachability.

5.2 Global Solution

Before introducing the n-gram-based solution, we first consider what can be viewed as the
‘global’ solution, before examining why this solution is generally infeasible for all but the
smallest problem settings. In the global solution, we model entire trajectories as points
in high-dimensional space. Having instantiated all possible trajectories, we determine the
distance between these high-dimensional points and the real trajectory, and use this distance

to determine the probability distribution. The probability of 7 being perturbed to 7 is:

exp (—ed-(1,7;)/2A4,)

P =) = S exp (~eds (v ) /200,

(5.1)

where Q is the set of all possible trajectories, represented as points in high-dimensional space,
and d is the distance function that represents the distance between trajectories. Once the
probabilities have been defined, the exponential mechanism is used to perturb trajectories.
Proof that the global solution satisfies e-LDP follows from Equations 2.4 and 5.1.

Analysis of Global Solution
To assess the feasibility of the global solution, we first analyse its worst-case time complexity.

Il
Theorem 8. The worst-case time complexity of the global solution is: O (%)
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Proof. As each timestep can only appear once, the number of possible timestep sequences

is: 7
—_ (5.2)
[Tt (IT] = |7 ])!

where |T| is the number of possible timesteps, which is a function of g, (in minutes) and the

length of the data collection period (e.g., |T| = % for one day). The number of possible

POI sequences, in the worst-case scenario, is: [I1|/7|. Hence, the maximum size of Q is:

|1l x |71
Q| =

= Tt (T = D! 53)

The global solution requires instantiating all trajectories in €, hence the worst-case time
7|7 ) )

Te = (T -T2 D! m

complexity is O (

In reality, the reachability constraint reduces the number of possible trajectories as not
all POIs are reachable between successive timesteps for all timestep sequences. Assuming
that (on average) 0% of all POIs are reachable between successive timesteps, the number of

possible trajectories is reduced by a factor of !/~

. To illustrate this, imagine a small-scale
example where |7| = 5, g; = 15 minutes, |I1| = 1,000, and ¢ = 20%. Even under these settings,

|Q| ~ 9.78 x 10'?, which means  remains computationally infeasible to compute and store.

Global Solution Improvements

As the exponential mechanism, as introduced by McSherry and Talwar [168], requires the
instantiation of all possible trajectories, it naturally attracts a high time and space cost. This
has led to many papers that focus on trying to increase its efficiency, without compromising
on privacy or utility. Two of these approaches can be applied to the global solution, as we

now outline.

The first is the subsampled exponential mechanism [144], which is shown by the authors
to preserve e-DP. To use the subsampled exponential mechanism, a proportion of the pos-
sible trajectories are sampled at random, and the exponential mechanism is applied to this
subsampled set of outputs. The utility of the subsampled exponential mechanism is highly
dependent on the shape of the probability density function of the quality function. In this
setting, most high-dimensional distance functions will exhibit significant skew, with many
more trajectories with moderate-to-large d, values than those with very small d, values.
We use ¥ to denote the fraction of Q that is sampled, which gives |Q*| = W|Q|, where
Q" is the set of sampled trajectories. From above, we intuitively see that the worst-case

|7 Ix|T|! .
GIRUAEEIE As evident

from the previous example, ¥ would need to be very small for the global solution to be

time complexity of the global solution with subsampling is O (

computationally feasible and accurate.

Alternatively, the ‘permute and flip’ approach [164] can be used to avoid instantiating all d,
values. It relies on selecting a possible output trajectory at random with uniform probability,
determining the probability of selection (where @, o exp(—€d-)) before tossing a biased coin.
If the coin shows heads, the selected trajectory is output; otherwise, the process is repeated.
Although this variant is guaranteed to output a result, there is no guarantee of the time taken

to achieve this. As with the subsampled exponential mechanism, the high dimensionality
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typically means that many possible trajectories have high d, values, corresponding to very
low probabilities. Hence, it can take a long time to select an output using permute and flip.
For example, if g; = 30 minutes and |TI| = 20, 1.4 x 10'° trajectories exist, resulting in the
runtime of each permute and flip-based perturbation being of the order of hours. Indeed,
the worst-case time complexity of this adaptation of the global solution has the same time

complexity as the unadapted version, which limits the practical appeal of this approach.

5.3 n-Gram-Based Solution

Instead of considering trajectories as high-dimensional points, we can instead use overlapping
fragments of the trajectories to capture spatio-temporal patterns with efficient privacy-
preserving computations. Specifically, we consider a hierarchical n-gram-based solution that
aims to privately perturb trajectories more quickly. Using (overlapping) n-grams allows us
to consider the spatio-temporal link between any n consecutive points, which is necessary

for accurately modelling trajectory data.

This n-gram-based solution (summarised in Figure 5.1) has four main steps: hierarchical
decomposition, n-gram perturbation, optimal STC region-level reconstruction, and POI-level
trajectory reconstruction. Hierarchical decomposition is a pre-processing step that only uses
public information, so it can be done a priori and without use of the privacy budget. Similarly,
both trajectory reconstruction steps do not interact with private data, which allows us to

invoke LDP’s post-processing property without using the privacy budget.

5.3.1 Hierarchical Decomposition

As the size of the POI set increases, the number of feasible outputs for POI-level perturb-
ation grows exponentially, quickly becoming computationally intractable. To address this

challenge, we utilise hierarchical decomposition to divide POIs into STC regions.

STC Region Composition

We first divide the physical space into N; spatial regions. For each R; € Ry, we create
N, regions — one for each POI category. For each space-category region, we create N,
regions, which represent coarse time intervals. POIs are then assigned to STC regions,
based upon their location, opening hours, and category. POIs can appear in more than
one STC region (e.g., they are open throughout the day and/or the POI has more than one
category). STC regions that have zero POIs within them (e.g., Rys;. = [top of mountain,
3-4am, church]) are removed, which ensures that these regions are not included in ‘W”". As

all this information is public, it does not consume any of the privacy budget.

Rs can be formed using any spatial decomposition technique, such as uniform grids or
clustering, or it can use known geography, such as census tracts, blocks, or boroughs.
R can be derived from known POI classification hierarchies, such as those published
by OpenStreetMap, or it can be a user-specified hierarchy. R; is most easily formed by

considering a number of coarse (e.g., hourly) time intervals into which POIs can be assigned.
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Figure 5.1: Overview of the n-gram-based solution

STC Region Merging

Depending on the number of STC regions, and the number of POIs within them, STC regions
can be merged across any (or all) of the three dimensions. For example, instead of Ry;. =
[Main Street, 1-2am, Nightclub] and Ry;. = [Main Street, 11pm-12am, Bar], they can both
be merged into R, = [Main Street, 11pm-2am, Nightlife], which represents merging in the

time and category dimensions.

Merging regions is done primarily for efficiency reasons as it prevents many semantically
similar, but sparsely populated, regions from existing. Additional POI-specific informa-
tion (e.g., popularity) can be included into merging criteria to prevent significant negative
utility effects. For example, if the data aggregator wishes to preserve large spatio-temporal
hotspots, they will want to prevent merging very popular POIs with semantically similar
but less popular POIs. For example, consider a conference centre complex. Although all
conference halls are semantically similar, one hall might have a large trade show, whereas
the others may have small meetings. It is important not to merge all halls in this case, as this

might result in less accurate responses to downstream data mining tasks.

Additional rules can be enforced to further restrict the revealed information. The relative
popularity and/or privacy of POIs can be taken into consideration in the merging stage.
For example, consider bars surrounding a football stadium. Suppose most are clustered
together in one STC region, while one outlying bar is the sole occupant of another STC
region. Consequently, if an individual is associated with the second STC region, the exact
bar can be inferred (which may be undesirable for some). Hence, we require that each STC
region has « POIs associated with it, where « is a pre-defined function of POI attributes. A
low « value covers popular instances (e.g., k = 1 is plausible for a sports stadium during
a match), and a higher « is appropriate for less popular, more private instances (e.g., drug

rehabilitation hospitals).

To further illustrate this, consider Figure 5.2a, which shows ten POIs, divided in a 3 x 3 grid
where larger circles indicate a more popular POL Figure 5.2b shows how regions might be
merged if we only consider geographic proximity, whereas Figure 5.2c shows the resultant

regions when merging accounts for perceived popularity. We see more POIs in regions
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Figure 5.2: Illustrative example of merging space-time-category regions

with less popular POIs, whereas very popular POIs exist singly in a region. Deciding along
which dimensions to merge regions, as well as the priority and extent of merging, depends
ultimately on the utility goals of the data aggregator. For example, if preserving the category

of POIs is important, merging in the time and space dimensions first is recommended.

n-gram Set Formation

As a final pre-processing step, ‘W is defined by first instantiating all possible n-gram
combinations of STC regions. All n-gram combinations that do not satisfy the reachability
constraint are then removed. The semantic distances between all STC regions, and all STC

region n-grams, are also pre-computed.

5.3.2 n-gram Perturbation

Once ‘W" has been defined, we convert each trajectory from a sequence of POI-timestep
pairs to a sequence of STC regions. The next step is to perturb the STC regions of 7 using

overlapping fixed-length n-grams and the exponential mechanism.

Before outlining the method for perturbation, we need to introduce some new notation. Wis
the set that holds all the perturbed n-grams of 7, and w? = {r,, ..., 7i, ..., 7 } is the perturbed
n-gram, where a and b(= a + n — 1) are the indices of 7, and W’ € Ww. Importantly, there
is a subtle difference between 7(a, b) and w”. In ’W, for any timestep, there are multiple
possible regions associated with each trajectory point, whereas 7 is the final reconstructed
trajectory and so there is only one region for each trajectory point. Finally, Ry is the set
containing the STC regions from all of the perturbed n-grams in W that contain the k'
point in the trajectory. For example, R3 comprises the first region from w? and the second

region from w3, as illustrated in Figure 5.3.

For each perturbation, we take ‘W" and define the probability that 7(a, b) is perturbed to
wi € W" as:

exp (—€'dy, (t(a, b), wl)[2Aq4,,)

Pr(wlh =wl) = —
Swrewn exp (—€'dw (t(a,b),w}')/2A4,,)

(5.4)

where d,, (7(a, b), w) is the function that quantifies the distance between n-grams. The

privacy budget is divided evenly by setting €’ = <, where N, is the number of perturbations.
P

To ensure that n-grams are perturbed, we specify the ranges of a and b such that a =

(1,|7| =n+1) and b = (n,|7|). Once these probabilities have been defined, we use the
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Figure 5.3: lllustration of main and supplementary perturbations; different colours indicate
different STC regions

exponential mechanism to sample from ‘W and we store w! in ‘W. We repeat this for

increasing values of @ and b, as shown in Figure 5.3.

Using overlapping n-grams gives better accuracy than non-overlapping n-grams or merely
perturbing points independently. It allows us to ‘query’ a point multiple times, meaning
that we gather more information about it while continuing to guarantee LDP. Overlapping
n-grams simultaneously allows us to query a larger portion of the entire trajectory, which
enables us to base each perturbation upon a wider range of semantic information. For
example, 7(3) is determined based on information from 7(1, 3), 7(2, 4), and 7(3, 5), assuming
n = 3. Hence, 7(3) is ‘queried’ n times, neighbouring points n — 1 times, etc., in addition to

using information from 2n — 1 points to influence the perturbation of 7(3).

When n > 2, the start and end regions in a trajectory are not covered n times. For example,
when |7| = 4 and n = 2, the main perturbation step covers the first and last regions one time
only. To ensure that all timesteps have the same number of perturbed regions, we conduct
extra perturbations with smaller n-grams. This supplementary perturbation is performed in
the same manner as Equation 5.4, but with different ‘W" sets and different bounds for a and
b. In our example, we would use unigrams to obtain w] and w}. Figure 5.3 illustrates the

necessity for supplementary perturbation.

5.3.3 Region-Level Trajectory Reconstruction

Given a collection of perturbed n-grams, where each point in the trajectory is represented
n times, we need to reconstruct a feasible trajectory where each point in the trajectory
is associated with just one POL To achieve this, we define an optimisation problem that
reconstructs a trajectory, T, using the perturbed n-grams in w. Importantly, this is post-

processing of the LDP output, and does not consume any of the privacy budget.

First, we define two error terms that measure the similarity of regions to the perturbed data.
The first error term is the ‘region error’ ¢ f" , which is the total distance between some region

R; and all the regions in Ry. Formally:

=) d(Ri,R)) (5.5)

RjG'Rk
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The second error term is the ‘bigram error’ £}, which is the sum of the two relevant region

error terms. More formally, it is defined as:

1 2
q=g"+q (5.6)
where w is a region-level bigram in ‘W2, with w (1) and w(2) being the first and second regions
in w, respectively. Even if n # 2 when conducting the main perturbations, reconstruction is
always conducted using bigrams as we seek to form a trajectory that links adjacent points in

the trajectory, and these links are naturally obtained using bigrams.
Having defined the error terms, the minimisation problem can be defined as:

I7|-1
min xp & (5.7)
k=1

such that:

xp Y Wi Wra1) = X0 YW, Wien) V1< k <7 (5.8)

1 ifWk(Z) = Wk 1(1)
YW Wiat) = : (5.9)
0 otherwise

I7l-1
Z XY=t -1 (5.10)
k=1
Zx;j:1 V1<k<|tl (5.11)
weW?

where x," is a binary variable encoding whether w is selected for index k. The objective (Equa-
tion 5.7) is to minimise the total bigram error across the trajectory. Equations 5.8 and 5.9
are continuity constraints that ensure that consecutive bigrams share a common region.
Equations 5.10 ensures that the number of bigrams selected is correct, and Equation 5.11

ensures that only one bigram is associated with each point in the trajectory.

Efficiency Discussion

Assuming that the space, time, and category granularities are well-chosen such that | W?| <«
|R|?, the scale of the optimisation problem will generally be within the scope of most linear
programming solvers (see Section 5.4). Nevertheless, we introduce a step to limit the set
of possible bigrams that can appear in the reconstructed trajectory further. Once n-gram
perturbation is complete, we obtain the minimum bounding rectangle (MBR) defined by
all Ry € W. The set created by this MBR contains all regions that appear in a perturbed
LTzll R. From this, we define IT,,,5, C I, which contains all of the
POIs in this MBR, and R? , ., which is the set of STC regions that contain at least one POI

*
mbr’

n-gram in W Rnbr =
in IT,,,5,-. From this, we define ‘W rfl b @ the set of feasible bigrams formed from R and
we use this set in the reconstruction. Performing this step does not prevent the optimal

reconstructed trajectory from being found, as the reconstruction seeks to minimise the error

*

with respect to the perturbed n-grams in W, all of which are included in R o
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5.3.4 POI-Level Trajectory Reconstruction

The final step of the perturbation mechanism is to express the output trajectories in the
same format as the input trajectories. Whereas converting a trajectory from POIs to STC
regions is relatively straightforward, the converse operation is non-trivial as there can be
many possible POI-level trajectories corresponding to a certain sequence of STC regions.
Furthermore, the reachability requirement means that some trajectories are infeasible, and

are not be published.

In most cases, most POI-level trajectories are feasible as ‘W" is defined based on the reach-
ability criterion. For simplicity and speed, we generate an individual trajectory by randomly
sampling POIs from STC regions, before checking that it satisfies the reachability constraint.
If it does, the trajectory is output; if not, another trajectory is generated. This continues
until we generate a feasible trajectory, reach a threshold, y, or exhaust all possible combin-
ations. Experimentally, the threshold of ¥ = 50,000 was reached less than 2% of the time.
More refined methods for sampling POIs can be implemented (e.g., by utilising popularity

information), and this is explored more in Chapter 6.

When this trajectory sampling fails, it implies that the perturbed region sequence does not
correspond to a feasible trajectory. If so, we randomly select a POI and time sequence and
‘smooth’ the times such that they become feasible. For example, consider the region-level
trajectory: {[Restaurant, 9-10pm, Town Centre], [Pub, 9-10pm, Town Centre], [Bar, 9-10pm,
Suburb]}. Reachability may mean that the suburban bar is only reachable from the pub in 55
minutes, meaning that it is impossible to visit all three venues in an hour. Accordingly, we
smooth the timesteps such that either the first POI is visited between 8 and 9pm, or the third
POl is visited between 10 and 11pm.

5.3.5 Distance Functions

In order for the mechanism to exhibit the desired behaviour, we define a multi-attributed
distance-based quality function. Note that the mechanism is not reliant on any specific
distance/quality function — any other distance function can be used, without needing to
change the mechanism. Finally, to ensure that Adx = 1, all of the distance functions are

normalised to have values in the range (0,1).

Physical Distance. ds(n,,np,t) denotes the physical distance from 7, to 7, at time ¢,
which can be derived using any distance measure (e.g., Euclidean, Haversine, road network).
We similarly use ds(R,, Rp) to denote the physical distance between R, and Rp, with the
value determined by the distance between the geographic centroids of the POIs in the two

regions.

Time Distance. The time distance between regions is defined as the absolute time difference
between two STC regions. That is, d;(t4, tp) = |t — tp|. We limit time distances to ensure
that no time distance is greater than 12 hours. Where STC regions are merged in the time
dimension, we use the time difference between the centroids of the merged time intervals.

For example, if two regions cover 2-4pm and 5-7pm, d; = |3 — 6| = 3 hours.
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Figure 5.4: Category distance values, relative to left-most level 3 node

Category Distance. Category distance, d., is quantified using a multi-level hierarchy. In
this chapter, a three-level category hierarchy is used, although any number of levels can
be used. Level 1 is the highest level (i.e., uses the coarsest granularity), whereas level 3 is
the lowest level (i.e., uses the finest granularity). Figure 5.4 illustrates how d. varies across
hierarchical levels, relative to the leftmost level 3 (white) node. Category distance is defined
to be symmetric (i.e., d. (Shoe Shop, Shopping) = d.(Shopping, Shoe Shop)). If two POIs or
regions do not share a level 1 category (i.e., the uppermost (green) node), we deem them to

be unrelated and d. = 1 (indicated by the dotted line and purple node in Figure 5.4).

Combining Distances. Distance functions are combined as follows:
d(Ra’ Rb) = (deS(Ra, Rb)z + wtdl (Ra’ Rb)2 + deC (Ra’ Rb)z)l/z (512)

where w, are a set of non-negative weights such that wy + w, + w. = 1. For simplicity,
we set w, = % throughout. To determine the ‘distance’ between two n-grams, we use
element-wise summation. For example, the distance between two bigrams (w; = {R!, R;}
and w; = {Rj, Ré}) is calculated as d(R!, R{) + d(RE, Ré) More generally, for any two

n-grams:

1 v o
dw(wiswj) =~ > d(Ry.R) (5.13)
a=1

5.4 'Theoretical Analysis

Several aspects of the mechanism can now be analysed theoretically, including the level
of privacy provided to trajectories, and the computational cost of various stages of the

n-gram-based solution.

Number of Perturbations

With the main and supplementary perturbation processes outlined, it is possible to quantify
the number of perturbations needed for each trajectory. First, each n-gram 7(a, b) is per-
turbed once, where a = (1, |7| —n+ 1) and b = (n, |7]). This yields || — n + 1 perturbations,
which are performed as the main perturbations. For points in 7 in the range (n, |7| — n + 1),
each point has been perturbed in n separate n-grams, but the remaining points have been
perturbed fewer times. Supplementary perturbations ensure that each point is covered
equally, and there are n — 1 of these perturbations at each end of the trajectory, with each
perturbation using a shorter n-gram each time. Hence, the total number of perturbations is

Np=lt|-n+1+2(n-1)=|t|+n-1.
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Privacy Analysis

As the privacy budget is divided into N, equal portions (i.e., €’ = Nip), sequential composition
can be (trivially) applied to observe that the overall privacy loss for each trajectory is
Npe' = N, x NL,, = €. Furthermore, as the size of adjacent datasets is 1, e-DP results are
equivalent to e-LDP results here, which guarantees that the perturbation of each trajectory
satisfies e-LDP.

As discussed in Section 2.3, external knowledge is only used to enhance utility, whereas
privacy is provided through the application of the exponential mechanism. Hence, an
adversary (who is assumed to have the same information) cannot use this information to
learn meaningful information with high probability. As the solution is predicated on a ‘one
user, one trajectory’ basis, inference attacks based on repeated journeys from the same user
are prevented by definition. Sequential composition can be used to extend the solution to
the multiple release setting; assuming each of k trajectories is assigned a privacy budget
of €, the resultant release provides (ke)-LDP to each user. Finally, unlike in other works
that consider continuous data sharing [e.g. 6, 43, 84, 136], this setting sees the user share all
data at the end of their trajectory. Hence, as user-level e-LDP is provided, the LDP privacy

guarantee protects against spatial and temporal correlation attacks.

Theoretical Utility

Even though the global solution cannot be realised in practice owing to its high time and

space complexity, its theoretical utility can be assessed.

Theorem 9. The utility of the global solution is:

Pr|de(r,7) < -2 (n[Q] +6)| < ¢ (5.149)

Proof. The quality function is the distance function d,, and its sensitivity is Ay = 1. The
optimal value of the function is obtained iff T = 7; hence, OPT,;, = 0 and |Qopr| = 1.

Substituting these values into Equation 2.5 yields Equation 5.14. ]

As the n-gram-based solution has multiple post-processing stages, a theoretical utility guar-
antee for the entire mechanism remains elusive. However, the utility of a single n-gram

perturbation can be analysed.

Theorem 10. The utility of a single n-gram perturbation is:

Pr|d, (t(a,b),w") < —5 (In|W" +&)| <e® (5.15)

Proof. The quality function is the distance function d,,, and its sensitivity is A4, = 1. The
optimal value is obtained iff wy = 7(a, b); hence, OPT,,, = 0 and |'W[ .| = 1. Substituting
these values into Equation 2.5 yields Equation 5.15. [

These two proofs indicate that two variables directly influence utility: the privacy budget,

and the size of the output set. The size of the output set is dependent on the granularity
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of hierarchical decomposition, the strictness of the reachability constraint, and (for the
n-gram-based solution) the value of n. For the n-gram-based solution, €’ is a function of |7|
and n, whereas € is fixed for the global solution. Given these intricate dependencies, and the
inclusion of external knowledge, properly assessing the practical utility of the mechanisms

can only be done empirically.

Computational Cost

Finally, we discuss the computational costs of the n-gram-based approach, and highlight
how it is highly practical. As each perturbation can be done locally on a user’s device, the

entire data collection operation is inherently distributed and scalable.

Choice of n. When choosing n, it is important to consider the computational time and space
requirements. Precomputing ‘W" requires O(|I1|") space, which becomes infeasible for
large cities and when n > 3. If n > 3 and |I1] is large, feasible n-grams can be computed
‘on-the-fly’, although this attracts a significant runtime cost. While these effects are partially
mitigated by using STC regions, setting n = 2 is recommended as n > 3 will be unrealistic in

most practical settings.

Time Complexities. As optimisation is used in the solution, it is difficult to provide a closed-
form expression for the time complexity for the entire perturbation mechanism. However,
we can assess the time complexity of individual phases of the mechanism, and also discuss
the factors controlling the scale of the optimisation problem. Converting a trajectory from
the POI level to STC region level has time complexity O(|7]), and the perturbation phase
has time complexity O(n|t|). Converting trajectories from the STC region level back to the
POI level (assuming time smoothing does not need to be performed) has a worst-case time
complexity of O(y(|7| + |t — 1|)). This is because |7| POIs need to be selected, and then
reachability checks need to be performed on each link (of which there are |7| — 1 in total). In

the worst-case, this process is repeated y times, hence O (y(|7| + |t — 1])).

Optimal Reconstruction Complexity. Section 5.3.3 presents the optimal reconstruction
phase, which uses integer linear programming. Here, we assess the scale of the problem in
terms of the number of variables and constraints. Let I' = |R? |. The number of feasible
bigrams will be I'? in the worst case, although the reachability constraint reduces this in
practice. From the definition of x!", we see that there are I'(|7| — 1) variables (i.e., one x}"
per bigram, per trajectory point). The continuity constraints (Equations 5.8 and 5.9) impart
I'(|t] — 1) constraints, and the capacity constraints (Equations 5.10 and 5.11) impart |7| — 1
constraints. Hence, the optimisation problem has (I'|7| + |7| — " — 1) constraints in total.
Closed-form expressions for the expected runtime of optimisation problems depend on
the exact solver chosen; one is not given here, but readers are directed to state-of-the-art
efficiency bounds [e.g., 58, 229].

5.5 Evaluation

The proposed mechanism can now be evaluated against a range of alternative approaches.

The aims of these experiments are threefold: (a) analyse the mechanism and gather insights

79



from its behaviour; (b) compare the approach to alternative methods; and (c) demonstrate

the practical utility of the mechanism in the context of application-inspired queries.

5.5.1 Data

This evaluation uses a range of real, synthetic, and semi-synthetic trajectory datasets. As
there is a chronic lack of high quality, publicly available POI sequence data, existing real

datasets are augmented to make them suitable for a comprehensive evaluation.

Real Data

The first dataset combines Foursquare check-in [259] and historic taxi trip [179] data, both
from New York City. The set of POIs is taken from all POIs that appear in the raw Foursquare
dataset, from which we take the |II| most popular POIs to form the set I1. The pick-up and
drop-off locations of each taxi driver’s daily trips in order are concatenated, on the premise
that we are privatising the driver’s movements, as opposed to passenger movements, in
order to protect their business. This co-ordinate data is matched with the nearest POI from
the Foursquare dataset; if no POIs within 100 m are found, the point is discarded. For both
datasets, the data is cleaned by removing repeat points with the same venue ID or exact
latitude-longitude location. Where points occur less than g, minutes apart, all points, bar one,
are removed at random. The publicly available Foursquare category hierarchy [93] is used
to assign a single category to each POI. As a simplifying assumption, each POI is assumed
to only have one category associated with it (i.e., if POIs have more than one, we pick one
at random from the attributed categories). Opening hours are specified manually for each
broad category (e.g., ‘Food’, ‘Arts and Entertainment’), and all POIs of that (parent) category

have those hours. However, the mechanism is designed to allow POI-specific opening hours.

Semi-Synthetic Data

Safegraph is a company specialising in collected and sharing location data. We use their
Patterns and Places data [199] is used to generate semi-synthetic trajectories. The length of
the trajectory is determined using a uniform distribution with bounds (3,8), and the start
time is found using a uniform distribution with bounds (6am, 10pm). The starting POI is
selected at random from the popularity distributions of the day/time in question. The original
data has information on the dwell time at each POI (i.e., how long the average customer
spends at the POI). To model the time gap between adjacent POIs, we sample from the dwell
time distribution to determine the time spent in one location, and also sample the time spent
travelling to the next POI uniformly from (0, 60) minutes. The next POI is sampled at random,
based on the popularity distribution at the expected arrival time (based on the POIs that are
reachable). This process continues until a trajectory is generated. Safegraph uses the North
American Industry Classification System hierarchy [226], which is used for the category
hierarchy. Opening hours information for POIs is sparse, and so the process used with the

Taxi-Foursquare data is repeated here.
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Campus Data

To assess the effects of changing the n-gram length, a smaller dataset is necessary. The
University of British Columbia campus [225] (used here) has 262 campus buildings, which act
as POIs, with nine categories (e.g., ‘academic building’, ‘student residence’, etc.). Trajectory
length and start time is determined in the same way as for the Safegraph data. For each
subsequent timestep in the trajectory, the uniform distribution with bounds (g;, 120) minutes
is sampled. The category of the first POI is chosen at random, based on pre-defined probabil-
ities, and the exact POl is chosen at random from all POIs in the selected category. For each
subsequent POI, the POI is chosen from the set of reachable POIs based on the preceding
POI, the time gap, and the time of day. Three popular events are artificially induced into
the synthetic trajectories by picking a point in the trajectory, and controlling the time, POI,
and category of the trajectory point. The remainder of the trajectory is generated as per
the previously outlined method. The three popular events are: 500 people at Residence A at
8-10pm; 1,000 people at Stadium A at 2-4pm; and 2,000 people in some academic buildings
at 9-11lam.

External Knowledge Specification

Although external knowledge is specified manually in these experiments, more scalable,
operator-independent methods are possible. For example, APIs of major location-based
services (e.g., Google Maps) can be used to query thousands of POIs efficiently and cheaply.
In the case of Google Maps, information such as location, opening hours, category, price
points, etc. can be obtained directly through their API This information can be stored in the
POI-level database, with which the mechanism interacts. Importantly, specifying external

knowledge is a pre-processing phase, and the overheads required to do so are minimal.

Pre-Processing Costs

The pre-processing necessary for these experiments is split into three parts: (a) POI processing,
hierarchical decomposition, and region specification; (b) trajectory composition; and (c)
trajectory filtering. Part (a) is a one-time operation that creates the necessary data structures.
The impact of specifying external knowledge is negligible as the data structures (e.g., R,
“W"™) need to be created regardless. Figure 5.5 shows the runtime costs for pre-processing
step (a) for the two large-scale datasets. The runtime is heavily dependent on the size of
I, but less influenced by the reachability constraint. It is independent of other variables,
such as trajectory length and privacy budget. Although it is a one-time operation, localised
updates can be performed to reflect changes in the real world (e.g., changes in POI opening
times, new roads affecting reachable POIs). Despite the large runtime, as this is a one-time

process, this cost is (arguably) acceptable.

Parts (b) and (c) are only necessary as we are simulating the perturbation of thousands of
trajectories. In a practical setting, parts (b) and (c) are negligible as the trajectory data is
created by each user and, by definition, a real trajectory satisfies the reachability and other
feasibility constraints. If there are infeasible aspects in a trajectory, smoothing operations
can be performed in sub-second time. Given that these steps would have a negligible impact

on runtime in a practical application, little focus is devoted to them here.
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Figure 5.5: Pre-processing runtime costs, in minutes

5.5.2 Experimental Settings

By default, g; = 10 minutes, n = 2, |II| = 2,000, and € = 5. While this value for € appears high,
privacy budgets tend to be higher with LDP (as more noise is added overall) and this value is
broadly similar to other real-world deployments of LDP by Apple [13] and Microsoft [77].
We assume all travel is at 4 km/hr (campus data) and 8 km/hr (Taxi-Foursquare and Safegraph
data). These speeds correspond to approximate walking and public transport speeds in
cities, once waiting times, etc. have been included. We consider the effects of varying these
parameters in Section 5.5.5. We use Haversine distance throughout. 7 is filtered to remove
trajectories that do not satisfy the reachability constraint, or where POIs are ‘visited’ when

they are closed. In general, the size of 7 (once filtered) is in the range of 5,000-10,000.

When creating STC regions, physical space is divided using a g5 X g5 uniform grid. The
finest granularity is g5 = 4, and coarser granularities (g5 = {1, 2}) are used when performing
spatial merging. We use the first three levels of the category hierarchies, and use the category
distance function outlined in Section 5.3.5. Using these levels ensures that d. = 1 for POIs
with completely different categories. STC regions have a default time granularity of one
hour. By default, we perform spatial merging first, followed by time merging, and category

merging, and x = 10.

Implementation. All experiments were conducted using Matlab 2020b on Linux servers
comprising two Intel Xeon E5-2680 2.4 GHz 14-core processors, with 128 GB RAM per node.

5.5.3 Alternative Approaches

Owing to the novelty of this work, there are no suitable baseline methods in the literature;
all existing work is based in the centralised DP domain, or uses relaxed definitions of LDP.
Instead, the n-gram-based solution proposed in Section 5.3 is compared to several alternative

approaches, summarised here.

Using Physical Distance Only. The most basic distance-based perturbation mechan-
ism (called PaYSDIsT) ignores external knowledge and only uses the physical distance

between POIs/regions.
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POI-Level n-Gram Perturbation. Instead of using hierarchically structured STC regions,
the solution can be applied just on the POI-level. To control the size of ‘W", NGRaAMNoH
perturbs the time and POI dimensions separately. This approach requires a larger number of
perturbations, which means that the privacy budget is divided into smaller portions, which

will affect utility.

Independent POI Perturbation. The simplest approach is to perturb each POI independ-
ently of all others. There are two variations of this approach: one where the reachability con-
straint is considered during perturbation (INDREACH), and one where it is not (INDNOREACH).
To ensure that feasible trajectories are output when using INDNOREACH, post-processing
is used to shift the perturbed timesteps to ensure a ‘realistic’ output. While such methods
make less intensive use of the privacy budget, they fail to account for the intrinsic relation-
ship between consecutive points (especially those close together in time). However, when
temporal gaps between POIs are large, the reachability constraint becomes less influential,

making these methods more attractive.

Other LDP Relaxations. As discussed in Section 2.2.5, a number of distance-based perturb-
ation mechanisms that were inspired by the principles of (L)DP exist. However, although
these approaches possess their own theoretical guarantees, they do not satisfy e-LDP, which

makes them incomparable with this mechanism.

5.5.4 Method Comparison

The hierarchical n-gram-based solution can now be compared to these alternative approaches
in terms of the mean semantic distance (MSD) and runtime. Mean semantic distance is
based on the distance between the real and perturbed trajectories, averaged across all three

dimensions and all points in the trajectory. It is defined as:

7|

1 —~
MSD(1,7) = — Z d(mi, ) (5.16)
Il

where 7; and 7; are (respectively) the i/ POIs in the real and perturbed trajectories. To

determine MSD, we use the same distance definitions as outlined in Section 5.3.5.

Mean Semantic Distance

Table 5.1 shows the distances between the real perturbed trajectories in all three dimensions.
NGraM is generally the best performing method across all datasets. Comparison with
NGramNoOH demonstrates that a hierarchical approach provides accuracy benefits as well as
efficiency benefits (as we will see next). The importance of including external knowledge,
such as category information, is emphasised when comparing performance with PHYSDIsT,
which performs worse than all other methods. Performance gains are primarily achieved in

minimising the category distance between real and perturbed trajectories.

NGrawm has lower d. and d; values than all other methods, although it performs less well (com-
paratively) when analysing d. This indicates that, although the category and time dimensions

of the STC region merging seem well-suited, the spatial merging may be too coarse. Less
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Table 5.1: Mean semantic distance between real and perturbed trajectory sets

Taxi-Foursquare Safegraph Campus

Method Time Cat. Space | Time Cat. Space | Time Cat. Space

INDNOREACH | 0.118 0.037 0.141 0.122 0.028 0.102 0.172 0.014 0.233
INDREACH 0.117 0.037 0.143 0.124  0.029 0.111 0.169  0.014 0.238
PaysDisT 0.133 0.087  0.131 0.135 0.084 0.101 0.180  0.030 0.241

NGraMNoH 0.134  0.042 0.147 0.134  0.034 0.112 0.179  0.015 0.235

NGraM 0.098 0.017 0.159 0.077 0.013  0.102 0.101 0.008 0.222

merging in the spatial dimension would help to minimise accuracy losses, although a moder-
ate decrease in efficiency would have to be tolerated. A deeper analysis into different STC

region merging approaches would be a valuable focus for future work.

Runtime Analysis

Table 5.2 shows the average runtime of each perturbation method, including a breakdown of
time spent on each stage of the mechanism. The ‘Other’ column incorporates overheads and
mechanism stages unique to one perturbation method (e.g., time smoothing in INDNOREACH
and INDREACH, or the POI-level reconstruction in NGRaMH). As expected, INDNOREACH
and INDREACH are exceptionally quick as they rely solely on indexing operations. For the
remaining mechanisms, the majority of the runtime is reserved for solving the optimisation
problem during the trajectory reconstruction phase. All other phases are performed in sub-
second times. This demonstrates that even quicker results are feasible if time is spent selecting
the best linear programming solver and tuning the optimisation parameters — aspects of
work that were beyond the scope of this thesis. Importantly, however, NGrRam complements
its accuracy superiority with efficiency prowess over NGRamNoH and PrYSDI1sT, being
nearly two and four times faster on average, respectively. The performance gain is primarily

achieved from having a smaller optimisation problem as a result of STC region merging.

5.5.5 Parameter Variation

It is also important to examine how performance is influenced by the trajectory characteristics,
and the mechanism or experiment parameters. Figures 5.6 and 5.7 show how mean semantic

distance and runtime are influence by these factors, respectively.

Trajectory Length

Figures 5.6a and 5.6e show an increase in error as trajectory length increases. NGRAM
consistently outperforms other methods, which are broadly comparable in accuracy terms,
with the exception of PHYsDi1sT. This is because €’ decreases as |7| increases, which decreases
the likelihood that the true n-gram is returned. Although the reconstruction stage seeks to
minimise the effects of this, the reconstruction error is defined with respect to the perturbed
n-grams (not the real n-grams), which limits the ability for the mechanism to correct itself. An
alternative privacy budget distribution is to assign a constant €’ value for each perturbation,

but this means that trajectories experience uneven privacy leakage (i.e., € = (n +|7| — 1)€’).

Figures 5.7a and 5.7e show how the runtime changes with trajectory length. As expected,

INDNOREACH and INDREACH show little runtime variability. Of the optimisation-based
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Table 5.2: Average runtimes in seconds; breakdown by main mechanism stages; values of
0.000s indicate runtimes that are less than 10%s; sum of individual runtime stages may not
equal ‘Total” due to rounding

Data Method Perturb Reconst.  Optimal Other Total
Prep. Reconst.

g INDNOREACH 0.005 — — 0.714  0.720
5 INDREACH 0.005 — — 0.000  0.006
Lg PuysDisT 0.449 0.497 67.618 0.000 68.564
'5 NGramMNoH 0.446 0.561 30.872 0.000 31.879
l NGraMm 0.056 0.132 4.892 0.502 5.582
= INDNOREACH 0.006 - — 0.786 0.791
=1 INDREACH 0.005 — — 0.000 0.006
YED PuysDisT 0.431 0.473 60.561 0.000 61.464
by NGramMNoH 0.426 0.509 24.389 0.000 25.325
< NGRraM 0.126 0.235 3.196 0.178 3.735

approaches, NGrAM is consistently the fastest method, and its rate of increase as |7| increases
is lower than other approaches. Finally, as most trajectories were less than eight POIs in
length, NGraM produces output trajectories in a reasonable time for the vast majority of

trajectories.

Privacy Budget

Figures 5.6b and 5.6f show how MSD is influenced by €. All methods produce expected
error profiles: as € increases, the error decreases, although this behaviour is less notable for
PrysDi1sT. When € < 1, the drop-off in utility is less pronounced. This behaviour is likely to
be indicative of the noise overwhelming the characteristics of the true data (i.e., the output
data offers little value due to the added noise). Hence, when applying the mechanism, setting

€ > 1isagood ‘starting point’.

Figures 5.7b and 5.7f show that the runtime of NGRrRaM is relatively immune to the privacy
budget, which indicates that the scale of the optimisation problem is unaffected by the privacy
budget. Most remaining methods also exhibit this immunity, although PrYsDIsT does not,

which further emphasises the benefits of including external information in perturbation.

Size of POI Set

Figures 5.6¢ and 5.6g show the effect that the number of POIs has on MSD values. We omit
PuysDist and NGRAMNOH when |I1| = 8,000, owing to their very high expected runtime.
Interestingly, the error profiles are relatively immune to the effects of changing |I1|, with
larger POI sets even bringing performance gains. This is primarily because STC regions
are (initially) formed independently of the number of POIs. The error profiles also suggest
that the optimal reconstruction phase can effectively prune the set of STC regions to identify
the best trajectory from the perturbed n-grams. Figure 5.7c and 5.7g show a moderate runtime
increase for NGram, which still perturbs trajectories in a reasonable time, even for large POI
sets. This is in contrast to the other n-gram-based methods. As noted previously, at least
95% of runtime is spent during reconstruction, which indicates an important area of focus if

real-world deployment is desired.
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Reachability Constraint

The effect of the reachability constraint on utility can be studied by experimenting with
different assumed travel speeds; we use {4, 8, 12, 16} km/hr. Additionally, setting ¥ = oo
models the case where there is no reachability constraint. MSD values increase as the
reachability constraint becomes less strict or is removed entirely (Figures 5.6d and 5.6h).
This is because more n-grams are feasible, and so the likelihood of the true n-gram being
returned is reduced. NGrAMm consistently outperforms all other methods in accuracy terms.
In terms of runtime, it is relatively immune to changes in assumed travel speed, unlike other
n-gram approaches (Figures 5.7d and 5.7h). Importantly, MSD is up to 31% lower for NGrRaM
compared to other methods when the reachability constraint is applied, and MSD values

remain up to 22% lower when the reachability constraint is omitted.

n-gram Length

The smaller Campus dataset can be used to assess the effect of n-gram length for the three
n-gram-based methods. The MSD and runtime values are shown in Figure 5.8 for when
unigram, bigrams, and trigrams are used. NGrRaM consistently outperforms other methods for
all values of n, with n = 2 offering the best results. This is to be expected given the trade-off
between capturing more information between neighbouring points (achieved with high n),
and the division of € and size of ‘W (where low n is good). As expected, and discussed
in Section 5.4, runtime costs start to become undesirable when n = 3, which supports the

recommendation that bigrams are used in most real-world applications.

5.5.6 Preservation Range Queries

The range queries from Chapters 3 and 4 are helpful for analysing aggregate statistics, and
these queries can be adapted to the trajectory level through so-called ‘preservation range
queries’. That is, for each point in each trajectory, we check to see whether the perturbed
POI is within p units of the true POL For example, a location preservation range query

might examine whether 77; is within 50 metres of 7;. We conduct these queries in all three
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dimensions, and define the utility measure PR, as:
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1 1 _
PR, = — Z - Z s(ri T, py) | X 100% (5.17)
71 &\ Tl =

where ¢(7;, 7, p,) equals 1if d, (7;, 7;) < p,, and zero otherwise. For time queries, #; and

1; replace m; and 7;, respectively.

Figure 5.9 shows the results for the preservation range queries for each dimension. For space
and time queries, all methods perform similarly, although NGraw slightly outperforms the
other methods in general. There is a more notable difference in performance for category
queries, with NGRraM clearly superior for all p, values. Interestingly, there is an evident
step at p. = 0.35, suggesting strong preservation of category within levels 2 and 3, which
demonstrates the solution’s robustness. The ability to preserve the general category of POIs
indicates the solution’s suitability for societal contact tracing as relevant agencies can, say,

advise people who have recently visited sports stadia to monitor their health.

5.5.7 Hotspot Queries

As only spatial data was generated in Chapters 3 and 4, only spatial hotspots were considered.
However, in reality, hotspots have a temporal component; indeed, they can span multiple
dimensions and a range of granularities. Accordingly, in this chapter, a spatio-temporal
hotspot is defined as the time interval during which the number of unique visitors at a
location is above a threshold 7. A hotspot is characterised by h = {¢s, t., T, Cjnax }, Where f
and 7, are the start and end times, 7 is the POI, and ¢,,4 is the maximum count reached in
the interval. Note that multiple hotspots can be associated with the same POI if popularity
changes over time (e.g., a train station might have hotspots during the morning and afternoon
rush-hour peaks). We consider three spatial granularities: the POI-level and spatial regions
defined by 4x 4 and 2 X 2 grids, with = {20, 20, 50} respectively. We consider three category
granularities (i.e., levels {1, 2, 3}), with = {50, 30, 20} respectively. Hotspot preservation
is quantified by calculating the ‘hotspot distance’ between the hotspots present in the real

and perturbed data. If H and H are the hotspot sets when using the real and perturbed data
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Table 5.3: AHD (in hours) and ACD values for default trajectory sets

Taxi Safegraph Campus

Method AHD ACD | AHD ACD | AHD ACD

INDNOREACH 1.58 8.21 2.52 13.07 2.36 15.72

INDREACH 1.72 9.64 2.54 9.07 2.54 17.83
PraysDisT 2.22 10.76 3.34 16.24 4.38 23.48
NGraMNoH 1.71 9.36 2.81 11.25 3.29 18.23
NGraM 1.49 13.53 2.01 16.30 2.03 18.74

respectively, the average hotspot distance (AHD) between sets is:

AHD(H,F0) = — 3" min (1ts = 7 + lre = 7] (5.18)
<. he

| )EE(H

Note that, for each hotspot in the perturbed data, we calculate the hotspot distance to each
real hotspot (for the same space-category granularity) and report the minimum value. This
protects against cases in which there is not a one-to-one relationship between real and
perturbed hotspots. Hotspots in H for which there is no corresponding hotspot in H are
excluded. We also record the absolute difference between the maximum counts for each
hotspot pair (i.e., |Cmax — Cmax|), Which, when averaged across all hotspots, gives the average
count difference, ACD.

Table 5.3 shows the AHD and ACD values under default settings. NGRAM is much better than
other methods at preserving the temporal location of hotspots. Again, PHYSDIST performs
worst of all and the remaining methods are broadly comparable. Interestingly, NGrRam
performs less well when considering ACD values. This suggests that, while hotspots are
broadly preserved in time, they are ‘flatter’ in the perturbed trajectory sets, which is to be
expected. In practice, preserving the spatio-temporal location of hotspots will probably be
more important to policymakers and researchers than preserving the hotspot strength (i.e.,

the maximum number of unique visitors).

5.6 Discussion

Whereas the focus of this chapter has been on devising a general approach for sharing POI
sequences, the n-gram-based solution can be adapted for specific applications, especially
where aggregate statistics are important. A notable (and timely) one is the idea of societal
contact tracing that seeks to identify the places and times in which large groups of people
meet (so-called ‘superspreading’ events), as opposed to chance encounters between individu-
als (as done in existing contact tracing apps [e.g., 24, 222]). Knowledge of such events can be
used for location-specific announcements (e.g., as used in New Zealand [170]) and policy
decisions (e.g., as used for local lockdowns in Victoria, Australia), as opposed to targeted
advice for individuals (e.g., most contact tracing apps). Other applications include advertising
and the provision of public services. For example, if a city council can identify popular trip
chains among residents, they can improve the public transport infrastructure that links these
popular places. Likewise, if a restaurant owner knows that many museum-goers eat lunch

out after visiting a museum, they may consider advertising near museums.
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When deploying the solution, the mechanism parameters will need to be tuned according to
the privacy and utility goals of the end user. One important parameter to set is the privacy
budget, and the results from Section 5.5 suggest that setting € > 1 is a good starting point.
Similarly, the extent to which STC region merging is conducted will also influence results,
and the best approach to do so will be dependent on domain-/problem-specific circumstances.
Additionally, the external knowledge that is used in Section 5.5 is limited to the data that
is widely available, although the proposed solution can accommodate other data sources
without difficulty. Incorporating more, richer data sources is also recommended when using
the solution for specific applications. Doing so is likely to enhance utility, without negatively

affecting efficiency; this idea is discussed in more depth in Section 7.3.

Finally, the problem framework and solution can also be applied to other notions of trajectory
in space-time. To illustrate this, consider sharing shopping habits (e.g., credit card transac-
tions). Here, IT represents the set of purchasable products, with attributes such as category,
price, etc. Intrinsic hierarchies can be exploited such that R, represents the set of stores
from which products are purchased (which can be online or physical stores). The reachability
constraint remains to ensure that adjacent stores in 7 are reachable in the real world (as is
currently done to identify and prevent credit card fraud). Online stores would always be
‘reachable’ given their non-physical presence. Other concepts, such as utility-enhancing
semantic distance functions and the impossibility of some combinations (e.g., purchasing a

car from a florist), translate naturally. Hence, this framework can be applied more generally.

91



Chapter 6

Sharing and Integrating Event
Sequences from Multiple
Sources with Local Differential

Privacy

Chapter 5 presents an efficient and scalable mechanism for services to privately share
trajectory data with high utility. However, the proposed solution, and other similar work [e.g.,
64, 242], can only share data from each data source in isolation, and provides no functionality
for data from multiple services to be integrated together. This means that services and end
users only gain a partial picture of each individual in the population. For example, a transit
agency knows when and where a user is travelling, but not why they are travelling or what
they do at their destination. Moreover, in many cases, the same event is recorded by multiple
services, but each service collects a different subset of data on the event. To illustrate this,
consider the example trajectory data in Figure 6.1; this example is used throughout this
chapter. Jane’s trip to the cinema is recorded by three services (Bank B, Film Review Service
C, and Location Service E), all of which collect a different set of attributes (some of which
overlap). Having partial data like this is restrictive as it heavily limits the utility of the data
and the range of analyses that can be conducted, as well as introducing the potential for
missed (or incorrect) inferences and insights. For example, although Bank B could identify
fraud by analysing the buying patterns of millions of users, this can still result in false
positives and false negatives, both of which are undesirable for users. However, if users were
willing to share perturbed data about their other activities, even at a coarser granularity, this

can reduce false positives and false negatives and provide a better experience for users.

To address this limitation, this chapter introduces the problem of sharing and integrating
event sequences among multiple services with local differential privacy guarantees, and
under the control of the user. The importance of, and a potential application for, this new

problem can be illustrated with Jane’s trajectory (Figure 6.1f). An in-person purchase in Peru
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€6

(a) Shop A (b) Bank B (c) Film Review Site C

Time Amount Items Payment Time Amount Location Payment Time Film Genre Rating
7:36 £1.09 Apple Cash 7:51 £24.99 Peru Card 11:41 Casablanca Drama 2
13:03  £107.94 Bread, Milk, ... Gift Card 9:15 £12.99 Cinema Online 22:51 Skyfall Action 10
20:32  £27.99 Batteries Online 20:32  £27.99 Shop A Online 23:17 GoldenEye Action 8

(d) Bikeshare Operator D (e) Location Service E
Time StationID Start/End Arrive Depart Location
7:47 582 Start 7:00 7:30 Park
7:59 27 End 9:12 11:30 Cinema
13:10 136 Start 12:00 13:05 Shop A

(f) Subset of Jane’s trajectory, which contains a suspected fraudulent event (in red)

Buys apple from
Shop A for £1.09

Starts bike- ~ Buys shoes ‘In S Ends bike- ~.| Goestocinema+ S Reviews film
sharing trip “| Peru for £24.99 sharing trip buys ticket online

A4

9 Location a@ Bikesharing @ Shopping ﬁ Film Reviews % Bank

Figure 6.1: Example data collected by five services for one user (Jane) on one day (not all events shown in tables)



(in red) is attributed to Jane (who lives in the UK) and is recorded by the bank. With no other
in-person transactions recorded, the bank has limited information to confirm whether the
event is likely to be fraudulent. It may, therefore, decide not to block their card to prevent
other fraudulent purchases. However, if Jane shares their privatised trajectory data from
other services with the bank, the bank is likely to have sufficient evidence that Jane was
not in Peru. As Jane has other in-person events in the UK that day, the bank can infer that
the transaction is likely to be fraudulent, and so it can warn Jane, or block the card if the

inference confidence is high enough.

There are two key challenges towards developing a privacy- and utility-enhancing solution
for this new problem that are unique to the multiple source setting. The first challenge is to
develop a data sharing protocol that gives the user control over their data, provides strong
privacy, and achieves high practical utility. That is, how should the user share their data
from the donating service with the receiving service, and how should the receiving service
integrate this data with its own data. The second challenge is the task of integrating data
from multiple services such that linked events are preserved across the dataset, which is
fundamental in achieving high utility. In addition to these, all of the challenges from the
single source sharing setting persist. These include the need to preserve correlations between
consecutive events and between attributes of individual events, provide a strong level of

privacy, and remain efficient and scalable for large datasets.

To address the first challenge, the user can allow services to utilise the raw data that they
already collect (e.g., a bank needs to know the true transaction amount to execute the transfer
of funds). As true data should not be shared between services in its original form, data from
the donating service is perturbed locally on the user’s device before it is shared, by the user,
with the receiving service. The receiving service then integrates this privatised output with
their own data with the user’s consent. This practical and realistic setting enables all users

to control what data they share and the purposes for which it is used.

The challenge of integrating data from multiple services can be solved by using bipartite
matching-based optimisation to link semantically similar events. However, obtaining high
utility when integrating data is dependent on achieving high utility when privately perturbing
the trajectories of the donating service. Given its strong performance, the n-gram-based
solution of Chapter 5 forms the basis for the perturbation mechanism in this solution.
However, this work can be extended in two key ways to further improve the quality of
perturbations and its overall practicality. First, using variable-length n-grams (as opposed to
fixed-length n-grams) prevents the mechanism from trying to preserve correlations between
consecutive events where no such correlation is likely to exist, whilst also utilising the
privacy budget as best as possible. Second, the solution proposed in this chapter introduces a
generic mechanism for incorporating popularity information that covers a spectrum of cases,
where such information can be: (a) public knowledge, (b) collated from multiple services, (c)
privately learned from data, or (d) unavailable entirely. This reflects the realistic setting in

which services may not have complete and granular popularity data at their disposal.

Finally, as in Chapter 5, our perturbation mechanism uses a quality function that seamlessly
combines semantic distance functions for the attributes being shared. As with the rest of this

thesis, utility is boosted further by imposing viability constraints based on public knowledge
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to prevent nonsensical outputs. These include the reachability constraint introduced in
the previous chapter, as well as other constraints, such as restrictions on the range and
order of output values. Importantly, both the viability constraints and the semantic distance
functions are adaptable to any domain setting, and this ensures that the overall mechanism
is generalisable. This is important as, in the multiple service setting, services will wish to use
data collected by services from other domains, and so any mechanism should accommodate
the characteristics of event data from different domains (e.g., geospatial, social media, online
shopping). This contrasts with Chapter 5, and other previous work [e.g., 110, 112], that

focused on specific domains (e.g., the geospatial domain).

This chapter is structured as follows. First, recent relevant literature is surveyed in Section 6.1.
This is followed by Sections 6.2 and 6.3, which outline the privacy setting and problem,
respectively. Section 6.4 presents the proposed solution, which is complemented with
theoretical analysis in Section 6.5. The solution is evaluated in Section 6.6, before the chapter

concludes in Section 6.7 with a brief summary and discussion.

6.1 Related Work

This chapter uniquely combines three research areas — multi-dimensional data publication,
multi-source data publication, and trajectory publication — to be the first to consider the
problem of constructing private composite trajectories. Literature related to sharing private
trajectories is surveyed in Section 2.2, and is not reviewed here. We review the other two

research areas here, before summarising the limitations of existing work.

Multi-Dimensional Data Publication

The problem of publishing multi-dimensional data has been studied in several guises with
centralised and local DP. For example, McKenna et al. [165, 166] seek to minimise the error
for high-dimensional queries in the centralised setting. In the local setting, Cormode et al.
[64] study the release of private marginals, and Ren et al. [196] examine the release of
multi-dimensional crowdsourced data. Finally, Wang et al. [242] focus on publishing multi-
dimensional data (from one source) with LDP for two analytical tasks — frequency estimation

and machine learning-based tasks.

Multi-Source Data Publication

Using data from multiple sources (e.g., data owners) for a single (typically machine learning-
based) goal is not new in the DP domain with secure multi-party computation and federated
learning being notable fields in DP literature [e.g., 33, 133, 187, 209, 224]. However, these
works make no attempt to publish data in the same format as the input data (i.e., they
publish aggregate statistics or a model). Even when a generative model is published and
data is synthesised using it, the link between users and their data is not preserved in current

solutions, which limits their downstream utility.

Multi-party data publication has also attracted focus recently. Su et al. [208] (and the
related follow-up work [56]) study it in the centralised setting. However, their setting is

fundamentally different as it assumes that the parties share data covering the same attributes
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Table 6.1: Summary of related work limitations

Local Multiple Multiple Trajectory Same I/O

Reference Setting Service  Attribute Data Format
Wang et al. [242] v X v X v
Xu et al. [257] v v v X X
Tang et al. [213] X v X v X
Tang et al. [214] X X v X X
Chapter 5 4 X v 4 v

for disjoint user sets (e.g., three hospitals sharing patient data) with the aim of learning
aggregate characteristics of the population (without providing tangible benefits to individual
users). Tang et al. [213] extend this work by proposing a cryptographic, tree-based approach
for multi-party trajectory release. Tang et al. [214] and Mohammed et al. [171] both focus on
publishing vertically partitioned data by implementing a latent tree model-based solution and
a cryptographic two-party protocol for the exponential mechanism, respectively. Similarly,
private record linkage has also been used to tackle multi-party data sharing problems in the
centralised setting [35, 120, 195]. He et al. [120] define the notion of output-constrained DP
for the two-party sharing setting, in which data is shared between parties, and Rao et al.
[195] extend this to include a third party.

There has been some recent research with respect to multi-source data release in the local
setting. Xu et al. [257] answer aggregate queries using data from multiple sources by
introducing the notion of user-level LDP, which requires LDP to be satisfied for each user, for
each service, even when users provide different amounts of data. The authors only address
the settings in which users share one piece of data with each service (i.e., single events), or
users share multiple events (i.e., trajectories) with only one service. This work, however,
focuses on the more general problem in which users can share trajectories with both services.
This setting makes the integration of data between the two services a non-trivial operation
that cannot be solved optimally by simply considering the (semantic) distance between

events in the shared data.

Limitations

All of the previously cited work suffers from one (or more) of the following limitations:
not using a local privacy setting, not considering multi-service sharing, not releasing multi-
attributed data, not focusing on trajectory data, and not publishing data in the same format
as the input data. Table 6.1 highlights the limitations of the existing work that is most similar
to the problem in this chapter. All other cited work is less related, and still possesses many

of these (or other) limitations.

Addressing these limitations with extensions of (most of) these works are either unfeasible
or non-trivial. For example, changing from a centralised privacy setting to a local one
fundamentally changes the nature of the problem, and means that existing solutions, which
have been specifically designed for centralised DP, can no longer be applied. Similarly,
works that do not consider sequence data (i.e., trajectories) provide no mechanism for
protecting or preserving the correlations that exist between data points. And, as noted above,

integrating data between two services is a more challenging operation when each service
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has multiple events. However, as the perturbation and integration of data are sequential
steps, the perturbation mechanism proposed in Chapter 5 serves as the basis for a combined
framework onto which a solution for integration can be added. This chapter’s solution
presents this combined framework and, therefore, becomes the first work to output locally

private multi-attributed, multi-source trajectories in the same format as the input data.

6.2 Privacy Model

Although centralised DP typically involves less noise than LDP, it is inherently unsuitable for
this problem. Most existing work (or possible extensions thereof) [e.g., 52, 54, 119, 153, 274]
generate representative trajectories synthetically, based on noisy aggregate statistics. This is
acceptable in many settings, but it is unsuitable here as it breaks the link between a trajectory
and user ID, which is important when integrating data from different services. Conversely, a
fully local setting, in which users only share perturbed data with services is unrealistic as

each service will need to know some true data (e.g., to execute a transaction).

Instead, we can use a hybrid privacy setting in which the user is at the heart of the data
sharing protocol. First, users have access to all of their original data. Each individual service
has access to each user’s original data, which they collect ordinarily. This ensures that
information is recorded correctly, transactions are executed, etc. Users can decide what
(additional) data from their holistic trajectory they are willing to give to services in a privacy-
preserving manner. Any additional data that is provided is perturbed by the user using
LDP, and it is perturbed on their device. Services can combine their previously-collected
original state data with the additional LDP-perturbed data for enhanced utility. It is assumed
that users ‘opt-in’ to this privacy-preserving data sharing protocol, and that all services are

honest and do not collude with each other.

This privacy setting ensures that strict e-LDP is satisfied throughout, whilst also providing
a clear privacy boundary for users. This focus on preventing true data transfer beyond
each (necessary) user-service relationship also ensures that users have full control over, and
knowledge of, the extent to which their true data is shared. Finally, by enabling the receiving
service to utilise true data, which has already been collected through necessity, it is possible
to model a more realistic and practical data-sharing scenario than the common approach for
using LDP.

6.3 Problem Outline

This section introduces notation, defines key terms, and formally outlines the composite
trajectory problem. It also discusses the assumptions and constraints that scope the problem,

and enhance the output data’s utility.

6.3.1 Preliminaries

Consider a set of services £ = {07, 03, ..., 0y} in which each service o; (e.g., bank, shop,
social network) records a user’s interactions with the service (also known as events). Each

user u; is part of the user set U = {uy,us, ...,u;}. Each event, z, is characterised by several
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attributes, which include location, transaction amount, items purchased, duration of visit,
etc. When a user shares the data that o collects with o, all events and attribute values are
assumed to be sensitive. However, the set of attributes that o; collects (i.e., the names of the
attributes) is considered to be non-sensitive and public knowledge (i.e., everyone knows that

a bank collects transaction amounts, etc.). We use (A; to denote this set.

Events are recorded in a time-ordered sequence (i.e., a trajectory), and the trajectory for
user u; using service o; is denoted as 7;; = {z;j1, ..., Zijk, ---» Zij|r|}- The set of trajectories
recorded by o7 is denoted as 7;. As in Chapter 5, 7(a, b) denotes a fragment of 7 where a and
b denote the bounds of the fragment. For example, 7(1, 3) represents the first three events
in 7. Hat notation denotes perturbed entities (e.g., Zjjx denotes the k™ perturbed event of
user u; with service o;). For clarity, subscripts for variables are sometimes omitted when

their exclusion is not integral to understanding.

Holistic Trajectories

7; denotes the holistic trajectory for u ;, which is the time-ordered sequence of every interac-
tion a user has with any service in X (i.e., all events for ). In non-trivial cases, 7; is only
known in its entirety by u ;. However, each service o; will know a subset of 7; such that
7ij € Tj. And, for each z;jx € 7;;, the service may have partial or full knowledge of the
attributes of z; i represented in 7;. That is, if 7; contains the time, location, and transaction
amount, z;jx may contain all these attributes (full knowledge) or just, say, the time and

location (partial knowledge).

Linked Events

A linked event is one that ‘appears’ in the trajectories of two or more services. To definitively
link events, there must be at least one overlapping attribute for the event between each pair
of services. In the example, there is a linked event as the same time and transaction amount
is recorded by Shop A and Bank B. Different services may have different knowledge of a
linked event. For instance, both Shop A and Bank B know the transaction amount, but only

Shop A knows the items purchased (i.e., batteries).

6.3.2 Problem Specification

With these preliminaries outlined, we can formally define the problem studied in this chapter.

We can also discuss variants of the problem, which the proposed solution accommodates.

Consider two services o, 03 € X, and the users u; € U. Each u; € U has an attributed
trajectory 7;; with each service, consisting of events recorded by that service. o and o,
have data for the attribute sets A; and A, respectively. A;_,; is the set of attributes that
is shared by the donating service, via the user, with the receiving service. o, integrates
this data with their own data, 75;, and compiles the composite trajectory 7 for each user.

Henceforth, o is referred to as the donating service, and o is the receiving service.

The problem of this chapter is two-fold. First, given the unperturbed trajectory 7, the user
must perturb this trajectory in accordance with LDP. This perturbed trajectory, 7, is then

shared by the user with the receiving service. Second, given the perturbed trajectory 7, the
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receiving service then seeks to integrate this data with its own unperturbed data on the user,

Ty, to form Tj, with the aim of preserving the linked events as much as possible.

This problem definition captures many possible variants of the problem. For example, in many
practical situations, a service will not need to obtain all perturbed attributes from another
service. In the example, Location Service E may want to know the transaction amount, but
they may have no interest in learning what item was purchased. Similarly, in some cases,
services may not record every event of a user, even if they could have done. For example, in
Figure 6.1, Jane’s visit to Shop A at 7:36 is not recorded by Location Service E. This may be the
case if the service collects data ‘actively’ (i.e., users must check-in) rather than ‘passively’ (i.e.,
locations are recorded automatically), and Jane does not check-in. Importantly, incorporating

these variants requires no changes to the mechanism.

Threat Model

As this problem explicitly relies on a user sharing their (potentially overlapping) data with
other services, the most notable adversarial threat is a linkage attack. The most likely linkage
attack is where a rogue receiving service uses the true data it has on a user to determine
information about a user from the donating service’s data. However, our privacy model
prevents against this attack by ensuring that the only data (from another service) that a
user provides with a receiving service is perturbed using LDP. The plausible deniability
provided to users through LDP prevents the receiving service from definitively determining
knowledge about any event in the donating service’s data, thus thwarting any linkage attack.
Additionally, as this problem is an extension of Chapter 5, it is intuitive to see that the same
adversarial threats outlined in Section 5.1.1 remain relevant here. Importantly, however, the

protections against these threats (provided by the solution presented in Chapter 5) persist.

6.3.3 Constraints

Once again, hard viability constraints, informed by external knowledge, can be imposed
to enhance utility and ensure realism in the output data. These constraints are primarily
enforced when defining n-gram sets, as detailed in Section 6.4, although post-processing
ensures that the output data reflects these constraints. The precise constraints are domain-

specific, but they can be generalised into four categories.

1 - Feasibility. This constraint uses external knowledge to ensure that an event in the output
data aligns with common sense/real-world observations. For example, business opening
hours can be used to ensure that the time-location pair for any event does not coincide with
the times that a business is closed (e.g., being at a church at 3am on a Tuesday would be

unfeasible).

2 — Reachability. This location-specific constraint, introduced as Definition 4 in Section 5.1.3,
ensures that consecutive locations can be reached given the corresponding time gap in the
trajectory. Reachability also implies that a person cannot be in two places at once and, in

most cases, they cannot reasonably be doing two things at once.
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3 - Ordering. Certain activities (or combinations thereof) can be subject to ‘ordering’
constraints. For example, one cannot return a product to a store before buying it. Similarly,

one cannot exit a station without entering one.

4 — Output Domain. Output domain constraints impose limits on the values that are feasible.
These could be minimum or maximum bounds (e.g., buying a new car will mean spending at
least, say, £7,000), or simple restrictions on whether a value can exist (e.g., ATM withdrawals
might only be possible in multiples of £10). Such limits can be specified by the service,
learned from data, or obtained from public information. For example, maps can be used to

define geographic regions in which no events can occur (as in Chapter 3).

Importantly, constraints are only informed using public knowledge (i.e., they do not rely
on the values, distributions, or characteristics of the sensitive data). Where real data does
not satisfy any imposed constraints (e.g., Jane travels between two locations sooner than
reachability dictates, or Brian buys a new car for £1,000), this data can be excluded as an
outlier. This means that there is no privacy risk from imposing the constraints as any input
data is known to satisfy the constraints, which are, by definition, reflective of the real-world

and therefore non-sensitive.

6.4 Solution

The solution in this chapter augments the work of Chapter 5 to perturb variable-length
n-grams in a multi-attributed two-level space. It comprises four stages: incorporation of
popularity data, n-gram perturbation, trajectory reconstruction, and integration of data

between services.

6.4.1 Challenges and Design Details

This section discusses the key challenges in addressing the problem, alongside detail on the

design choices used to combat these challenges.

Preserving Correlations Between Events. One characteristic we must preserve is the
correlation that exists between adjacent events in time. For example, people are more likely
to travel from their office to a nearby sandwich shop at lunchtime (as opposed to a sandwich
shop across the city), before heading back to their office. As demonstrated in Chapter 5,
fixed-length n-grams allow consecutive events to be perturbed together, which increases
the likelihood that semantic links between them are maintained through perturbation. By
using variable-length n-grams (as opposed to fixed-length n-grams), we seek to only preserve
correlations between events close together in time (i.e., those likely to be correlated in reality),
which prevents uncorrelated consecutive events from being perturbed together. By again
using overlapping n-grams, the coverage of the event and its neighbouring events can be

maximised, which helps to preserve the spatio-temporal links between events.

Preserving Correlations Between Attributes. Another characteristic to preserve is the
correlation that exists between attributes within the same event. For example, people may
have low spends in convenience stores, but high spends in luxury department stores. To

preserve this, n-grams are composed within a multi-attributed space. This means that, instead
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of perturbing attributes independently, attributes are perturbed together through multi-
attributed regions. An example region might be [7-8am, £0-10, Shop A] — this represents

Jane’s purchase of an apple in Figure 6.1.

Integrating Perturbed Data. If two or more services contain the same attributes of a linked
event, the perturbed data is unlikely to match, which may give the perception that the data
relates to different events. A process is needed to (try to) re-identify linked events using the
donating service’s perturbed data and the receiving service’s true data. An integration stage,
based on bipartite matching between events in the two services’ data, aims to re-identify
linked events and prevent the same event from appearing more than once in the output

composite trajectory.

Balancing Efficiency and Utility. Many attributes (e.g., time, price, location) are continu-
ous, and it is necessary to discretise them into bins, with a fine discretisation granularity
better for utility. However, Equation 2.5 implies that smaller domain sets (obtained with
a coarser granularity) lead to higher utility in perturbation. Moreover, large domain sets
can be costly to compute (time-wise) and store (memory-wise), which can make the overall
mechanism inefficient or even unviable (as seen with the global solution in Chapter 5). To
balance this efficiency-utility trade-off, the proposed solution uses a two-level decomposition
of multi-attributed space. Specifically, we discretise attributes and store popularity informa-
tion at a finer granularity (called the lower level), and perform perturbations at a coarser

granularity (called the upper level).

6.4.2 Preliminaries
Region Decomposition

At the lower level, each attribute of 7 is discretised, and r,;;x denotes the lower level
region (LLR) of attribute y for the k' event of u j» as recorded by ¢;. Multi-attributed LLRs
are composed by combining attribute LLRs, with r, used to denote these regions. For example,
if z = [8:32pm, £27.99, Shop Al], the corresponding attribute LLRs might be r;;,. = (8pm,
9pm), r'gmount = (£20, £30), and rj,. = Shop A. Hence, r, = [8-9pm, £20-30, Shop A]. The
set of all LLRs for attribute y is R.L,, and the set of multi-attributed LLRs for attribute set
AisRLA.

Upper level regions (ULRs) are constructed by merging LLRs according to the bounds of
a coarser granularity. They are denoted as Ra;j«, or R; if referring to a specific event z.
Example ULRs might be: R;ime = (6pm, 9pm), Ramoun: = (£20, £40), and R, = NW of town.
Hence, the multi-dimensional ULR would be R, = [6-9pm, £20-40, NW of Town]. The set of
all ULRs for attribute y is RU ,, and the set of multi-attributed ULRs for attribute set A is
RU 7. Figure 6.2a shows how an event from Figure 6.1 is translated to an LLR and ULR.

As in Chapter 5, attributes can be decomposed hierarchically, exploiting intrinsic hierarchies
where possible (e.g., POI categories: ‘food + drink’ > ‘restaurant’ > ‘Ttalian’ > ‘pizza’).
Whereas attributes can be decomposed into several hierarchical levels, only two levels are
necessary for this mechanism. The granularity (for constructing LLRs and ULRs) is informed
by the distribution of attribute values, the domain size of each attribute, the downstream

use for the collected data, etc. If the distribution of attribute data is skewed, region bins
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Input | 2032 || £2799 || ShopA | | [20:32,£27.99,ShopA] |

LLR | 89m || £2030 || SuburbA | |[8-9pm, £20-30, Suburb A] |
UR [Cespm ] [ €040 | [NW of Town] - [16-9pm, £20-40, NW of Town]
(a) LLRs and ULRs

LLR  |[1-2pm, £100-110, Suburb A] —| [8-9pm, £25-30, Suburb A] |

ULR - [[12:9pm. £100-20, N of Towr | iSSSpEROSHON NIGETGWR

(b) LLR and ULR n-grams

Figure 6.2: Illustration of how LLRs and ULRs are formed

can be non-uniform; otherwise, uniform bins suffice. If domain sizes or the number of
attributes is small, finer granularities can be used to benefit utility. To ensure consistency
when translating between LLRs and ULRs, the boundaries of ULRs should overlap those of
LLRs. For example, if LLRs are defined ‘on the hour’ (i.e., boundaries are of the form XX:00),
ULRs are also defined to be ‘on the hour’ and not, say, 10:00-11:30.

LLRs and ULRs are also used to construct n-grams. Lower level n-grams are denoted
as Wi = {rk,Tk+1s s "kn-1}. Similarly, n-grams that use ULRs are denoted as W} =
{Rk, Ri+1, ..., Rksn—1}. The sets of n-grams for the lower and upper levels are ‘W L" and
WU", respectively. Figure 6.2b shows LLR and ULR n-grams for data from Figure 6.1.

Semantic Distance Functions

This mechanism relies on the notion of semantic similarity in both perturbation and in-
tegration. As in Chapter 5, these semantic distance functions incorporate public external
knowledge such that more semantically similar outcomes are more likely to be output. In
the example, Jane’s location at 9:12 (the cinema) is more likely to be perturbed to a theatre
than a football ground. Similarly, a high-value transaction in a jewellery store is more likely
to be perturbed to a high-value transaction in a luxury shoe shop than a corner shop. These
functions operate at any granularity (e.g., n-gram, single values), and to ensure that Ay, =1
and A, = 1, they are normalised to have values in the range (0,1). Any distance function can

be used, although the ones used in this chapter are outlined here.

Although locations could be treated as numerical values (by using their co-ordinates), they
typically have rich semantic information associated with them, as utilised in Chapter 5.
Associating this semantic information with users (e.g., Jane likes to shop at luxury shoe
shops) is valuable, and so it is advantageous to incorporate it into the semantic distance
functions so that utility can be increased. These attributes are also linked to one another,
which means that perturbing them independently is sub-optimal. Hence, locations are

perturbed using a semantic distance function that combines two location-specific attributes:

dioe(x,y) = Ywppdpp(x,y)2 + wcpdcep (1, y)? (6.1)
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where dpp(x,y) and decp(x,y) are the physical and category distances between the two
locations, respectively. The Haversine function is used for physical distances, and the category
distance function from Chapter 5 is also used. For simplicity, we set wpp = wcp = 0.5 as

they have the same normalised magnitude (i.e., A, = 1).

For all other numerical attributes, the distance between values is simply defined as: d, (x, y) =
|x — y|. For hierarchically structured categorical variables, we use a distance function, like
the one outlined in Figure 5.4. For other categorical attributes (e.g., method of payment), all
values are modelled to be equally distant from each other such that d, (x,y) = 0ifx = y, and
d,(x,y) = 1 otherwise.

Pre-Processing

Several pre-processing steps are necessary. First, the set A;_,, is defined and communicated
to the user and services. Second, the LLR and ULR sets are created. The value sets and the
bounds for each attribute are private, although the names of the attributes collected are
considered to be public. Trajectory data for each user is then collected and translated to both
LLR and ULR format. The pairwise semantic distance matrices for RL and RU, the relevant
n-gram sets, and the pairwise semantic distance matrices for these n-gram sets are also
pre-computed. Finally, utility constraints are imposed to remove nonsensical n-grams (e.g.,

those that fail to satisfy reachability, or those with businesses that are closed).

6.4.3 Incorporating Popularity

This section outlines a generalised solution for including popularity information, depending
on the availability of such information. Popularity is incorporated into the mechanism
through a feasibility constraint such that n-grams that appear less often than a specified
threshold are viewed as unfeasible and removed. Initial experiments showed that setting the

threshold to be 5% of the maximum count in an n-gram set offered good, robust results.

Public Popularity. In some cases, popularity data on all attributes being shared might
be freely available in the public domain (e.g., census data, Google’s Community Mobility
Reports [105]). Where this is the case, this data can be pre-processed to the LLR and ULR

granularities and incorporated directly.

Multi-Service Popularity. In most realistic settings, no one service will have full popularity
knowledge for all shared attributes. However, this information may exist partially across
multiple services. This potentially allows for popularity information to be crowdsourced
from several other services, including those not involved in the data sharing protocol. For
example, if A;_,, = {time, location, transaction amount}, one service might provide highly
granular spatio-temporal data, whereas another might provide data on how transaction
amounts vary with time. This popularity data is converted to LLR and ULR granularities,
using inference and aggregation where necessary. Similar techniques are used when multiple
services provide data at different granularities. It is reasonable to assume that any popularity
information provided here does not need to be privatised by our mechanism. That is, it is

either already public knowledge and/or it has been sufficiently privatised by a service (e.g.,
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Bank X Greengrocer Y Shop 2 Combined Data
Time | Price | C Time | Item | C Price | Item | C Time | Price [ Item | C
6-7 | £0-1 | . 6-7 | Apple | . 7-8 | £0-1 | Apple

i £0-5 | Apple |18 i
7-8 | £0-1 | . 6-7 |Orange| . 7-8 | £0-1 |Orange
89 | £0-1 | . 6-7 |[Lemon]| . 7-8 | £0-1 [Lemon
£5-20( Apple | .
6-7 | £1-5 ] . 6-7 |Banana| . 7-8 | £0-1 |Banana
7-8 | £1-5 |12 7-8 | Apple |24 7-8 | £1-5 | Apple | 4
£0-5 [Orange| .
89 | £1-5 ] . 7-8 |Orange| . 7-8 | £1-5 |Orange
6-7 |£5-10] . 7-8 |Lemon]| . 7-8 | £1-5 |Lemon
£5-20|Orange| .
7-8 |£5-10]f . 7-8 [Banana| . 7-8 | £1-5 [Banana

Figure 6.3: Example showing calculation of popularity data from multiple services

through the addition of DP-compliant noise). As such, there is no need to expend any of the

privacy budget when using this information.

Figure 6.3 shows an example of this process. Three services collect data, with each service
collecting popularity data for two of the three attributes — time, price, and item. There are
three time bins at the LLR level - (6—7am), (7-8am), and (8—9am) — that are contained within
one ULR: (6-9am). Similarly, there are four (uneven) price bins at the LLR level - (£0-1),
(£1-5), (£5-10), and (£10-20) — that form two ULRs: (£0-5) and (£5—-20). Finally, there are
four items — apple, orange, lemon, and banana — each of which exist in their own LLR and
ULR. The aim is to model popularity information for time-price-item LLRs by using data from
all three services, each of which is given equal weight. The bold rows in Figure 6.3 relate to
Jane’s apple purchase in Figure 6.1. The bank collects time-price data at the LLR level and
so, as there are four item bins, its contribution towards the total is divided evenly by four.
Similarly, the greengrocer’s contribution is divided by four as there are four price bins. Shop
Z only has data at the ULR level, and so two steps are needed to obtain its contribution. First,
its count is translated to the LLR level by dividing the count by two (i.e., to divide between
the two LLRs that comprise the ULR). This count is then divided by three to cover the three
possible time bins. As each service is given equal weighting, the modelled count for the LLR

[7-8am, £1-5, Apple]is: 2 (2 + 2 + %) =1+2+1=4.

Private Popularity. In some cases, no popularity data may exist or, if it does, it may not be
sufficiently representative of the population being studied. If this is the case, input data can

be utilised to obtain a private popularity distribution of the population.

A naive way to privatise the data is to add noise to count data (e.g., by using Laplace noise),
but this weakens the overall privacy guarantee to one based on the centralised model. Instead,
a fraction of the privacy budget can be used to perform a set of dummy perturbations to
obtain private popularity information. These dummy perturbations use the same perturbation
model described in Section 6.4.4, and can be performed at the LLR or ULR level. Once the
dummy perturbations are complete, counts are obtained for LLRs and ULRs: the noisy count
for each ULR is C, R = ﬁ iR Cr;» Where C ® is the noisy count for R and ¢,, is the number
of times r; € R appears in the perturbed data. Note that Cg is divided by n to ensure that

regions are not double-counted, owing to the dummy n-gram perturbations.
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The advantage of using private popularity data in this way is that it should better reflect
any specific short-term trends exhibited by the population being studied that may not be
replicated in the population at large. However, using a fraction of the privacy budget can
adversely affect the accuracy of the ‘real’ perturbations, with consequential downstream

effects on the output data’s utility.

No Popularity Information. Where no popularity information is available, or dummy
perturbations are not performed, the n-gram sets remains unchanged and data sharing

proceeds as normal.

6.4.4 Perturbation

Perturbations are conducted using variable-length n-grams that seek to only preserve cor-
relations between events close together in time (i.e., those likely to be correlated in reality).
This decision can be justified and illustrated with a simple example (see Figure 6.4). Consider
six events occurring across the day: the first two occur in the morning, the third around
lunchtime, and the final three in the late evening. Intuitively, one can infer that z; and z; are
likely to be correlated events, whereas z3 and z4 are unlikely to share a correlation. Using
fixed bigrams would seek to preserve a correlation between z3 and z4, even though one is
unlikely to exist. Hence, we split the trajectory into discrete event periods. Each event period

is then modelled as a mini-trajectory and perturbed using fixed-length overlapping n-grams.

Event Periods

There are several ways to determine event periods; two are presented here, although others
can be incorporated easily. The first uses a simple binary condition in which two consecutive
events, zx and 71, are in the same event period if #3411 — x < fg4p, Where t44), is some fixed
time gap. However, this approach is crude, and it fails to reflect the likely patterns that are

observable from true data.

A more advanced approach is to determine event periods probabilistically. The exponential
distribution is ideal in this case as it can ensure that events closer together in time are more
likely to be part of the same event period than events with a larger time gap. A random
biased coin flip can decide whether two events are in the same event period, where the
probabilities attached to the coin are influenced by the probability distribution function of
the exponential distribution. Specifically, the probability that two events zx and zx+1 (with

times t; and t4; respectively) are in the same event period is:
Pr[zx and zx; are in the same event period] = Ae ™4+ =% (6.2)

where A is a parameter of the exponential distribution. The cumulative distribution function

_In(1-F)
fgap

where F is the value of the cumulative distribution function. For example, setting F' = 0.9

of the exponential distribution can be used to set this parameter such that 1 =

and 744, = 2 hours means that the probability of zx and zx; being in the same event period
when they are separated by two hours is 0.1. Spatial information can also be included in
determining event periods, if desired. Figure 6.4 shows the perturbations that are conducted

when using unigrams, bigrams, and variable-length n-grams.
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Figure 6.4: [llustration of perturbations needed when using unigrams, bigrams, and variable-
length n-grams; rounded rectangles represent supplementary perturbations

Perturbation Model

The perturbation model used to perturb a service’s data is similar to the one introduced in
Chapter 5. Whereas Equation 5.12 was specific to perturbing POIs, the quality function used

here is more generalised, and can cater for any number of attributes. It is defined as:

40) = =d(50) = = |3 0, (d () (63)
Xi

where x € X is the input datum, y € Y is the output datum, and w; are non-negative weights
such that }}; w; = 1.

Perturbations are conducted at the ULR level as |RU| < |RL|, and so the perturbation
probabilities of the exponential mechanism are less distorted by a smaller domain. The

smaller domain size also maintains efficiency. The probability that 7(a, b) is perturbed to

Wi e WU" is:

exp (¢’q(t(a, b), W) /2A,)
Zwrewun eXp (e’q(t(a,b), W) [2A4)

Pr(W!' = W) = (6.4)

Perturbation continues for increasing values of a and b for each event period. We set €” = 3.
r

As in Chapter 5, when n > 1, some events at the beginning and end of an event period will
be perturbed an uneven number of times. To ensure that each event in an event period is per-
turbed equally, the same supplementary perturbation using shorter n-grams is implemented.
Figure 6.4 illustrates the supplementary perturbation process, and when it is necessary (i.e.,

lone unigrams at the end of the bigram trajectory).

However, splitting trajectories into event periods can mean that events are perturbed un-
evenly at the trajectory level. For example, in Figure 6.4, the first three events are perturbed
once each, and the remaining events are perturbed twice each. This is advantageous as
it minimises the number of perturbations and maximises €’ (as we divide the overall pri-
vacy budget equally). This approach is not possible when using fixed-length n-grams as
there is a necessity for n-grams to overlap along the entire trajectory. Importantly, this
approach does not affect the overall privacy guarantee as we provide privacy at the trajectory
level, as opposed to the event level. An alternative solution would be to perform additional
perturbations such that each event is perturbed an equal number of times. However, this

results in redundant perturbations that provide very little additional information as they
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Figure 6.5: Formation of RU} during reconstruction

are not overlapping n-grams. Furthermore, as this increases the total number of perturba-
tions, the privacy budget has to be divided more, which impacts the overall utility of each

perturbation (see Equation 2.5, and Section 6.5).

6.4.5 LLR Reconstruction

Once a service has perturbed data at the ULR level, up to four post-processing steps are

necessary. As these are post-processing operations, the privacy guarantee is unaffected.

When supplementary perturbations have been performed and an event has been perturbed
multiple times, the perturbed data must be consolidated such that each event only appears
once. In Chapter 5, a linear programming-based solution was used and shown to be effective,
if slow. Here, an indexing-based solution is implemented, which promises faster runtimes
with little accuracy loss. To obtain T(k, k), the ULR that is the minimum total semantic
distance from ULRs in RU, is found (ties are broken arbitrarily). RU is the set that contains
the ULRs from all perturbed n-grams that contain the k™ event, as illustrated in Figure 6.5.
Formally:

7(k,k) =argmin > d(R;,R)) (6.5)
RiER(LI RJER(L[k

The trajectory is then translated back to the LLR level using weighted sampling, with weights
determined using LLR popularity information, if available. For example, suppose that R
can be decomposed into ry, r;, and r3, and the noisy counts for the LLRs are 7, 2, and 1,
respectively. If 7(k, k) = R, it can be translated to the LLR level by sampling from the
distribution with probabilities: p; = 0.7, p, = 0.2, and p3 = 0.1. This method seeks to
preserve the popularity distribution across LLRs within a ULR, as intricate correlations could
be lost if uniform sampling is implemented. Uniform sampling is used, however, when no

popularity information is available at the LLR level.

During perturbation, the times of events might be perturbed such that they are no longer
in chronological order. A ‘time smoothing’ operation can rectify this such that the data
provided to the receiving service has events in the same order in which they occurred. This
operation minimally modifies the perturbed times until they are in chronological order, as
outlined first in Chapter 5.
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Where locations are shared, a final reachability check is made. In the unlikely event that
the output trajectory violates the reachability constraint, localised updates to the time or
location attributes in T are performed such that the semantic distance between the initial

and final output is minimised.

6.4.6 Integration

The final stage of the mechanism enables the receiving service to integrate the perturbed data
from the donating service with their existing data. This section presents efficient bipartite
matching procedures that link events based on their semantic similarity. The basic premise
is that records with low semantic distance are likely to characterise the same event, and so

they can be joined to give a more complete picture of the event.

Identifying Linked Events

In identifying linked events, the chronological order of the donating service’s data should be
preserved. This can be imposed with a hard constraint in which events cannot be linked (even
if there is high semantic similarity) if it would mean that the chronological order of the
donating service’s data was not preserved. Alternatively, a softer constraint can be imposed

in which events can be matched ‘out-of-order’ but such matches are penalised.

Set-Up. First, the pairwise semantic distances between each event in 7;; and each event
inTy ;j are found, using a semantic distance function defined for the attributes common to
both datasets (i.e., A, N Ai,). We define the bipartite graph B(7y;, 27, &) in which the
events in the two trajectories act as nodes, and the edge set & is defined as follows. An
edge exists between two events if d(Z1k, z2jk) < Y, where Y is a distance threshold that
prevents events that are semantically dissimilar (e.g., an event at 7:38 and an event at 20:32)
from being linked. e,_,; denotes an edge linking the a™ event in 7; and the b event in 7.
Some events (in either trajectory) can have a node degree of zero, which happens if an event
is only recorded by one of the two services (e.g., Jane’s cash transaction will not appear in
Bank B’s data). It also happens when the semantic distances between an event in 7; and all

events in 7, are greater than Y, or vice versa.

Greedy Matching. A naive approach is to select edges greedily. In this case, the edge with
the lowest semantic distance is selected. Once this is done, edges with the same start or end
node are removed, as well as edges that ‘cross-over’ the selected edge. Of the remaining
edges, the edge with the lowest semantic distance is then selected. This process continues

until no edges remain to be selected.

Strict Bipartite Matching. The greedy approach risks getting stuck in local optima, and so
we propose a global optimisation problem. Although we seek to minimise semantic distance,
we define the problem as a maximisation problem so that edge selection is encouraged. In
most cases, both |7;| and | 73| are small, which means that the optimisation problem can be

solved optimally by linear programming solvers. The problem is defined as:
|72

171
max Z (—d(Z1ja» 22jb) - Yab) (6.6)

a=1 b=1
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such that:

Yap =0 ifyeq=1 Vi<c<a<|n|Al<b<d<|n (6.7)
Yapb =0 ifycq=1 V1i<a<c<||A1<d<b<|n (6.8)
|71
S var <1 ¥1<b<lnl (6.9)
a=1
[72]
Svar<1 Yi<a<[ (6.10)
b=1

where y,p, is a binary indicator variable denoting whether e,_,, is selected. Equation 6.6
states the objective: maximise the total semantic similarity of the selected edges. Equations 6.7
and 6.8 enforce the ordering constraint that prohibits cross-overs. Equations 6.9 (6.10) state
that each event in the receiving (donating) trajectory can be linked with at most one edge in

the donating (receiving) trajectory.

Loose Bipartite Matching. If time smoothing is not performed, a looser form of bipartite
matching can be implemented, in which cross-overs are allowed but their inclusion is
penalised. Such behaviour is permissible as the receiving service knows the correct times that
each event occurred, which means that the fully integrated trajectory will be in chronological

order.

To enable looser matching, the objective function is altered to include a penalty term that
penalises the inclusion of cross-over matches. This penalty can be fixed based on the number
of cross-over matches, or it can vary depending on the extent of the cross-over matching.
In the latter case, to obtain the penalty value, we first calculate the unrestricted Damerau-
Levenshtein edit distance [37] in which transpositions are allowed but all other edit operations
are prohibited. The edit distance (given by the integer number of swaps) is then multiplied
by a constant ¢ to give the penalty value. Including ¢ balances the penalty term with the

semantic distance attached to the edge weights.

In terms of the optimisation problem, as cross-overs are allowed, Equations 6.7 and 6.8 are
redundant, and therefore removed as constraints. All other constraints remain unchanged.
When variable penalties are used, the objective function becomes a non-linear function and,
although the optimisation problem can still be solved using linear programming solvers,
runtimes are longer (as we will see in Section 6.6.3). If speed is essential, other solvers or

objective functions (e.g., a fixed penalty for each cross-over) can be used.

Examples. Figure 6.6 shows an example of the three matching processes. Figure 6.6a shows
the semantic distance between events in the donating service’s data (green) and the receiving
service’s data (blue), and Y = 0.4. First, all edges are instantiated (Figure 6.6b), before
edges where d(Zyk, z2jk) > Y are removed (highlighted in red; Figure 6.6c). These steps are
common to all approaches. For the greedy process, the edge with the lowest semantic distance,
€252, is selected first (Figure 6.6d). Edges emanating from these paired nodes (yellow) and

edges that cross-over e;_,; (purple) are then removed as they are infeasible (Figure 6.6¢).

109



Receiving Service

-~
|

N
RS

1 2 3

[

0.80 | 0.07 | 0.10

o
34

© O

2 0.75 1 0.02 | 0.20

Donating
Service

© © 06

3 0.39 | 0.25 | 0.30

©
©

(a) Distance matrix

(e) Greedy: infeasible edges (f) Greedy: final edges (g) Strict: final edges  (h) Loose: final edges

—_

b) A (c) Removed edges  (d) Greedy: first edge

0 ® ©® O
®

5

©)
)
©

[

Figure 6.6: Example of the three bipartite matching approaches

This leaves one remaining edge, e3—3, which is selected (Figure 6.6f). Greedily matching

edges in this way yields an objective value of —(0.02 + 0.30) = —0.32.

The strict and loose matching processes can also be compared with the greedy approach. The
global optimisation performed when using strict bipartite matching will select e;_,2 and e;_,3,
which gives an objective value of —(0.07 + 0.20) = —0.27 (Figure 6.6g). This highlights how
the greedy approach easily gets caught in local optima, as well as the superiority of the strict
bipartite matching approach. Relaxing the cross-over constraint in the loose matching case
will select e2_,5 and 1,3, which results in an objective value of —(0.02+0.10+26) (Figure 6.6h).
If 6 < 0.075, these edges are selected; otherwise, the edges from the strict matching case are

used.

Figure 6.7 gives a better illustration of the differences between the strict and loose matching
processes. Consider that the bank (green) shares data with the location service (blue) and no
time smoothing is performed. Note how the event at 20:32 is perturbed to 9:10, which means
it is matched with the cinema trip in the strict matching case. In the loose matching case,

cross-overs are allowed, which allows this event (and others) to be (correctly) matched.

Choosing Integration Parameter Values. Integrating the two services’ data successfully
relies on setting the integration parameters Y and ¢ appropriately. It is important to first
note that, as both parameters are related to the semantic distance function, the optimal
values for the parameters are dependent on the set of attributes common to both services (i.e.,
A2 N A,) and the characteristics of the semantic distance functions of those attributes.
Unless these distance functions are simple (e.g., binary, linear), it is unlikely that the optimal

settings can be derived theoretically. Hence, an empirical approach is recommended.

Deriving the integration parameters in this way is feasible for two reasons. First, the receiv-
ing service can tune the parameters independently of the donating service or the user, which
minimises the communication cost. Second, each integration operation takes milliseconds,
and so hundreds of parameter combinations can be considered without drastically affecting
overall runtime. A simple way to find appropriate values is to iteratively consider possible
parameter settings. More advanced, machine learning-based techniques could also be imple-

mented, with the potential for external knowledge to be used as a basis for these models.
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True Events: | [9:15, Cinema] || [13:03, Shop A] || [20:32, Shop A] |

Perturbed Events: | [10:25, Cinema] || [12:32, Shop A] || [9:10, Shop A] |

Strict Matching Loose Matching

[9:10, Shop A] [9:10, Shop A]

[10:25, Cinema] [10:25, Cinema]

[12:32, Shop A]

[12:32, Shop A]

Figure 6.7: Illustration of strict and loose bipartite matching

For example, if the domain being studied has strong publicly observable correlations, these
ground-truth linked events can be used to train a model to learn the parameters. Alternat-
ively, users could provide historic data to the receiving service. The receiving service could

then use this information as training data to learn Y and ¢.

Integrating Data

Once linked events have been identified, the data from both services is integrated as follows.
First, T; is initialised. Then, for each selected edge ey, all attributes of z,;; are added to TJ’T.
22jp is augmented with the perturbed attributes from zj j, for the attribute set A;_,; \ A,.
This continues for each selected edge. All unlinked events from 7y i and 7 are then
added to T]”f. One final check ensures that each composite trajectory satisfies the utility
constraints, with perturbed attributes altered until the constraints are satisfied. This is done
using the approach described in Section 6.4.5. Once complete, the receiving service can

perform analysis on the composite trajectories.

6.5 Theoretical Analysis

This section contains theoretical analysis that supports the proposed solution and its key

design choices.

Number of Perturbations. The number of perturbations needed to perturb a trajectory is:

Ng
Np =Z|Ei|+”i_1 (6.11)
i=1

where Ng is the number of event periods in a trajectory, |E;| is the length of event period E;,
and n; = min(n, |E;|), which is the maximum n-gram length used in E;. When fixed-length
n-grams are used, there is one event period of length |7| and so N, = |7| (when n = 1) and
N, =|t|+1 (whenn = 2).

For variable-length n-grams, the lower bound of N, is % when |7| is perfectly divisible by n,
or % + 1 otherwise. This lower bound is achieved when each event period has n points (with
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an extra event period of length |7| mod n necessary when || mod n is non-zero). The upper
bound of N, in the variable-length n-gram setting is harder to obtain as it depends on Ng

and E;, both of which are dependent on the data. It can be found numerically to be:
Np=ltl+k(n=1) k(n+1) <|r| < (k+1)(n+1) (6.12)

where k = {MJ

n+1

Privacy. The privacy level achieved in perturbing each trajectory is the same as in Chapter 5.

That is, as the privacy budget is divided into N, equal portions (where €’ = NLP), sequential

_€_
Np

Dividing the privacy budget in this way gives a privacy guarantee at the trajectory level, as

composition dictates that the overall privacy loss for each trajectory is N,e’ = N, X =€

opposed to the event level.

Once the perturbation of the donating service’s trajectory is complete, the remainder of the
data sharing and integration process is performed under post-processing. This is because
none of these subsequent operations interact with ‘sensitive’ data. In traditional LDP settings,
the true data used by receiving service for integration would be regarded as sensitive, and
would need to be perturbed. However, the privacy setting outlined in Section 6.2 implies
that this data is not sensitive with respect to the receiving service. This is because it is already
shared with the receiving service in its unperturbed form. This contrasts with the data from
the donating service, which needs to be privatised before the receiving service accesses it as

this data would not ordinarily be shared by the user with the receiving service.

Utility. As this mechanism has multiple post-processing steps and (now) the data integration
stage, a closed-form expression for the overall utility remains elusive. However, the utility of

a single n-gram perturbation can be analysed.

Theorem 11. The utility of a single n-gram perturbation is:

Pr|q(7(a,b),W}) < —3/ (In|WU"| +¢&)| <e® (6.13)
€

Proof. Given its negativity, the maximum value of g is zero, and this is only obtained when
x =y =1(a,b). Hence, OPT, = 0 and | WU, py | = 1. Given that A, = 1, substituting these

values into Equation 2.5 gives Equation 6.13. [

Fixed- vs. Variable-Length n-grams. Theorem 11 dictates that utility is increased when
the output domain set is small and/or € is large, which occurs when N, is small. While this
suggests that using unigrams throughout is theoretically optimal (given that | W!| < | W?|),
no consideration is paid to preserving correlations between consecutive events. This aspect
of practical utility can only be realised by setting n > 2. Although using longer n-grams
means larger domain sets, using variable-length n-grams can mean that €’ is larger (than it
would be when n = 1) as there are fewer perturbations. This provides a slight counterbalance
to the effects of the larger domain set. However, as the upper-bound for N, is larger in
the variable-length setting, this may not always be the case. Such a trade-off can only be

examined empirically.

112



6.6 Evaluation

Having outlined the solution, we can now evaluate it using realistic data from five services.
The evaluation has two stages. First, we assess how different mechanism settings affect the
utility of the output data. We follow this by applying the solution to two data science tasks
that allow practical utility to be assessed. A fraud detection study focuses on the individual

level, and a facility location example quantifies utility at the aggregate level.

6.6.1 Data

Several real-world event sequence datasets exist, including film reviews [186], bikesharing
trips [183], bank transactions [185], and online shopping [135]. However, each of these
datasets covers a different set of users, and merely matching on user ID (where provided)
has no guarantee of creating meaningful or sensible correlations. Hence, in the absence of a
publicly available dataset that covers a sufficiently large number of users and attributes and

allows for linked events to exist, realistic semi-synthetic data is used instead.

Data Summary

We use taxi trajectory data from San Francisco [189] and extract the latitude, longitude,
and timestamp of each point. As the sampling rate is less than 10 seconds, each taxi’s daily
set of points is divided between users such that |7;| = 15 (i.e., if the taxi trajectory has
600 points, we assign the points to 40 users). Each point is randomly assigned one of ten
event types (detailed in Table 6.2) for which attribute values are randomly generated. Five
services are modelled: a location service, bank, bikesharing service, film review service, and
e-shopping platform. Some services (e.g., film review platform) can act as proxies for more
general services. Most events are captured by one service only, although two services capture
event types 5 (bank and location) and 9 (e-shopping and bank). These two event types allow
linked events to be present in the holistic trajectories. Each service’s data is obtained by
taking vertical partitions of the holistic trajectories. Once processed, the data has 9.5 million
events across 654,721 trajectories, 50,000 users and one month. Each holistic trajectory has
14.5 events on average, and each user has 13 trajectories on average. Each trajectory (as
opposed to each user) has its own privacy budget, and the composition theorem can be used

to quantify the overall privacy loss for each user.

Attributes

Table 6.2 also outlines the attributes associated with each event type. ‘locID’ refers to the
location LLR/ULR for each point’s co-ordinates. Some events recorded by the location service
are check-ins to one of 100 randomly generated places of interest (POIs) and events are
assigned to the nearest POI based on its co-ordinates. Each POl is associated with one of seven
categories; users can purchase goods at three POI categories. Bikesharing trips start and end
at one of 500 docking stations, with points assigned to their nearest station. ‘tripStartID’ is a
binary variable denoting whether a trip is starting or ending. For film reviews, we generate
100 films, each of which is associated with one (or more) of five genres. These multi-genre
groups each form an LLR and, for LLR distances, the Jaccard distance between groups is used.

For ULRs, we select one genre for each film at random and assign the film to this ULR. For
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Table 6.2: Event type summary

Event Type Attributes Collected
1 Bikesharing Trip time, stationID, tripStartID, locID
2 Film Review time, filmID, rating
3 Location (check-in) time, poilD, locID
4 Bank Transaction (in-person) time, payID, amount, locID
5 Bank Transaction (in-person, check-in) time, payID, amount, poilD, locID
6 Bank Transaction (online) time, amount
7 Online Shop (view/add to cart) time, price, actionID, prodCatID
8 Online Shop (purchase, not bank) time, payID, amount, price, actionID, prodCatID
9 Online Shop (purchase, bank) time, payID, amount, price, actionID, prodCatID
10 Location (no check-in) time, locID

bank transactions, ‘payID’ refers to one of three payment types: online, chip, or contactless.
The shopping data has products across 20 categories (‘prodCatID’) that exist in a two-level
hierarchy. Level 2 categories form the basis for LLRs, with each belonging to one of four
level 1 categories, which form the ULRs. For products where both level 1 and 2 are the same,
d. = 0; for products with the same level 1 category but a different level 2 category, d. = 0.5,
and where level 1 categories are different d. = 1. ‘actionID’ refers to one of three ‘actions’:

add to cart, view, or buy. Where users purchase items, ‘amount’ is set equal to ‘price’.

6.6.2 Experimental Set-Up

Baseline. As discussed in Section 2.2, there are no existing solutions to this new problem with
which we can compare this work directly. Instead, the solution proposed in Chapter 5 can be
adapted to this new setting. This is done by encoding every possible multi-attributed event
as a ‘location’, and using each attribute’s distance function as part of a multi-dimensional
semantic distance function. As the original solution had no functionality for integrating
data, the integration processes introduced in Section 6.4.6 are applied after the single source

shares privatised data. This adapted version is henceforth referred to as the ‘baseline’.

Default Settings. By default, we use variable-length n-grams (obtained using the exponential
distribution method), utilise multi-service popularity information, and use strict bipartite
matching with time smoothing. When perturbing trajectories, we set € = 10, and we explore
the effect of changing this. When using multi-service popularity, counts are privatised using
the Laplace mechanism with €* = 0.01 for unigrams, and €* = 0.1 for bigrams. Note that
€* is independent of the privacy budget used in perturbation. When private popularity
information is obtained, €/4 is used for the dummy perturbations, with the remainder used
for the real perturbations. When using variable-length n-grams, F' = 0.9 and f4,), = 2 hours,
which gives A = 1.15. Finally, the reachability threshold i is based on assumed travel speeds
of cars (80 km/hr) and bikes (20 km/hr), and it does not vary with time.

Implementation. Experiments were conducted using Matlab 2021b on Linux servers com-
prising two Intel Xeon Platinum 8268 2.9GHz 24-core processors, with 32GB RAM per

core.

Evaluation Measures. When assessing the different settings for popularity and n-gram

length, we calculate the mean semantic distance, as in Chapter 5. We use the trajectory
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data before integration to ensure a one-to-one matching in events, and we report the mean
semantic distance calculated across all u; € U. As the number of linked events is much
smaller than the number of unlinked events, it is better to use the Matthews correlation
coefficient (MCC) [162] to evaluate the integration methods, as this has been shown to be a
better evaluation measure than F1 score when the data is heavily unbalanced [57, 190]. With
arange of (—1,+1), it is defined as:

TPXTN - FP X FN
MCC = (6.14)

(TP +FP)(TP+FN)(TN + FP)(TN + FN)

where TP denotes the number of true positives, TN the number of true negatives, F P the
number of false positives, and F'N the number of false negatives. MCC values of +1, 0, and -1

represent totally correct, essentially random, and totally incorrect classification, respectively.

6.6.3 Mechanism Analysis

The first part of this evaluation studies the effect that changing mechanism parameters has

on utility.

Incorporating Popularity

Table 6.3 shows that, in general, all methods for incorporating popularity information out-
perform the baseline. Unsurprisingly, public popularity is almost always the best performing
method; this can be seen as the upper performance bound. Using multi-service popularity
information outperforms the private and no popularity methods and performs comparatively
well to the public popularity method. Obtaining popularity information privately performs
less well, as using part of the privacy budget for dummy perturbations affects the real per-
turbations. In some cases, it still outperforms the baseline method. Interestingly, when the
location service shares data, the baseline is the best-performing method. This is likely due to
the fact that the baseline was specifically designed for sharing location sequences, whereas

this solution is a more generalised perturbation mechanism.

n-gram Length

Table 6.4 shows that variable-length n-grams consistently outperform fixed-length bigrams,
and generally perform better than fixed-length unigrams. This demonstrates that the effect
of larger n-gram sets is outweighed by the lower number of perturbations on average,
as discussed in Section 6.5. There is minimal difference in the methods for determining
event periods; the best choice is likely to depend on the attributes being shared and/or the

characteristics of the trajectory.

Privacy Budget

To examine how changing the privacy budget affects the accuracy for different perturbation
settings, five values are used: € = {1, 2, 5, 10, 20}. Figure 6.8 shows how accuracy changes
when the film review service shares data with the e-shopping service. As expected, a high
privacy budget leads to greater utility. Using multi-service or public popularity information

is consistently better than the private popularity and baseline methods. Likewise, unigram
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Table 6.3: Effect of popularity incorporation methods on MSD; percentage compared to baseline in brackets

Donatin, . No Pop. Multi- Private Private Public
Serviceg Attributes Shared (A1) | Base. Info.p Service LLR ULR Pop.
Film time, filmID, rating 0.566 | 0.529 (6.5 0526 (7.0)  0.552(2.4)  0.549 (2.9)  0.518 (8.5)
Bank time, amount 0594 | 0.570(3.9)  0.546 (7.9)  0.598 (-0.8)  0.603 (-1.6)  0.481 (18.9)
Shopping | time, actionID, prodCatID | 0.711 | 0.676 (49)  0.665 (6.4)  0.700 (1.6)  0.693 (2.5)  0.663 (6.7)
Location time, locID 0.473 | 0.490 (-3.5) 0491 (-37) 0.500(-5.7)  0.501 (-5.9)  0.497 (-4.9)
Bikeshare time, stationID, tripStartID 0.553 | 0.394(28.7) 0.367 (33.6) 0.397 (28.2) 0.397 (28.2)  0.330 (40.4)

Table 6.4: Effect of n-gram length on MSD; percentage compared to baseline in brackets

Donat‘ing Attributes Shared (A;_;) | Base. Fixed Fixed an'. Len. Var. Len.
Service 1-gram 2-gram Fix. Gap Expo.
Film time, filmID, rating 0.566 | 0.523(7.5) 0.581(27) 0517 (8.6)  0.526 (7.0)
Bank time, amount 0.594 | 0.550(7.3)  0.546 8.0)  0.536 (9.7)  0.546 (7.9)
Shopping time, actionID, prodCatID 0.711 0.675 (5.1)  0.715(-0.5)  0.667 (6.2) 0.665 (6.4)
Location time, locID 0473 | 0.491(-38) 0.491(37) 0.496 (-47)  0.491 (-3.7)
Bikeshare time, stationID, tripStartID 0.553 | 0.371(32.9) 0.555(-0.4) 0.392(29.2) 0.367 (33.6)
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Figure 6.8: Privacy budget vs. utility

and variable-length n-gram methods perform well, whereas the baseline and bigram methods

struggle, even when e is high.

Integration

As discussed in Section 6.4.6, tuning Y and ¢ is fundamental to successful integration.
Figure 6.9 shows the effect that changing Yand ¢ has on the MCC when the bank is sharing
data with the shopping service. We also study the effect that time smoothing (TS) has on
results. There is a clear hump in Figure 6.9a that indicates the best setting for Y. When
Y is too small, many true matches are missed; when Y is too high, many false matches
are identified. Strict matching offers the best results: it is up to 131% better than greedy
matching, and up to 12% better than loose matching. Time-smoothing has no measurable
effect, primarily due to the fact that the receiving service opts to use true data, including
time, when integrating data. Figure 6.9b shows that, as ¢ increases, the penalty term begins
to outweigh any benefit of including cross-over matches. Accordingly, the edges selected

when using loose matching start to be the same as when using strict matching.

Runtime Analysis

Figure 6.10 shows how runtime is affected as mechanism settings change when the bank
shares data with the film review service. Under its default settings, this chapter’s solution
is 357 times faster than the previous solution. This is partly due to the removal of the
optimal reconstruction step outlined in Section 5.3.3. When private popularity information
is used, runtime increases notably, due to the much larger n-gram sets required for dummy
perturbations. Similarly, when fixed-length unigrams are used, runtime is much smaller,
owing to the smaller n-gram sets. With the loose matching setting (when a variable penalty
is used), slightly longer runtimes are observed, as expected given the added complexity of
the objective function. Runtime is broadly unaffected as mechanism parameters (e.g., €, Y, 0)

change.
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357x faster)

6.6.4 Fraud Detection

As outlined in the motivating example, fraud detection is a key potential application for this
work. We now consider the case in which the bank suspects that the accounts of certain
customers have been compromised. To verify this, they seek to cross-reference this with

data from other services.

Outline. Fraud is assessed using the following logic. If a suspicious transaction occurs at,
say, 19:35 in Shop A, it is not fraudulent with high probability if data from other services
also locate Jane in the surrounding region at similar times. Conversely, the transaction is
fraudulent with high probability if other services are not co-located with the transaction
but are co-located with each other. If donating services (a) do not have enough data on the
user, (b) do not have data on events close in time to the suspicious transaction, or (c) have
conflicting information, the receiving service can report an ‘inconclusive’ finding. Although
more sophisticated definitions of fraudulent activity and methods of fraud detection exist,

they are beyond the scope of this work, but can be incorporated if desired.
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Table 6.5: Fraud detection results

Number of Fraud MCC Not Fraud MCC % Inconclusive
Services Chap.5 Chap.6 | Chap.5 Chap.6 | True Chap.5 Chap.6
1 0.000 0.000 0.243 0.459 56.0 82.3 66.3
2 0.120 0.326 0.192 0.433 30.9 62.3 394
3 0.171 0.417 0.150 0.416 12.8 28.7 17.9

The likelihood of fraud is assessed using the true and perturbed data from up to three location
services. As there are many more non-fraudulent transactions than fraudulent transactions,
accuracy is reported using the MCC, as opposed to the F1 score, which relies on more evenly
distributed data. Besides this, MCC is an appropriate measure for this setting as it includes
all four classification quantities, each of which is important in assessing the overall quality of
the proposed solution for fraud detection. Identifying true positives allow the bank to block
a user’s card and prevent further fraud, whereas minimising false positives helps to stop
a user’s card from being suspended unnecessarily. Preventing false negatives is important
to stop fraud from going undetected, and true negatives can be helpful in training future
fraud detection models. The percentage of ‘inconclusive’ flags is also reported as a way to
assess the overall certainty in the fraud detection results. Where the number of services used
to determine fraud is less than the total number of donating services, the mean across all

possible service combinations is given.

Results. Table 6.5 shows that the proposed solution is up to 23% more accurate than the
baseline, and also reports fewer inconclusive labels. As expected, the accuracy of fraud
detection increases as the number of services increases, as there is a higher likelihood that
services can confirm co-location of users away from the fraudulent transaction. The accuracy
of identifying non-fraudulent events remains relatively stable for the proposed solution,
although the baseline performs notably worse. As the number of services increases, the
number of inconclusive labels decreases, with the proposed solution performing similarly
compared with the true data. This highlights how data from more services brings a greater

degree of certainty to the fraud detection system.

6.6.5 Facility Location

Another real-world application of the composite trajectory problem is in locating facilities.
Consider that a film company (e.g., Netflix) has access to a set of facilities in a city where
they can advertise (e.g., billboards, bus stops). To maximise the exposure of advertising to
the right groups of people, it wants to assess what genre of film should be advertised in each
facility, based on where active reviewers spend their time. For example, if users who watch
family films spend time near playgrounds, they may consider advertising their family films
there.

Outline. To perform this task, we consider the MAXCOVER problem, where a facility ‘covers’
a user if they are located within a certain radius of it (set to 1 km). Users can be covered by
multiple facilities, and be covered by the same facility more than once. For each genre, a
user is assigned a genre influence weight from the set {-2, -1, 0, 1, 2} based on their average

rating of films of that genre. +2 is associated with genres that they strongly like (i.e., high
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Table 6.6: Facility location results

Settin Scenario %] = 100 |51 = 200 |51 = 500
8 Ch.5 Ch.6 | Ch.5 Ch.6 | Ch.5 Ch.6
1 0.40 0.60 0.40 0.60 0.26 0.66
Location 2 0.20 0.30 0.15 0.25 0.24 0.24
3 0.30 0.50 0.30 0.50 0.32 0.56
Time 1 0.25 0.43 0.15 0.51 0.23 0.47
and 2 0.18 0.28 0.16 0.23 0.21 0.23
Location 3 0.28 0.28 0.20 0.45 0.29 0.38

average rating) and -2 is assigned to genres that users strongly dislike. Each facility has a
facility-genre score, which is adjusted by a user’s genre influence weight if the facility covers
the user. For example, in Jane’s data (Table 6.1c), their genre influence weight for ‘drama’
films is —2. As such, the facility-genre score for any facility that covers Jane will decrease by
2 for this genre. Similarly, for ‘action films’, the facility-genre score will increase by 2, as

Jane rates these films highly.

Once this score is obtained for all facility-genre pairs, facilities are selected, and assigned to
genres. Maximum weight bipartite matching is used for facility-genre assignment, where
facility-genre scores determine edge weights. We consider two sets of three scenarios. The
first set of scenarios uses location information only, whereas the second set uses location
and time information. This latter case allows us to model the realistic setting where the film
company can change which films are advertised at each facility across the day. In Scenario 1,
the film service asks the bikesharing service for data, whereas Scenario 2 sees the film review
service ask the location service for data. Finally, in Scenario 3, the film service uses data
from both services. In each case, 10% of the available facilities are assigned to each genre.
Similarity between the true and perturbed data is quantified using the SDC (Equation 3.19).
F; is the set of facilities to which genre i is assigned when true data is used, and 5"% is the

corresponding set for the perturbed data. SDC values are averaged across all genres.

Results. Table 6.6 shows the new solution is up to 3.4x better than the baseline adaptation.
This highlights its strength in aggregate-level queries. When the film service uses data from
both services (Scenario 3), performance decreases, which may be due to disparities in the
data due to perturbation. Performance also dips when time is considered as (a) the n-gram
sets are larger and so perturbation is less accurate, and (b) the true number of users covered
at each facility will be smaller and so perturbation has a larger effect. Finally, performance
remains stable as the number of facilities vary — an important finding that underlines the

solution’s capability to be applied to large-scale analytics tasks.

6.7 Discussion

This chapter introduced the private composite trajectory release problem in which multiple
services can share data in accordance with LDP, with the consent and control of each user.
The key challenge with this problem is integrating the data between the two services privately.
The proposed solution achieves this by using efficient semantic bipartite matching between

the perturbed trajectory from the donating service and the previously collected unperturbed
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data of the receiving service. Whereas this chapter focuses on the two-service setting, the
proposed solution can be applied with any number of services. When multiple services want
the donating service’s data (e.g., many services want to know where Jane is travelling and
ask Location Service E for this data), Jane’s data should be perturbed once and the same
perturbed data should be shared with each receiving service. This prevents rapid degradation
of the privacy budget. When the receiving service has data from multiple donating services,
the biggest challenge is in integrating the data. The simplest solution is to apply the pairwise
integration method outlined in Section 6.4.6 consecutively, although this risks missing linked
events or the same event appearing multiple times. Implementing k-partite matching is
likely to lead to better matching, although the problem is NP-hard [188], and is therefore left

to future work.

Although the proposed solution’s performance compared to the optimum can be improved,
it is important to consider the limited information available to perform integration. Spe-
cifically, only the perturbed trajectory of the donating service, unperturbed trajectory of
the receiving service, any popularity information, and any external knowledge can be used.
Other techniques could be implemented, but many would require more of the privacy budget
to be spent, or violate privacy entirely, which makes them unviable. Even adaptations of the
proposed approach have their limitations. For example, one could give a larger weight to the
temporal dimension in the semantic distance function, on the basis that it would be easier
to preserve linked events based on the temporal attribute. However, this would mean that
other attributes would be perturbed to a greater extent, which would affect the quality of the
output data. The lack of viable alternatives only serves to emphasise the complexity of the
integration problem, and motivates further refinement of the solution as the basis for future

work.

Finally, whereas Chapter 5 focused exclusively on spatio-temporal trajectory data, the
nature of this problem necessitates a more generalised perturbation mechanism that can
handle other types of data (e.g., shopping or browsing data). This augmented perturbation
mechanism, which uses variable-length n-grams and does not rely on publicly available
popularity information, outperforms the n-gram-based solution of Chapter 5 when perturbing
a wide range of trajectories. However, a consequence of a more generalised mechanism
is that it is harder to demonstrate problem- or domain-specific utility, as evidenced in the
facility location and fraud detection experiments. Hence, more work is needed to tune the
mechanism, its parameters, and distance functions when applying the solution to specific

applications.
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Chapter 7

Discussion and Future Work

This chapter provides a critical summary of the material presented in this thesis, and provide
recommendations for future research. Section 7.1 summarises the main technical contribu-
tions of the thesis, with reference to the research questions and desirable solution characterist-
ics introduced in Chapter 1. These contributions are also summarised in Table 7.1. Section 7.2
discusses some of the limitations of the solutions in this thesis, and briefly outlines how they
could be addressed. This is followed by Section 7.3, which presents several interesting and
exciting avenues for future work, all of which would extend, enhance, or complement the

work of this thesis. This chapter, and thesis, concludes with brief final remarks in Section 7.4.

7.1 Conclusions

Chapter 3 proposes two solutions that address the challenge of generating synthetic spatial
point data. Both solutions produce synthetic data that has high fidelity with respect to
the original data, whilst also satisfying the strict requirements of DP. The first approach
partitions the data using existing effective differentially private methods, and then generates
synthetic data within these private regions. A novel private adaptation of kernel density
estimation that is specifically suited to the setting of multiple point generation is shown to
capture the underlying distribution of the real data more effectively than other methods.
The second data generation approach uses the underlying structure of the road network to
control the data generation process by sampling from private micro-histograms modelled
along edges in the road network. This helps to maintain the synthetic data’s alignment
with the road network, which is crucial for achieving high utility in location analytics tasks.
Both methods further improve the real-life accuracy and utility of the generated data by
using public geographic knowledge, such as coastlines and rivers, to define out-of-bounds
regions in which points cannot be generated. An extensive set of experiments shows that
the partitioning-based solutions perform significantly better than alternative approaches,
and are up to 28x more accurate and 3.7x faster. The road network-based approach is even
more effective, especially when the location data is well-aligned with the underlying road

network, and it is up to 37x faster than partitioning-based approaches.
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Table 7.1: Summary of thesis contributions

Ch. Problem Summary

Proposed Solution(s)

Key Results

Applications

Generating synthetic spatial
3 point data with centralised
differential privacy

Generating synthetic spatial
point data with label-LDP

Sharing sequences of visited
places of interest with LDP

Sharing and integrating event
6 sequences from multiple
services with LDP

Framework that combines differentially
private partitioning (grids and clustering) with
private kernel density estimation to sample
points; RoAp: a method that samples from
noisy histograms modelled along edges in the
road network

GEOPOINTGAN: a GAN-based solution that
incorporates randomised response to flip the
real and fake labels of associated with
locations

Global solution that perturbs trajectories as
single points in high-dimensional space;
method that uses the exponential mechanism
to perturb hierarchically structured
overlapping n-grams

Perturbation of two-level variable-length

n-grams; data integrated using bipartite

matching-based optimisation; popularity
information included in a generic way

Roab is best when data is well-aligned
with (grid-like) road network; UGRID-KDE and
AGRID-KDE are more effective with
less-ordered data or less-structured road
networks

GEOPOINTGAN outperforms three GAN-based
baselines; some private GEOPOINTGANs
perform as well as non-private
GEOPOINTGANS due to regularisation effects

Global solution is infeasible; overlapping
n-grams are better at preserving correlations
than perturbing POIs individually;
incorporating external knowledge and
hierarchical decomposition also improves
performance

Variable-length n-grams offer improvements
over fixed-length n-grams; perturbation is
over 300x quicker than in Chapter 5; strict

matching is 131% better than greedy matching

Facility location;
advertising; modelling
accessibility to public

services

Monitoring disease spread;
managing working
conditions; urban planning

Societal contact tracing;
public service provision;
advertising

Fraud detection; facility
location; better service
quality




Chapter 4 presents GEOPOINTGAN, a novel GAN-based solution for generating data in
accordance with label-LDP, which is itself introduced as a more practical privacy setting
for generating synthetic spatial point data. GEOPOINTGAN provides label-LDP through a
randomised response mechanism that flips the labels provided to the discriminator, thereby
providing plausible deniability to each individual’s association with a location. Beyond its
privatisation properties, GEOPOINTGAN’s architecture has several novel components. These
include point-level classification, and a POINTNET-based generator that transforms data from
a latent space to a meaningful representation in the same dimensionality (as opposed to
existing GANs, which use upsampling). Evaluation with real-world data also shows that
GeOPOINTGAN is up to 10 times better than the most competitive baseline GAN. Experiments
also show that, in some settings, a private GEOPOINTGAN performs as well as its non-private
counterpart — a remarkable observation that indicates that GEOPOINTGAN is effective at
minimising the impacts of the added noise. These findings illustrate that label flipping can
also have generalisation and regularisation effects on the model performance, which can be

further contextualised and studied with reference to related literature.

Turning to the problem of sharing sequences of visited locations, Chapter 5 presents two
solutions, both of which satisfy strict e-LDP. Despite its theoretically optimal qualities, the
first solution is unfeasible owing to its high time and space complexity. This motivates a
more efficient and scalable solution that is based on perturbing overlapping, hierarchically
structured n-grams of trajectory data. n-gram perturbation allows the spatio-temporal
relationship between adjacent points to be captured, while remaining computationally
feasible. Moreover, using overlapping n-grams allows more information for each point to be
captured, whilst continuing to satisfy LDP. Semantic distance functions incorporate a rich set
of public knowledge to adjust the probability of certain perturbations in a utility-enhancing
manner. Finally, exploiting the (publicly known) hierarchies that are inherent in space,
time, and category classifications to structure n-grams in a multi-dimensional hierarchy has
notable utility and efficiency benefits. Evaluation with real-world data highlights how the
mechanism outperforms alternative approaches by up to 6.5x, and can effectively preserve

the semantic characteristics of trajectories, all whilst satisfying LDP.

This problem, and its solution, is extended in Chapter 6 to the setting in which two services
wish to privately share event sequences with each other. When integrating the donating
service’s perturbed data, a hybrid privacy setting allows the receiving service to utilise
their previously collected data on a user in its unperturbed form to enhance utility. Two
valuable improvements are also made to the perturbation mechanism. First, variable-length
n-grams are used to prevent the mechanism from trying to preserve correlations between
consecutive events where no such correlation is likely to exist, whilst also utilising the
privacy budget as best as possible. Second, popularity information is incorporated in a
more generic and realistic manner to cover a comprehensive spectrum of cases where such
information is public knowledge, collated from multiple sources, privately learned from data,
or unavailable entirely. These improvements improve utility by up to 33%, and the removal
of linear programming-based optimisation when reconstructing trajectories leads to this
solution being over 300 times faster. Linked events are preserved by the receiving service

by solving a bipartite matching-based optimisation problem that links semantically similar
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events. The proposed approach, which optimally solves the problem in most cases, is up to

131% better than other greedy methods.

Finally, the consistent finding throughout this thesis has been that incorporating real-world
knowledge can improve the utility of private data considerably. Importantly, by only utilising
publicly available external knowledge, these utility benefits can be realised without affecting
the privacy guarantee. Furthermore, in all four content chapters, the proposed solutions
demonstrate strong performance in practical analytics tasks that are inspired by real-world
queries and applications. For example, both data synthesis solutions perform well in range
and hotspot queries, and obtain near-identical responses to facility location queries. Similarly,
the n-gram-based solution in Chapter 5 can perturb trajectories privately, without affecting
the presence of spatio-temporal hotspots. The solution is extended to the composite trajectory
problem in which strong performance is achieved for two popular data science tasks — fraud
detection and facility location. This practical utility underscores the potential for more
widespread private data sharing. Moreover, it demonstrates that each solution exhibits the
desired characteristics outlined in Section 1.2, which, in turn, indicates that the research

questions of Section 1.1 have been addressed successfully.

7.2 Limitations

It would be remiss not to acknowledge the limitations of this work, and four primary
limitations are outlined here. Addressing these limitations are natural avenues for future

work, and potential ideas for this work are also discussed in this section.

Need for Clear Data Generation Guidelines

Chapter 3 concludes with guidance that outlines the scenarios in which each data generation
method is appropriate. However, these recommendations (e.g., those based on the alignment
with the road network) are somewhat subjective and could lead to sub-optimal utility in the
synthetic data. To address this, it would be sensible to undertake a more rigorous evaluation
of the methods to understand the scenarios in which each method performs best. This would
include applying the methods to different dataset types across a range of cities and road
network types. A more robust solution would be an integrated data generation framework
that selects the best data generation method based on characteristics of the data (e.g., dataset

size, privacy budget, alignment with the road network, geographic extent).

Spatio-Temporal Data Generation

Both Chapters 3 and 4 focus on generating spatial point data, and do not consider the temporal
dimension, which is somewhat limiting considering that many analytics tasks benefit from
using spatio-temporal data. The methods from Chapter 3 could be naively extended by using
temporally divided subsets of data to generate synthetic datasets across a series of time
intervals. Extending GEOPOINTGAN to the spatio-temporal domain is less trivial, although
there has been recent work in the field, such as Xu et al. [258] who use a sequential version
of optimal transport to account for temporal consistencies, and Klemmer et al. [142] who

introduce a new embedding loss to help the learning of spatio-temporal autocorrelations.
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These methods could serve as a basis for future work that would give GEOPOINTGAN the

capability to generate label-LDP compliant spatio-temporal data.

High Privacy Budgets

In Chapters 5 and 6, the default privacy budgets used are 5 and 10 respectively (although
decent performance is achieved when lower values are used). Although these values are
within the range of those used in current real-world deployments of LDP (as noted in
Section 5.5.2), lower privacy budgets are intuitively desirable. Utility-focused enhancements
in other areas (e.g., by tuning mechanism parameters) would allow for lower default privacy
budget values to be used. This is discussed more in Section 7.3, alongside more practical

methods for determining the privacy budget.

Users with Multiple Trajectories

In Chapters 5 and 6, each trajectory is treated independently, regardless of user ID. Although
this is acceptable when users only have one trajectory in the dataset, there is a risk of privacy
leakage if they have multiple trajectories, especially if they all exhibit similar patterns (e.g., a
commuter will have fairly similar trajectories during the working week). It is worth noting
that this problem is not unique to this work, as the risk of privacy leakage through repeated
queries is generally seen as one of DP’s main vulnerabilities [82]. Nevertheless, addressing
this issue is important in ensuring that the solutions in this thesis are successfully applied in

real-world settings.

7.3 Future Work

Beyond addressing the limitations outlined above, there are five other strands of future work

that would complement the work of this thesis, and these ideas are briefly outlined here.

7.3.1 Extensions
First, there is ample scope to extend the core problems and solutions presented in this work.

One extension opportunity is to create a combined data generation technique that utilises the
strengths of the partitioning- and network-based approaches. Chapter 3 demonstrated that
an adaptive grid-based approach is useful in producing high quality synthetic data. However,
when partitioning the space, adaptive grids are agnostic towards the road network, which
can negatively impact utility if the resultant grid is poorly aligned with the data (which itself
tends to display strong alignment with the road network). Hence, better all-round utility
could be achieved if the data space was partitioned using adaptive grids centred along major

roads in the road network.

Another extension is to relax some of the assumptions upon which the solutions are built. For
example, in Chapters 5 and 6, it was assumed that the length of the trajectory was non-private
and did not need to be perturbed. Modelling trajectory length to be sensitive could be done
in several ways. For example, randomised response could be used to determine whether a
POI or event should be included in the perturbed trajectory. Alternatively, Laplace noise

could be added to the trajectory length, with POIs/events added or removed as necessary.
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While allowing the real and perturbed trajectory lengths to be different would provide an
additional degree of privacy, the effect on utility could be large as many real POIs or events
could disappear, and many fake POIs or events could appear, which would affect aggregate
counts. This phenomenon somewhat mirrors the problems of adding noise to the number of

edges in Section 3.3.

A final area for extension would be to model real-world behaviour better. For example, when
trajectories are perturbed in Chapters 5 and 6, each trajectory is perturbed individually.
Although this gives each user a strong level of privacy, it fails to consider that users may
travel around in groups (e.g., as a family). This would lead to decreased utility as each family
member would report a different set of POIs/events, even if they travelled as a group. This
also presents a privacy risk as repeated querying of the same family could leak sensitive
information about their activities. In any case, correlations between rows of data has been
shown to highlight vulnerabilities of DP algorithms, especially those in the centralised setting,
as noted by Liu et al. [154] and Wang et al. [233] (among others). One way to accommodate
this would be to ensure that, where members of the same group have the same events or
POIs, the output data for all family members is the same for these events. Where necessary,
this could be performed by utilising the post-processing properties of DP and LDP. A similar
technique could be applied when sharing social media or social interaction data, where

discordant perturbed data would harm utility and risk privacy leakage.

7.3.2 Personalised Privacy

While this thesis has focused on incorporating real-world knowledge to enhance the utility of
data sharing methods (i.e., the server side), it has not focused on the real-world characteristics
of users and the potential effects they can have on utility (i.e., the client side). In particular,
it is unreasonable to expect that all users will have the same attitude towards the privacy of
their data. That is, some users may be happy to share all of their data at a fine granularity,
whereas others may be willing to share only some of data and/or only if higher privacy
protections are implemented. Furthermore, when dealing with trajectory data, it is also
unreasonable to expect that a user will see each point in their trajectory as equally sensitive.
For example, Alice may consider visiting a hospital to be more sensitive than visiting a
supermarket. Therefore, assigning the same privacy budget to each user (or each point in a

trajectory) is unrealistic, and potentially harmful from a utility perspective.

To account for this, notions of personalised differential privacy have been proposed in
the centralised [9, 131] and local domains [55], and they have been used in several works
since [e.g., 173, 182], including in the spatio-temporal domain [e.g., 22, 55, 74, 181]. As
expected, these works have highlighted the utility improvements that can be realised by
using the personalised setting. Although these personalised variants are relaxations of the
traditional definitions, they arguably offer a more realistic and practical privacy setting, in
addition to expected utility benefits. Hence, an important avenue for future work would be

to extend the work of this thesis to the personalised privacy domain.

As Chapters 4-6 use the local setting, personalised LDP (or label-LDP) can be implemented
easily. In Chapter 4, the probability that a label is flipped would be smaller (larger) for

those who have liberal (conservative) attitudes towards privacy. The regularisation and
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generalisation effects that GEOPOINTGAN exhibited are expected to persist, and so it is likely
that utility would remain strong when using personalised label-LDP. In Chapters 5 and 6,
each user can have their own privacy budget for their trajectory, and assign it how they
wish (e.g., users could split their privacy budget unevenly across their trajectory to protect
more sensitive locations or events). Even if this were done, the overall trajectory-level privacy
guarantee would be unaffected. While local perturbations would not require the value of
the privacy budget to be transmitted by the user to the aggregator, an option to do so could
be implemented. This would give the aggregator (or receiving service) more information
regarding the likely accuracy of the data, which they could consider when using the output
data for analyses. For example, if Alice and Bob have similar true trajectories, but they use
privacy budgets of 0.1 and 10 respectively, users of the output data might wish to place more

weight on the data reported by Bob as it is more likely to be accurate.

Extending the data generation methods proposed in Chapter 3 offers more opportunities.
Specifically, the ideas of Chen et al. [55] could be combined with kernel density estimation,
which operates effectively when it can be trained on real data. In their work, Chen et al. [55]
allow users to specify a geographic ‘safe region’ in which they are willing to be associated.
These (hierarchically structured) safe regions could form the basis for the regions in which
to conduct data generation. That is, if some users provided their exact co-ordinates, this data
could be used to train a kernel density estimator at the block-level. Data generated at this
level could then be combined with data from those willing to reveal their block to train a

kernel density estimator at the postcode level, etc.

7.3.3 User Study of Privacy Budgets

Whereas personalised (L)DP considers users to have non-uniform attitudes towards data
sharing, selecting the appropriate privacy budget values for these users remains an out-
standing issue. In keeping with this thesis’ aims to develop practical, real world-minded
data sharing mechanisms, it is important to consider how humans themselves perceive DP
and LDP outputs, especially with respect to the privacy budget. For example, many people
may be happy with LDP outputs where € = 5 (as used in Chapter 5). Alternatively, they
may desire a smaller privacy budget value, depending on how they perceive their privatised
data. Therefore, a valuable piece of future work would be to conduct a study that assess how
people perceive outputs from the mechanisms developed in this thesis. The results of this
study would help to further refine the mechanisms given a ‘base’ privacy budget from which

to work.

While investigating how people assess their own privacy budget would be important for
enhancing the work of this thesis, it would also offer a wider contribution towards DP
research. To date, there have been no studies that examine how users perceive DP outputs
determined using different privacy budgets, despite DP and LDP mechanisms being used in
the real world. Indeed, Dwork et al. [85] found that there is little-to-no consensus among
academics or practitioners on how to set the privacy budget in order to achieve high utility
and meaningful privacy. Hence, a large-scale, wide-ranging study on humans would ensure
that future DP solutions could achieve greater utility if the (practical) level of privacy that

was necessary could be more easily quantified.
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7.3.4 Is Synthetic Data Practical?

Despite its growing popularity, it is important to consider that using synthetic data in
analytics or to train machine learning models is not without risk, and may not be the silver
bullet solution that many claim [e.g., 14, 26]. Recently, Stadler et al. [205] have found that
(differentially private) synthetic data fails to provide a better trade-off between privacy and
utility for tabular data than traditional row sanitisation-based privacy solutions, especially
for outlier detection. Similarly, Ganev et al. [96] show that training models that using
differentially private synthetic data can risk treating different subgroups unevenly, which in
turn could lead to unreliable, unfair, or discriminatory conclusions. Although the synthetic
data generators presented in Chapters 3 and 4 were not evaluated against these tasks, it is
important to recognise that spatio-temporal data is susceptible to attacks or privacy leakage
based on outliers on marginalised subgroups. This is especially pertinent as they have been
designed to be used to inform real-world decision-making. But, while it is beyond the scope
of this thesis to fully consider the possible end effects of using this synthetic data in a practical

setting, it would be sensible to devote future work to investigating this issue.

7.3.5 Real-World Deployment

This thesis has presented general purpose methods for private data generation and public-
ation, although no solution has focused exclusively on any one specific deployment. As
evidenced throughout, each problem, domain, city, and application have their own unique
characteristics, which necessitates the careful tuning of mechanism parameters to maximise
utility. This motivates the final strand of future work. For example, the fraud detection
study in Chapter 6 highlighted that, although reasonable utility was obtained under the
default settings, further tuning of mechanism parameters would improve utility. Tuning the
mechanism includes choosing problem-specific values for user-specified parameters (e.g., the
length of n-grams), incorporating more domain-specific external knowledge (e.g., geographic
boundaries of islands and bridges, public transport and event schedule data), and further
investigation into the values for empirically derived parameters (e.g., the harmonisation
threshold in Chapter 6). Only by performing this tuning when deploying these solutions in

real-world settings will the greatest utility benefits be realised.

More abstract applications for this thesis’ work include data clean rooms, private data lakes,
and private data marketplaces. For example, the synthetic data methods from Chapters 3
and 4 could be used to create data clean rooms in which researchers and analysts could
generate and use large synthetic datasets for advanced data analyses, all with strong privacy
guarantees. This synthetic data could then be combined with locally private trajectories to
form part of a private data lake, which would allow analysts to devise complex machine
learning models using high fidelity private data. Finally, the multiple service setting of
Chapter 6 raises the possibility that private data marketplaces or auctions [275] could be
created. In these settings, users could share their data with different services, where different
pieces of data would have different monetary value depending on the data’s uniqueness,
density, etc., as well as the privacy budget used. Pursuing these blue sky goals would help to
realise the full potential of the work in this thesis, whilst also unearthing new problems that

can help to make private data sharing more widespread.
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7.4 Final Remarks

This thesis aimed to develop differentially private algorithms for generating and sharing
spatio-temporal data, with a particular focus on achieving high levels of utility in practical,
real-world location analytics queries. The proposed solutions primarily achieve this by
incorporating real-world knowledge into the mechanisms, and by using more realistic and
practical privacy settings. This contrasts with existing differentially private solutions, which
are unnecessarily restrictive with regard to how they treat public information. Extensive
sets of experiments show that including real-world knowledge achieves the desired levels
of utility, without affecting the level of privacy. The findings of this thesis can serve as
the motivation for further research and development in which public knowledge is used to
design and influence private data sharing mechanisms. This would eventually help to pave

the way for everyday practical use of differential privacy in the real world.
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