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Abstract

In this thesis, we consider some applications of optimal stopping and control

problems in specific scenarios. In Chapter 1, a review of the established general re-

sults is provided. In Chapter 2, we study a mathematical model capturing the sup-

port/resistance line method (a technique in technical analysis) where the underlying

stock price transitions between two states of nature in a path-dependent manner.

For optimal stopping problems with respect to a general class of reward functions

and dynamics, using probabilistic methods, we show that the value function is C1

and solves a general free boundary problem. Moreover, for a wide range of utilities,

we prove that the best time to buy and sell the stock is obtained by solving free

boundary problems corresponding to two linked optimal stopping problems. We use

this to numerically compute optimal trading strategies and compare the strategies

with the standard trading rule to investigate the viability of this form of technical

analysis. In Chapter 3, the model studied in Chapter 2 is extended by adding a par-

tial reflection boundary and an additional regime (the 0 regime). In Chapter 4, we

study a two dimensional continuous-time infinite horizon singular control problem

related with the optimal management of inventory and production. The primary

source of production is modeled as an uncontrolled one-dimensional diffusion process

with general dynamics. By controlling the accumulated secondary source of produc-

tion and output, which are both finite variation processes, we aim to optimise the

inventory process under a general concave running reward function and maximise

the profit generated from the production. By solving the associated Dynkin game,

we obtain two non-intersecting bounded and monotone free-boundaries where one

is directly computable and the other is characterised by a free-boundary problem

with smooth-pasting conditions. By restricting the volatility term of the diffusion

to linear functions with no intercepts, desired smoothness of the value function is

obtained by utilising its viscosity property. This leads to the verification of the pro-

posed candidate optimal control that keeps the state process within the inaction set

by reflecting the inventory process at the free-boundaries with the minimum effort.
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Introduction

Many problems in finance and economics are, in essence, stochastic optimization

problems. Modern probability theory enables the construction of continuous-time

stochastic processes and the mathematical formulation of the optimization problem

as the maximisation of anticipated gain over a range of random actions. If we

want to choose a stopping time to maximise the expected reward at that time, this

problem is called an optimal stopping problem. Moreover, if we are allowed to choose

a process which influences the underlying process and the expected reward, then we

have a stochastic control problem. There exists an enormous literature on these two

types of problems (see Pham [57] and references therein).

In this thesis, we aim to study some specific applications of optimal stopping and

stochastic control problems in finance and energy. In Chapter 2 and 3, we introduce

a novel stock price model inspired by Technical Analysis and formulate two related

optimal stopping problems for seeking the best trading time. In Chapter 4, we study

the optimal singular control of the inventory process under a mixture of controllable

and stochastic production. The main focus of our research is to find methods that

can compute solutions or optimal strategies in some explicit form.

In this chapter, we begin with reviewing some general theory on optimal stopping

and singular control problems, which forms the basis of our analysis in later chapters,

and then provide a more detailed outline of the rest of the thesis.

1.1 Optimal stopping problems

Let G be an adapted càdàg process defined on a filtered probability space

(Ω,F , (Ft)t≥0,P) which satisfies the usual conditions (i.e. (Ft)t≥0 is right continu-

ous and P-complete). The (infinite horizon) optimal stopping problem admits the
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following mathematical formulation:

v0 := sup
τ

E[Gτ ], (1.1.1)

where the supremum is taken over stopping times τ . Imagining at time t that we

know the maximised expected gain for stopping the process in the future given the

current information, then if it is the same as the gain at time t, it would be optimal

to stop. In other words, define the process

vt := ess sup
τ≥t

E[Gτ ], (1.1.2)

then we expect the stopping time:

τ∗ := inf{t ≥ 0 : vt = Gt} (1.1.3)

is the minimal optimal stopping time, i.e. vo = E[Gτ∗ ]. It is well-known that,

under the assumption that E[supt |Gt|] <∞ and τ∗ <∞ P-a.s., our claim is correct.

Moreover, vt is the minimal supermartingale dominatingG, and vt∧τ∗ is a martingale.

We often refer vt as the Snell envelope ofG and this way of studying optimal stopping

problems as the martingale approach. For proofs of these results, we refer to Peskir

and Shiryaev [56] Theorem 2.2.

Although the martingale approach benefits from its generality, to derive explicit

solutions, the so-called Markovian approach is popular among applications of op-

timal stopping. Let X be a Feller process (for its definition, see Revuz and Yor

[59] Chapter III.2) defined on (Ω,F , (Ft)t≥0,Px) taking values in (E, E) where E is

LCCB (locally compact with countable base) and E is the σ-algebra of Borel sets in

E. Then, given a continuous gain function g : E → R and a positive constant r, we

consider the following optimal stopping problem:

V (x) = sup
τ

Ex[e−rτg(Xτ )]. (1.1.4)

Then, we can define the stopping set D and continuation set C as:

D := {x ∈ E : V (x) = g(x)}; (1.1.5)

C := {x ∈ E : V (x) > g(x)}. (1.1.6)

The classical result (Shiryaev [65] Theorem 3.3) tells us, assuming E[supt |e−rtg(Xt)|]
< ∞, the first entry time to set D, denoted by τD (i.e. τD := inf{t ≥ 0 : Xt ∈ D})
is the minimal optimal stopping time if τD <∞ Px-a.s.

2
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To connect these two approaches together, comparing with (1.1.1), we see Gt =

e−rtg(Xt) (X is càdàg by Revuz and Yor [59] Chapter 3 Theorem 2.7). In fact,

by Theorem 3.4 in El Karoui et al.[23], the Snell envelope of G is e−rtV (Xt), i.e.

vt = e−rtV (Xt) Px-a.s., and hence τ∗ = τD Px-a.s..
The main advantage of the Markovian framework is that we split the state space

into two disjoint sets C and D. In D, we already know the value of V . So the

remaining job is to compute V on C and also C itself. We know that, vt∧τD is a

martingale, and suppose V ∈ D(L) where L is the infinitesimal generator of X and

D(L) is the domain of L (for more details, see Revuz and Yor [59] Chapter VII.1),

then

e−rt∧τDV (Xt ∧ τD)− V (x)−
∫ t∧τD

0
e−rs(L − r)V (Xs)ds, x ∈ C, (1.1.7)

is also a martingale. Thus, we obtain the following free-boundary problem:

LV (x)− rV (x) = 0, x ∈ C; (1.1.8)

V (x) = g(x), x ∈ D. (1.1.9)

This provides a nice characterization for V . However, to derive C together with V ,

we often need one more condition, which is to check V satisfies the smooth-pasting

(or smooth-fitting) principle which states that

∂V

∂x
(y) =

∂g

∂x
(y), y ∈ ∂C ∩ ∂D. (1.1.10)

In other words, assuming g is smooth, then V is also smooth on the intersected

boundary of C and D. This is often true for diffusion processes, but can fail in

general. Once the smooth pasting principle is verified, V is characterised as a

solution to the free-boundary problem defined by (1.1.8)-(1.1.10). If we can also

prove V is the unique solution, then the numerical solution to the free-boundary

problem may be used as an estimate of V and C.

1.2 Singular stochastic control problems

Consider a filtered probability space (Ω,F , (Ft)t≥0,P) which satisfies the usual

conditions and support a d-dimensional Brownian motion W . The n-dimensional

controlled diffusion processes is the solution to the following stochastic differential

equation (SDE):

dXt = µ(Xt, αt)dt+ σ(Xt, αt)dWt, X0 = x, (1.2.1)

3



Introduction

where α is a progressively measurable process taking values in A ⊂ Rm. Under

appropriate Lipschitz and L2 boundedness conditions, the existence and uniqueness

of the solution are ensured (Yong and Zhou [70] Chapter 1 Theorem 6.16). Let

f : Rn ×A be a measurable function. Then, the payoff function G is defined by

G(x;α) := E
[ ∫ ∞

0
e−rtf(Xt, αt)dt

]
. (1.2.2)

This leads to a (infinite horizon) stochastic control problem given by

v(x) := sup
α∈A

G(x;α), (1.2.3)

where A denotes the set of progressively measurable α taking values in A ⊂ Rm such

that (1.2.1) admits a unique strong solution and f(X,α) ∈ L1(dP⊗ e−rtdt). Then,

A is called the set of admissible controls.

Similar to the optimal stopping problem, the key principle is that optimising the

control at each time t would result in a global optimisation over all time. Mathe-

matically, the dynamic programming principle (DPP) states,

v(x) = sup
α∈A

sup
ρ∈T

E
[ ∫ ρ

0
e−rtf(Xt, αt)dt+ e−rρv(Xρ)

]
, (1.2.4)

= sup
α∈A

inf
ρ∈T

E
[ ∫ ρ

0
e−rtf(Xt, αt)dt+ e−rρv(Xρ)

]
, (1.2.5)

where T denotes the set of stopping times. By Pham [57] Theorem 3.3.1, we know

our set sup implies v satisfies DPP. Assuming v is smooth and applying Itô’s formula

to e−rtv(Xt), by DPP, we can derive the following Hamilton-Jacobi-Bellman (HJB)

equation of the value function:

rv(x)− sup
a∈A

{Lav + f(x, a)} = 0, (1.2.6)

where Lav := µ(x, a)Dxv +
1
2 Tr(σσ

T (x, a)D2
xv).

Define the Hamiltonian for (x, p,M) ∈ Rn × Rn × Sn,

H(x, p,M) := sup
a∈A

{µ(x, a)p+ 1

2
Tr(σσT (x, a)M) + f(x, a)}, (1.2.7)

where Sn denotes the set of symmetric n× n matrices.

Now, let us consider a special case. Suppose f(x, a) = u(x) + ca, µ(x, a) =

µ(x) +Ba, and σ(x, a) = σ(x), where u : Rn → R, c ∈ Rm and B ∈ Rn×m. Then,

H(x, p,M) = µ(x)p+
1

2
Tr(σσT (x)M) + u(x) + sup

a∈A
aT {BT p− c}. (1.2.8)

4
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Set G(p) := c − BT p. By convention, we say G(p) ≥ 0 if G(p)i ≥ 0 for all i =

1, 2, ...,m. Assume the set A is unbounded above but bounded below by 0. We can

conclude that

G(p) ≥ 0 ⇐⇒ H(x, p,M) <∞. (1.2.9)

In this case, we call it a singular control problem1 since the control a can be infinity.

Moreover, by considering DPP when G(p) > 0, we obtain a variational inequality

min{rv(x)−H(x,Dxv(x), D
2
xv(x)), G(Dxv(x))} = 0. (1.2.10)

Probabilistically, consider the integral control process ξt :=
∫ t
0 αsds. If α is bounded,

then ξt is well-defined. However, as α shall be allowed to be infinity, we need enlarge

the space of the control such that ξ is a càdlàg increasing2 process. This leads to a

reformulation of the original problem as follows:

dXt = µ(Xt)dt+ σ(Xt)dWt +Bdξt, X0 = x, (1.2.11)

G(x; ξ) = E
[ ∫ ∞

0
e−rt{u(Xt)dt+ cdξt}

]
, (1.2.12)

v(x) = sup
ξ∈A

G(x; ξ), (1.2.13)

where A contains all adapted càdlàg increasing processes such that u(X) + cξ ∈
L1(dP ⊗ e−rtdt). Of course, one can generalize c and B to be random processes

instead of being deterministic, but let us stay with this relatively simpler set-up.

One approach to compute v is to show (1.2.10) admits a C2 solution and stan-

dard verification theorem (e.g. Fleming and Soner [30] Chapter VIII Theorem 4.1)

implies it must be equal to v under suitable conditions. However, it is often hard to

independently verify the existence of smooth solution to (1.2.10) and sometimes v is

indeed non-smooth (e.g. Pham [57] Chapter 3.3.7). To overcome this difficulty, the

concept of viscosity solution is introduced by Lions [46], which provides a weaker

notation of solutions to nonlinear second-order partial differential equations (PDE).

Classical results (e.g. Fleming and Soner [30] Chapter VIII Theorem 5.1) state that

under DPP and continuity, v is a solution to (1.2.10) in the viscosity sense.

To explicitly determine the optimal control ξ∗, it is often required to prove v

is smooth. A result of Karatzas and Wang [42] illustrates a method to connect

Dxv with the value function of an zero sum optimal stopping game (Dynkin game),

denoted by w, when n = 1, m = 2 and u is concave, in the way that if the associated

optimal stopping game has a Nash equilibrium, then v′(x) = w(x) for all x. This

1In general G can be dependent on x and M as well under different set-up.
2We say a process X is increasing if it is non-decreasing, and strictly increasing if Xt > Xs for

all t > s ≥ 0.

5
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probabilistic characterisation enables us to use well-known results of Dynkin game to

study the continuity and smoothness of w (i.e. of v′). Similarly to optimal stopping

problems, w can be characterised as a solution to a free-boundary problem. Note

the free-boundary is equal to the boundary of the set Ca := {G(v′(x)) > 0}. We

call Ca the inaction set because in many cases ξ∗ stays constant when X is in Ca.

Moreover, when X hits the boundary of Ca, very often the optimal control takes the

least effort to keep X within C̄a. Thus, if the free-boundary can be computed, the

optimal control ξ∗ is also obtained.

1.3 Outline of the thesis

Broadly speaking, Technical Analysis are a class of trading strategies which are

based on historical patterns of the stock prices. In Chapter 2, we study a novel

path-dependent regime-switching model given by

dSt = µFt(St)dt+ σFt(St)dWt, (1.3.1)

where the flag process F , valued in {+,−}, transitions according to the downcrossing
time of L or upcrossing time of H for constants L < H, so that

Ft =


+ if Ft− = −, and St = H;

− if Ft− = +, and St = L;

Ft− otherwise.

(1.3.2)

This model adheres to the notion of support/resistance lines, a technique utilised

frequently by technical traders, where we assume there exists an unspecified price

level R between L and H and that a significant deviation from R, i.e. reaching L

or H, would result in a regime-change. We then consider the following two optimal

stopping problems:

Vs(x, f) := sup
τ

Ex,f [e−rτu(Sτ )], (1.3.3)

Vp(x, f) := sup
τ

Ex,f [e−rτ{Vs(Sτ , Fτ )− u(Sτ )}], (1.3.4)

where Vs represents the problem of best selling time and Vp represents the problem

of best purchasing time. After showing (S, F ) is a Feller process, under additional

assumptions on the sign of Lu− ru, where L denotes the infinitesimal generator of

(S, F ), both Vs and Vp can be characterised as solutions to free-boundary prob-

lems with smoothing-pasting conditions. Furthermore, uniqueness of solution is also

6
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proved, allowing for numerical estimation of the optimal trading boundaries and a

discussion of the optimality of Technical Analysis trading prescriptions.

Chapter 3 extends the model for (S, F ) by setting R to be a partial reflec-

tion boundary for S, which directly captures the key behavior assumed by sup-

port/resistance line. Moreover, an additional regime 0 is introduced, into which

the flag process F jumps at exponentially distributed random times if the process

is in the + regime. Under this generalized model, we can still characterise Vs by

a free-boundary problem up until the lower boundary of the stopping set in the +

regime. If the technicality is reduced by switching off the 0 regime, then precisely

analogous results to those seen in Chapter 2 can be obtained.

In many applications, such as the energy industry, inventory management re-

quires controlling the inflow and outflow of products to optimise the inventory level

and profit generation. In Chapter 4, we investigate an inventory control problem

where the inflow (production) and outflow (output) are modeled as increasing càdlàg

processes and the inventory receives an additional uncontrolled inflow (e.g. wind

power in the case of energy generation) with the rate modeled by an Itô diffusion.

After choosing appropriate µ, σ, B, and c, the control problem fits into the for-

mulation given by (1.2.11)-(1.2.13) where we denote the value function by V(i, k).

The associated Dynkin game discussed in the previous section allows us to obtain

the existence and the continuity of Vi. An in-depth analysis of the Dyknin game

reveals the fact that its continuation set (which is equal to Ca) is determined by two

free-boundaries, and one of them can be easily computed (which only depends on u

and c). We further solve the Dynkin game by characterising its value function and

the other unknown free-boundary as the unique solution to a free-boundary prob-

lem with smooth-pasting conditions. With an application of the viscosity approach,

under the restriction to linear volatility and other regularity assumptions on u and

µ, it follows that V ∈ C1,2 in the closure of the inaction set Ca. Finally, we propose

that the candidate optimal control is the process that only increases when the state

process reaches the free-boundaries after a potential initial jump at time 0 and keeps

the state process within C̄a with the minimum effort. Its optimality is verified by

using the smoothness of V.

7



2

Optimal trading strategy under the support

and resistance line method

2.1 Introduction

Technical analysis (TA) is a method to identify trading opportunities by analysing

historical market data and price patterns. Some traders believe that by observing

key market indicators and charts (i.e. graphs of price data) they can predict future

price movement, and construct profitable trading strategies. TA is extremely pop-

ular among investors. In a survey of 678 fund managers Menkhoff [51] found that

86% of fund managers rely on TA as one of their investment tools. Hoffmann and

Shefrin [35] analyze survey responses from individual investors and report that 32%

use TA.

Through the continuous development of TA, numerous trading rules have been

introduced. For example, traders may generate buy/sell signals by comparisons of

short and long-term moving-averages; from breakthroughs of market support and

resistance levels; from so-called Bollinger bands, and from directional indicators.

In this chapter we study the support/resistance line method. Under this method,

traders usually buy (sell) an asset if its price goes below (above) a support (resis-

tance) level, or simply, “buy at low” (BL) and “sell at high” (SH). This is the

so-called standard trading rule. The support (resistance) line is viewed as a local

minimum (maximum) of the asset price over a period of time. However, when the

price goes substantially below (above) the support (resistance) line, it is said to

have broken-through the line and it is widely accepted that the support (resistance)

line will become the new resistance (support) line because of the negative (positive)

outlook for the asset resulting from such a price movement.

Despite the richness of technical trading strategies, many of them have been

criticised for being subjective and lacking mathematical justification. Furthermore,
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TA is also contentious due to the perception of conflict between its claimed predictive

power and the Efficient Markets Hypothesis (see Section 2 of Park and Irwin [53]

for more details). A key motivation for our analysis is to answer the question: if we

make reasonable assumptions about utility and stock price dynamics, can the model

make trading prescriptions in line with those of TA?

The vast majority of studies of TA devote their efforts to finding empirical evi-

dence for the profitability of technical trading rules by examining historical data. For

example, Brock, Lakonishok, and LeBaron [7] tested moving-average-type trading

rules and the support/resistance line method on the Dow Jones Industrial Average

on a time scale of 90 years. This study suggested that the technical trading strate-

gies considered there were significantly profitable. Based on a similar approach

but with the data taken from Asian markets, Bessembinder and Chan [4] further

confirmed the forecasting power of trading rules based on TA. Lo, Mamaysky, and

Wang [47] implemented an automatic trading algorithm based on more sophisticated

pattern-based trading rules (such as triangle, rectangle, and head-and-shoulders) by

using kernel regressions, and a significant profit was observed. Park and Irwin [53]

provided a comprehensive review of the literature on the profitability of TA and

concluded that more than half showed positive evidence, though many of them had

imperfections in their test procedures (for example, some ignored transaction costs).

Ebert and Hilpert [21] demonstrated that the market timing of technical trading

rules induced skewed trading profits. Popular rules were studied by a combination

of simple models, simulations and analysis of empirical data. They argued that

investors’ preference for positive skewness partially explained the popularity of TA.

Tremendous effort has also been made to build algorithms which implement

technical analysis-based trading strategies fast and accurately. For instance, Sezer,

Ozbayoglu, and Dogdu [64] designed a trading system based on a neural network

constructed by using technical trading rules (based on the simple moving average and

the relative strength index), and they showed the optimised system did outperform

a buy-and-hold strategy.

In contrast, very little research has been done on the mathematical modelling

side. Blanchet-Scalliet et al. [5] derived the optimal expected portfolio wealth at

some terminal time T where the underlying price process was assumed to have

a mis-specified drift from time 0 to an exponentially distributed random time τ ,

and (using Monte Carlo methods) they numerically compared it with the expected

portfolio wealth resulted from a simple moving-average trading strategy. Lorig,

Zhou, and Bin [48] studied a logarithmic utility maximization problem when trading

strategies are based on exponential moving averages of the price of an underlying

risky asset. De Angelis and Peskir [16] determined the optimal stopping time that

9
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minimised the expected absolute distance between the stock price and the unknown

support/resistance line which was assumed to be a random variable independent of

the price. Under an unrealistic constraint with only linear utility, Jacka and Maeda

[49] solved two linked optimal stopping problems with a model for the stock price

inspired by the support/resistance line method.

Nevertheless, this literature either focused on particular dynamics (e.g. De An-

gelis and Peskir [16]) or a specific utility function (e.g. Blanchet-Scalliet et al. [5]

and Lorig, Zhou, and Bin [48], Jacka and Maeda [49]).

Our aim in this chapter is to study the modelling of the support/resistance line

method and provide very general results for a wide class of dynamics and utility

functions. We will rigorously study its mathematical properties with a broad range

of reward functions with the aid of (what we like to think are elegant) probabilistic

arguments. We will show, under mild assumptions on reward functions and dynam-

ics, the C1 smoothness of the value function. Hence, we will prove the value function

is the solution to a generalized free boundary problem. Using these results, we show

how solutions of two relevant linked optimal stopping problems are found by solv-

ing two free boundary problems whose solutions are easily (numerically) computed.

Then, the resulting optimal trading strategy derived from various plausible choices

for price dynamics and the trader’s utility function will be contrasted with the stan-

dard trading rule. To the best of our knowledge, no literature to date attempts to

address these issues.

The stock price process may be described as follows. We assume there are

two regimes for the stock price process, termed the positive and negative regime

respectively. The dynamics of the stock price process are dependent on its current

regime. We further assume that there is an unobserved fixed price level located in

some known interval [L,H], and this price level is the support line if the stock is in

the positive regime and the resistance line if it is in the negative regime. The regime

changes from the negative (positive) to the positive (negative) regime if the stock

price crosses H(L) from below (above). So, when a transition of regimes occurs,

there is a reversal of the role of the resistance and support level in line with what

traders would expect. Note that the stock price process can be in either regime on the

interval (L,H), which provides the flexibility to move around the support/resistance

line without changing regimes. In an extended version of our model presented in

the next chapter, we explore two additional features - a partial reflection boundary

and an additional regime (the 0 regime) such that the the regime transitions to 0

from the positive regime after an exponential waiting time, and from 0, can only

transition to the negative regime by hitting L from above.

We emphasise that, in contrast to standard regime-switching models, the regime

10
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transition in our model is path-dependent and not specified by an exogenous Markov

chain. The path-dependent regime-changing can be viewed as a novel method of

introducing a market signalling effect into the price process (see Lehalle and Neuman

[44] for a different approach).

By making mild assumptions on dynamics, no-arbitrage can be ensured in our

main model (for a market consisting of a bond paying the risk-free rate and the

stock). A potential criticism of our class of models might be that the exogenous stock

price process reduces the economic credibility of our results and that a multiple-

agent-based model with an endogenous price for the stock would be more desirable.

We argue that, since endogenous specification of prices in a dynamic context usually

requires that agents, although they may differ as to their utilities, agree on the

probabilistic specification of the world, modelling a world where only some agents

believe in TA renders this approach non-viable and the best that can be achieved is

a price specification which is arbitrage-free and hence in dynamic equilibrium.

We stress that the optimal stopping problems presented here are not standard

since the stock price process is not a diffusion and the regime process on its own is

not Markovian.

The rest of this chapter proceeds as follows. In Section 2.2, we provide definitions

for key ingredients of the model and establish important mathematical properties.

In Section 2.3, we give some general results regarding the optimal stopping problem.

In Section 2.4, we describe and solve the seller’s problem and obtain the optimal

selling boundaries. In Section 2.5, we define and solve the buyer’s problem, which

provides the optimal buying boundaries. Finally, in Section 2.6, we analyse numeri-

cally the influence of the degree of relative risk aversion to optimal trading strategies

under different types of dynamics, and we will discuss the optimality of the stan-

dard trading rule within the context of our modelling. Section 2.7 contains some

supplementary results and proofs.

2.2 A path-dependent regime-switching model

Suppose for the stock price, there are two price levels L and H such that 0 < L <

H and two regimes: positive (denoted +) and negative (denoted −). We assume

there is a price level R located in (L,H) which is a support line if the stock price is

in the positive regime and becomes a resistance line if the stock transitions into the

negative regime. We emphasise that, at the point, the model does not dependent

on R explicitly (and the value of R is not specified). We will extend this setting by

including R in our model directly in Chapter 3.

We are given a stochastic process (S, F ) where S is the stock price process taking

11
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values in R+ = [0,∞) and F is a flag-process taking values in {−,+}. Then, the

law of S is given by the following (regime-dependent) SDE

dSt = µFt(St)dt+ σFt(St)dWt, (2.2.1)

for suitable Borel measurable real functions µ+, µ−, σ+, and σ− (hereafter referred

to collectively as the dynamics) defined on R+, and F is a piecewise constant process

which satisfies

Ft =



+ if Ft− = +, and St > L

+ if Ft− = −, and St = H

− if Ft− = −, and St < H

− if Ft− = +, and St = L,

(2.2.2)

where W denotes a one dimensional Brownian motion and t ∈ R+.

Thus the regime transitions happen when S hits L from above when S is in the

positive regime and when S hits H from below when S is in the positive regime.

It follows that the regime switching times are a sequence of stopping times which

depend on the path of S. Clearly, such a set-up gives a state space (E,B), where
E = [0, H)× {−} ∪ (L,∞]× {+} and B = B(R+)⊗ 2{+,−}.

To ensure the (weak) existence and uniqueness of (S, F ), we make the following

assumptions on the dynamics.

Assumption 2.2.1. Define M := {(x, f) ∈ E : σf (x) = 0} and

N := {(x, f) ∈ E :
∫
Nx
σ−2
f (y)dy = ∞, for any open set Nx in R+ containing x }.

Then,

M = N = {(0,−)}, (2.2.3)

{(x, f) ∈ E :

∫
Nx

µf (y)

σ2f (y)
dy <∞, for any open sets Nx containing x } = E \N.

(2.2.4)

It is useful to separately define the two ‘component’ diffusion processes S+ and

S− which are solutions of the following SDEs,dS
+
t = µ+(S

+
t )dt+ σ+(S

+
t )dWt,

dS−
t = µ−(S

−
t )dt+ σ−(S

−
t )dWt.

(2.2.5)

Note that, by Theorem 4.53 (2) of Engelbert and Schmidt [24], under Assumption

2.2.1, there exist solutions of (2.2.5) which are unique in law. ’To construct (S, F ) we

need versions of S+ and S−, killed on hitting L and H. We denote the infinitesimal

12



2. Optimal trading strategy under the support and resistance line method

generators of the killed processes by L+ and L− respectively.

Denoting the scale functions and speed measures in the two regimes by s± and

m± respectively, we assume:

Assumption 2.2.2. Khasminskii’s condition holds in the positive regime:∫ ∞

1
s′+(x)dx

∫ x

1
m′

+(y)dy = ∞. (2.2.6)

This implies the process S+ does not explode in finite time (see Rogers and

Williams [62] p.297), and hence S inherits this property. We will assume Assump-

tions 2.2.1 and 2.2.2 are in force in the rest of this chapter.

From Assumption 2.2.1. the Itô diffusions S+ and S− are regular except at 0

(i.e. Px(Sf hits y) > 0, for all x > 0 and y ≥ 0, for each f ∈ {+,−}).

Theorem 2.2.3. Under Assumptions 2.2.1 and 2.2.2, a (time-homogeneous) Markov

process (S, F ) satisfying (2.2.1) and 2.2.2) exists and is unique in law. It has in-

finitesimal generator L given by

Lg(x, f) = Lfg(x, f),

with D(L) = {g : gϵ(·, f) ∈ D(Lf ) for f = ±}. The process (S, F ) is Feller, and

thus has the strong Markov property, and is regular at all points in E except (0,−).

It follows from (2.2.1) that S is a continuous semimartingale. Moreover (S, F ) is

càdlàg.

The central idea of the proof of Theorem 2.2.3 is that we can glue the laws of

S+ and S− together at the stopping times corresponding to regime transitions. We

present the proof of Theorem 2.2.3 in Section 2.7.2.

From now on, we will work with a process (S, F ) which is defined on a filtered

probability space (Ω,F ,F = {Ft}t∈R+∪{∞},Px,f ), satisfying the usual conditions,

which supports a Brownian motion W . We stress that, by Assumption 2.2.1, either

(0,−) is inaccessible or is absorbing for (S, F ). We will consider both cases and dis-

tinguish the results where they are different. In the case where (0,−) is inaccessible

(e.g. S− is a geometric Brownian motion), the state space E may exclude (0,−),

but we trust that there is no prospect of confusion in still using E to denote the

state space.

Note that, for A ∈ F , we say A a.s. (or P-a.s.), if Px,f (A) = 1 for each (x, f) ∈ E.

For any A ∈ B, we define the hitting time of A by τA := inf{t ≥ 0 : (St, Ft) ∈ A}.
In the case of A ∈ B(R+), we denote by τ+A and τ−A the first time S enters A while

in the positive regime and negative regime respectively, e.g., τ+A := inf{t ≥ 0 :

13
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St ∈ A,Ft = +}. If A = {a} for some a ∈ R+, we simply use τ fa to denote τ fA,

f ∈ {+,−}. If A ∈ B(R+), we set τA := τ+A ∧ τ−A . According to Kallenberg [39],

since (S, F ) is a right-continuous adapted process, it is progressively measurable

(i.e., (S, F ) restricted to Ω × [0, t] is Ft ⊗ B[0, t]-measurable for every t ≥ 0) and

Theorem 7.7 in [39] ensures τA is a Markov time (a stopping time if τA is finite a.s.)

for any A ∈ B.
Let σ+A and σ−A denote the first hitting time by S+ and S− of a Borel measurable

set A respectively. We note that S has the same law as Sf until the first time that

the regime changes.

Theorem 2.2.3 identifies L, the infinitesimal generator of (S, F ). More generally,

let L denote the martingale generator of (S, F ), i.e. for a measurable function h, if

there is a measurable function g such that,
∫ t
0 |g(Ss, Fs)|ds < ∞ a.s. and for each

(x, f) ∈ E,

Mt := h(St, Ft)− h(x) +

∫ t

0
g(Ss, Fs)ds (2.2.7)

is a local martingale under each Px,f , then we say Lh = g and h ∈ D(L). Similarly,

for Sf , we denote its martingale generator by Lf . Note that if h ∈ C1 with absolutely

continuous first derivative, then Lfh = Lfh and that D(L) ⊂ D(L) by Proposition

1.7 in Chapter VII of [59].

Fix a positive constant r, which shall be understood as the “interest rate” in

later sections. Then, we define fundamental solutions, which we denote by ϕ+ and

ψ+ for (2.2.9), and ϕ− and ψ− for (2.2.10) as follow:

ψf (x) =

 Ex[e−rσcf ] if x ≤ cf

1

Ecf [e−rσx ]
if x > cf ,

ϕf (x) =


1

Ecf [e−rσx ]
if x ≤ cf

Ex[e−rσcf ] if x > cf ,
(2.2.8)

where c+ = H and c− = L. Note that ψf is increasing and ϕf is decreasing. Since

both the speed measures and scale functions are absolutely continuous with respect

to Lebesgue measure, fundamental solutions are solutions to the following ODEs:

L+v − rv = 0, (2.2.9)

L−v − rv = 0. (2.2.10)

2.3 The optimal stopping problems

We study two problems in this chapter. The first is called the seller’s problem.

In this problem, a trader initially holds the stock and seeks a selling time which gives

the maximum gains (utility in this chapter). The second one we term the buyer’s

problem : here a trader wants to maximise expected utility (gain) by first purchasing

14
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a stock and then selling it later. Both problems are formulated as optimal stopping

problems, and we will present some general results here.

We assume we have a gains function h : E → R+ and a discount rate r ≥ 0. We

introduce the following assumptions.

Assumption 2.3.1. h ∈ D(L) ∩ C(E), i.e. h is continuous and in the domain of

the martingale generator of (S, F ).

Remark 2.3.2. Note that if h : R+ → R and we extend its domain to E by setting

hE(x, f) = h(x) then hE satisfies Assumption 2.3.1 if h ∈ D(L+)∩D(L−)∩C(R+).

Henceforward, we believe there is no confusion caused by using the notation h

interchangeably with hE and we will assume that h is of this form, i.e. is independent

of F .

As we will see, the following assumption guarantees the finiteness of the value

function for our optimal stopping problems.

Assumption 2.3.3. Ex,f
[
supt≥0 |e−rth(St)|

]
<∞.

Remark 2.3.4. Assumption 2.3.1 holds for any h ∈ C2 by applying Itô’s formula for

semimartingales, and it holds even for h ∈ C1 where the first derivative is absolutely

continuous following an extended version of Itô’s formula (e.g. (45.9) Lemma in [62]

p.105). Conversely, if a function h can be written as the difference of two convex

functions , then h ∈ D(L) would imply h ∈ C1 by the Itô-Tanaka formula. We will

see that Assumption 2.3.1 is satisfied by the set-up of the seller/buyer’s problem.

The optimal stopping problem is defined by

V(x, f) := sup
τ

Ex,f [e−rτh(Sτ )], (P)

where the supremum is taken over all stopping times, and we call V(x, f) the value

function. We also look for the optimal stopping time τ∗ making

V(x, f) = Ex,f [e−rτ
∗
h(Sτ∗)]. (2.3.1)

The following lemmas are required for the proof of Theorem 2.3.7.

Lemma 2.3.5. Under Assumption 2.3.3, V(x, f) <∞ for any (x, f) ∈ E.

Proof. By definition,

V(x, f) = sup
τ

Ex,f [e−rτh(Sτ )] ≤ Ex,f
[
sup
τ
e−rτh(Sτ )

]
= Ex,f

[
sup
t
e−rth(St)

]
(2.3.2)

Hence, by Assumption 2.3.3, V(x, f) <∞. ♢
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Lemma 2.3.6. Under Assumption 2.3.1 and 2.3.3, the value function V(x, f) is

lower semicontinuous(
i.e. lim infy→xV(y, f) ≥ V(x, f)

)
.

Proof. By Assumption 2.3.3, we can apply Theorem 1 in Chapter 3 of [65] to see

V is the smallest excessive majorant of the gains function h. Then by Lemma 4 in

Chapter 3 of [65], since (S, F ) is a Feller process and h is bounded below by 0, V is

lower semicontinuous. ♢

Define the stopping set D and continuation set C by

D = {(x, f) ∈ [0,∞)× {+,−}|V(x, f) = h(x)}, (2.3.3)

C = {(x, f) ∈ [0,∞)× {+,−}|V(x, f) > h(x)}. (2.3.4)

As V is lower semicontinuous, D is closed and C is open. The following theorem

follows immediately from Shiryaev [65] Chapter 3, Theorem 3.

Theorem 2.3.7. For any gains function h satisfying Assumptions 2.3.1 and 2.3.3,

if τD < ∞ a.s. for every (x, f) ∈ E, the stopping time τD is optimal in the sense

that equation (2.3.1) holds.

By a well-known result (see Jacka and Norgilas [38] Theorem 2.10), e−rtV(St, Ft)

is the Snell envelope of the gains process e−rth(St) under Assumption 2.3.3, i.e.

e−rtV(St, Ft) = ess supτ≥t E[e−rτh(Sτ )|Ft], a.s. Moreover, standard theory of opti-

mal stopping (e.g. Theorem 2.2 of [56]) tells us that e−rtV(St, Ft) is a supermartin-

gale and the stopped process e−rt∧τDV(St∧τD , Ft∧τD) is a martingale. The theorem

below is a direct consequence of Theorem 3.11 in Jacka and Norgilas [38].

Theorem 2.3.8. Recall that L denotes the martingale generator of (S, F ). Under

Assumptions 2.3.1 and 2.3.3, LV(x, f)− rV(x, f) = 0 on C almost everywhere.

Proof. Fix (x, f) ∈ C. Theorem 3.11 in Jacka and Norgilas [38] states that, under

Assumption 2.3.3, h ∈ D(L) implies that V ∈ D(L). Thus

e−rt∧τDV(St∧τD , Ft∧τD) = V(x, f)+

∫ t∧τD

0
e−rsdMs+

∫ t∧τD

0
e−rs(L−r)V(Ss, Fs)ds.

(2.3.5)

Since e−rt∧τDV(St∧τD , Ft∧τD) is a martingale, we must have, for all t ≥ 0,∫ t

0
e−rs(L− r)V(Ss, Fs)1(Ss,Fs)∈Cds = 0 a.s. (2.3.6)
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Moreover, by the Doob-Meyer decomposition (e.g. Theorem 2.4 of [38]),
∫ t
0 e

−rs(L−
r)V(Ss, Fs)ds is the unique decreasing integrable variation process in the decompo-

sition of e−rtV(St, Ft). This implies LV(x, f) − rV(x, f) ≤ 0 a.e. on E, because

otherwise the compensator would be increasing on a set in which (S, F ) spends pos-

itive time with positive probability. If LV(x, f) − rV(x, f) < 0 on a subset of C

with positive measure, then with positive probability, there is a t such that∫ t

0
e−rs(L− r)V(Ss, Fs)1(Ss,Fs)∈Cds < 0. (2.3.7)

This leads to a contradiction. Thus, we have LV(x, f)− rV(x, f) = 0 on C almost

everywhere. We are left to verify the remaining assumption of Theorem 3.11 in

Jacka and Norgilas [38] — that (S, F ) is a right process, which is satisfied since

(S, F ) is Feller.

♢

If a processX starts at x in the boundary of the continuation region, C and enters

int(D) immediately with positive probability, then the smooth pasting principle is

often valid at x (see Section 9 in Peskir and Shiryaev [56]). The smooth pasting

principle is well established for one dimensional Itô diffusion processes (see e.g., Jacka

and Norgilas [38]), but not in greater generality. Nevertheless, since the process S is

an Ito diffusion before regime transitions, the smooth pasting principle indeed holds:

Theorem 2.3.9. Under Assumption 2.3.1 and 2.3.3, V ∈ C1(E \ {(0,−)}). In

particular, V is continuously differentiable (in x) at the boundary of C, ∂C, apart

from at (0,−).

Proof. The strategy is similar to the proof of Theorem 4.9 of Jacka and Norgilas

[38].

Fix f = + and x > L. Let s̃(x) := ψ+(x)/ϕ+(x), then s̃ is continuous and

increasing. Pick an arbitrary interval x ∈ [a, b] and a > L. Set τ := inf{t ≥ 0 : S =

a or S = b}.
By following the same argument as (4.14) - (4.15) in Jacka and Norgilas [38]

p.1884-p.1885, J(x) := V(x,+)/ϕ+(x) is s̃-concave. Let K : [s̃(a), s̃(b)] → R+ be

the function defined byK(x) := J ◦s̃−1(x). Then, K is concave andK(s̃(x))ϕ+(x) =

V(x,+). Further define Yt = s̃(St), and we have

e−rt∧τV(St∧τ ,+) = e−rt∧τϕ+(St∧τ )K(Yt∧τ ).

Set Nt := e−rtϕ+(St), which implies that Nt∧τ is a local martingale.1 Applying the

1Since changing the reference point ϕ will only replace it by fixed multiples (see, e.g. (50.5) p.293
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generalised Itô formula for convex/concave functions (see Revuz and Yor [59]) , we

have

K(Yt∧τ ) = K(Y0) +

∫ t∧τ

0
K ′

−(Ys)dYs −
∫ s̃(b)

s̃(a)
Lzt∧τν(dz), (2.3.8)

where Lzt is the local time of Yt at z, and ν is the measure corresponding to the

second derivative of −K in the sense of distribution. Therefore,

e−rt∧τV(St∧τ ,+) = N0K(Y0) +

∫ t∧τ

0
K(Ys)dNs

+

∫ t∧τ

0
K ′

−(Ys)(NsdYs + d[N,Y ]s) +

∫ t∧τ

0
NsdAs, (2.3.9)

whereAt :=
∫ s̃(b)
s̃(a) L

z
t ν(dz) is a continuous and increasing process. Note thatNt∧τYt∧τ =

e−rt∧τψ+(St∧τ ) is a local martingale. Hence,∫ t∧τ

0
NsdYs + [N,Y ]t∧τ = e−rt∧τψ+(St∧τ )−

∫ t∧τ

0
YsdNs, (2.3.10)

which again is a local martingale. Furthermore,∫ t

0
NsdAs = NtAt −

∫ t

0
AsdNs. (2.3.11)

So, we get

e−rt∧τV(St∧τ ,+) = V(x,+) +Mt∧τ −
∫ s̃(b)

s̃(a)
Nt∧τL

z
t∧τν(dz) (2.3.12)

for some local martingale M .

On the other hand, we know V ∈ D(L), thus,

e−rt∧τV(St∧τ ,+) = V(x,+) +MV
t∧τ +

∫ t∧τ

0
e−rs(L+ − r)V(Ss,+)ds, (2.3.13)

where MV is a local martingale. By the uniqueness of the Doob-Meyer decomposi-

tion, the finite variation terms of (2.3.12) and (2.3.13) must agree. Hence,∫ t∧τ

0
e−rs(L+ − r)V(Ss,+)ds = −

∫ s̃(b)

s̃(a)
e−rt∧τϕ+(St∧τ )L

z
t∧τν(dz) (2.3.14)

of [62]), WLOG, we can assume b < c+. Then, on {t < τ}, e−rtϕ+(St) = Ex[e−rσ
c+ |Ft], which is a

martingale. We can repeat the same argument to show e−rt∧τψ+(St∧τ ) is a martingale as well.
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Suppose ν({s̃(x)}) > 0 (i.e. K is not differentiable at s̃(x)). Then, (2.3.14) becomes

∫ t∧τ

0
e−rs(L+ − r)V(Ss,+)ds

= −e−rt∧τϕ+(St∧τ )
{
L
s̃(x)
t∧τ ν({s̃(x)}) +

∫ s̃(b)

s̃(a)
1z ̸=s̃(x)L

z
t∧τν(dz)

}
. (2.3.15)

We see the left hand side of (2.3.15) is absolutely continuous with respect to Lebesgue

measure. However, the right hand side is not absolutely continuous since the measure

induced by Ls̃(x) is singular with respect to Lebesgue measure.2 Hence, we obtain a

contradiction, which implies V(x,+) is differentiable at x since s̃ ∈ C1. Therefore,

as x is arbitrary and the left and right derivative of V(x,+) exist, we conclude

V(x,+) ∈ C1. The proof for V(x,−) is identical. ♢

Remark 2.3.10. We might extend the dynamics of S to have multiple regimes on

overlapping intervals in R+. The proof of Theorem 2.3.9 can be easily extended to

show that the C1 smoothness of the value function holds in this more general set-up.

We look for a measurable function v : E → R and a set D̃ such that v ∈ D(L)
and

Lv − rv = 0 in C̃, (2.3.16)

v|D̃ = h|D̃, (2.3.17)

∂v

∂x
|∂C̃ =

∂h

∂x
|∂C̃ , (2.3.18)

where C̃ := D̃c. By Theorem 2.3.8 and 2.3.9, the value function V and stopping set

D is a solution to a free boundary problem . Moreover, if the drifts and volatilities

are sufficiently smooth (so that fundamental solutions are C2), the usual argument

(e.g. Section 7.1 in Peskir and Shiryaev [56]) allows us to replace condition (2.3.16)

by ODEs (2.2.9) and (2.2.10).

We want to show that conversely, for our two problems the value function is the

unique solution to the free boundary problem. This is done in Section 2.4.3 for the

seller’s problem and in Section 2.5.2 for the buyer’s problem.

2For Brownian Motion, this is a standard result (see e.g. Theorem 9.6 in [40]). For a weak
solution of an SDE with zero drift, by considering it as a time-changed BM (with an absolutely
continuous time change) and applying Tanaka’s formula, we can prove its local time is a time-
changed BM local time and hence singular w.r.t to Lebesgue measure as well. Finally, applying the
relevant scale function to the weak solution of a general SDE leads to our claim.
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2. Optimal trading strategy under the support and resistance line method

2.4 The seller’s problem

Let u : [0,∞) → R+ denote a positive increasing function. A typical example of

u is a utility function, e.g. xγ for γ ∈ (0, 1). We assume

Assumption 2.4.1. u is C2 in (0,∞), so satisfies Assumption 2.3.1,

Moreover, we further assume u satisfies Assumption 2.3.3. Replacing the gains

function h in (P) by u, the seller’s problem is defined by (SP).

V(x, f) := sup
τ

Ex,f [e−rτu(Sτ )]. (SP)

It is important to note that there is a large class of utility functions which satisfy

these assumptions, but the following results hold even without assuming concavity.

By Theorem 2.3.7, an argmax of (SP) is given by τD. Our next step is to consider

what additional assumptions are needed on u to determine the shape of the stopping

set D.

2.4.1 Assumptions and their motivations

Our preliminary work, [49], fixed the gains function to be h : x 7→ x, and in this

case, by assuming µ− < r < µ+, it is clear that the sign of Lfh− rh is f .

We now discuss some reasonable assumptions to make on the sign of Lfu− ru.

Consonant with the description ‘negative regime’, we assume that the sign of L−u−
ru is −. Moreover, since we are primarily interested in the case where u is a utility

function, it is reasonable to posit that, for large x, the sign of L+u − ru is −. So,

we assume there is a constant A such that the sign of L+u− ru is + for x < A and

− for x > A. In short, we have:

Assumption 2.4.2.

L−u− ru < 0 in (0, H]. (2.4.1)

L+u− ru > 0 in [L,A). (2.4.2)

L+u− ru < 0 in (A,∞) (2.4.3)

for some A ∈ (L,∞).

We will solve the seller’s and buyer’s problem under these three assumptions on

the seller’s utility.

Remark 2.4.3. For some common choices of dynamics and utility functions (e.g. a

geometric Brownian motion with a power utility function), L+u− ru can only have
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2. Optimal trading strategy under the support and resistance line method

one sign. In this case, the optimal stopping time (in the positive regime) can be

proven to be either 0 or∞, which is neither very interesting nor realistic. We observe

that our assumptions are satisfied for a wide class of realistic dynamics and utility

functions.

Remark 2.4.4. For the geometric Brownian motion, there is a wide range of utility

functions which satisfies Assumption 2.4.2. For example, consider an exponential

utility function u(x) = 1−e−ax

a for a > 0. Then,

Lfu− ru = e−ax(−1

2
σfx

2a+ µfx+
r

a
)− r. (2.4.4)

For a ≥ 1, we can choose σf and µf such that Assumption 2.4.2 holds. Furthermore,

for power utility functions, we can overcome the problem of A being infinite by

imposing a selling boundary M (i.e. the seller is forced to clear the position when

the price reaches M), and only consider τ ≤ τM in (SP). By applying an analogous

argument to that seen in Section 2.4.2, we can show that the stopping set is {M}
in the positive regime and (0,m] in the negative regime. Then, we can propose

a candidate solution satisfying (2.3.16) - (2.3.18) with the martingale generator

replaced by the differential operator, which leads to a free boundary problem. By

mimicking the proof of Theorem 2.4.10, it is not hard to verify the candidate solution

is the value function. A more complete discussion can be found in [49]. We will

not study this case further since we would like to focus our attention on the more

interesting case where A <∞.

Remark 2.4.5. Note that neither does u being a utility function imply Assumption

2.4.2 nor the reverse.

Theorem 2.4.6. Suppose that, in addition, u satisfies

lim sup
x→∞

(
σ+(x)u

′(x)

u(x)

)2

<∞, (2.4.5)

and

there exists ϵ > 0 such that lim sup
x→∞

L+u(x)− (r − ϵ)u(x) < 0 (2.4.6)

then u satisfies Assumption 2.3.3.

See Section 2.7 2.7.1 for the proof.
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2.4.2 The shape of the stopping set, D

We define D+, C+ , D− and C− by

D+ = {x ∈ (L,∞)|V(x,+) = u(x)},

C+ = {x ∈ (L,∞)|V(x,+) > u(x)},

D− = {x ∈ [0, H)|V(x,−) = u(x)},

C− = {x ∈ [0, H)|V(x,−) > u(x)}.

It is clear that D = D+ × {+} ∪D− × {−} and C = C+ × {+} ∪ C− × {−}.

Theorem 2.4.7. Under Assumptions 2.3.1, 2.3.3, and 2.4.2, D+ = [B,∞) for

some B ∈ [A,∞), and D− = [0,m] for some m ∈ [0, H), or D− = (0,m] for some

m ∈ [0, H) in the case where 0 is inaccessible (with the convention that (0, 0] = ∅).

Proof. Before we start, recall D+ and D− are both closed as V is lower semicontin-

uous.

If ∃y ∈ (L,A) such that y ∈ D+, there is ϵ > 0 making L + ϵ < y < A − ϵ. Define

τ = τ+L+ϵ ∧ τ
+
A−ϵ. So St∧τ is an Itô diffusion staring at y with absorbing states L+ ϵ

and A− ϵ. Then, by Ito’s Lemma,

E(y,+)[e−rτu(Sτ )] = u(y) + E(y,+)
[ ∫ τ

0
e−rt(L+u(St)− ru(St))dt

]
> u(y) = V(y,+),

(2.4.7)

where the inequality follows from Assumption 2.4.2 (more specifically (2.4.2)). But

this contradicts the definition of V. Thus, D+ ∩ (L,A) = ∅.
Now, we need to show there are no ‘gaps’ in D+. Since C+ is open, it can be

written as a countable unions of (disjoint) open intervals. Let (y1, y2) be such an

interval with y1, y2 ∈ D+, and hence y2 > y1 ≥ A. Take any y ∈ (y1, y2) and define

τ = τ+y1 ∧ τ
+
y2 . It is obvious that

V(y,+) = E(y,+)[e−rτu(Sτ )] = u(y) + E(y,+)
[ ∫ τ

0
e−rt(L+u(St)− ru(St))dt

]
≤ u(y),

(2.4.8)

which contradicts the assumption that y ∈ (y1, y2) ⊂ C+. This implies that D+

must be an interval. Since D+ is closed, we complete our claim apart from the

special case where D+ is empty.

To prove D− is an interval, suppose there are y1, y2 ∈ D− such that H > y2 > y1 > 0

and (y1, y2) ⊂ C−. Take any y ∈ (y1, y2) and define τ = τ−y1 ∧ τ
−
y2 . It is obvious that

V(y,−) = E(y,−)[e−rτu(Sτ )] = u(y) + E(y,−)
[ ∫ τ

0
e−rt(L−u(St)− ru(St))dt

]
≤ u(y),

(2.4.9)
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but this contradicts the inequality V(y,−) > u(y) because y ∈ C−. Therefore, D−

is a closed interval.

Moreover,if (0,−) ∈ E, we must have e−rτu(Sτ ) = e−rτu(0) ≤ u(0) for all stopping

time τ . Hence, E(0,−)[supτ e
−rτu(Sτ )] ≤ u(0), which implies 0 ∈ D−.

So either D− = [0,m] for some m ∈ [0, H) or D− = [0, H). To rule out the latter

possibility, assume that it is true. Then ∀ϵ > 0, V(H − ϵ,−) = u(H − ϵ), which

implies limϵ→0V(H − ϵ,−) = u(H). However, because

V(H−ϵ,−) ≥ V(H,+)E(H−ϵ,−)[e−rτH1τH<τH/2
]+u(H/2)E(H−ϵ,−)[e−rτH/21τH/2<τH ],

(2.4.10)

taking ϵ to 0, we can see that

lim
ϵ→0

V(H − ϵ,−) ≥ V(H,+) > u(H),

as E(H−ϵ,−)[e−rτH1τH<τH/2
] converges to 1 and E(H−ϵ,−)[e−rτH/21τH/2<τH ] converges

to 0 by continuity of ϕ− and ψ−. Therefore, by contradiction, D− ̸= [0, H).

Next, suppose (0,−) /∈ E. This implies D− = (0,m] or D− = [n,m] for some n > 0.

Assume D− = [n,m] and fix x ∈ (0, n). Then, V (x,−) > u(x) since x ∈ C−.

However, since L−u− ru < 0 on (0, n), by Itô’s lemma,

V(x,−) = E(x,−)[e−rτnu(Sτn)]

= u(x) + E(x,−)
[ ∫ τn

0
e−rt(L−u(St)− ru(St))dt

]
≤ u(x), (2.4.11)

which leads to a contradiction. Thus, we must have D− = (0,m].

Finally, we shall rule out the case where D+ is empty. Suppose D+ = ∅. Denote

Dϵ := {(x, f) ∈ E;V(x, f) ≤ u(x)+ ϵ}. Since D− takes the form [0,m], we know Dϵ

decreases to D−×{−} as ϵ tends to 0. Hence, τDϵ converges to τD− a.s.. Therefore,

by the Dominated Convergence Theorem,

lim
ϵ↓0

Ex,f [e−rτDϵu(SτDϵ
)] = Ex,f [e−rτD−u(SτD− )] ≤ u(m). (2.4.12)

On the other hand,

Ex,f [e−rτDϵu(SτDϵ
)] ≥ Ex,f [e−rτDϵ (V(SτDϵ

, FτDϵ
)− ϵ)]

≥ Ex,f [e−rτDϵV(SτDϵ
, FτDϵ

)]− ϵ = V(x, f)− ϵ,

where the first inequality follows from the definition of Dϵ and the last equality

follows from Theorem 2 in Chapter 3 of Shiryaev [65]. Letting ϵ tend to 0, we find
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that

lim
ϵ↓0

Ex,f [e−rτDϵu(SτDϵ
)] ≥ V(x, f). (2.4.13)

Therefore, as the left hand side of (2.4.12) and (2.4.13) are the same, we have u(m) ≥
V(x, f) for any (x, f) ∈ E. However, since u is increasing, V(x, f) ≥ u(x) > u(m)

for any (x, f) ∈ E \ ([0,m]× {−}), which results in a contradiction. ♢

2.4.3 The value function

Recalling the definition of the free boundary problem (2.3.16)-(2.3.18), we have

shown that V is a solution to the free boundary problem (suitably modified when

m = 0, where the smooth pasting condition (2.3.18) only holds at B) provided we

interpret the ODEs as relating to the martingale generator.

Now we want to show that V is the unique classical solution of the free boundary

problem.

From now on, we assume

Assumption 2.4.8. µ± and σ± are α-Hölder continuous (for some α > 0).

We seek a pair of functions v(·, f) ∈ C2, constants B̂ ≥ A and m̂ < H, such that

L+v(·,+)− rv(·,+) = 0, in (L,B̂) (2.4.14)

L−v(·,−)− rv(·,−) = 0, in (m̂,H) (2.4.15)

v(B̂,+) = u(B̂), v(L,+) = v(L,−)1m̂<L + u(L)1m̂≥L, (2.4.16)

v(H,−) = v(H,+), v(m̂,−) = u(m̂), (2.4.17)

∂v

∂x
(x,+; B̂, m̂)

∣∣∣
x=B̂

= u′(B̂), (2.4.18)

∂v

∂x
(x,−; B̂, m̂)

∣∣∣
x=m̂

= u′(m̂) if m̂ > 0. (2.4.19)

∂v

∂x
(x,−; B̂, m̂)

∣∣∣
x=0+

≥ u′(0+) if m̂ = 0. (2.4.20)

Remark 2.4.9. If m̂ = 0, the boundary condition (2.4.17) is to be interpreted as:

v(H,−) = v(H,+), v(0+,−) = u(0+). (2.4.21)

The following theorem establishes that the value function has the desired prop-

erty.

Theorem 2.4.10. Under Assumptions 2.3.1, 2.3.3, 2.4.2, and 2.4.8, a (classical)

solution to the free boundary problem (2.4.14)-(2.4.19) exists. Let (B∗,m∗) and
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v(x, f ;B∗,m∗) denote the solution. Define V : E → R by:

V (x, f) =

{
v(x, f ;B∗,m∗) if x ∈ (L,B∗), f = + or x ∈ (m∗, H), f = −;

u(x) if x ∈ [B∗,∞), f = + or x ∈ [0,m∗], f = −.

(2.4.22)

Then, V = V on E and (B∗,m∗) = (B,m).

The following lemma provides sufficient conditions for a function to be the value

function.

Lemma 2.4.11. Let V (x, f) denote a function on E. Define Nt := e−rtV (St, Ft).

If N satisfies P1,P2 and P3 defined as follows:

P1. Nt is a class D supermartingale,

P2. ∃τ <∞ a.s. such that N0 = Ex,f [e−rτu(Sτ )],

P3. Nt ≥ e−rtu(St) for all t ≥ 0,

then, V (x, f) = V(x, f).

Proof. By the Optional Sampling Theorem for class D supermartingales (see Rogers

and Williams [61] pp.189), for any stopping time τ ,

V (x, f) = N0 ≥ Ex,f [e−rτV (Sτ , Fτ )] ≥ Ex,f [e−rτu(Sτ )], (2.4.23)

where the last inequality follows from P3. Since (2.4.23) holds for any τ , we get

V (x, f) ≥ V(x, f). On the other hand, by P2, for some τ ,

V (x, f) = N0 = Ex,f [e−rτu(Sτ )],

and hence V (x, f) ≤ V(x, f). ♢

We can now give the proof of Theorem 2.4.10.

Proof of Theorem 2.4.10 . We first prove that V solves the free boundary problem.

Supposem > 0. Since the dynamics are Hölder-continuous and L± are uniformly

elliptic, by the continuity of V, we can apply usual argument to prove that V solves

the Dirichlet problem (and gives a classical solution) on the continuation set by

fixing m̂ = m and B̂ = B. Moreover, Theorem 2.3.9 implies that the (2.4.18) and

(2.4.19) hold.

Supposem = 0. Then it is possible that L− is elliptic on (0, H) but not uniformly.

In this case, some general results (e.g. Theorem 6.25 of Gilbarg and Trudinger [34])
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can be adapted to show thatV still solves the Dirichlet problem in the classical sense.

Therefore, this proves the existence of a solution to the free boundary problem.

We move on to show every solution to the free boundary problem equals to the

value function.

Let v denote a solution to the free boundary problem with boundaries B∗ and

m∗. Define Nt := e−rtV (St, Ft) where V is defined by (2.4.22). According to Lemma

2.4.11, to show V is the value function, it is sufficient to prove N satisfies P1-P3.

Firstly, it is obvious that V (0,−) = u(0) = V(0,−). Now, take an arbitrary initial

position (x, f) ∈ E \ {(0,−)}.
(P1) As v(x,+) and v(x,−) are C2 on compact domains, they are bounded by some

finite constant M . So,

|Nt| = e−rt|V (St, Ft)| ≤ e−rt(|M | ∨ |u(St)|) ≤ |M | ∨ e−rt|u(St)|. (2.4.24)

Hence,

Ex,f [sup
τ

|Nτ |] ≤ Ex,f [|M | ∨ sup
τ
e−rτ |u(Sτ )|] ≤ |M |+ Ex,f [sup

τ
e−rτ |u(Sτ )|] <∞,

(2.4.25)

which implies that Nt is of class D.

Now, we are going to showNt is a supermartingale. Using Peskir’s change-of-variable

formula with local time (see [54]), as St is a continuous semimartingale and V (x, f)

is a piecewise C2 function of x given f , it follows that

dNt =e
−rt

[(
− rV (St,+) + L+V (St,+)

)
1{Ft=+,St ̸=B∗}dt

+
(
− rV (St,−) + L−V (St,−)

)
1{Ft=−,St ̸=m∗}dt

+
∂V

∂x
(St, Ft)σFt(St)1(St,Ft)/∈{(B∗,+),(m∗,−)}dWt

+
1

2

(∂V
∂x

(m∗+,−;m∗, B∗)− ∂V

∂x
(m∗−,−;m∗, B∗)

)
1{Ft=−,m∗ ̸=0}dl

m∗
t (S)

+
1

2

(∂V
∂x

(B∗+,+;m∗, B∗)− ∂V

∂x
(B∗−,+;m∗, B∗)

)
1Ft=+dl

B∗
t (S)

]
,

(2.4.26)

where dlat (S) is the measure induced by the local time of S at the point a. By

the smooth pasting conditions (2.4.18) and (2.4.19), the local time terms in (2.4.26)

disappear. Recall v(x,±) satisfies ODEs (2.4.14) and (2.4.15) respectively. By the
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construction of V , equation (2.4.26) becomes

dNt =e
−rt

[(
L−u(St)− ru(St)

)
1(Ft=−,St<m∗)dt+

(
L+u(St)− ru(St)

)
1(Ft=+,St>B∗)dt

+
∂V

∂x
(St, Ft)σFt(St)1(St,Ft)/∈{(B∗,+),(m∗,−)}dWt

]
.

Since L−u− ru ≤ 0 on [0,m∗] and L+u− ru ≤ 0 on [B∗,∞), we can conclude that

the drift terms are non-positive. Moreover, we can find a localising sequence for the

dWt term such that the stopped process is a martingale. Thus, we conclude that Nt

is a local supermartingale. Since it is also class D, Nt is therefore a supermartingale.

(P2) Define τm
∗

B∗ := inf{t ≥ 0;St ≤ m∗ if Ft = − or St ≥ B∗ if Ft = +}. Suppose

for the starting position (x, f) we have that x ≥ m∗ if f = − and x ≤ B∗ if f = +.

Applying Itô’s formula to Nt∧τm∗
B∗

, we obtain:

dNt∧τm∗
B∗

= 1t<τm
∗

B∗
e−rt

[(
L−v(St,−)− rv(St,−)

)
1(Ft=−)dt

+
(
L+v(St,+)− rv(St,+)

)
1(Ft=+)dt+

∂v

∂x
(St, Ft)σFt(St)dWt

]
. (2.4.27)

Again, by (2.4.14) and (2.4.15), the drift terms vanish, which implies Ex,f [Nt∧τm∗
B∗

] =

N0. Thus, Ex,f [Nτm
∗

B∗
] = N0 by the Dominated Convergence Theorem.

(P3) It is sufficient to show v(x,+) ≥ u(x) on [L,B∗] and v(x,−) ≥ u(x) on [m∗, H].

We start by proving the second inequality. Define g(x) := v(x,−) − u(x). Now we

further define gϵ(x) := g(x) + ϵu(x) for ϵ < 1. Hence,

L−gϵ − rgϵ = (1− ϵ)(ru− L−u) ≥ 0.

Therefore, L−gϵ − rgϵ ≥ 0 on (m∗, H]. Moreover, we have gϵ(m
∗
+) = ϵu(m∗

+) ≥ 0,

and ∂gϵ
∂x

∣∣∣
x=m∗

+

= v′(m∗
+)−u′(m∗

+)+ϵu(m
∗
+) ≥ ϵu(m∗

+) > 0. By the strong maximum

principle (see, e.g. Theorem 6.2.3 in [32]), gϵ has no positive maximum on (m∗, H).

So gϵ must be increasing and hence positive. Let ϵ tend to 0 to see that g ≥ 0.

Therefore, v(x,−) ≥ u(x).

To show v(x,+) ≥ u(x) on [L,B∗], we can now define g by g(x) := v(x,+) − u(x)

so g satisfies L+g − rg ≤ 0 on (L,A] and L+g − rg ≥ 0 on [A,B∗].

For x ∈ [A,B∗], define gϵ(x) = g(x) + ϵϕ+(x). Hence,

L+gϵ − rgϵ = ru− L+u ≥ 0.

Therefore, L+gϵ − rgϵ is non-negative on [A,B∗]. Moreover, we have gϵ(B
∗) =

ϵϕ+(B
∗) > 0, and ∂gϵ

∂x

∣∣∣
x=B∗

= ϕ′−(B
∗) < 0. By the strong maximum principle, there
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is no positive maximum of gϵ on (A,B∗). So gϵ must be strictly decreasing and

hence positive. Let ϵ tend to 0 to see g ≥ 0 on [A,B∗] .

Finally, for x ∈ [L,A], we know L+g− rg ≤ 0 and g(A) ≥ 0. We further notice that

v(L,+) = u(L)1m∗≥L + v(L,−)1m∗<L ≥ u(L) since we have shown that v(x,−) ≥
u(x). Thus, by the strong minimum principle, there is no negative minimum of g

on (L,A), which ensures g ≥ 0. So we conclude that v(x,+) ≥ u(x) on [L,A]. ♢

2.4.4 An example

Here we present a simple example where we calculate all quantities in closed form.

Section 2.6 will present a numerical approach to treat more realistic examples.

Example 2.4.12. Let u(x) = xγ, γ ∈ (0, 1). We take µ−(x) = µ−x, σ−(x) = σ−x,

µ+(x) = µ+(x + 1), σ+(x) = σ+x, where µ−, µ+, r, σ− and σ+ are all positive

constants. It is not hard to see that Assumption 2.3.1, 2.3.3, 2.4.2 and 2.4.8 all

hold. To have a closed form solution, we further assume µ+ = σ2+ = r = c (later in

Section 6 we will relax this assumption to obtain numerical solutions).

Thus, we can find the value function by solving the free boundary problem.

The ODE

L−v − rv =
1

2
σ2−x

2v′′(x) + µ−xv
′(x)− rv(x) = 0,

admits a general solution of the form v(x,−) = C3x
α+C4x

β where α and β are the

roots of 1
2σ

2
−x

2 + (µ− − 1
2σ

2
−)x− r = 0. The ODE

L+v − rv =
1

2
rx2v′′(x) + r(x+ 1)v′(x)− rv(x) = 0

has general solution v(x,+) = C1(x−1)e
2
x +C2(x+1). Now, set γ = 0.8, µ− = 1/30,

σ2− = 1/30, r = 0.1, L = 1, and H = 2. After some calculations, one obtains

A = 20/7 and v(x,−) = C3x
−3+C4x

2. Assume m∗ ≥ 1, we compute the value of B∗

by condition (2.4.16) and (2.4.18). Numerical approximation gives B∗ = 3.839282

and v1(x,+) = 0.1075171(x− 1)e
2
x +0.5(x+1). Therefore by (2.4.17) and (2.4.19),

we compute m∗ = 1.775502 and v1(x,−) = 2.126333x−3 + 0.3816175x2. Thus, by

Theorem 2.4.10, we derive the value function V(x, f):

V(x, f) =


0.1075171(x− 1)e

2
x + 0.5(x+ 1) if x ∈ (1, 3.839282), f = +

2.126333x−3 + 0.3816175x2 if x ∈ (1.775502, 2), f = −
x0.8 otherwise.

(2.4.28)

The optimal strategy is to sell the stock when its price is higher than 3.839282 in the
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2. Optimal trading strategy under the support and resistance line method

positive regime or lower than 1.775502 in the negative regime.

2.5 The buyer’s problem

If traders want to find the best time to purchase a stock and sell it later to

maximise their incremental expected utility, they will try to solve the following

double optimal stopping problem:

Vp(x, f) := sup
τ1<τ2

Ex,f [e−rτ2u(Sτ2)− e−rτ1u(Sτ1)]. (2.5.1)

In other words, we would like to maximize the marginal difference of the utility

between buying and selling, where τ1 (resp. τ2) is interpreted as the buying (resp.

selling) time. We call this the buyer’s problem. By Lemma 2.7.1, the buyer’s problem

admits an equivalent formulation given by

Vp(x, f) := sup
τ

Ex,f [e−rτ{V(Sτ , Fτ )− u(Sτ )}], (BP)

where V is the value function from the seller’s problem (SP). From now on, we work

on the equivalent formulation (BP) .

Let g(x, f) := V(x, f) − u(x). Thus g(x, f) is the gains function and for fixed

f , it is a C1 and piecewise C2 function on R+, which has value 0 on [0,m]× {−} ∪
[B,∞)×{+} and is positive elsewhere. We can see that g satisfies Assumptions 2.3.1,

2.3.3 (see Lemma 2.7.2). Moreover, by Assumption 2.4.2, g satisfies the following

conditions

L+g(x,+)− rg(x,+) < 0 for x ∈ (L,A). (2.5.2)

L+g(x,+)− rg(x,+) > 0 for x ∈ (A,B). (2.5.3)

L−g(x,−)− rg(x,−) > 0 for x ∈ (m,H). (2.5.4)

Let Dp and Cp denote the stopping set and continuation set for the buyer’s

problem. By Theorem 2.3.7, since Assumptions 2.3.1 and 2.3.3 hold, τDp is an

optimal stopping time.

2.5.1 The shape of the stopping set Dp

Analogously to the seller’s problem, we define the stopping sets D+
p and D−

p .

Theorem 2.5.1. Under Assumptions 2.3.1, 2.3.3, and 2.4.2, D+
p = [a, b] for some

a, b with L < a < b ≤ A. Moreover, D−
p = {0} if 0 is absorbing and D−

p = ∅ if 0 is

inaccessible.
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2. Optimal trading strategy under the support and resistance line method

Proof. Suppose 0 is absorbing. If S0 = 0, then g(St, Ft) = 0 for any t and hence

Vp(0,−) = 0 = g(0,−), which implies 0 ∈ D−
p . If x ∈ (0,m], set τ := τ−m+H

2

∧ τ−0 .

Then, E[e−rτg(Sτ , Fτ )] > 0 = g(x,−). SoD−
p ∩(0,m] = ∅. Moreover, for x ∈ (m,H),

we can define τ := τ−m ∧ τ−H . Then by (2.5.4),

Ex,−[e−rτg(Sτ , Fτ )] = g(x,−) + Ex[
∫ τ

0
L−g(S−

t ,−)− rg(S−
t ,−)dt] > g(x,−).

(2.5.5)

Thus, D−
p ∩ (m,H) = ∅, and this shows D−

p = {0} if 0 is absorbing and D−
p = ∅ if 0

is inaccessible.

For D+
p , suppose it is empty. Then, τDp = τ0, which implies V = 0 on E.

However, this contradicts the definition of C+
p because g(x,+) > 0 = V(x,+) for

x < B. Thus, D+
p ̸= ∅.

Since g(x,+) = 0 in [B,∞), it is clear that D+
p ∩ [B,∞) = ∅. By (2.5.3), we can

make a very similar argument to show D+
p ∩ (A,B) = ∅. Now we claim D+ is an

interval. If it is not, then there exist L < y1 < y < y2 ≤ A such that y1, y2 ∈ D+
p

and y ∈ (y1, y2) ⊂ C+
p . Let τ := τ+y1 ∧ τ

+
y2 . It is clear that, by Theorem 2.3.7 and

(2.5.2), we have

Vp(y,+) = Ey,+[e−rτg(Sτ , Fτ )]

= g(y,−) + Ex[
∫ τ

0
L+g(S+

t ,+)− rg(S+
t ,+)dt] < g(y,−). (2.5.6)

By contradiction, D+
p must be an interval.

Now we claim that L is not an endpoint of D+
p . Suppose that D+

p is of the form

(L, b] for some b ∈ (L,A] (we know D+
p is closed). Then limx→LVp(x,+) =

limx→L g(x,+) = g(L,−). However we also have

Vp(x,+) ≥ Vp(L,−)Ex[e−rτ
+
L 1τ+L<t

+
A
] + g(A,+)Ex[e−rτ

+
A 1τ+L<t

+
A
]. (2.5.7)

Letting x decrease to L in (2.5.7), we can conclude limx↓LVp(x,+) ≥ V(L,−) >

g(L,−) (since L /∈ D−
p ), which gives a contradiction. Therefore D+

p has to be of the

form [a, b], where L < a < b ≤ A. ♢

Thus, the trader should only buy the stock when it is in the positive regime and

its price falls into the interval [a, b].

Note that b > L. If the initial position x is greater than b and the stock is in the

positive regime, then we will stop before S hits L, which means no regime transition

can occur. This contradicts the TA principle of “buy low” and makes the value of

Vp on [b,∞) easy to compute.
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Lemma 2.5.2. Vp(x,+) = g(b,+)
ϕ+(b) ϕ+(x) for x ∈ [b,∞).

Proof. Let x ∈ [b,∞). Then, Vp(x,+) = Ex,+[e−rτbg(Sτb , Fτb)] = Ex[e−rσbg(S+
σb
,+)]

= g(b,+)Ex[e−rσb ]. By the strong Markov property, ϕ+(x) = Ex[e−rσb ]ϕ+(b). Thus,
Vp(x,+) = g(b,+)

ϕ+(b) ϕ+(x). ♢

2.5.2 The value function

Analogously to the seller’s problem, the free boundary problem corresponding

to the buyer’s problem is as follows. We look for a pair of functions v(x, f) ∈ C2,

constants â ≥ L and b̂ ∈ (â, A], such that

L+vp(·,+)− rvp(·,+) = 0, in (L, â) (2.5.8)

L−vp(·,−)− rvp(·,−) = 0, in (0, H) (2.5.9)

vp(â,+) = g(â,+), vp(L,+) = vp(L,−) (2.5.10)

vp(H,−) = k(â, b̂), vp(0,−) = 0, (2.5.11)

∂vp
∂x

(x,+)
∣∣∣
x=â

= g′(â,+), (2.5.12)

∂

∂x

g(b̂,+)

ϕ+(b̂)
ϕ+(x)

∣∣∣
x=b̂

= g′(b̂,+), (2.5.13)

where k(â, b̂) := vp(H,+)1{H≤â} + g(H,+)1{â<H≤b̂} +
g(b̂,+)

ϕ+(b̂)
ϕ+(H)1{b̂<H}.

We are now ready to present the main result in this section: the solution to the

buyer’s problem.

Theorem 2.5.3. Under Assumption 2.3.1, 2.3.3, 2.4.2, and 2.4.8, the free boundary

problem defined via conditions (2.5.8) to (2.5.13) admits a solution vp, a
∗, and b∗.

Moreover, Vp(x, f) defined by (2.5.14) is equal to the value function Vp(x, f) and

τ := τ+[a∗,b∗] is the optimal stopping time in (BP).

Vp(x, f) =


vp(x, f ; a

∗, b∗) if x ∈ (L, a∗], f = + or x ∈ [0, H), f = −,
g(x,+) if x ∈ (a∗, b∗], f = +,
g(b∗,+)
ϕ+(b∗) ϕ+(x) if x ∈ (b∗,∞), f = +.

(2.5.14)

Proof. By Theorem 2.3.8, 2.3.9, and 2.5.1, Vp is indeed a solution to the free bound-

ary problem.

Conversely, let (x, f) ∈ E \{(0,−)} and assume we have a solution denote by vp,

a∗, and b∗ to the free boundary problem. Define Nt := e−rtVp(St, Ft). According to

Lemma 2.4.11, to show Vp is the value function, it is sufficient to prove N satisfies

P1-P3.
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(P1) |Vp| is bounded by some constant K. So Ex,f [supτ Nτ ] ≤ K, which implies

class D. Using Peskir’s change-of-variable formula with local time (see [54]), as St is

a continuous semimartingale and Vp(x, f) is a piecewise C2 function of x given f, it

follows That

dNt =e
−rt

[(
− rVp(St,+) + L+Vp(St,+)

)
1{Ft=+,St ̸=a∗}1{Ft=+,St ̸=b∗}dt

+
(
− rVp(St,−) + L−Vp(St,−)

)
1{Ft=−}dt

+
∂Vp
∂x

(St, Ft)σFt(St)1(St,Ft)/∈{(a∗,+),(b∗,+)}dWt

+
1

2

(∂Vp
∂x

(a∗+,+; a∗, b∗)− ∂Vp
∂x

(a∗−,+; a∗, b∗)
)
1Ft=−dl

a∗
t (S)

+
1

2

(∂Vp
∂x

(b∗+,+; a∗, b∗)− ∂Vp
∂x

(b∗−,+; a∗, b∗)
)
1Ft=+dl

b∗
t (S)

]
.

(2.5.15)

By the smooth pasting principle (2.5.12) and (2.5.13), the local time terms in (2.5.15)

disappear. Recall vp satisfies (2.5.8) and (2.5.13). By the construction of Vp, equa-

tion (2.5.15) becomes

dN i
t = e−rt

[(
L+g(St,+)− rg(St,+)

)
1(Ft=+,a∗<St<b∗)dt

+
∂Vp
∂x

(St, Ft)σFt(St)1(St,Ft)/∈{(a∗,+),(b∗,+)}dWt

]
. (2.5.16)

Since L+g(x,+)− rg(x,+) < 0 on [a∗, b∗], we can conclude the drift terms are non-

positive. Moreover, by smoothness of vp and g, we have
∂Vp
∂x (St, Ft)1(St,Ft)/∈{(a∗,+),(b∗,+)}

is locally bounded. We also have σ± is bounded locally. These together imply that

the dWt term is a local martingale. Thus, we conclude that Nt is a local super-

martingale. Since N is class D, it is also a supermartingale.

(P2) Define τa
∗

b∗ := inf{t ≥ 0;St ≤ a∗ if Ft = + or St ≥ b∗ if Ft = +}. Suppose for

the initial position (x, f) we have that x ≤ a∗ or x ≥ b∗ when f = +. Applying Ito’s

formula to Nt∧τa∗
b∗
, we can get

dNt∧τa∗
b∗

=1t<τa∗
b∗
e−rt

[(
L−vp(St,+)− rvp(St,+)

)
1{Ft=+,St≤a}dt

+
(
L−vp(St,−)− rvp(St,−)

)
1{Ft=−}dt

+
(
L+ g(b

∗,+)

ϕ+(b∗)
ϕ+(St)− r

g(b∗,+)

ϕ+(b∗)
ϕ+(St)

)
1{Ft=+,St≥b}dt

+
(∂vp
∂x

(St, Ft)σFt(St)1St≤a +
g(b∗,+)

ϕ+(b∗)
ϕ′+(St)1St≥b

)
dWt

]
.

Again by (2.5.8) and (2.5.9), the drift terms vanish, which implies Ex,f [Nt∧τa∗
b∗
] = N0

as the expectation of the dWt term should be 0. Let t tend to infinity to see that

Ex,f [Nτa
∗

b∗
] = N0 by dominated convergence theorem. For other initial positions
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(x, f), it is trivial that Nτa
∗

b∗
= N0, which also leads to Ex,f [Nτa

∗
b∗
] = N0.

(P3) It is sufficient to show vp(x,−) ≥ g(x,−) on [m,H], vp(x,+) ≥ g(x,+) on

[L, a∗], and g(b∗,+)
ϕ+(b∗) ϕ+(x) ≥ g(x,+) on [b∗, B]. We start with proving the third

inequality. Define h(x) := g(b∗,+)
ϕ+(b∗) ϕ+(x) − g(x,+), and we have L+h − rh ≥ 0 on

[b∗, A] and L+h− rh ≤ 0 on [A,B]. Now we further define hϵ(x) := h(x) + ϵψ+(x).

Hence

L+hϵ − rhϵ = L+h− rh ≥ 0 on [b∗, A].

By the strong maximum principle, there is no positive maximum on (b∗, A). Because

hϵ(b) > 0 and h′ϵ(b) > 0, hϵ must be strictly increasing and hence positive. Let ϵ tend

to 0 to see h ≥ 0. Therefore, g(b∗,+)
ϕ+(b∗) ϕ+(x) ≥ g(x). Moreover, as L+h − rh ≤ 0 on

[A,B], by the strong minimum principle, there is no negative minimum on (A,B).

As h(A) ≥ 0 and h(B) > 0, we can see h(x) ≥ 0 on [A,B].

To show vp(x,+) ≥ g(x,+) on [L, a∗], we first define h(x) := vp(x,+) − g(x,+).

Then, further define hϵ(x) := h(x) + ϵϕ+(x). Hence we have

L+hϵ − rhϵ = L+h− rh ≥ 0 on [L, a∗]

By the strong maximum principle, there is no positive maximum on (b∗, A). More-

over, hϵ(a) > 0 and h′ϵ(a) < 0, we must have hϵ being strictly increasing and hence

positive. Let ϵ tend to 0 to see h ≥ 0.

Finally, we can define h(x) := vp(x,−)− g(x,−). Then, L−hϵ − rhϵ ≤ 0 on [m,H].

By strong minimum principle, there is no negative minimum on (m,H). However,

since h(H) = vp(H,+) − g(H,+) ≥ 0 and h(m) ≥ vp(m,−) > 0, h must stay

non-negative, i.e. h(x) ≥ 0 on [m,H].

♢

2.5.3 Example 2.4.12 revisited

Example 2.5.4. Recall Example 2.4.12. We now solve the purchase problem. By

Theorem 2.5.3, we can compute a∗ = 1.1632 and b∗ = 2.1686. Thus, the value

function is given below.

Vp(x, f) =


0.0408(x− 1)e

2
x + 0.0138(x+ 1) if x ∈ (1, 1.1632), f = +

0.1075(x− 1)e
2
x + 0.5(x+ 1)− x0.8 if x ∈ [1.1632, 2.1686], f = +

−0.1858(x− 1)e
2
x + 0.1858(x+ 1) if x ∈ (2.1686,∞), f = +

0.0277x2 if x ∈ (0, 2), f = −
(2.5.17)
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2.6 Optimal trading strategies and degrees of relative risk aversion

In the preceding we identified four price levels, namely B,m, b, a, which together

determine the optimal trading strategies. In this section, we explore the relation

between these price levels and degrees of relative risk aversion. To do this, we

first need to implement an algorithm which allows us to estimate these stopping

boundaries numerically.

2.6.1 The numerical algorithm

The algorithm needs to numerically solve two free boundary problems defined via

(2.4.14)-(2.4.19) and (2.5.8)-(2.5.13). Essentially, for each free boundary problem, we

need to solve two linear second order ODEs that are linked via boundary conditions

where the boundaries are estimated simultaneously. The numerical methods for

solving an ODE are well established. For each iteration with a different boundary

value, we numerically solve the corresponding boundary value problem (BVP) and

check the smooth pasting condition. In the case where the boundary condition is

given by the solution of the other BVP (e.g. v(L,+) = v(L,−)), we have to loop

through different values of the boundary, and in every iteration, we numerically

solve the linked BVPs with the aid of the smooth pasting conditions and check the

boundary condition.

Figure 1 provides more details about the algorithm implemented for the seller’s

problem. Essentially, we begin with the assumption that m ≥ L so that the BVP for

the positive regime can be solved in isolation, which gives v(x,+). Then, we compute

v(x,−) and check whether m ≥ L. If not, then we have to set initially the boundary

condition v(L,±) = u(L) and continue the computation as Figure 1 indicates until

the boundary condition v(H,+) = v(H,−) is (approximately) satisfied. Whenever

“compute” appears in Figure 1, we mean numerically solve the related BVPs.

In the following sections, we take the utility function to be a power function

of the form u(x) = xγ and the dynamics in the negative regime are of the form

µ−(x) = µ−x and σ−(x) = σ−x.

2.6.2 Affine drift with linear volatility

Recall the example studied in Section 2.4.4 and 2.5.3 where we have parameters

µ±, σ± and c. Table 1 summarises the values of all parameters. Note the assumption

µ+ = σ2+ = r = c is relaxed. We vary γ between 0.7 and 0.95. Then, we can compute

B,m, b, a accordingly. The results are plotted in Figure 2 where the solid horizontal

line is the reference line representing L = 1.
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Figure 1: Flow chart of the algorithm used to solve the seller’s problem.

Table 1: Parameter values.

µ+ µ− σ2+ σ2− c r L H

0.15 1/30 0.1 1/30 0.16 0.15 1 2

We observe some patterns in Figure 2. For the seller’s problem, as γ increases,

B increases exponentially fast, and m decreases roughly linearly and never drops

below L. Moreover, for the buyer’s problem, as γ increases, b increases exponen-

tially fast and a increases approximately linearly. These patterns can be explained

qualitatively. Since 1−γ is equal to the relative risk aversion for the power utility, as

γ increases, the degree of risk aversion decreases. Therefore, as γ increases, traders

are content to take more risk, which implies optimally traders shall sell at a higher

profit-taking boundary B, or a lower stop-loss boundary m. Similarly, the increase

of b and decrease of a are easily understood.

From Figure 2, we can clearly see how the magnitude of the trader’s risk pref-

erence influences the optimal trading strategies. When a trader is risk-neutral, as

Jacka and Maeda [38] observe, the profit-taking boundary B is equal to infinity.

Then, as the trader becomes more risk-averse, B quickly decreases to a comparably

small level . On the other hand, the stop-loss boundary m is relatively stable with
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Figure 2: Values of B,m, b, a against γ.

regard to the change of risk aversion.

We are now at a good point to explain the relation between the standard trading

rule (recall trading strategies BL and SH from Section 1) and the optimal solution

derived in our model. If traders follow BL (SH), they should buy (sell) at a price

between 1 and 2 in the positive (negative) regime. Assuming that the trader’s γ is

below 0.75, we can see that, since a is close to 1 and b is close to 2, BL would result in

the trader behaving approximately optimally. However, in the negative regime, the

optimal trading strategy looks very different from SH, because the trader optimally

sells at any price below m (instead of only at points between 1 and 2) and does

not sell at price levels above m. Hence, there is disagreement between the standard

trading rule and the optimal trading strategy under this model.

How should we understand this? Technical analysts think of a resistance line as a

reflecting boundary, i.e. the price must go down once it reaches this price level. This

naturally leads to arbitrage opportunities — there is no EMM for such a model—

it would clearly be optimal to sell the stock at the resistance line since the price

is guaranteed to go no lower and may rise. However, our model does not permit

arbitrage. (In Chapter 3 we will extend the model to include such a partial reflection

boundary). Our stock dynamics model the idea of the resistance line being broken-

through (the old resistance line becomes the new support after it is broken from

below), which is compatible with technical analysis. This explains why sell-at-high
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Table 2: Parameter values.

µ+ µ− σ2+ σ2− c r L H

0.1 1/30 0.1 1/30 0.7 0.1 1 2

is not the best trading strategy in our model. Indeed, no matter how strong the

downwards drift around the resistance line, Theorem 2.4.10 tells us that it is optimal

not to sell when the price is near H in the negative regime.

We can provide another viewpoint on the inconsistency raised from the negative

regime. Since traders know the possibility of a break-through in our model, the

optimal strategy takes this into account. When the stock price goes above m in the

negative regime, it is likely that there will be a break-through. Hence, the current

resistance can be thought of as the future support, which means “not selling” by SH

because the trader now believes the stock is soon going to enter the positive regime.

Our analysis provides some evidence that, under the possibility of a break-

through, the standard trading rule is not optimal. So, when contemplating the

use of technical analysis, the standard trading rule should be used with caution.

2.6.3 Mean-reverting models: Vasicek and CIR

We would like to investigate how our findings in the previous section change when

the drift becomes mean-reverting. In this section we consider the Vasicek [66] and

Cox, Ingersoll and Ross [12] (CIR) models. The drifts of Vasicek and CIR are both

of the form c− µ+x, and the volatilities are of the form σ+ and σ+
√
x respectively,

for some positive constants µ+, σ+ and c. We can check that (2.5.2)-(2.5.4) have all

been met for our choice of parameters listed in Table 2. We will allow the value of

γ to be greater than 1 (i.e. traders become risk-seeking). We can do this because

concavity is not needed for Theorem 2.4.10 and 2.5.3 to be valid (cf. Remark 2.4.5).

Figure 3 and 4 present the results for the Vasicek and CIR models, respectively, and

vary γ between 0.5 and 1.5.

Comparing to Figure 2, the main pattern (e.g. the signs of the slopes of bound-

aries) is preserved, which makes our previous analysis regarding the standard trading

rule more evident. It is also worth noticing that Figure 3 and 4 from the two mean-

reverting models are very similar.

On the other hand, it is clear that there are also a few differences. Firstly, the

slopes of B and b decrease as γ increases. Intuitively, since the mean-reverting drift

would push the stock price down with increasing force as the stock price increases,

which means the risk associated with waiting for a higher selling boundary B (less
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Figure 3: Values of B,m, b, a against γ for the Vasicek [66] model.

Figure 4: Values of B,m, b, a against γ for the CIR [12] model.
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chance of getting there) or buying at a higher price b (greater chance of making a

loss) is much greater than in the model with affine drift. This makes the trader

increasingly less willing to increase B or b for each smaller (and eventually negative)

degree of relative risk aversion, which results in the concavity seen in Figures 3 and

4.

Secondly, in contrast to the affine drift model, the values of B or b do not tend to

infinity, even for γ close to, or greater than one. Mathematically, Theorem 2.4.7 and

2.5.1 together show, under the existence of A < ∞, we must have b ≤ A ≤ B < ∞
(the finiteness of B is proved in Theorem 2.4.7).

Finally, the value of m drops below reference line L = 1 at γ ≥ 1.25. This is

not observed in Figure 2 for the affine drift model. Moreover, there is a kink for m

for γ around 1.25. This is because the boundary condition changes substantially for

m < L as Figure 1 shows. Essentially, when m < L, the trader would continue to

hold the stock when the price process transitions from the positive to the negative

regime. From Figure 3 and 4, this happens only in the case where traders are risk-

seeking (i.e. γ > 1), which suggests (at least under our modelling and specifications)

waiting for a break-through from the negative to the positive regime is a very risky

strategy and should be avoided by risk-averse traders.

2.7 Proofs and additional results

2.7.1 Additional lemmas

Lemma 2.7.1. Vp defined by (2.5.1) has an equivalent formulation as

Vp(x, f) := sup
τ

Ex,f [e−rτ{V(Sτ , Fτ )− u(Sτ )}], (2.7.1)

where V is given by (SP).

Proof. Note that

e−rτV(Sτ , Fτ ) = ess sup
τ0≥τ

E[e−rτ0u(Sτ0)|Fτ ].

Let Zτ = E[e−rτu(Sτ )|Fτ1 ] and Z∗ := ess supτ≥τ1 E[e
−rτu(Sτ )|Fτ1 ]. It is sufficient

to show that

sup
τ1≤τ2

E[Zτ2 ] ≥ sup
τ1

E[Z∗]. (2.7.2)

For arbitrary stopping times τ ≥ τ1 and σ ≥ τ1, define stopping time τ0 by

τ0 = τ1Zτ≥Zσ + σ1Zτ<Zσ . (2.7.3)
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2. Optimal trading strategy under the support and resistance line method

Hence, Zτ
0
= E[e−rτu(Sτ )1Zτ≥Zσ +e−rσu(Sσ)σ1Zτ<Zσ |Fτ1 ] ≥ max{Zτ , Zσ}. Thus,

there is an sequence of stopping times σn such that Zσn increases to Z∗. Moreover,

since

E[|Z∗|] ≤ E[ess sup
τ≥τ1

E[|e−rτu(Sτ )||Fτ1 ]]] ≤ E[sup
t

|e−rtu(St)|] <∞, (2.7.4)

by monotone convergence theorem, we conclude

sup
τ1

E[Z∗] = sup
τ1

lim
n→∞

E[Zσn ] ≤ sup
τ1

sup
τ2≥τ1

E[Zτ2 ] = sup
τ1≤τ2

E[Zτ2 ]. (2.7.5)

♢

Lemma 2.7.2. g(x, f) := V(x, f)− u(x) satisfies Assumptions 2.3.1, 2.3.3.

Proof. u is of C2 on (0,∞). Moreover, by Theorem 2.4.10, V is C2 on C ∪ int(D)

and C1 on E \ (0,−). Therefore, Assumption 2.3.1 holds for g.

SinceV−u is continuous with a compact support, g is bounded by some constant

K. Hence,

0 ≤ Ex,f
[
sup
t≥0

e−rtg(St, Ft)
]
≤ Ex,f

[
sup
t≥0

e−rtK
]
≤ K <∞. (2.7.6)

♢

2.7.2 Proof of Theorem 2.2.3

Proof of Theorem 2.2.3. The proof constructs the resolvent for (S, F ) via the ob-

vious iteration scheme and then deduces the other properties from those of the

resolvent.

For ease of notation, we denote the unique element of (+,−) \ {f} by −f and

temporarily relabel L and H by F−, F+ respectively.

Denote the resolvent of Sf (killed at F−f ) by Rfλ and define Rf,nλ (acting on

Cb(R ∪ {∂},R)) inductively by

Rf,1λ = Rfλ; Rf,n+1
λ g(x) = Rfλg(x) + (1− λRfλ1(x))R

−f,n
λ g(F−f ), (2.7.7)

where 1(x) := I(x ̸=∂). It should be clear that Rf,n corresponds to a process which

looks like the desired S but dies on the nth regime switch.

Now we take limits in n in equation (2.7.7)

R̃f := lim
n→∞

Rf,n.
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2. Optimal trading strategy under the support and resistance line method

The limit is guaranteed to exist since 0 ≤ (1− λRfλ1(F
−f )) < 1

Now define R̄ by

R̄g(·, f) = R̃fg(·, f) for f = ±.

It is easy to check from this definition that R̄ is a contraction resolvent on Cb(E,R)
(see [68] III.4) and is the unique contraction resolvent T on Cb(E,R) (bounded

continuous functions from E to R) satisfying

Tλg(x, f) = Rfλg(x, f) + (1− λRfλ1(x))Tλg(F
f ,−f). (2.7.8)

It follows from the definition that

R̄λ1(F
f ) = Rfλ1(F

f )+
(
1−λRfλ1(F

f )
)(
R−f
λ 1(F−f )+(1−λR−f

λ 1(F−f ))R̄λ1(F
f )

)
,

(2.7.9)

and substituting into (2.7.8) we see that λR̄λ1(F
f ) = 1. It follows from (2.7.8) that

λR̄1E(x, f) = 1 for all (x, f) ∈ E,

and so R̄ is conservative.

To show that R̄ is the resolvent of a conservative transition semigroup (Pt)t≥0,

it remains to show that λR̄ is positive and a contraction on Cb(E,R) (equipped with

the sup-norm, || · ||∞). Positivity follows immediately from the positivity of Rf and

the iteration (2.7.7). Contractivity follows from the contractivity of Rf by induction

and the fact that ||Rfg||∞ ≤ ||g||∞||Rf1||∞ (which follows from positivity).

Using the identity

Γg = lim
λ→∞

λ(λRλ − I)g,

where R is a resolvent corresponding to the infinitesimal generator Γ and g ∈ D(Γ)

(see (4.12) p111 in [68]), it is easy to deduce from (2.7.9) that the infinitesimal

generator of the semigroup is L and hence that (S, F ) satisfies (2.2.1) and (2.2.2).

To show that (Pt) is Feller, it remains (see p 166 of [26]) to show that the tran-

sition semigroup is strongly continuous, but this follows from the strong continuity

of the semigroups for Sf , f = ±.

Theorem 2.7 of Ch.4 of [26] now tells us that (S, f) is strong Markov.

The càdlàg property follows from the fact that Sf is continuous up to its death

time (the first hitting time of F−f ), and so the time for Ft to jump is always strictly

positive unless (St−, Ft−) = (F−f , f), while these times cannot cluster since (Pt) is

conservative.

Finally, the desired regularity follows from that of Sf , f = ± ♢
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2. Optimal trading strategy under the support and resistance line method

2.7.3 Proof of Theorem 2.4.6

We shall appeal to the following result which is mentioned in [37] but for which

no proof was given.

Theorem 2.7.3. Suppose that Z is a continuous, positive process adapted to

(Ω,F , (Ft),P). Define S to be the running maximum of Z so that

St := sup
s≤t

Zs

Further suppose that there is a p > 1 and a sequence of stopping times Tn ↑ ∞
a.s.such that

lim
n

sup
τ≤Tn

E[Zpτ ] <∞, (2.7.10)

then

E[S∞] <∞.

Proof. For each x ∈ (0,∞) define

τnx = min(inf{t ≤ Tn : Zt ≥ x}, Tn).

Clearly (STn ≥ x) = (Zτnx ≥ x).

Take C : supτ≤Tn E[Z
p
τ ] ≤ C for all n (which we can, since the limit in (2.7.10)

is a monotone one) then, by Markov’s inequality,

P(STn ≥ x) = P(Zτnx ≥ x) ≤
E[Zpτnx ]
xp

≤ C

xp
. (2.7.11)

Now, using the standard result that, if X is a non-negative random variable,

E[X] =

∫ ∞

0
P(X ≥ x)dx,

we deduce from (2.7.11 that

E[STn ] ≤ 1 +

∫ ∞

1

C

xp
dx = 1 +

C

p− 1
.

Since S is an increasing process, we see, by the Monotone Convergence Theorem,

that

E[S∞] ≤ 1 +
C

p− 1

♢

Remark 2.7.4. Continuity is not actually required in Theorem 2.7.3. The argu-
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2. Optimal trading strategy under the support and resistance line method

ment only needs small modifications if Z is just predictable, on appealing to the

Predictable Section Theorem.

Proof of Theorem 2.4.6. We define a positive, continuous process Z by

Zt = e−rtu(St),

and set Q = Zp. Then, from Ito’s Lemma we see that

dQt = e−prtpu(St)
p−1

(
(LFt − r)u(St) +

1

2
(p− 1)

(σFtu
′(St))

2

u(St)

)
dt+ dNt, (2.7.12)

where N is a local martingale. Since u is C2 by assumption, denoting {(x, f) ∈
E− × {−} ∪ (L,M ]× {+}} by EM ,

sup
EM

(
(LFt − r)u(St) +

1

2
(p− 1)

(σFtu
′(St))

2

u(St)

)
= κM <∞,

for any M ≥ A. Now, thanks to (2.4.5) and (2.4.6), we may take M such that

supx≥M

(
σ+(x)u′(x)

u(x)

)2

= D and
(
L+u(x)− ru(x)

)
≤ −ϵu(x) for all x ≥M .

Then denoting supEM u(x) by dM ,

dQt ≤ dNt + e−prtp

(
dp−1
M κM − u(St)

p[ϵ− 1

2
(p− 1)D]1(St≥M)

)
dt. (2.7.13)

Setting p = 1 + ϵ
D in (2.7.13), and taking a localising sequence Tn for the local

martingale N we see that E[Qτ ] ≤
dp−1
M κM
r , for τ any stopping time bounded by Tn.

Since the bound is independent of n, we conclude that Q satisfies (2.7.10) and thus,

by Theorem 2.7.3, Assumption 2.3.3 holds. ♢
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3

Partially reflected support and resistance line

model with random switching

3.1 An extended stock price process

We now extend the model studied in Chapter 2 by adding two more features: (i)

an additional regime, denoted by 0, such that F transitions to 0 from the + regime

after an exponential waiting time, and from 0, F can only transition to the negative

regime by hitting L from above; (ii) the support/resistance line R becomes a partial

reflecting boundary for the process, with parameters p+ ∈ (0.5, 1), p− ∈ (0, 0.5) and

p0 = 0.5 (we also use qf to denote 1− pf ).

More formally, define τn to be the nth transition time of F from − to + with the

convention τ0 = 0 if F0 = + and τ0 = ∞ if F0 = −, and let (Jn) be a sequence of

i.i.d. Exponential(λ) random variables independent of W . Then, the process (S, F )

is specified by

dSt = µFt(St)dt+ σFt(St)dWt + (pFt − qFt)dl
R
t , (3.1.1)

Ft =



+ if Ft− = +, and St > L

+ if Ft− = −, and St = H

0 if Ft− = 0, and St > L

0 if Ft− = +, and t− τn = Jn for some n > 0

− if Ft− = −, and St < H

− if Ft− = +, and St = L

− if Ft− = 0, and St = L,

(3.1.2)

where lRt is the symmetric local time process of S at R. Note the notation Sx,f

will be used if we wish to emphasize the initial position. Where there is no fear of
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confusion, we will use J (instead of Jn) to represent the jump time of F from + to

0. We assume λ ≥ 0, and in particular when λ = 0, it means F never transitions

from + to 0 and hence we view F only takes value in {+,−}.
With this set-up, the bouncing-back effect of R is directly introduced into the

model. The effect of the additional 0 regime is to prevent the process from remaining

in the + regime for a long time. The resulting state space is E =
⋃
f∈{+,−,0}E

f×{f}
where E+ = E0 = (L,∞) and E− = [0, H).

Remark 3.1.1. Although the process dynamics have been significantly extended, the

majority of results in previous sections can still be verified by very similar arguments.

Hence, the proofs contained in the section will be omitted or abbreviated unless there

is significant divergence from the previous proof.

Insofar as the results from previous sections are not necessarily repeated we note

that our results still show that the prescriptions of TA remain only partially valid.

In particular, it is still optimum to “sell at low” under certain circumstances.

As before, it is useful to define the diffusions Sf for f ∈ {+, 0,−}:

dSft = µf (S
f
t )dt+ σf (S

f
t )dWt + (pf − qf )dl

R
t . (3.1.3)

Assumption 3.1.2.

1. There exist unique (weak) solutions to SDEs (3.1.3), and they live on a com-

pleted filtered probability space (Ω,F ,F = {Ft}t∈R+∪{∞},Px,f ) which supports

a Brownian motion W .

2. For any f ∈ {+, 0,−}, µf and σf are α-Hölder continuous (for some α > 0)

and σf (x) > 0 for x > 0.

3. 0 is an absorbing or inaccessible state for S−.

From now on, once an assumption is stated, it is assumed to hold until the end

of this section. Under Assumption 3.1.2, we obtain the following theorem.

Theorem 3.1.3. There is a solution (S, F ) to (3.1.1) and (3.1.2). The solution is

unique in law. Moreover, (S, F ) is regular apart from at (0,−), and (S, F ) is also a

Feller process.

Proof. The proof follows exactly the same lines as that of Theorem 2.2.3. ♢

The generator of (S, F ) (restricted to functions independent of f) is given by

Lh(x, f) = 1

2
σ2f (x)h

′′(x, f) + µf (x)h
′(x, f)

+ 1f=+λ{h(x, 0)− h(x,+)} for x ̸= R, (3.1.4)
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3. Partially reflected support and resistance line model with random switching

for h : E → R in the set Z = {h is C2 in direction x except at (R,f) and pfh
′(R+, f)

= qfh
′(R−, f)}, where h′ and h′′ denote the first and second partial derivatives of h

in direction x.

For g : R+ → R, we define Lf by

Lfg(x) = 1

2
σ2f (x)g

′′(x) + µf (x)g
′(x). (3.1.5)

3.2 Seller’s Problem

We restrict our attention to the class of gains function of the form u : R+ → R+

such that

Assumption 3.2.1.

1. u ∈ C(R+) ∩ C2(0,∞).

2. u is strictly increasing and positive.

3. Ex,f
[
supt≥0 |e−rtu(St)|

]
<∞.

The optimal stopping problem is, as before,

V(x, f) := sup
τ

Ex,f [e−rτu(Sτ )], (SP)

We denote the stopping set by D and continuation set by C as before. If τD <∞
a.s., we conclude that τD is optimal by Shiryaev [65] Chapter 3 Theorem 3, and once

again e−rtV(St, Ft) is the Snell envelope of e−rtu(St).

The following generalises Assumption 2.4.2:

Assumption 3.2.2. There is constant A > H such that

L−u− ru < 0 in (0, H]. (3.2.1)

L+u− ru > 0 in [L,A). (3.2.2)

L+u− ru < 0 in (A,∞). (3.2.3)

L0u− ru < 0 in [L,∞). (3.2.4)

Boundaries of stopping sets

Define Df , Cf as in previous sections. We see that

Theorem 3.2.3.

1. B := inf{x ∈ D+} ≥ A.
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3. Partially reflected support and resistance line model with random switching

2. D− = [0,m] (if 0 is absorbing) or (0,m] (if 0 is inaccessible) for some m ∈
[0, H).

3. If m ≥ L, then D0 = (L,∞). If m < L, then there exists constant c ∈ (L,∞)

such that D0 = [c,∞).

4. If B ≥ c or λ = 0, then D+ = [B,∞).

Sketch of proof. First, let us start with item 1. Since L+u − ru > 0 on (L,A), we

can argue as in Theorem 2.4.7 that if x ∈ (L,A) then V (x,+) > u(x).

Let us prove items 2 and 3. To show D0 is an interval, we follow a similar

argument to that in Theorem 2.4.7. For D−, its shape specified by item 2 can be

proved using the same argument as in Theorem 2.4.7, with a little extra to allow for

the negative local time term.

Assuming that m ≥ L but D0 = [c,∞) leads to a contradiction by observing

that in this case e−rtu(Sx,0t∧τD) is a supermartingale and so V (x, 0) = u(x).

Next, let us prove D+ is connected if c ≤ B. Suppose (to seek a contradiction)

there exist y1, y2 ∈ D+, such that (y1, y2) ⊂ C+ (here y1 ≥ B ≥ A and y2 is allowed

to be infinity). However, let τ = τy1 ∧ τy2 ∧ J , we see for y ∈ (y1, y2),

V(y, f) = E(y,f)[e−rτu(Sτ )]

= u(y) + E(y,f)
[ ∫ τ

0
e−rt(L+u(St)− ru(St))dt

]
< u(y)

(3.2.5)

where the equality follows from the fact the τ is the optimal stopping time and by

time τ the process has not hit the partial reflection boundary R.

Finally, to show D+ is connected if λ = 0, we notice (3.2.5) still holds with τ

changed to τ = τy1 ∧ τy2 . So we can argue analogously. This completes the proof. ♢

Corollary 3.2.4. If V (x,+) ≥ V (x, 0) then D+ = [B,∞)

Proof. Since u(B) = V (B,+) ≥ V (x, 0) we see that c ≤ B and the result follows. ♢

We shall see that if the free boundary points, c and m, are not equal to R, then

the smooth pasting conditions still hold because heuristically the smoothness at the

free boundary is a local property.

Theorem 3.2.5.

1. Vx(B,+) = u′(B).

2. If m < L and c ̸= R then Vx(c, 0) = u′(c).
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3. If m > 0 and m ̸= R, Vx(m,−) = u′(m).

Sketch of proof. We will only prove item 1 as the proof of item 2 and item 3 are

analogous. Fix ϵ > 0, abbreviate τϵ := τB−ϵ ∧ τB+ϵ. Since V(x, 0) ≥ 0, we obtain

V(B,+) ≥ EB,+[e−rτϵ∧JV(Sτϵ∧J , Fτϵ∧J)]

≥ EB[e−rτϵV(S+
τϵ ,+)1τϵ<J ]

= EB
[
E[e−rτϵV(S+

τϵ ,+)1τϵ<J |Fτϵ ]
]

= EB
[
e−rτϵV(S+

τϵ ,+)E[1τϵ<J |Fτϵ ]
]

= EB[e−(r+λ)τϵV(S+
τϵ ,+)]

= V(B − ϵ)EB[e−(r+λ)τB−ϵ1τB−ϵ<τB+ϵ ] +V(B + ϵ)EB[e−(r+λ)τB+ϵ1τB+ϵ<τB−ϵ ]

(3.2.6)

where the first inequality follows from the fact that the Snell envelope is a super-

martingale and the second inequality follows the definition of a killed process.

Let ϕ and ψ denote the decreasing and increasing fundamental solutions to

L+f − (r + λ)f = 0. (3.2.7)

As in [63], we can deduce that V (x,+)/ϕ(x) is s̃-concave locally around B where

s̃ := ψ/ϕ, which allows us to apply the arguments from [63] to show item 1. ♢

Solution to the seller’s problem

We are now ready to propose the candidate solution via the following free bound-

ary problem, and we will prove the candidate solution is indeed the value function

(restricted to the interval (L,B) in the case f = +).

Let D̃ :=
⋃
f∈{+,−,0} D̃

f and C̃ :=
⋃
f∈{+,−,0} C̃

f = E \ D̃, where D̃f and C̃f are

assumed to have the same structure as Df and Cf specified in Theorem 3.2.3. Let

us use B′,m′, c′ to denote the corresponding free boundaries in ∂C̃. Furthermore,

we use C̃R to denote C̃ \ {(R,−), (R,+)}, and C̃◦
R is the interior of C̃R.

Let v : E → R. We say (v,B′,m′, c′) is a solution to the free boundary problem
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(3.2.8) if v ∈ C(E) ∩ C1(C̃R) ∩ C2(C̃◦
R) such that

(Lf − r)v(x, f) + λ
(
v(x, 0)− v(x,+)

)
1{f=+} = 0, in C̃◦

R

v(x, f) = u(x), in D̃

v(L, f) = v(L,−), f ∈ {+, 0}

v(H,−) = v(H,+),

p+vx(R+,+) = q+vx(R−,+),

p−vx(R+,−) = q−vx(R−,−), if R ≥ m

vx(B
′,+) = u′(B′),

vx(m
′,−) = u′(m), if m′ > 0 and m′ ̸= R

vx(c
′, 0) = u′(c), if m′ < L, c′ ̸= R, and c′ ̸= L

v(x,+) ≥ u(x), on [A, c′] if c′ > A

A ≤ B′, L ≤ c′ ≤ B′, and 0 ≤ m′ < H

(3.2.8)

Theorem 3.2.6. Assuming C ≤ B, the quadruplet (V, B,m, c) is a solution to the

free boundary problem (3.2.8).

Sketch of proof. Fix f . Take an interval I := (y, z) such that I ⊂ Cf \{R}. Suppose
there exists a solution v(x, f) ∈ C2(I)∩C(Ī) to the following ODE (in the case f = +

we implicitly assume v(x, 0) is already known):(Lf − r)v(x, f) + λ
(
v(x, 0)− v(x,+)

)
1{f=+} = 0, in (y, z)

v(y, f) = V(y, f), v(z, f) = V(z, f).
(3.2.9)

Let τ := τy ∧ τz ∧ σ where σ := inf{t ≥ 0 : Ft ̸= f}. Then, if f ̸= +, by Dynkin’s

formula, we obtain

v(x, f) = Ex,f [e−rτv(Sτ , Fτ )]− Ex,f
[ ∫ τ

0
e−rt(Lf − r)v(St, Ft)dt

]
. (3.2.10)

We see v(Sτ , Fτ ) = V(Sτ , Fτ ) P -a.s. since σ ≥ τy ∧ τz, and (Lf − r)v(St, Ft) = 0 on

[0, τ). This leads to

v(x, f) = Ex,f [e−rτV(Sτ , Fτ )] = V(x, f), (3.2.11)

where the second inequality holds since e−rt∧τV(St∧τ , Ft∧τ ) is a martingale. If

f = +, we need to define h(x, l) := v(x, l)1l=++V(x, 0)1l=0. For any ϵ > 0, we can
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still apply Dynkin’s formula for the stopping time τϵ := (τ − ϵ)+ and get

h(x) = Ex,f [e−rτϵh(Sτϵ , Fτϵ)]

− Ex,f
[ ∫ τϵ

0
e−rt

{
(Lf − r)v(St, Ft) + λ

(
v(St, 0)− v(St,+)

)}
dt
]
.

Since the integrand of the dt term is 0 and h is bounded on I, we can apply dominated

convergence and take ϵ to 0 to show

v(x, f) = h(x) = Ex,f [e−rτh(Sτ , Fτ )] = Ex,f [e−rτV(Sτ , Fτ )] = V(x, f). (3.2.12)

The existence of a classical solution to ODE (3.2.9) in the case f ̸= + simply follows

from Theorem 6.2.4 of [32]. If f = +, since we have shown v(x, 0) ∈ C2(I) and

v(x, 0) = V(x, 0), Theorem 6.2.4 of [32] can still be applied.

Next, if we can show pfVx(R+, f) = qfVx(R−, f), the proof is completed as the

rest of assertions in (3.2.8) are straightforward to verify. By now we know v(x, f) is

a piecewise C2 function for fixed f , and hence it can be written as the difference of

two convex functions. Thus, we can apply the symmetric Meyer-Tanaka’s formula,

which shows, on {t ≤ τD},

de−rtV(St, Ft) = e−rt

{
(L − r)V(St, Ft)1St ̸=Rdt+ (pFtVx(R+, Ft)

− qFtVx(R−, Ft))dlRt

}
+ dMt

= e−rt(pFtVx(R+, Ft)− qFtVx(R−, Ft))dlRt + dMt,

(3.2.13)

where M is a martingale. Since e−rt∧τDV(St∧τD , Ft∧τD) is a martingale, it follows

that
∫
[pFtVx(R+, Ft) − qFtVx(R−, Ft)]dlRt = 0 and hence that pfVx(R+, f) −

qfVx(R−, f) = 0.

♢

Theorem 3.2.7. Let (v,B′,m′, c′) be a solution to (3.2.8) with c′ ≤ B′. Then,

v = V, and D̃ = D.

Sketch of proof. Define Nt := e−rtv(St, Ft). It is sufficient to prove N satisfies P1-P3

stated in Lemma 2.4.11. As there is no risk of confusion, we use m, c,B to denote

m′, c′, B′ respectively.

(P1) Since v(x, f) is a continuous function for each fixed f , there is a constant M

such that v(x, f) <=M if x <= B. Hence, we can argue analogously as in Theorem

2.4.10 (P1) to prove Nt is of class D. In order to use the change-of-variable formula
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as before, we first need to consider a sequence of stopping times Jn where Jn is the

nth time that F jumps from + to 0 and J0 = 0. Then, defining

At :=

∞∑
n=0

1t≥Jn△NJn , (3.2.14)

Nt = N0 +
∞∑
n=0

∫
1t∈[Jn,Jn+1)dNt +At. (3.2.15)

Since |v(x,+) − v(x, 0)| ≤ supx∈[L,B]{v(x,+) + v(x, 0)} < ∞ for all x ≥ L, we see

that the jump of At can be bounded by some constant denoted by k . Therefore the

variation process |At| is bounded by kΛt where Λt denotes a Poisson process with

intensity λ. Let A0 be the compensator of A . It can be shown easily that

dA0
t = e−rtλ(v(St, 0)− v(St,+))1{Ft=+}dt. (3.2.16)

Therefore, by adding and subtracting A0
t in equality (3.2.15), applying the symmetric

Meyer-Tanaka’s formula, it is evident that

dNt =e
−rt

[(
− rv(St,+) + L+v(St,+) + λ

[
v(St, 0)− v(St,+)]

)
1{Ft=+,St ̸=B,St ̸=R}dt

+
(
− rv(St, 0) + L+v(St, 0)

)
1{Ft=0,St ̸=c}dt

+
(
− rv(St,−) + L+v(St,−)

)
1{Ft=−,St ̸=m,St ̸=R}dt

+
(
pFtvx(R+, Ft)− qFtvx(R−, Ft)

)
1Ft ̸=0dl

R
t

+ (vx(B+,+)− vx(B−,+))1Ft=+dl
B
t

+ (vx(c+, 0)− vx(c−, 0))1{Ft=+,c>L}dl
c
t

+ (vx(m+, 0)− vx(m−, 0))1{Ft=+,m ̸=0}dl
c
t

]
+ dMt,

(3.2.17)

where Mt is a local martingale. By (3.2.8), all local time terms vanish and the dt

terms are all non-positive. Thus, Nt is a class D supermartingale.

(P2) By setting τ := τD̃, it is not hard to see from (3.2.17) that Nt∧τ is a martingale.

Hence, (P2) holds.

(P3) First, we show v(x,−) ≥ u(x) on [m,H). Set ϵ > 0. Define g(x) := v(x,−)−
u(x) and gϵ(x) := g(x)+ ϵψ−(x) where ψ−(x) is the increasing fundamental solution

of L−f − rf = 0. If m ≥ R, we can argue exactly as in P3 of the proof of Theorem

2.4.10. Note that the case m = R does not present a problem since in that case

vx(m+,−) ≥ u′(R).
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Next, suppose m < R. On (m,H) \ {R}, we have

L−gϵ − rgϵ = ru− L−u > 0. (3.2.18)

Since gϵ(m) = ϵψ−(m) > 0 and g′ϵ(m+) = ϵψ′
−(m) > 0, by strong maximum princi-

ple, gϵ is increasing on (m,R). Thus, letting ϵ tend to 0, we find g is an increasing

function on (m,R), and hence v(x,−) ≥ u(x).

Moreover, from the monotonicity of g, we get vx(R−,−) ≥ u′(R) ≥ 0. Therefore,

g′ϵ(R+) =
q−
p−
vx(R−,−)− u′(R) + ϵψ′

−(R) ≥ vx(R−,−)− u′(R) + ϵψ′
−(R) > 0.

(3.2.19)

Thus, we can apply the maximum principle to gϵ on (R,H) to see that gϵ is increas-

ing, which completes the proof on taking ϵ to 0.

The proof that v(x, 0) ≥ u(x) follows the same argument as in P3 of the proof of

Theorem 2.4.10 and is omitted.

Finally, to prove v(x,+) ≥ u(x), define g(x) := v(x,+) − u(x). Recall that ψ and

ϕ denote the increasing and decreasing fundamental solutions respectively to the

ODE:

L+w(x)− (r + λ)w(x) = 0. (3.2.20)

Depending on the value of c, there are two cases, namely c ≤ A, and c > A. Let us

split the discussion into these two cases.

Case 1. c ≤ A. For ϵ > 0, set gϵ(x) := g(x) + ϵϕ(x). Note that on (A,B), by

Assumption 3.2.2 and c ≤ A, it holds

L+gϵ(x)− (r + λ)gϵ(x) ≥ λu(x)− λv(x, 0) = 0. (3.2.21)

Moreover, gϵ(B) = ϵϕ(B) > 0 and g′ϵ(B) = ϵϕ′(B) < 0. By the strong maximum

principle,gϵ must be decreasing on [A,B] and hence stay positive. Thus, taking

ϵ→ 0, we see g ≥ 0 on [A,B], i.e. v(x,+) ≥ u(x).

Notice on (L,R)∪ (R,A), by Assumption 3.2.2 and the fact v(x, 0) ≥ u(x), it holds

L+gϵ(x)− (r + λ)gϵ(x) ≤ λu(x)− λv(x, 0) ≤ 0. (3.2.22)

Thus, if gϵ(R) ≥ 0 for all ϵ > 0, since gϵ(A) ≥ 0 and gϵ(L) = v(L,−)−u(L)+ϵϕ̂(x) ≥
0, we can use strong minimum principle to show gϵ ≥ 0 on [L,A], and taking ϵ→ 0

implies g ≥ 0. Suppose on the contrary, there exists ϵ > 0 such that gϵ(R) < 0.

Then, by the strong minimum principle, we must have g′ϵ(R+) ≥ 0 and g′ϵ(R−) ≤ 0.
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However, this leads to

0 ≤ p+g
′
ϵ(R+)− q+g

′
ϵ(R−) = (q+ − p+)(u

′(R)− ϵϕ̂′(R)) < 0. (3.2.23)

This leads to a contradiction.

Case 2. c > A. We start by proving g ≥ 0 on [c,B] following the same argument

as in Case 1. Moreover, in this case, the free-boundary problem assumes g ≥ 0 on

[A, c]. On (L,R) ∪ (R,A), we observe (3.2.22) still holds. Thus, argue analogously

as in Case 1, we can show g ≥ 0 on [L,A]. ♢

Remark 3.2.8. In order to prove uniqueness of the solution to the free boundary

problem we have had to assume that c ≤ B and constrain the solution to dominate

u for (x, f) ∈ (A, c)× {+}.

3.3 Buyer’s Problem

The buyer’s problem is given by

W(x, f) := sup
τ

Ex,f [e−rτg(Sτ , Fτ )], (BP)

where g(x, f) := V(x, f)− u(x) and V is the value function of the seller’s problem

(SP). We assume u satisfy Assumption 3.2.1 and 3.2.2. This leads to
L−g − rg > 0, in (m,H) \ {R}

L+g − rg < 0, in (L,A) \ {R}

L+g − rg > 0, in (A,B).

(3.3.1)

To tackle the increasing technicality, we now make the following restrictive assump-

tion.

Assumption 3.3.1. λ = 0, i.e. the regime 0 is inaccessible for F .

There are a few direct consequences based on the formulation. Since g is positive

and bounded, so is W. Define the stopping set D̂ and continuation set Ĉ for (BP). If

τD̂ <∞ P-a.s., we conclude that τD̂ is optimal by Shiryaev [65] Chapter 3 Theorem

3, and e−rtW(St, Ft) is the Snell envelope of e−rtg(St, Ft).

Further define D̂f and Ĉf analogously for f ∈ {+,−}. We find

Theorem 3.3.2.

1. D̂+ = [a, b] for some a, b ∈ (L,A] and a < b.
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2. D̂− = ∅ if 0 is inaccessible or D̂− = {(0,−)} if 0 is absorbing.

Sketch of proof. We begin with proving item 2. It is equivalent to show Ĉ− = (0, H).

Fix x > 0 and f = −. If x ̸= R, , we can argue analogously as Theorem 2.5.1 to

show x ∈ Ĉ−. If x = R, set τ = τR+ϵ ∧ τR−ϵ for ϵ sufficiently small. Then,

ER,−[e−rτg(Sτ ,−)] = g(R,−) + ER,−[
∫ τ

0
e−rt{L− − r}g(St,−)1St ̸=Rdt]

+ (p−g(R+,−)− q−g(R−,−))ER,−[
∫ τ

0
e−rtdlRt ]

= g(R,−) + ER,−[
∫ τ

0
e−rt{L− − r}g(St, Ft)1St ̸=Rdt]

+ (q− − p−)u(R)ER,−[
∫ τ

0
e−rtdlRt ]

> g(R,−).

(3.3.2)

Thus, R ∈ Ĉ− and item 2 is proved (by observing W(0,−) = g(0,−) = 0 if 0 is

absorbing).

In a similar way, we can show D̂+ ∩ (A,∞) = ∅. Moreover, as in Theorem 2.5.1, we

can show limx→LW(x,+) = W(L,−) > g(L,−) = g(L,+), which ensures inf D̂+ >

L. To complete the proof of item 1, suppose D̂+ is not connected. Then there exists

an interval (y1, y2) ⊂ Ĉ+ such that y1, y2 ∈ D̂+. For y ∈ (y1, y2), it is optimal to

stop by τ := τy1 ∧ τy2 . Therefore, by (3.3.1),

W(y,+) = Ey,+[e−rτg(Sτ ,+)]

= g(y,+) + Ey,+[
∫ τ

0
e−rt{L+ − r}g(St, Ft)1St ̸=Rdt]

+ (q+ − p+)u(R)Ey,+[
∫ τ

0
e−rtdlRt ]

< g(y,+).

(3.3.3)

Hence, we obtain a contradiction. Therefore, D̂+ is an interval, and item 1 is proved.

♢

The smooth pasting conditions still hold at the free boundaries a and b.

Theorem 3.3.3. Wx(a,+) = gx(a,+) and Wx(b,+) = gx(b,+) if a, b are not

equal to R.

Sketch of proof. To follow analogously the proof of Theorem 3.2.5, we need g(x,+) ≥
0 on a neighbourhood of a and b respectively, which is ensured by the assumption

that g ≥ 0 on [0, A]. To avoid repetition, the rest of the proof is omitted. ♢
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Define D̃ and C̃ analogously as in the seller’s problem. Let w : E → R. We call

(w, a, b) is a solution to the free boundary problem if w ∈ C(E) ∩ C1(C̃R ∪ D̃) ∩
C2(C̃◦

R ∪ D̃◦) such that

(Lf − r)w(x, f) = 0, in C̃◦
R

w(x, f) = g(x), in D̃

w(L+,+) = w(L,−), limx→∞w(x,+) = 0,

w(H−,−) = w(H,+), w(0,−) = 0,

pfwx(R+, f) = qfwx(R−, f), f ∈ {−,+} and (R, f) /∈ D̃◦

wx(a,+) = gx(a,+), if a ̸= R

wx(b,−) = gx(b,+), if b ̸= R

w(x, f) ≥ 0, in E

(3.3.4)

Theorem 3.3.4. The triplet (W, a, b) is a solution to the free boundary problem

(3.3.4).

Sketch of proof. The smoothness of W can be proved via usual arguments (cf. proof

of Theorem 3.2.6). Boundary conditions are easy to show. Finally, using symmet-

ric Meyer-Tanaka’s formula, we can argue as the proof of Theorem 3.2.6 to show

pfwx(R+, f) = qfwx(R−, f) if R ∈ Ĉf . ♢

Theorem 3.3.5. Let (w, a, b) be a solution to (3.2.8). Then, w = W, and D̃ = D̂.

Sketch of proof. By Lemma 2.4.11, it is sufficient to prove P1-P3. P1 and P2 can

be proved very similarly to Theorem 3.2.7, and their proofs are omitted. To show

P3, let h(x) := w(x,+)−g(x,+). We have to prove h ≥ 0 on (L,∞). Let us assume

R ≥ b first.

Mimicking the proof of Theorem 2.5.3, we can prove h(x) ≥ 0 on (L, a). Moreover,

define hϵ(x) := h(x) + ϵψ+(x) for an arbitrary ϵ > 0. Then, L+hϵ − rhϵ ≥ 0 on

(b, R) ∪ (R,A). Since hϵ(b) > 0 and h′ϵ(b) > 0, by the strong maximum principle,

h′ϵ(x) ≥ 0 for all x ∈ (b, R) and h′ϵ(R−) ≥ 0. Furthermore, as

p+h
′
ϵ(R+)− q+h

′
ϵ(R−) = (p+ − q+)(u

′(R) + ϵψ′
+(R)) > 0, (3.3.5)

we have h′ϵ(R+) > 0. Combining with the fact that hϵ is continuous at R, by the

strong maximum principle, h′ϵ(x) ≥ 0 for all x ∈ (R,A). Therefore hϵ is increasing

on [b, A], which implies hϵ(x) ≥ 0 on [b, A]. Taking ϵ to 0, we see h(x) ≥ 0 on [b, A].

Now we know h(A) ≥ 0. Moreover, since L+h− rh ≤ 0 on [A,B] and h(B) = 0, the
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strong minimum principle implies h ≥ 0 on [A,B].

Next, let us show w(x,−) ≥ g(x,−). Set h(x) := w(x,−) − g(x,−) and hϵ(x) :=

h(x) + ϵψ+(x) for an arbitrary ϵ > 0. We know h(x) = 0 on [0,m]. Moreover, by

the boundary condition, h(H) = w(H,+) − g(H,+) ≥ 0. Note L−h − rh < 0 on

(m,H) \ {R}. Thus, if R ≤ m, by the strong minimum principle, we conclude h ≥ 0

on [m,H].

Now assume R > m. Notice that hϵ(m) ≥ 0, hϵ(H) ≥ 0, and L−h − rh < 0 on

(m,H) \ {R}. If hϵ(R) ≥ 0 for all ϵ > 0, by the strong minimum principle, we get

hϵ ≥ 0 on [m,H]. Taking ϵ to 0, we must have h ≥ 0 on [m,H], which completes

the proof. Let us suppose, on the contrary, there exists ϵ > 0 such that hϵ(R) < 0.

By the strong minimum principle, it is necessary that h′ϵ(R−) ≤ 0 and h′ϵ(R+) ≥ 0

because otherwise there would be a negative minimum on (m,R) or (R,H). From

the smoothness conditions at R, it follows that

q−hϵ(R−)− p−hϵ(R+) = (q− − p−)(u
′(R) + ϵψ′

+(R)) > 0, (3.3.6)

which implies h′ϵ(R−) > h′ϵ(R+). This leads to a contradiction. ♢

If we compare the new models developed in this chapter to those in Chapter

2, then, in the absence of the 0 regime, we observe the structure of the stopping

sets is preserved. Even with the introduction of the 0 regime, the stopping set

in the negative regime for the seller’s problem retains the same structure. The

inconsistency between the standard trading rule (of TA) and the trading strategy

from our model remains, even under the assumption of the support/resistance line

having (partial) bouncing-back effect. Similarly to the examples we have seen in

Section 2.6, in the negative regime, if m < R and the initial price x < R, then

following a sell-at-high strategy and selling the stock when the price hits R is not

optimal.

We emphasise that with the introduction of a partially-reflecting boundary, ar-

bitrage opportunities are introduced, i.e. there is no EMM. This makes the model

unsuitable for pricing derivatives. Nevertheless, it directly reflects the technical

traders’ belief about stock price movements, which makes it useful for comparing

the output of our model to the standard trading rules from TA .
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4

Singular control of inventory and hybrid

production

4.1 Introduction

In this chapter, we would like to consider the following economic problem. A

producer is capable of making products from two sources. One is called the primary

source, and the other is called the secondary source. The key difference is that the

production from the primary source is completely stochastic, whereas the produc-

tion from the secondary source is entirely controllable. We further assume that,

regardless of the origin of the sources, once the product is produced, it would enter

into storage equipment and be stored there. Simultaneously, the producer supplies

the products from the inventory to the market directly. From such an operation

process, the producer receives positive rewards through supplying their products.

Moreover, we assume there is no cost of production from the primary source, but

there is a cost associated with the secondary source and we assume it exceeds the

reward. Furthermore, depending on the set-up, the producer could obtain positive

or negative benefits from holding the inventory, but the marginal gain must be de-

creasing, which reflects the nature of their risk preference. Finally, the main problem

faced by this producer is to determine, with regard to the uncertainty of the primary

source production, the optimal production plan of the secondary source and supply

strategy which maximise the expected storage and output rewards after deducting

the cost of secondary source production.

This problem is inspired by the concept of energy production. Recent decades

have seen a rapid development of green energy while the world faces challenges from

global warming. Wind power, as one of the main sources of renewable energy, has

had its production capacity increase exponentially in the last 20 years [52]. However,

the main distinction between wind power and conventional power is that the energy
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generation of wind power is exposed to substantial uncertainties and fluctuations. To

stabilize the energy supply, it is a common practice to install some forms of energy

storage equipment (e.g. batteries). Therefore, it naturally raises the question of how

to optimally manage the inventory and output from the energy producer’s point of

view. In this context, we consider winder power as the primary source and thermal

power as the secondary source. We emphasise that the modeling studied in this

chapter is more generalised but still can be seen as an approximation to the energy

management problem proposed above.

To properly formulate such a problem, it is crucial to consider what method

should be used to model the stochastic production from the primary source. In

terms of energy production, there are various methods to choose from with regard

to the prediction of wind speed and power. For example, statistical and data-driven

approaches that focus on spot forecasting are proved to be popular, which include

time series models [25] and artificial neural networks [1, 11, 45]. On the other hand,

a wide range of probabilistic models has been explored in the literature, where the

use of distributions such as Weibull, Gamma, and truncated normal have been ex-

tensively studied by Carta et al. [10]. Moreover, the idea of using continuous-time

stochastic processes for wind power prediction has emerged. For instance, geometric

Brownian motion (Wang et al. [67]) and mean-reverting models (e.g., Arenas-López

and Badaoui [2] for Ornstein-Uhlenbeck process and Bensoussan and Brouste [2] for

Cox-Ingersoll-Ross model), which have traditionally arisen from financial applica-

tions, have been used in modeling wind speed and/or power.

In this study, we begin with modeling the rate of production from the primary

source by the strong solution of the following SDE:

dKt = µ(Kt)dt+ σ(Kt)dWt, t ≥ 0.

Of course, more regularity assumptions on µ and σ are needed for the well-posedness

of the problem. In particular, as we will see, results in Section 4.5 and 4.6 rely on

the assumption that the volatility term takes the form σx.

The producer can control the production from the secondary source and the out-

put, but instead of controlling their rates, we assume the producer directly controls

the corresponding accumulated processes denoted by B and A respectively (which

are increasing and hence of finite variation). Such a formulation allows jumps of the

accumulated processes, which corresponds to their rates being infinity at the time

of jumps. Of course, in reality, neither the production nor the output rates can be

infinitely large, but our results show that, optimally A is always continuous except

for a possible jump at time 0 and B stays constant after some first hitting time
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(of the inventory process), which guarantees the applicability of our modeling. The

inventory process is then defined as follows:

It = i+

∫ t

0
Ksds+Bt −At, t ≥ 0.

This enables us to introduce a two-dimensional infinite-time horizon singular stochas-

tic control problem that is given by

V(i, k) := sup
A,B

Ei,k
[ ∫ ∞

0
e−rt{u(It)dt+ pdAt − qdBt}

]
,

where u is a concave running reward function, p is the (long-term) price of the

product per unit, and q is the (long-term) cost of production (from the secondary

source) per unit.

The control problem stated above can be considered as a specific example in

the field of production-inventory problems. Traditionally a problem of this kind

assumes that the producer aims at minimizing the expected cost of inventory under

stochastic demand by controlling the production. In many studies (e.g. Fleming et

al. [31]), the cost function associated with the inventory is assumed to be convex,

and a quadratic function is a common choice as in [3, 8, 19, 69]. Compared to the

classical set-up, our modeling is non-standard as we assume the production (from

the primary source) is purely random and the output (which can be understood

as the demand) is controllable. We would like to stress that our reformulation

has substantially distinguished itself from the traditional problem by restricting the

output rate to be positive only (whereas classically the demand is modeled as a

general diffusion process and allowed to be negative) and introducing two distinct

sources of production.

There is rich literature on the application of singular control in optimal pro-

duction and inventory problems (e.g. [13, 14] and references therein). From the

mathematical perspective, our modeling is closely related to the stochastic reversible

investment problem where the investor manages the cash injection and withdrawal

of their investment (exposed to the uncertainty from self-evolution or a separate de-

mand process) to maximise the accumulated investment profit or minimise the total

management cost. Under our modeling, the investment process is regarded as the

inventory process, and the injection and withdrawal are thought of as production

from the secondary and primary source respectively. Federico and Pham [27] explic-

itly derived the optimal control of a reversible investment problem with respect to

a bivariate cost function that links the investment and demand processes together.

Later Federico et al. [28] generalized this model by allowing a direct interaction of
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the investment process with the demand process. A different model can be found in

the paper by De Angelis and Ferrari [15] where the reversible investment problem

is defined on a finite-time horizon and a stochastic self-evolving investment process.

A multidimensional setup is investigated by Dianetti and Ferrari [18], where the ‘in-

vestment’ process is still one-dimensional and evolving autonomously, but it enters

into the dynamics of diffusion processes in other dimensions. A recent work by Fed-

erico et al. [29] brought such a formulation into the context of production-inventory

management, and they investigated this problem under partial information on the

inventory process. Our modeling, though similar to those papers in many ways, has

a combination of two distinct mathematical features which, to the best of our knowl-

edge, do not occur in the current literature: (a) our model allows direct interaction

of the diffusion process with the inventory process and hence the inventory process

is not autonomous (c.f. [18, 27]); (b) our model permits a general class of dynamics

and reward functions (c.f. [8, 15, 28, 29]).

To thoroughly study our problem, a combination of analytical and probabilistic

arguments are applied. More specifically, we start with proving a polynomial growth

condition of V and the concavity of V(·, k) by elementary analysis, which leads to

the existence and uniqueness of the optimal control. Secondly, we define a zero-

sum optimal stopping game (Dynkin game) and prove that its value function W is

connected with V via W = Vi, which also implies the continuity and monotonicity

of Vi. Thirdly, depending on the value of Vi, the state space is split into three

disjoint sets, namely C, Dp and Dq, where the intersecting boundary of C with

Dp is denoted by ap(k) (a function of k) and the other intersecting boundary of C

with Dq is denoted by aq(k). Then, using standard results of Dynkin games for

Markov processes (see [22, 55]), we see that W is a solution to a free-boundary

problem. From this, similarly to De Angelis and Ferrari [15], we can further derive

various properties of the free-boundaries ap and aq, such as monotonicity, (left/right)

continuity, and boundedness. In particular, we show that ap is equal to a constant

whose value is directly computable. Moreover, an in-depth probabilistic analysis

reveals the fact that a desirable smooth-pasting principle holds along these two

boundaries, which enables us to characterise W and the inverse of aq as the unique

solution to a free-boundary problem with smooth-pasting conditions. Furthermore,

by assuming a geometric Brownian motion style volatility term and either a concave

drift term or a locally semiconvex reward function, the existence and continuity of

Vk are proved through exploiting the viscosity property of V. By usual arguments

based on the C1,1 smoothness and the viscosity property of V, it follows that V is

also C1,2 in the closure of C. Finally, we propose a candidate optimal control which

reflects I when (I,K) hits the boundaries ap or aq in such a way to keep (I,K)

60



4. Singular control of inventory and hybrid production

inside the closure of C with the minimum effort1, and the proven C1,2 smoothness

of V allows us to establish a verification theorem for the candidate optimal control.

The rest of this chapter is organised as follows. In Section 4.2, we rigorously

formulate the singular control problem and prove some fundamental results. In

Section 4.3, we formally define the Dynkin game and prove its connection to the

control problem. In Section 4.4, we explore various properties of the Dynkin game

including establishing the smooth-pasting principle and undertaking a free-boundary

analysis which leads to their characterisations. In Section 4.5, we derive the desired

smoothness property of the value function via the viscosity approach. In Section

4.6, we propose the candidate optimal control and obtain its optimality through a

verification theorem. Finally, in Section 4.7, we provide some economic interpreta-

tions of the optimal control based on our modeling, and Section 4.8 contains some

supplementary results and proofs.

4.2 Problem formulation and preliminary results

4.2.1 Model setup

Let (Ω,F , (Ft)t≥0,P) be a filtered probability space satisfying the usual condi-

tions, which supports a one dimensional Brownian motion W . The production rate

of the primary source K is modeled by the following SDE:dKt = µ(Kt)dt+ σ(Kt)dWt, t ≥ 0

K0 = k.
(4.2.1)

Let R := (−∞,∞), R+ := [0,∞) and R◦
+ := (0,∞). We make the following as-

sumptions on K and its dynamics.

Assumption 4.2.1.

(i) µ and σ are in C1(R◦
+), and µ

′ and σ′ are locally Hölder continuous.

(ii) σ(x) > 0 for x > 0.

(iii) There exists a constant N such that for all x ∈ R◦
+, |µ(x)|∨|σ(x)| ≤ N(1+|x|).

(iv) µ and σ are Lipschitz continuous with the Lipschitz constant L, i.e. there

exists a constant L > 0 such that for all x, y ∈ R◦
+,

|µ(x)− µ(y)| ∨ |σ(x)− σ(y)| ≤ L|x− y|.
1Such a control is often referred as a Skorokhod reflection-type policy (see e.g. [8, 15, 27, 28, 29]).
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4. Singular control of inventory and hybrid production

(v) 0 is inaccessible and K is non-explosive, i.e. P(sups≤tKs = ∞ or Kt = 0) = 0,

∀t ≥ 0.

Remark 4.2.2. By standard theory (e.g. [40], Theorem 5.2.5 and 5.2.9), Assumption

4.2.1 (ii), (iii), and (iv) guarantee that for any k ∈ R◦
+, there is a unique strong

solution Kk taking values in R◦
+ with continuous paths. Moreover, according to

Feller’s test ([40], Theorem 5.5.29), to ensureK is non-explosive and 0 is inaccessible,

it is sufficient to assume:∫ ∞

1
s′(y)

∫ y

1

2dz

s′(z)σ2(z)
dy = ∞ and

∫ 0

1
s′(y)

∫ y

1

2dz

s′(z)σ2(z)
dy = ∞,

where s′(y) := exp
{
− 2

∫ y
1

µ(x)
σ2(x)

dx
}
.

By Proposition 5.2.18 in [40], Assumption 4.2.1 (ii), (iii), and (iv) ensure that

the following comparison result holds.

Lemma 4.2.3. If k1 ≤ k2, then K
k1
t ≤ Kk2

t , for all t ≥ 0, P-almost surely.

It will be useful to define K̂t :=
∫ t
0 Ksds, which represents the accumulated

production from the primary source.

To proceed, let us state some standard results of estimates of moments. For fixed

ν ≥ 2, set η := 2N +(ν−1)N2, by Theorem 4.1 in [50] Chapter 2, Assumption 4.2.1

implies, that for all k, k′ ∈ R◦
+ and t ≥ 0,

E[|Kk
t |ν ] ≤ 2

ν−2
2 eνηt(1 + |k|ν). (4.2.2)

By Hölder’s inequality, we obtain

E[|K̂k
t |ν ] ≤ 2

ν−2
2 eνηttν−1(1 + |k|ν). (4.2.3)

By Jensen’s inequality, we also have estimates for 0 < ν < 2, which are given by

E[|Kk
t |ν ] ≤ eν(2N+N2)t(1 + k2)

ν
2 , (4.2.4)

E[|K̂k
t |ν ] ≤ eν(2N+N2)tt

ν
2 (1 + k2)

ν
2 . (4.2.5)

Furthermore, we also need the following stability result which states that as the

initial position converges, the corresponding diffusion processes also converge in

probability and L2.

Lemma 4.2.4. For any sequence kn → k,

sup
0≤s≤t

|Kkn
s −Kk

s |
L2

−→
p

0, for all t ≥ 0. (4.2.6)
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Moreover, there exists a subsequence, still denoted by kn, such that

P( lim
n→∞

Kkn
t = Kk

t , for all t ≥ 0) = 1. (4.2.7)

Proof. Standard estimates ([57], Theorem 1.3.16 ) show that there exits a constant

c such that for all t ≥ 0 and x, y ∈ R◦
+,

E[ sup
0≤s≤t

|Kx
s −Ky

s |2] ≤ ect|x− y|2. (4.2.8)

Taking a sequence kn → k, by (4.2.8), we obtain

lim
n→∞

E[ sup
0≤s≤t

|Kkn
s −Kk

s |2] = 0, (4.2.9)

and (4.2.6) follows. Thus, for each t ≥ 0, there exits a subsequence kn such that

P( lim
n→∞

Kkn
s = Kk

s , s ≤ t) = 1. (4.2.10)

Take tm a sequence in Q such that tm → ∞. Then, using diagonalization, there

exists a subsequence kn such that

P( lim
n→∞

Kkn
t = Kk

t , ∀t ≥ 0) = lim
m→∞

P( lim
n→∞

Kkn
s = Kk

s , s ≤ tm) = 1. (4.2.11)

♢

We use A to denote the accumulated output and B to denote the accumulated

secondary production. We say (A,B) is admissible if A and B are adapted, right

continuous with left limit (or equivalently càdlàg), and non-decreasing.

We set A0− = B0− = 0 2. Note that by definition, A and B are finite variation

process and non-negative. It is also important to note that, unlike K̂, we allow the

control to have jumps. The inventory process I satisfies

It = i+ K̂t +Bt −At, i ∈ R, (4.2.12)

and it will be useful to set Ît := i+ K̂t, i.e. Î is the process IA,B where A = B = 0.

We say (I,K) is the state process and define the state space S := R× R◦
+.

Remark 4.2.5. We allow I to take negative values. Considering that I represents

the inventory, it might seem that this assumption is unrealistic. However, this is not

2In our setting, for a finite variation process R, on finite interval [s, t], the Lebesgue-Stieltjes

integral
∫ t

s
dRu := Rt −Rs− , i.e. the jump at time s is also included. We use

∫ t

s+
dRu or

∫ t−

s
dRu

to exclude the jump at either end points.
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a major disadvantage of our modeling because our results show that, it is very easy

to choose u such that the optimised inventory level is non-negative all the time for

all i ≥ 0. More details are provided in Section 4.7.

Given a control process (A,B), the payoff function G is given by

G(i, k;A,B) := E
[ ∫ ∞

0
e−rt{u(It)dt+ pdAt − qdBt}

]
, (4.2.13)

where u : R → R is the running profit/cost function of the inventory, p > 0 is the

unit price of output, q > 0 is the unit cost of secondary production, and r > 0 is

the discount factor.

To avoid an infinite payoff obtained by simply scaling up A and B, we assume

p < q. So there is no incentive to produce from the secondary source and sell

the products immediately. Note that this also ensures A and B are the minimal

decompositions of a finite variation process.

To ensure the problem is well-posed, we make some assumptions on u, which are

listed below.

Assumption 4.2.6.

(i) u ∈ C2(R).

(ii) There exist constants Z > 0 and γ ≥ 2, such that, |u(x)|+|u′(x)| ≤ Z(1+|x|γ).

(iii) limx→−∞ u′(x) = ∞ and limx→∞ u′(x) ≤ 0.

(iv) u is strictly concave.

Define two important constants:

ip := (u′)−1(rp) and iq := (u′)−1(rq). (4.2.14)

Or equivalently, they satisfy u′(ip) = rp and u′(iq) = rq. Observe they are well

defined since we have assumed u′(x) → ∞ as x→ −∞. They will be used frequently

in Section 4.4.

Furthermore, we also need the discount factor r to be large enough.

Assumption 4.2.7. r > ι := γ(2N + (γ − 1)N2), where γ is given by Assumption

4.2.6 (ii).

Remark 4.2.8. Based on Assumption 4.2.7, since r > 2N +N2, we see from (4.2.5)

E[e−rt|Kk
t |] ≤ e(2N+N2−r)t(1 + k2)

1
2 (4.2.15)

E[e−rt|K̂k
t |] ≤ e(2N+N2−r)tt

1
2 (1 + k2)

1
2 , (4.2.16)

64



4. Singular control of inventory and hybrid production

which implies that there exists a constant c > 0, such that, for all k > 0,

E
[ ∫ ∞

0
e−rtKk

t dt
]
≤ c(1 + k2)

1
2 , (4.2.17)

E
[ ∫ ∞

0
e−rtK̂k

t dt
]
≤ c(1 + k2)

1
2 . (4.2.18)

Moreover, since d(e−rtK̂t) = e−rt
(
Kt − rK̂t

)
dt ≤ e−rtKtdt, we get

E[sup
t≥0

e−rtK̂k
t ] ≤ E

[ ∫ ∞

0
e−rtKk

t dt
]
≤ c(1 + k2)

1
2 . (4.2.19)

So, supt≥0 e
−rtK̂k

t is in L1(P).

Let Ā denote a subset of admissible controls in which

E
[
sup
T≥0

e−rTAT
]
<∞. (4.2.20)

We are interested in solving the following stochastic singular control problem.

V(i, k) := sup
(A,B)∈Ā

G(i, k;A,B). (CP)

We call V(i, k) the value function of the control problem CP.

4.2.2 Restricted control problem

Our analysis of the control problem will rely on the existence of the optimal

control. However, this result is not easy to obtain in Ā (for more details, see Remark

4.2.16). To tackle this difficulty, we have to further restrict the set of admissible

controls, but we will see in Section 4.6 that this restriction can be relaxed.

Let υ ∈ L1
+(P) where L1

+(P) denotes the space of non-negative integrable random
variables. Then, we define A(υ) to be a subset of Ā in the following way:

A(υ) := {(A,B) ∈ Ā : sup
t≥0

e−rtAt ≤ sup
t≥0

e−rtK̂t + (i− ip)
+ + υ, P-a.s. ∀(i, k) ∈ S}.

Define the restricted control problem by

Vυ(i, k) := sup
(A,B)∈A(υ)

G(i, k;A,B), (RCP)

where Vυ is the value function of the restricted control problem (RCP).

V and Vυ are connected via the following proposition.
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Proposition 4.2.9. For (i, k) ∈ S, we have

V(i, k) = sup
υ∈L1

+(P)
Vυ(i, k). (4.2.21)

Therefore, if there exists (A∗, B∗) ∈ A(0) such that

Vυ(i, k) = G(i, k;A∗, B∗), ∀υ ∈ L1
+(P), (4.2.22)

then V(i, k) = G(i, k;A∗, B∗).

Proof. On one hand, it is obvious that Vυ(i, k) ≤ V(i, k) for all υ ∈ L1
+(P) since

A(υ) ⊂ Ā. On the other hand, for ϵ > 0, let (Aϵ, Bϵ) be an ϵ-optimal control 3 of

V, i.e.

G(i, k;Aϵ, Bϵ) ≥ V(i, k)− ϵ.

Since (Aϵ, Bϵ) ∈ Ā, there must exist υϵ ∈ L1
+(P) such that (Aϵ, Bϵ) ∈ A(υϵ). As

(Aϵ, Bϵ) is not necessarily optimal for Vυϵ , we observe that

sup
υ∈L1

+(P)
Vυ(i, k) ≥ Vυϵ(i, k) ≥ G(i, k;Aϵ, Bϵ) ≥ V(i, k)− ϵ. (4.2.23)

Since ϵ can be arbitrarily small, we conclude that (4.2.21) holds. Finally, V(i, k) =

G(i, k;A∗, B∗) is a direct consequence of (4.2.21) and (4.2.22). ♢

Remark 4.2.10. In Section 4.6, we will propose a candidate optimal control (A∗, B∗)

belongs to A(0) and prove it is optimal for Vυ. As υ is arbitrary, by Proposition

4.2.9, (A∗, B∗) must be optimal for V as well. Thus, in this way, we relax the

restriction from A(υ) to Ā. For more details, see Theorem 4.6.4

From now on, fix υ ∈ L1
+(P). For ease of notation, let us drop the superscript υ

in Vυ and use A to denote A(υ).

4.2.3 Existence and uniqueness of the optimal control

The first step of our study is to obtain some integrability results which are very

useful for later analysis.

Proposition 4.2.11. There exists a constant α ≥ 0, such that, for all i ∈ R, and
k ∈ R◦

+,

E
[ ∫ ∞

0
e−rt{|u(Ît)|+ |u′(Ît)|}dt

]
≤ α(1 + |i|γ + |k|γ) (4.2.24)

3The existence of the ϵ-optimal control follows from the finteness of V which can be proved by
(almost) the same argument as in Proposition 4.2.12. We omit the detailed proof.
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Proof. By Assumption 4.2.6 (ii) and the standard estimate (4.2.3), we have

E
[ ∫ ∞

0
e−rt{|u(Ît)|+ |u′(Ît)|}dt

]
≤ E

[ ∫ ∞

0
e−rtZ(1 + |i+ K̂t|γ)dt

]
≤ E

[ ∫ ∞

0
e−rtα(1 + |i|γ + |K̂t|γ)dt

]
≤ α(1 + |i|γ) + αE

[ ∫ ∞

0
e−rt|K̂t|γdt

]
≤ α(1 + |i|γ) + α(1 + |k|γ)

∫ ∞

0
e−(r−ι)tt(γ−1)dt

≤ α(1 + |i|γ + |k|γ),

(4.2.25)

where α is a constant that may vary from line to line. ♢

The following proposition provides a polynomial growth condition for V.

Proposition 4.2.12. There a constant α and such that for all i ∈ R and k ∈ R◦
+

−α(1 + |i|γ + |k|γ) ≤ V(i, k) ≤ α(1 + |i|γ + |k|γ). (4.2.26)

Proof. Taking A = B = 0, −α(1 + |i|γ + |k|γ) ≤ V(i, k) follows directly from

Proposition 4.2.11.

By Assumption 4.2.6(iii), for any ϵ > 0, there exists M such that u(x) ≤ M + ϵx.

Therefore, fixing T > 0,∫ T

0
e−rt{u(It)dt+ pdAt − qdBt}

≤
∫ T

0
e−rt{(M + ϵi+ ϵK̂t + ϵBt − ϵAt)dt+ pdAt − qdBt}

≤(M + ϵi)
1

r
+ ϵ

∫ ∞

0
e−rtK̂tdt+

∫ T

0
e−rt{pdAt − ϵAtdt}+

∫ T

0
e−rt{ϵBtdt− qdBt}

(4.2.27)

We now apply the integration by parts formula for a finite variation process to obtain

∫ T

0
e−rt{u(It)dt+ pdAt − qdBt} ≤ (M + ϵi)

1

r
+ ϵ

∫ ∞

0
e−rtK̂tdt+ pe−rTAT

+ (rp− ϵ)

∫ T

0
e−rtAtdt− qe−rTBT + (ϵ− rq)

∫ T

0
e−rtBtdt. (4.2.28)
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Let ϵ = rp. Since p < q, we get∫ ∞

0
e−rt{u(It)dt+ pdAt − qdBt}

≤ lim sup
T→∞

∫ T

0
e−rt{u(It)dt+ pdAt − qdBt}

≤ (M + rpi)
1

r
+ rp

∫ ∞

0
e−rtK̂tdt+ p sup

T≥0
e−rTAT .

(4.2.29)

Taking expectation on both sides, by the definition of A (note we have dropped υ)

and Remark 4.2.8, we can find a constant α such that

G(i, k;A,B) ≤ α(1 + |i|+ (1 + k2)
1
2 + |i|γ + |k|γ), for all (A,B) ∈ A. (4.2.30)

Since γ ≥ 2, we can always choose α big enough such that G(i, k;A,B) ≤ α(1 +

|i|γ + |k|γ). As (A,B) is arbitrary and α is independent of (A,B) and (i, k), this

shows V (i, k) ≤ α(1 + |i|γ + |k|γ) for all (i, k) ∈ S. ♢

We can further prove the concavity of G and V for fixed k as the proposition

below states. This is a standard result based on the concavity of u.

Proposition 4.2.13. The payoff function G(i, k;A,B) is strictly concave in i and

over the space of admissible control A. Moreover, the value function V(i, k) is

concave in i. Hence, the left and right partial derivatives V±
i (i, k) exist, and V+

i ≤
V−
i .

Proof. Fix k > 0. Take (i, k), (i′, k) ∈ S and (A,B), (A′, B′) ∈ A. Pick λ ∈ (0, 1).

Define iλ = λi+ (1− λ)i′, Aλ = λA+ (1− λ)A′, and Bλ = λB + (1− λ)B′.

Hence, by the definition of G and strict concavity of u, we have

G(iλ, k;Aλ, Bλ)

= E
[ ∫ ∞

0
e−rt{u(il + K̂k

t +Aλt +Bλ
t )dt+ pdAλt − qdBλ

t }
]

> E
[ ∫ ∞

0
e−rt{λu(Ii,k,A,Bt )dt+ (1− λ)u(Ii

′,k,A′,B′

t )dt+ pdAλt − qdBλ
t }

]
= λG(i, k;A,B) + (1− λ)G(i′, k;A′, B′).

(4.2.31)
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Thus, G(·, k; ·, ·) is strictly concave. Hence, by the defintion of V,

V(iλ, k) ≥ sup
(A,B),(A′,B′)∈A

G(il, k;Aλ, Bλ)

≥ sup
(A,B),(A′,B′)∈A

{
λG(i, k;A,B) + (1− λ)G(i′, k;A′, B′)

}
= λ sup

(A,B)∈A
G(i, k;A,B) + (1− λ) sup

(A′,B′)∈A
G(i′, k;A′, B′)

= λV(i, k) + (1− λ)V(i′, k),

(4.2.32)

which proves the concavity of V(·, k). ♢

Remark 4.2.14. It is easy to see from the proof of Proposition 4.2.12 and 4.2.13 that

analogous results hold for V as well.

Now we are in a good position to prove that there exists a unique pair of optimal

controls for the problem (RCP). This forms the basis of the results in Section 4.3.

Theorem 4.2.15. There exists, up to a.s., a unique admissible control (A∗, B∗)

which is optimal for problem (RCP), i.e. G(i, k;A∗, B∗) = V(i, k).

Proof. Existence. Let (i, k) ∈ S and take a maximising sequence (An, Bn) such that

G(i, k;An, Bn) → V(i, k). WLOG, let’s assume G(i, k;An, Bn) ≥ V(i, k)− 1.

Substituting ϵ ∈ (p, q) in (4.2.28) and then taking T → ∞, we obtain

∫ ∞

0
e−rt{u(It)dt+pdAnt − qdBn

t }+ r(ϵ−p)
∫ ∞

0
e−rtAnt dt+ r(q− ϵ)

∫ ∞

0
e−rtBn

t dt

≤ (M + rpi)
1

r
+ rp

∫ ∞

0
e−rtK̂tdt+ p sup

T≥0
e−rTAnT . (4.2.33)

Take expectation on both sides of the above inequality. By our choice of (An, Bn),

we further deduce

r(ϵ− p)E
[ ∫ ∞

0
e−rtAnt dt

]
+ r(q − ϵ)E

[ ∫ ∞

0
e−rtBn

t dt
]

≤ 1−V(i, k) + α(1 + |i|γ + |k|γ), (4.2.34)

where α is a constant. By the lower bound of V developed in Proposition 4.2.12,

we see E
[ ∫∞

0 e−rtAnt dt
]
< ∞ and E

[ ∫∞
0 e−rtBn

t dt
]
< ∞, i.e. both An and Bn are

bounded in the space L1(Ω × R+,P ⊗ e−rtdt). By a theorem of Komlós [43], there

exist subsequences (still labelled by An and Bn) and a pair of measurable processes
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A∗ and B∗ such that the Cesáro sequences of processes

A∗n :=
1

n

n∑
j=0

Aj and B∗n :=
1

n

n∑
j=0

Bj (4.2.35)

converge to A∗ and B∗ P ⊗ e−rtdt-a.e. respectively. Notice that it is easy to check

(A∗n, B∗n) ∈ A. Moreover,

E[sup
t≥0

e−rtA∗
t ] = E[sup

t≥0
lim inf
n→∞

e−rt
1

n

n∑
j=0

Ajt ]

≤ E[lim inf
n→∞

sup
t≥0

e−rt
1

n

n∑
j=0

Ajt ].

(4.2.36)

By Fatou’s Lemma, since (An, Bn) ∈ A, we have

E[sup
t≥0

e−rtA∗
t ] ≤ lim inf

n→∞

1

n

n∑
j=0

E[sup
t≥0

e−rtAjt ] ≤ Λ(1 + |i|γ + |k|γ). (4.2.37)

Similarly,

sup
t≥0

e−rtA∗
t ≤ lim

n→∞

1

n

n∑
j=0

sup
t≥0

e−rtAjt ≤ sup
t≥0

e−rtK̂t + (i− ip)
+ + υ. (4.2.38)

Therefore, we see that the integrability and dominance requirements specified in A
are satisfied. Arguing as Lemma 4.5-4.7 in [41], we see that there are modifications

of (A∗, B∗) which are adapted, càdlàg, and increasing. Hence, (A∗, B∗) ∈ A.

By concavity of G over A, (A∗n, B∗n) is still a maximising sequence. Hence, if we

can use the reverse Fatou’s Lemma, we would have

V(i, k) = lim sup
n→∞

G(i, k;A∗n, B∗n) ≤ G(i, k;A∗, B∗). (4.2.39)

To show that the reverse Fatou’s Lemma can be applied, we use (4.2.28) again to

get ∫ ∞

0
e−rt{u(It)dt+ pdA∗n

t − qdB∗n
t }

≤ α+ pi+ rp

∫ ∞

0
e−rtKtdt+ sup

t≥0
e−rtA∗n

t

≤ α+ p|i|+ rp

∫ ∞

0
e−rtKtdt+ sup

t≥0
e−rtK̂t + (i− ip)

+ + υ =: Y,

(4.2.40)

where α ≥ 0 is a constant and the last inequality follows from the definition of A.
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Note
∫∞
0 e−rtKtdt and supt≥0 e

−rtK̂t are integrable (cf. Assumption 4.2.7, Remark

4.2.8 and standard estimate (4.2.4)), which ensures Y ∈ L1(P). Moreover, Y is

non-negative and independent the choice of (A∗n, B∗n). Therefore, Fatou’s Lemma

can be applied.

Uniqueness. Suppose there are two optimal controls (A1, B1) and (A2, B2). Take

λ ∈ (0, 1). Let (Aλ, Bλ)denote the convex combination of (A1, B1) and (A2, B2). As

G is strictly concave in the control, it follows

G(i, k;Aλ, Bλ) > λG(i, k;A1, B1) + (1− λ)G(i, k;A2, B2) = V(i, k), (4.2.41)

unless (A1, B1) = (A2, B2). ♢

Remark 4.2.16. The difficulty in proving the existence of the optimal control for

Ā lies in the application of the reverse Fatou’s lemma. To obtain (4.2.39), it is

necessary to find a non-negative random variable such as Y which makes (4.2.40)

hold. However, without the dominance property assumed in A(υ), it is not trivial

how to construct such a random variable for controls in Ā.

4.2.4 Variational HJB and heuristic discussion

The classical approach to the derivation of the value function is through solving

the HJB equation. Let L denote the infinitesimal generator of K, i.e.

L :=
1

2
σ2(k)

∂2

∂k2
+ µ(k)

∂

∂k
. (4.2.42)

Following the standard arguments based on dynamic programming principle, the

variational Hamilton–Jacobi–Bellman equation (HJB) associated with control prob-

lem (RCP) (and problem (CP)) is given by

min{rv(i, k)− Lv(i, k)− kvi(i, k)− u(i), vi(i, k)− p, q − vi(i, k)} = 0, (HJB)

for some function v : S → R.
We can make a few observations from (HJB). If V indeed solves (HJB) in the

classical sense, then Vi is bounded between p and q. Moreover, when Vi is strictly

between p and q, V must solve the following PDE:

rv(i, k)− Lv(i, k)− kvi(i, k)− u(i) = 0. (4.2.43)

Based on relevant research on singular control problem (e.g. [15, 27, 28, 29]),

we expect the optimal control is to take no action when the state process (I,K)
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is in {p < Vi < q}, and the control takes the least effort to keep (I,K) within

{p ≤ Vi ≤ q} when (I,K) is in {Vi = p} ∪ {Vi = q},.
If we can obtain a candidate value function v which is C1,2, then via the classical

verification approach, it is possible to verify that v = V, and obtain the optimal

control from there. However, this is not feasible in our case because the closed-form

solution to (4.2.43) is unknown.

To this end, we will directly show that V is a classical C1,2 solution to (4.2.43)

in the closure of {p < Vi < q} and prove the verification theorem of the candidate

optimal control. We achieve this in the following steps:

Step 1. Given the existence of the optimal control, we show Vi is equal to the value

function of a zero-sum optimal stopping game, which gives its existence and

continuity. This is done in Section 4.3;

Step 2. In Section 4.4, we characterise Vi and the boundary of {p < Vi < q} by a

free-boundary problem through an in-depth analysis of the zero-sum optimal

stopping game;

Step 3. By assuming a geometric Brownian motion type of volatility term and

other regularity conditions on µ and u, we show that Vk is well-defined and

continuous through utilising the viscosity property of V. This leads to the

C1,2 smoothness of V in the closure of {p < Vi < q}. This step is completed

in Section 4.5;

Step 4. Finally, in Section 4.6, we propose a candidate optimal control based on the

characterisation developed in Step 2 and verify that it is the unique solution

to the restricted control problem (RCP), which also leads to its optimality for

the unrestricted control problem (CP).

4.3 Existence of Vi and the related zero-sum optimal stopping

game

The problem (RCP) belongs to the class of two dimensional singular control

problem. One crucial result in this area is that, in many cases (e.g. [15, 27, 28, 29]),

Vi can be characterised by the value function of a zero-sum optimal stopping game

(Dynkin game) defined as the following. Let J(i, k; τ, σ) be a payoff function for the

initial position (i, k) given a pair of stopping times (τ, σ), which is explicitly given

by

J(i, k; τ, σ) = E
[ ∫ τ∧σ

0
e−rtu′(Ît)dt+ qe−rσ1σ<τ + pe−rτ1τ≤σ

]
. (4.3.1)
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There are two players in the game and each of them chooses a stopping time. The

player who controls τ wants to maximise the payoff J , and is called the sup-player,

whereas the player who controls σ wants to minimise the payoff J , and is called the

inf-player.

The value function of the optimal stopping game, denoted by W(i, k), exists if

W(i, k) = sup
τ

inf
σ
J(i, k; τ, σ) = inf

σ
sup
τ
J(i, k; τ, σ). (SP)

We say a pair of stopping times (τ∗, σ∗) is a Nash equilibrium (or saddle point) if

for all stopping times σ, τ,

J(i, k; τ, σ∗) ≤ J(i, k; τ∗, σ∗) ≤ J(i, k; τ∗, σ). (4.3.2)

In other words, any deviation from the strategy (τ∗, σ∗) would result in a worse

outcome for each player. It is clear that if such (τ∗, σ∗) exists, then W is well

defined in the sense that (SP) holds.

The next theorem establishes the existence of Nash equilibrium and W = Vi.

Karatzas and Shreve [42] proved a similar result on a more general set-up, but it

does not cover our case. We provide the proof in Section 4.8.1. The proof mainly

mimics the proof in [42].

Theorem 4.3.1. Suppose (A∗, B∗) is the optimal control of the control problem

(RCP). Define

σ∗ := inf{t ≥ 0 : B∗
t > 0}, τ∗ := inf{t ≥ 0 : A∗

t > 0}. (4.3.3)

Then, for any stopping times σ and τ ,

J(i, k; τ, σ∗) ≤ V+
i (i, k), V−

i (i, k) ≤ J(i, k; τ∗, σ), (4.3.4)

which implies (τ∗, σ∗) is a Nash equilibrium. Moreover, W(i, k) = J(i, k; τ∗, σ∗) =

Vi(i, k).

By the above theorem, Vi is well-defined and equals to W. From now on, we

do not have to distinguish Vi and W, though we will use W in most cases. In the

next proposition, we want to show some basic properties for W.

Proposition 4.3.2.

1. W is continuous in S

2. W(i, ·) and W(·, k) are decreasing for all (i, k) ∈ S.
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3. p ≤ W ≤ q.

Proof. 1. For fixed (i, k) ∈ S, take a sequence (in, kn) → (i, k). WLOG, |i − in| +
|k− kn| ≤ 1. Let (τ, σ) and (τn, σn) denote the optimal stopping times with respect

to (i, k) and (in, kn) respectively. Then,

W(i, k)−W(in, kn) ≤ J(i, k; τ, σn)− J(in, kn; τ, σn)

≤ E
[ ∫ ∞

0
e−rt|u′(Îi,kt )− u′(Îin,knt )|dt

]
.

(4.3.5)

By Assumption 4.2.6 (ii) and the standard estimate (4.2.3), it is evident that

|u′(Îi,kt )− u′(Îin,knt )| ≤ α(1 + |i|γ + |K̂k
t |γ + |K̂k+1

t |γ + |K̂k−1
t |γ) ∈ L1(dP⊗ e−rtdt).

Moreover, by Lemma 4.2.4, Îin,knt → Îi,kt in probability for all t ≥ 0. There-

fore, taking n to ∞, by the Dominated Convergence Theorem, we have W(i, k) ≤
lim infn→∞W(in, kn). In a similar way, we can showW(i, k) ≥ lim supn→∞W(in, kn).

2. Since u is concave, u′ is decreasing. By Lemma 4.2.3, for all i1 ≥ i2 and k1 ≥ k2,

J(i1, k1; τ, σ) ≤ J(i2, k2; τ, σ). (4.3.6)

Hence, W(i1, k1) ≤ W(i2, k2).

3. J(i, k; 0, σ) = p and J(i, k; τ, 0) ≤ q for all σ ≥ 0 and τ ≥ 0. Therefore,

p ≤ W(i, k) ≤ q. ♢

4.4 Regularity of W and free-boundaries

Let us begin by introducing the following notations. Define three sets C, Dp,

and Dq by

C = {(i, k) ∈ S : p <W(i, k) < q}, (4.4.1)

Dp = {(i, k) ∈ S : W(i, k) = p}, (4.4.2)

Dq = {(i, k) ∈ S : W(i, k) = q}. (4.4.3)

In the language of optimal stopping problems, we call C the continuation set and

Dp or Dq the stopping sets.

Furthermore, define two free-boundaries ap(k) and aq(k) which map from R◦
+ to
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R such that

ap(k) := inf{i ∈ R : W(i, k) = p}, (4.4.4)

aq(k) := sup{i ∈ R : W(i, k) = q}. (4.4.5)

As W is decreasing with respect to i, it is easy to see that aq(k) ≤ ap(k). Fur-

thermore, since W is continuous, it follows W(ap(k), k) = p and W(aq(k), k) = q.

Moreover, since W is decreasing, we can rewrite C, Dp, and Dq by

C := {(i, k) ∈ S : aq(k) < i < ap(k)}, (4.4.6)

Dp := {(i, k) ∈ S : aq(k) ≥ i}, (4.4.7)

Dq := {(i, k) ∈ S : i ≥ ap(k)}. (4.4.8)

The previous section established the result that Vi = W and we proved some

properties of W. In this section, we will further explore the connection between W

and free-boundary problems. In particular, we are interested in finding an approach

to characterise its free-boundaries ap(k) and aq(k) because as we have discussed at

the end of Section 4.2, we expect the optimal control of V is determined by them.

4.4.1 Free-boundary problem

It turns out, in a similar fashion to the optimal stopping problems, the first

hitting time of Dp and Dq of the process (Î , K) form a Nash equilibrium to the

zero-sum optimal stopping game (SP).

Theorem 4.4.1. Set σ∗ = inf{t ≥ 0 : (Ît,Kt) ∈ Dq} and τ∗ = inf{t ≥ 0 : (Ît,Kt) ∈
Dp}. Then, W(i, k) = J(i, k; τ∗, σ∗).

Proof. Let Yt :=
∫ t
0 e

−rsu′(Îs)ds. Then, by Lemma 2.12 in [38], (I,K, Y ) is still a

continuous Feller process. Moreover, by Proposition 4.2.11,

E[sup
t

|Yt|] ≤ E[ lim
t→∞

|Yt|] <∞. (4.4.9)

Thus, we can apply Theorem 2.1 in [22], which shows (τ∗, σ∗) is indeed optimal. ♢

Moreover, it can be shown that W is a smooth solution to the following free-
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boundary problem

Lw(i, k) + kwi(i, k)− rw(i, k) = −u′(i), (i, k) ∈ C;

Lw(i, k) + kwi(i, k)− rw(i, k) ≥ −u′(i), (i, k) ∈ Do
q ;

Lw(i, k) + kwi(i, k)− rw(i, k) ≤ −u′(i), (i, k) ∈ Do
p;

p ≤ w(i, k) ≤ q, (i, k) ∈ S;

w(i, k) = p, i ≥ ap(k);

w(i, k) = q, i ≤ aq(k),

(4.4.10)

where Do
q and Do

p are the interior of Dq and Dp respectively.

Proposition 4.4.2. W ∈ C1,2(C) and satisfies all conditions listed by (4.4.10).

Proof. Proceeding as in the proof of Theorem 4.4.1, we can show that it is suitable

to apply Theorem 2.1 in [55], which ensures

e−rt∧τW(Ît∧τ ,Kt∧τ ) +

∫ t∧τ

0
e−rsu′(Îs)ds, (4.4.11)

e−rt∧σW(Ît∧σ,Kt∧σ) +

∫ t∧σ

0
e−rsu′(Îs)ds, (4.4.12)

e−rt∧τ∧σW(Ît∧τ∧σ,Kt∧τ∧σ) +

∫ t∧τ∧σ

0
e−rsu′(Îs)ds, (4.4.13)

are continuous submartingale, supermartingale, and martingale respectively, where

τ and σ are the Nash equilibrium defined in Theorem 4.4.1. If we can verify W ∈
C1,2(C), all conditions in (4.4.10) can be checked straightforwardly. To prove W ∈
C1,2(C), we can use the usual argument. In other words, let f : S → R be a C1,2

solution to

Lf(i, k) + kfi(i, k)− rf(i, k) = −u′(i) in R, (4.4.14)

with boundary condition f |∂R = W|∂R, where R ⊂ C is an open rectangle set.

As σ, µ, u′ are Lipschitz continuous in the closure of R and W is continuous, the

existence and uniqueness of f is ensured by Theorem 6.3.6 in [32]. Take (i, k) ∈ R

and ρ := inf{t ≥ 0 : (Ît,Kt) ∈ ∂R}. Following the proof of Theorem 6.5.1 in [32], for

(i, k) ∈ R, we can argue that, by appying Ito’s formula to e−rtf(Ît,Kt), it follows

E[e−rρf(Îρ,Kρ)] = f(i, k) + E
[ ∫ ρ

0
e−rs{Lf(Îs,Ks) + kfi(Îs,Ks)− rf(Îs,Ks)}ds

]
.

(4.4.15)
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Therefore,

f(i, k) = E
[
e−rρf(Îρ,Kρ) +

∫ ρ

0
e−rsu′(Îs)ds

]
= E

[
e−rρW(Îρ,Kρ) +

∫ ρ

0
e−rsu′(Îs)ds

]
= W(i, k),

(4.4.16)

where the last equality holds since (4.4.13) is a martingale, and ρ ≤ τ ∧ σ. ♢

Since (4.4.11) is a submartingale and (4.4.12) is a supermartingale, we get the

following inequalities directly.

Lemma 4.4.3. For all (i, k) ∈ S and the optimal stopping times σ and τ defined in

Theorem 4.4.1, let ρ be an arbitrary stopping time, then we have

W(i, k) ≤ E
[
e−rρ∧τW(Îρ∧τ ,Kρ∧τ ) +

∫ ρ∧τ

0
e−rtu′(Ît)dt

]
, (4.4.17)

W(i, k) ≥ E
[
e−rρ∧σW(Îρ∧σ,Kρ∧σ) +

∫ ρ∧σ

0
e−rtu′(Ît)dt

]
. (4.4.18)

4.4.2 Free-boundaries analysis

Recall the definition of two important constants:

ip := (u′)−1(rp) and iq := (u′)−1(rq). (4.4.19)

Or equivalently, they satisfy u′(ip) = rp and u′(iq) = rq. The next proposition

lists some important properties about the free-boundaries. In particular, ap is a

horizontal line.

Proposition 4.4.4. For all k > 0,

1. aq(k) ≤ iq;

2. aq(k) is decreasing and left continuous;

3. aq(k) > −∞;

4. ap(k) = ip.

Proof. 1. For (i, k) ∈ Do
q , W(i, k) = q. Thus, all partial derivatives of W are 0.

Plugging in (4.4.10), we get u′(i) ≥ rq, which implies i ≤ iq. Hence, aq(k) ≤ iq.

2. Since W is decreasing, for all 0 < k1 ≤ k2 and i > aq(k1),

q = W(aq(k1), k1) >W(i, k1) ≥ W(i, k2). (4.4.20)
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If i = aq(k2), then the equation above would lead to a contradiction. Therefore,

aq(k2) ≤ aq(k1), i.e. aq is a decreasing function. Let kn be a sequence increasing

to k. As a result, aq(kn) is a decreasing sequence and aq(kn) ≥ aq(k). Suppose

limn→∞ aq(kn) > aq(k). Take i ∈ (aq(k), limn→∞ aq(kn)). Then, ∀n ≥ 0, W(i, kn) =

q and W(i, k) < q because i < aq(kn) and i > aq(k). This contradicts to the

continuity of W. Therefore, limn→∞ aq(kn) = aq(k) and aq is left continuous.

3. Suppose there exits k such that aq(k) = −∞. By monotonicity of aq, ∀k′ > k,

aq(k
′) = −∞. Take k0, k1 ∈ (k,∞), k′ ∈ (k0, k1), and i

′ ∈ R. Moreover, define

τ := inf{t ≥ 0 : Kt = k0 or Kt = k1}, σ := inf{t ≥ 0 : aq(Kt) ≥ Ît}. (4.4.21)

Then, σ is optimal by Theorem 4.4.1 and (4.4.6), and τ ≤ σ. Therefore, for any

T > 0,

W(i′, k′) ≥ E
[ ∫ τ∧T∧σ

0
e−rtu′(Ît)dt+ qe−rσ1σ<τ + pe−rτ1τ≤σ

]
≥ E

[ ∫ τ∧T

0
e−rtu′(i′ + K̂t)dt

]
≥ E

[ ∫ τ∧T

0
e−rtu′(i′ + k1T )dt

]
≥ u′(i′ + k1T )

r
E
[
1− e−rτ∧T

]
.

(4.4.22)

Letting i′ go to −∞, by Assumption 4.2.6 (iii), the right hand side of the above

inequality converges to ∞. This contradicts to W ≤ q.

4. We first prove ap(k) ≥ ip. By (4.4.10), in Dp, u
′(i) ≤ rp, which implies i ≥ ip.

Hence, ap(k) ≥ ip. Next, we aim at showing ap(k) ≤ ip. Define an auxiliary optimal

stopping problem Ŵ by

Ŵ(i, k) := sup
τ

E
[ ∫ τ

0
e−rtu′(Ît)dt+ pe−rτ

]
. (4.4.23)

Take i ≥ ip and k > 0 arbitrarily. Notice that inf{t ≥ 0 : Ît ≤ aq(Kt)} = ∞ as

Ît ≥ i ≥ ip and aq ≤ iq < ip. Therefore, W(i, k) = Ŵ(i, k). Note that

E
[ ∫ τ

0
e−rtu′(Ît)dt+ pe−rτ

]
= p+ E

[ ∫ τ

0
e−rt{u′(Ît)− rp}dt

]
. (4.4.24)

Moreover, since Ît ≥ ip, u
′(Ît)− rp ≤ 0 for all t ≥ 0. Hence, for all τ ,

E
[ ∫ τ

0
e−rtu′(Ît)dt+ pe−rτ

]
≤ p. (4.4.25)

78



4. Singular control of inventory and hybrid production

Thus, Ŵ(i, k) = p, which implies W = p in [ip,∞)× R◦
+. So ap(k) ≤ ip. ♢

We can define the inverse of ap and aq, denoted by dp ans dp, as follows:

bp(i) = inf{k ∈ R◦
+ : ap(k) ≤ i}, bq(i) = sup{k ∈ R◦

+ : aq(k) ≥ i}. (4.4.26)

By Proposition 4.4.4 and the convention that inf ∅ = ∞ and sup ∅ = 0, we have

bp(i) =

∞, i < ip;

0, i ≥ ip;
(4.4.27)

and bq(i) = 0 if i ≥ iq. Moreover, we can show bq is continuous.

Proposition 4.4.5. bq is decreasing and continuous on R.

Proof. For i ≤ i′,

{k ∈ R◦
+ : aq(k) ≥ i′} ⊂ {k ∈ R◦

+ : aq(k) ≥ i}. (4.4.28)

Hence, bq(i) ≥ bq(i
′), which shows bq is decreasing. For i > iq, it is obvious bq is

continuous (as bq = 0). Moreover, dq admits an equivalent definition given by

bq(i) = sup{k ∈ R◦
+ : W(i, k) = q}. (4.4.29)

Argue analogously as in Proposition 4.4.4, we can show bq is left continuous.

To complete the proof, we need to show bq is continuous on (−∞, iq]. Suppose there

exists i0 ≤ iq where bq is not continuous at i0, or equivalently bq(i0) > bq(i0+).

Let f(i, k) := q − W(i, k). Choose a rectangle set R = [i0, i1] × [k0, k1] such that

bq(i) > k1 > k0 > bq(i0+). As bq is decreasing, we know the interior of R, denoted

by Ro, is contained by the continuation set C. Then, we know f solves(L − r)f(i, k) + kfi(i, k) = u′(i)− rq, on Ro;

f(i0, k) = 0, k ∈ [k0, k1].
(4.4.30)

Since bq ≥ 0, we can divide both sides of the equation by k and get

1

k
Lf(i, k)− r

k
f(i, k) + fi(i, k) =

u′(i)− rq

k
, on Ro. (4.4.31)

By Assumption 4.2.1 (i), Theorem 3.10 in [33] implies fkkk and fik exist and are

Lipschitz continuous. Then, after differentiating both sides of (4.4.31), there exists
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an second order differentiable operator L̂ such that on Ro

L̂f̂(i, k) + f̂i(i, k) +
r

k2
f(i, k) = −u

′(i)− rq

k2
, (4.4.32)

where f̂ := fk. Noticing f(i, k) ≥ 0, we obtain

L̂f̂(i, k) + f̂i(i, k) ≤ −u
′(i)− rq

k2
. (4.4.33)

Take ψ ∈ C∞
c ([k0, k1]) (where C∞

c denotes the set of infinitely continuously differ-

entiable functions with compact support) such that ψ ≥ 0 and
∫ k1
k0
ψ(x)dx = 1.

Further define

Fψ(i) :=

∫ k1

k0

f̂i(i, k)ψ(k)dk. (4.4.34)

We denote by L̂∗ the adjoint operator of L̂. So we use integration by parts repeatedly

to get

Fψ(i) ≤
∫ k1

k0

{−u
′(i)− rq

k2
ψ(k)− L̂f̂(i, k)ψ(k)}dk

=

∫ k1

k0

{−u
′(i)− rq

k2
ψ(k)− f̂(i, k)L̂∗ψ(k)}dk

=

∫ k1

k0

{−u
′(i)− rq

k2
ψ(k) + f(i, k)

∂

∂k
(L̂∗ψ(k))}dk.

(4.4.35)

Let i ↓ i0, by dominated convergence, we obtain

Fψ(i0+) ≤
∫ k1

k0

−u
′(i0)− rq

k2
ψ(k)dk < 0. (4.4.36)

Hence, there exists l, ϵ > 0 such that Fψ(i) ≤ −l on (i0, i0 + ϵ]. Therefore, for any

δ ∈ (0, ϵ), using Fubini’s theorem, we have

−l(ϵ− δ) ≥
∫ ϵ

δ
Fψ(i0 + i)di

=

∫ k1

k0

(f̂(i0 + ϵ, k)− f̂(i0 + δ, k))ψ(k)dk

=

∫ k1

k0

fk(i0 + ϵ, k)ψ(k)dk +

∫ k1

k0

f(i0 + δ, k)ψ′(k)dk

(4.4.37)

Let δ ↓ 0, by dominated convergence

0 > −lϵ ≥
∫ k1

k0

fk(i0 + ϵ, k)ψ(k)dk. (4.4.38)

80



4. Singular control of inventory and hybrid production

However, since W is decreasing with respect to k, we must have fk ≥ 0, which leads

to a contradiction. ♢

Remark 4.4.6. The continuity of bq implies aq is a strictly decreasing function.

By Proposition 4.4.5, there exists a constant, denoted by i′q such that bq(i) > 0

for all i < i′q and bq(i
′
q) = 0. It is obvious that i′q ≤ iq.

Figure 5 provides a possible shape of C, Dp and Dq based on our previous

analysis.

iq

ip

Dq

Dp

C

aq(k)

ap(k)

k

i

Figure 5: An illustration of the continuation set, stopping sets, and free boundaries.

4.4.3 Smooth-pasting principle

When studying optimal stopping problems, it is often important to verify that

the value function is differentiable on the free-boundaries. Such property is called

the smooth-pasting principle. In the sequel, we will show the existence of Wk along

bq
4 and W is C1,1 across ap.

Proposition 4.4.7. For all i ∈ R, if bq(i) > 0, then Wk(i, bq(i)) exists and

Wk(i, bq(i)) = 0. (4.4.39)

4Of course, it is equivalent to prove this along aq.
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Proof. Take k > 0 and i < ip. Let (τ, σ) denote the optimal stopping times for

(i, k). For any stopping time ρ, by Lemma 4.4.3 and the fact that Ît ≥ i for all t ≥ 0

P-a.s., we get

W(i, k)− u′(i)

r
≤ E

[
e−rρ∧τW(Îρ∧τ ,Kρ∧τ ) +

∫ ρ∧τ

0
e−rtu′(Ît)dt

]
− u′(i)

r

≤ E
[
e−rρ∧τW(Îρ∧τ ,Kρ∧τ ) +

∫ ρ∧τ

0
e−rtu′(i)dt

]
− u′(i)

r

= E
[
e−rρ∧τ

{
W(Îρ∧τ ,Kρ∧τ )−

u′(i)

r

}]
(4.4.40)

Take a < k < b and let τa, τb denote the hitting time of K at a and b respectively.

Substituting ρ = τa ∧ τb into the above inequality, we find

W(i, k)− u′(i)

r
≤ E

[
e−rτ

{
W(Îτ ,Kτ )−

u′(i)

r

}
1τ<τa∧τb

]
+ E

[
e−rτa

{
W(Îτa , a)−

u′(i)

r

}
1τ>τa∧τb1τa<τb

]
+ E

[
e−rτb

{
W(Îτb , b)−

u′(i)

r

}
1τ>τa∧τb1τb<τa

]
.

(4.4.41)

Note that W(Îτ ,Kτ ) − u′(i)
r = p − u′(i)

r ≤ 0 as u′(i)/r > p. Since W is decreasing

with respect to i, and W (i, b) > p and W (i, a) > p, we can derive

W(i, k)− u′(i)

r

≤E
[
e−rτa

{
p− u′(i)

r

}
1τ<τa∧τb1τa<τb

]
+ E

[
e−rτb

{
p− u′(i)

r

}
1τ<τa∧τb1τb<τa

]
+ E

[
e−rτa

{
W(i, a)− u′(i)

r

}
1τ>τa∧τb1τa<τb

]
+ E

[
e−rτb

{
W(i, b)− u′(i)

r

}
1τ>τa∧τb1τb<τa

]
≤E

[
e−rτa

{
W(i, a)− u′(i)

r

}
1τa<τb

]
+ E

[
e−rτb

{
W(i, b)− u′(i)

r

}
1τb<τa

]
.

(4.4.42)

Set f(k; i) := W(i, k)− u′(i)
r . We have shown, for i < ip and k ∈ (a, b),

f(k; i) ≤ f(a; i)E[e−rτa1τa<τb ] + f(b; i)E[e−rτb1τb<τa ]. (4.4.43)

Let ϕ and ψ are the unique decreasing/increasing fundamental solutions to Lf−rf =

0. Define h(k; i) := f(k;i)
ϕ(k) and s̃ := ψ/ϕ. Following (2.9)-(2.13) in [63], we can prove
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that h is s̃-convex. Hence, we have

x 7→ h(x; i)− h(k; i)

s̃(x)− s̃(k)
is increasing on x ̸= k. (4.4.44)

Now choose i such that bq(i) > 0 and set k = bq(i). Since W ≤ q and W(i, k) = q,

for ϵ > 0 sufficiently small

q−u′(i)/r
ϕ(k−ϵ) − q−u′(i)/r

ϕ(k)

s̃(k − ϵ)− s̃(k)
≤ h(k − ϵ; i)− h(k; i)

s̃(k − ϵ)− s̃(k)

≤ h(k + ϵ; i)− h(k; i)

s̃(k + ϵ)− s̃(k)
≤

q−u′(i)/r
ϕ(k+ϵ) − q−u′(i)/r

ϕ(k)

s̃(k + ϵ)− s̃(k)
. (4.4.45)

Note that under Assumption 4.2.1, ϕ and ψ are both C1. Therefore, by mimicking

Theorem 2.3 in [63], taking ϵ→ 0 gives Wk(i, bq(i)) = f ′(bq(i); i) = 0. ♢

Along the boundary ap, we can show the existence and continuity ofWi andWk,

which ensures the differentiability of W. To do so, we need the following lemma.

Lemma 4.4.8. Let C̃ denote the union of C and boundary ap, i.e. C̃ := C∪{(ip, k) :
k > 0}. Take an arbitrary sequence (in, kn) ⊂ C which converges to (i, k) ∈ C̃.

Denote the hitting time of Îin,kn at ip by τn and the hitting time of Îi,k at ip by τ .

Then, τn → τ P-a.s..

Proof. Fix ω ∈ Ω. By the definition of τn, for all n ∈ N,

in +

∫ ∞

0
Kkn
t (ω)1t<τn(ω)dt = ip. (4.4.46)

Set k∗ := max kn and k∗ := min kn. Denote the corresponding hitting time of Î at ip

by τ∗ and τ∗ respectively. Then, by Lemma 4.2.3, τ∗(ω) ≤ τn(ω) ≤ τ∗(ω) for every n.

Since τ∗ is (almost surely) finite it follows τn(ω) is a bounded sequence. Thus, it has

a convergent subsequence, and for ease of notation, let us still use τn(ω) to denote

this convergent subsequence from now on and we denote its limit by T . Moreover,

by Lemma 4.2.4, there exists a further subsequence, still denoted by Kkn(ω) such

that Kkn
t (ω) → Kk

t (ω) for each t ≥ 0, which implies

lim
n→∞

Kkn
t (ω)1t<τn(ω) = Kk

t (ω)1t≤T . (4.4.47)

Moreover, by Lemma 4.2.3, we conclude, for all n ∈ N and t ≥ 0,

|Kkn
t (ω)1t<τn(ω)| ≤ Kk∗

t (ω)1t≤τ∗(ω). (4.4.48)
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Since τ∗ is (almost surely) finite and Kk∗ does not explode, it follows,∫ ∞

0
Kk∗
t (ω)1t≤τ∗(ω)dt <∞. (4.4.49)

Therefore, we can apply Lebesgue’s dominated convergence theorem to (4.4.46) and

obtain

ip = lim
n→∞

{
in +

∫ ∞

0
Kkn
t (ω)1t<τn(ω)dt

}

= i+

∫ ∞

0
Kk
t (ω)1t≤Tdt = i+

∫ ∞

0
Kk
t (ω)1t<Tdt.

(4.4.50)

On the other hand, by the definition of τ ,

i+

∫ ∞

0
Kk
t (ω)1t<τ(ω)dt = ip. (4.4.51)

Since Kk
t (ω) > 0 for all t ≥ 0, we must have τ(ω) = T otherwise it is easy to find

a contradiction. Thus, we have shown that every convergent subsequence of the

bounded sequence τn(ω) converges to the same limit τ(ω). Thus, τn(ω) must also

converge to τ(ω). As we can prove this except for ω in a P-null set, it follows τn → τ

P-a.s.. ♢

The concept of stochastic flow will play an important role in the proof of the

smooth-pasting principle. Define a function ϕ(k) : k → Kk
t (ω) for fixed (t, ω). If

there exists a universal set Z ⊂ Ω with P(Z) = 0 such that ϕ is continuously

differentiable on R◦
+ for every ω ∈ Ω\Z and t ≥ 0, then we say K has a continuously

differentiable stochastic flow. The first derivative of ϕ is denoted by ∂Kt(ω).

Under Assumption 4.2.1, by Theorem 39 in Protter [58] p.305, we know K gen-

erates continuously differentiable flows, and ∂K solves the following SDE:

∂Kt = 1 +

∫ t

0
µ′(Ks)∂Ksds+

∫ t

0
σ′(Ks)∂KsdWs. (4.4.52)

Moreover, if we apply Theorem 39 in [58] again to the joint process (K̂,K), then we

see that K̂ also generates continuously differentiable flows (in variable k) and the

first derivative ∂K̂ (in the k direction) satisfies

∂K̂t =

∫ t

0
∂Ksds. (4.4.53)

Our proof of smooth-pasting principle relies on the following assumption.
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Assumption 4.4.9. u′ is global Lipschitz with the Lipschitz constant Lu, and when

(ip− i)+ is sufficiently small, for each k > 0, there exists a constant R > 0 such that

E
[

sup
y∈B(k,R)

∫ τy

0
sup

x∈B(k,R)
e−rt|∂K̂x

t |dt
]
<∞, (4.4.54)

where B(k,R) denotes the ball centered at k with radius R and τy := inf{t ≥ 0 :

Îi,yt = ip}.

Remark 4.4.10. WhenK is a geometric Brownian motion, it satisfies (4.4.54) because

∂K̂t =
∫ t
0 K

1
sds. Then, by Assumption 4.2.7, it follows

E
[

sup
y∈B(k,R)

∫ τy

0
sup

x∈B(k,R)
e−rt|∂K̂x

t |dt
]
≤

∫ ∞

0
e−rtE

[
∂K̂t

]
dt <∞. (4.4.55)

Proposition 4.4.11. For every sequence (in, kn) ⊂ C which converges to (ip, k)

where k > 0, it follows

lim
n→∞

Wi(in, kn) = lim
n→∞

Wk(in, kn) = 0. (4.4.56)

Proof. This proof largely mimics the proof of Theorem 8 in [17]. Take k > 0 and

suppose (in, kn) ⊂ C converges to (ip, k). We will only prove limn→∞Wk(in, kn) = 0

as the proof for Wi is analogous.

First note that, as W is decreasing with respect to k, we must have

lim sup
n→∞

Wk(in, kn) ≤ 0.

Next, fix a sequence ϵn ↓ 0 as n→ ∞. Without loss of generality, let us assume that

lim inf
n→∞

Wk(in, kn) = lim
n→∞

W(in, kn + ϵn)−W(in, kn)

ϵn
. (4.4.57)

Let τ ϵn (resp. τn) and σϵn (resp. σn) denote the optimal stopping times for the sup

and inf players corresponding to the initial position (in, kn+ ϵn) (resp. (in, kn)). By

the definition of W, we get

W(in, kn + ϵn)−W(in, kn)

≥ J(in, kn + ϵn; τn, σ
ϵ
n)− J(in, kn; τn, σ

ϵ
n)

= E
[ ∫ τn∧σϵ

n

0
e−rt

{
u′(Îin,kn+ϵnt )− u′(Îin,knt )

}
dt
]
.

(4.4.58)

By the global Lipschitz continuity of u′ and the Mean Value Theorem, for each time
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t ≥ 0, there exists a constant ηnt valued in (kn, kn + ϵn) such that

|u′(Îin,kn+ϵnt )− u′(Îin,knt )| ≤ Lu
∣∣K̂kn+ϵn

t − K̂kn
t

∣∣ = Lu|∂K̂
ηnt
t |ϵn. (4.4.59)

Therefore, after dividing both sides of (4.4.58) by ϵn and taking n→ ∞, we obtain

lim inf
n→∞

Wk(in, kn) ≥ −Lu lim
n→∞

E
[ ∫ τn∧σϵ

n

0
e−rt|∂K̂ηnt

t |dt
]
= 0, (4.4.60)

where the last equality follows from the fact that τn converges to 0 P-a.s. by Lemma

4.4.8 and the Dominated Convergence Theorem which is applicable thanks to As-

sumption 4.4.9. ♢

We are ready to show the C1,2 smoothness of W in C ∪Dp.

Theorem 4.4.12. In C ∪Dp, W ∈ C1,2.

Proof. We have already proved W ∈ C1,2(C) and W = p in Dp. By Proposition

4.4.11, we see that Wk and Wi exist along ap(k) for every k > 0 and they are

continuous. Therefore, W ∈ C1,1(C ∪Dp). Moreover,

1

2
σ2(k)Wkk(i, k) + µ(k)Wk(i, k) + kWi(i, k)− rW(i, k) = −u′(i), (i, k) ∈ C.

(4.4.61)

Taking (i, k) to (ip, k
′), we find for all k′ > 0,

lim
(i,k)→(ip,k′)

1

2
σ2(k)Wkk(i, k)− rp = −u′(ip) = −rp. (4.4.62)

Since σ2(k) > 0, we conclude that lim(i,k)→(ip,k′)Wkk(i, k) = 0, i.e. W ∈ C1,2(C ∪
Dp). ♢

4.4.4 Characterisation of W and bq

Recall the free-boundary problem (4.4.10). Given the smooth-pasting principle

and our knowledge of bq, the free-boundary problem can be updated as follows.

Consider w : S → R+ and β : R → R+. For ease of notation, let us introduce

Cβ, and Dβ
q and recall Dp, which are defined by

Cβ := {(i, k) ∈ S : β(i) < k and i < ip}; (4.4.63)

Dβ
q := {(i, k) ∈ S : k ≤ β(i)}; (4.4.64)

Dp := {(i, k) ∈ S : i ≥ ip}. (4.4.65)
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Let B denote a set of functions that is given by

B :=

{
f : R → R+ such that f is continuous,

decreasing, surjective, and f(iq) = 0

}
. (4.4.66)

Then, we say (w, β) is a solution to the free-boundary problem (4.4.67) defined below

if w ∈ C(S) and β ∈ B, and all conditions specified in (4.4.67) are satisfied.

Lw(i, k) + kwi(i, k)− rw(i, k) = −u′(i), (i, k) ∈ Cβ;

w(i, k) = p, (i, k) ∈ Dp;

w(i, k) = q, (i, k) ∈ Dβ
q ;

w ∈ C1,2(Cβ ∪Dp);

wk(i, β(i)) = 0, i < β−1(0);

p ≤ w(i, k) ≤ q, (i, k) ∈ S.

(4.4.67)

The main result of this subsection is given by the following theorem.

Theorem 4.4.13. (W, bq) is the unique solution to the free-boundary problem (4.4.67).

It is easy to see that (W, bq) solves (4.4.67) by Proposition 4.4.2, 4.4.7 and The-

orem 4.4.12. Therefore, the rest of this section is devoted to the proof of uniqueness.

Let (w, β) be an arbitrary solution of (4.4.67). Then, we can show there exists a

probabilistic representation of w that depends on β.

Proposition 4.4.14. For all (i, k) ∈ S, w(i, k) can be written as

w(i, k) = Ei,k
[ ∫ ∞

0
e−rsu′(Îs)1β(Îs)<Ks

1Îs<ip
ds
]

+ Ei,k
[ ∫ ∞

0
e−rs

{
rp1Îs≥ipds+ rq1Ks≤β(Îs)

}
ds
]
, (4.4.68)

where the initial position of (Î , K) is emphasized with subscript Ei,k. Moreover, β(i)

is a solution to the following integral equation.

q =

∫ ∞

0
e−rsEi,β(i)

[
u′(Îs)1β(Îs)<Ks

1Îs<ip

]
ds

+

∫ ∞

0
e−rs

{
rpPi,β(i)(Îs ≥ ip) + rqPi,β(i)(Ks ≤ β(Îs)

}
ds. (4.4.69)

Proof. The main idea is to apply a general version of Itô’s rule to e−rtw(Ît,Kt).

Despite that the C1,2 smoothness of w along bq is unknown, as Î is a finite variation

process, we are in the setting of the change-of-variable formula derived by Du Toit
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[20] Theorem 5.1. Following Remark 5.4 in [20], to use this result, it is sufficient to

check the following conditions:

β and w are continuous functions;

bt := β(Ît) has paths of bounded variation;

wk(i, β(i)±) exist for all i such that β(i) > 0;

t 7→ wk(Ît, bt+)− wk(Ît, bt−) is continuous on {t < ρ} where ρ := inf{s : bs = 0};

u(i)1(i,k)∈Cβ + rp1
(i,k)∈Dβ

p
+ rq1

(i,k)∈Dβ
q
is locally bounded.

It turns out these conditions are satisfied simply because (w, β) is a solution to the

free-boundary problem (4.4.67). Therefore, for any fixed time t ≥ 0, we can apply

the change-of variable-formula to e−rtw(Ît,Kt) and obtain

w(i, k) = −
∫ t

0
e−rs{Lw(Îs,Ks−)− rw(Îs,Ks) + kwi(Îs,Ks−)}ds

+ e−rtw(Ît,Kt)−Mt

= −
∫ t

0
e−rs{Lw(Îs,Ks)− rw(Îs,Ks) + kwi(Îs,Ks)}1β(Îs)<Ks

1Îs<ip
ds

+

∫ t

0
e−rsrp1Îs≥ipds+

∫ t

0
e−rsrq1Ks≤β(Îs)ds+ e−rtw(Ît,Kt)−Mt.

=

∫ t

0
e−rsu′(Îs)1β(Îs)<Ks

1Îs<ip
ds+

∫ t

0
e−rsrp1Îs≥ipds

+

∫ t

0
e−rsrq1Ks≤β(Îs)ds+ e−rtw(Ît,Kt)−Mt

(4.4.70)

where Mt =
∫ t
0 e

−rswk(Îs,Ks−)dWs. Take Tn := inf{t ≥ 0 : |Ît| ∨Kt ≥ n or Kt ≤
1/n}. Then Mt∧Tn is a martingale with initial value 0. Thus,

w(i, k) = Ei,k
[ ∫ t∧Tn

0
e−rsu′(Îs)1β(Îs)<Ks

1Îs<ip
ds
]

+ Ei,k
[ ∫ t∧Tn

0
e−rs

{
rp1Îs≥ip + rq1Ks≤β(Îs)

}
ds
]
+ Ei,k

[
e−rt∧Tnw(Ît∧Tn ,Kt∧Tn)

]
(4.4.71)

By the boundedness of w and Proposition 4.2.11, we can take t and n to infinity and

use the Dominated Convergence Theorem, which gives (4.4.68). Finally, (4.4.69)

is a direct consequence of (4.4.68) by substituting (i, β(i)) on the left hand side of

(4.4.68) and using Fubini’s theorem. ♢
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We define a progressively measurable process ht by

ht := e−rtw(It,Kt) +

∫ t

0
e−rs

{
u′(Îs)1β(Îs)<Ks

1Îs<ip
+ rp1Îs≥ip + rq1Ks≤β(Îs)

}
ds.

(4.4.72)

Then, it is not hard to show

Lemma 4.4.15. ht is a U.I. martingale.

Proof. Arbitrarily choose a stopping time τ . Because (I,K) is a Feller (or Feller-

Dynkin) process, hence a strong Markov process, it follows from the probabilistic

representation of w (4.4.68) that

e−rτw(Iτ ,Kτ ) = E
[ ∫ ∞

τ
e−rs

{
u′(Îs)1β(Îs)<Ks

1Îs<ip
+rp1Îs≥ip+rq1Ks≤β(Îs)

}
ds
∣∣Fτ].

(4.4.73)

Therefore, we see that E[hτ ] = w(i, k). Moreover, it is also easy to check that |ht| is
a bounded process since w is a bounded function. Thus, ht is a U.I. martingale (see

e.g. Theorem II.77.6 in [61] p.190). ♢

We can now prove Theorem 4.4.13.

Proof of Theorem 4.4.13. Existence. By Proposition 4.3.2, W is continuous. By the

definition of bq and Proposition 4.4.5, it is obvious that bq ∈ B. All conditions in

(4.4.67) follow from Proposition 4.4.2, Proposition 4.4.7, and Theorem 4.4.12.

Uniqueness. Let (w, β) be an arbitrary solution to (4.4.67). By the probabilistic

representation (4.4.68), it is sufficient to prove β ≥ bq and β ≤ bq.

To begin with, suppose there exists i0 < iq such that bq(i0) < β(i0). Take k0 ∈
(bq(i0), β(i0)). Set τ and σ be the optimal stopping times for W as in Theorem

4.4.1. Then, by Lemma 4.4.15 and the definitions of τ and σ, we get

w(i0, k0) = Ei0,k0
[
e−rτ∧σw(Iτ∧σ,Kτ∧σ)

+

∫ τ∧σ

0
e−rs

{
u′(Îs)1β(Îs)<Ks

1Îs<ip
+ rp1Îs≥ip + rq1Ks≤β(Îs)

}
ds
]

≤ Ei0,k0
[
e−rτp1τ≤σ + e−rσq1σ<τ+

+

∫ τ∧σ

0
e−rs

{
u′(Îs)1β(Îs)<Ks

1Îs<ip
+ rq1Ks≤β(Îs)

}
ds
]

< Ei0,k0
[
e−rτp1τ≤σ + e−rσq1σ<τ +

∫ τ∧σ

0
e−rsu′(Îs)ds

]
= J(i0, k0; τ, σ) = W(i0, k0),

(4.4.74)
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where the first inequality holds since w ≤ q and the second inequality follows from

the fact that on {Ks ≤ β(Îs)}, we have rq < u′(Îs). However, since (i0, k0) ∈ Dβ
q ,

it follows w(i0, k0) = q and hence W(i0, k0) > q, which leads to a contradiction.

Therefore, β ≥ bq.

On the other hand, suppose there exists i0 < iq such that β(i0) < bq(i0). Take

k0 ∈ (β(i0), bq(i0)). Let τ still be as in Theorem 4.4.1, i.e. the optimal stopping

time for the sup-player. Define σβ := inf{t ≥ 0 : Kt ≤ β(Ît)}. Then, by Lemma

4.4.15, we get

W(i0, k0) = Ei0,k0
[
e−rτ∧σβW(Îτ∧σβ ,Kτ∧σβ )

+

∫ τ∧σβ

0
e−rs

{
u′(Îs)1bq(Îs)<Ks

1Îs<ip
+ rp1Îs≥ip + rq1Ks≤bq(Îs)

}
ds
]

≤ Ei0,k0
[
e−rτp1τ≤σβ + e−rσβq1σβ<τ

+

∫ τ∧σβ

0
e−rs

{
u′(Îs)1bq(Îs)<Ks

1Îs<ip
+ rq1Ks≤bq(Îs)

}
ds
]

< Ei0,k0
[
e−rτ∧σβw(Îτ∧σβ ,Kτ∧σβ ) +

∫ τ∧σβ

0
e−rsu′(Îs)ds

]
= Ei0,k0 [hτ∧σβ ] = w(i0, k0),

(4.4.75)

where the first inequality holds since W ≤ q and the second inequality follows from

the fact that rq < u′(Îs) on {Ks ≤ bq(Îs)}. However, since (i0, k0) ∈ Dp, we know

W(i0, k0) = q, which contradicts to the condition that w(i0, k0) ≤ q . Therefore,

β ≥ bq. ♢

Remark 4.4.16. In some cases (e.g. [15, 28]), one can prove that βq is the unique

solution to the integral equation (4.4.69) over a space of functions like B. However,
that normally requires the knowledge of the probability density function of the space

variable. In our case, Î is an integral process whose density is unknown, which

makes it nontrivial to obtain uniqueness. Given this technical difficulty, we leave

the discussion of the uniqueness of the solution to (4.4.69) to future research.

4.5 Viscosity solution and regularity of Vk

For the value function V defined by (RCP), we have shown Vi is well defined and

continuous on S. We would like to further explore the smoothness of V, in particular

in the k-direction. The smoothness of V will play a key role in the verification of the

candidate optimal control in Section 4.6. To achieve this, we require Assumption

4.5.1 which is stated below. We stress that all results proved in Section 4.2, 4.3 and
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4.4 do not rely on this assumption.

Assumption 4.5.1. Either of the three conditions is satisfied:

1. σ(k) = σk and µ(k) = µk, i.e. K is a geometric Brownian motion.

2. σ(k) = σk, µ(k) is concave, and u is an increasing function.

3. σ(k) = σk and µ′(k) is globally Lipschitz with Lipschitz constant L (recall

Assumption 4.2.1 (iv)). Moreover, there exist constants c1, c2,M1,M2, κ, θ ∈
R◦
+ such that:

(a) c2 ∈ [rp, rq], κ ∈ (0, 1), and θ ≥ 1;

(b) u(x) ≤ c1(1− |x|θ) + c2x;

(c) |u(x)− u(y)| ≤M1(1 + |x|θ + |y|θ)κ|x− y| for all x, y ∈ R◦
+;

(d) For every x1, x2 ∈ R, and λ ∈ [0, 1],

u(xλ)− λu(x1)− (1− λ)u(x2) ≤M2(1 + |x|θ + |y|θ)κλ(1− λ)|x1 − x2|2,

where xλ := λx1 + (1− λ)x2;

(e) Set p0 =
1
κ and q0 :=

1
1−κ . We assume r ≥ ξ := 2q0L− q0σ

2 + 2σ2q20.

Remark 4.5.2. Under Assumption 4.5.1 Condition 3, we can see that u is locally

semiconvex, i.e. for any R > 0, there exists a constant cR > 0 such that in the ball

with radius R, u(x) + cR|x|2 is convex.

Remark 4.5.3. An example of a reward function that satisfies Condition 3 in As-

sumption 4.5.1 is u(x) = −(x− c)2 where c is a constant. Let θ = 2 and κ = 0.5. As

u is locally Lipschitz with a linear derivative, we see that (c) holds. u is semiconvex,

and hence (d) is satisfied. It is easy to see, since u is a quadratic function, (b) holds

for suitable c1 and c2.

On one hand, Assumption 4.5.1 Condition 1 or 2 enables us to improve the

concavity property of V to the whole state space S.

Proposition 4.5.4. Under Assumption 4.5.1 Condition 1 or 2, the payoff function

G(i, k;A,B) is strictly concave over S ×A. Moreover, the value function V(i, k) is

concave in S. As a result of concavity, V is a continuous function, and the left and

right partial derivatives V±
k (i, k) exist, and V+

k ≤ V−
k .

Proof. Take (i, k), (i′, k′) ∈ S and (A,B), (A′, B′) ∈ A. Pick λ ∈ (0, 1). Define

iλ = λi+(1−λ)i′, kλ = λk+(1−λ)k′, Aλ = λA+(1−λ)A′, and Bλ = λB+(1−λ)B′.
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Under Condition 1, we notice that

Kkλ

t = λKk
t + (1− λ)Kk′

t , t ≥ 0. (4.5.1)

Hence, by strict concavity of u, we have

G(iλ, kλ;Aλ, Bλ)

= E
[ ∫ ∞

0
e−rt{u(Ii

l,kl,Aλ,Bλ

t )dt+ pdAλt − qdBλ
t }

]
> E

[ ∫ ∞

0
e−rt{λu(Ii,k,A,Bt )dt+ (1− λ)u(Ii

′,k′,A′,B′

t )dt+ pdAλt − qdBλ
t }

]
= λG(i, k;A,B) + (1− λ)G(i′, k′;A′, B′).

(4.5.2)

Arguing analougouly as in Proposition 4.2.13, the concavity of V follows from the

concavity of G.

Under Condition 2, suppose we have shown

Kkλ

t ≥ λKk
t + (1− λ)Kk′

t , t ≥ 0. (4.5.3)

Since u is increasing, we find

u(Ii
l,kl,Aλ,Bλ

t ) ≥ λu(Ii,k,A,Bt ) + (1− λ)u(Ii
′,k′,A′,B′

t ), (4.5.4)

which is sufficient to prove the concavity of G by following (4.5.2). So, the remaining

task is to prove (4.5.3). For ease of notation, define Kλ := λKk + (1 − λ)Kk′ . As

K solves an SDE, we exploit the concavity of µ and see that

Kλ
t = kλ +

∫ t

0
{λµ(Kk

s ) + (1− λ)µ(Kk′
s )}ds+

∫ t

0
σKλ

s dWs

≤ kλ +

∫ t

0
µ(Kλ

t )ds+

∫ t

0
σKλ

s dWs.

(4.5.5)

Since we also know that

Kkλ

t = kλ +

∫ t

0
µ(Kkλ

t )ds+

∫ t

0
σKkλ

s dWs,

employing a comparison principle (see [36] Theorem 1.1), we immediately obtain

(4.5.3). ♢

On the other hand, Assumption 4.5.1 Condition 3 is sufficient to pass the local

semiconvex property of u on to V.
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Proposition 4.5.5. Under Assumption 4.5.1 Condition 3, V is locally semiconvex.

In particular, by Theorem 2.17 in [9], V is locally Lipschitz continuous.

Observe since V(i, k) ≥ −α(1 + |i|γ + |k|γ) by Proposition 4.2.12, without loss

of generality, we can restrict attention to the following class of control A0 given by

A0 := {(A,B) ∈ A : G(i, k;A,B) ≥ −α(1 + |i|γ + |k|γ), ∀(i, k) ∈ S}. (4.5.6)

Before we give a proof of Proposition 4.5.5, we first derive an estimate for |I|θ.

Lemma 4.5.6. Take R > 0 and BR an open ball with radius R. Under Assumption

4.5.1 Condition 3, there exists a constant cR, depending only on R, such that, for

every (i, k) ∈ BR ∩ S,

sup
(A,B)∈A0

E
[ ∫ ∞

0
e−rt|Ii,kt |θdt

]
≤ cR. (4.5.7)

Proof. Fix (i, k) ∈ BR ∩ S and (A,B) ∈ A0. Using Condition 3 (3b), rp ≤ c2 ≤ rq

and integration by parts, it follows that∫ T

0
e−rt{u(It)dt+ pdAt − qdBt}

≤
∫ T

0
e−rt{c1 − c1|It|θ + c2It}dt+

∫ T

0
e−rt{pdAt − qdBt}

≤ 1

r
(c1 + c2|i|)− c1

∫ T

0
e−rt|It|θdt+ c2

∫ T

0
e−rtK̂tdt

+

∫ T

0
e−rt{pdAt − c2Atdt}+

∫ T

0
e−rt{−qdBt + c2Btdt}

≤ 1

r
(c1 + c2|i|)− c1

∫ T

0
e−rt|It|θdt+ c2

∫ T

0
e−rtK̂tdt+ pe−rTAT − qe−rTBT

≤ 1

r
(c1 + c2|i|)− c1

∫ T

0
e−rt|It|θdt+ c2

∫ ∞

0
e−rtK̂tdt+ sup

T≥0
pe−rTAT .

(4.5.8)

Therefore, taking T → ∞ and expectation on both sides of the inequality, by Remark

4.2.8 and the definition of A, we see there exists a constant c′ > 0 such that

G(i, k;A,B) ≤ 1

r
(c1+c2|i|)−c1E

[ ∫ ∞

0
e−rt|It|θdt

]
+c′(1+k2)1/2+Λ(1+ |i|γ+ |k|γ).

(4.5.9)
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As (A,B) ∈ A0, we further obtain that

E
[ ∫ ∞

0
e−rt|It|θdt

]
≤ 1

c1

{1
r
(c1 + c2|i|) + c′(1 + k2)1/2 + (α+ Λ)(1 + |i|γ + |k|γ)

}
.

(4.5.10)

Observe that the right-hand side of (4.5.10) is bounded uniformly by a constant

cR as (i, k) ∈ BR. Therefore, the proof is completed by taking the supremum over

control A0 on the left-hand side of (4.5.10). ♢

Proof of Proposition 4.5.5. Let R > 0 and BR be a ball with radius R. Take

(i, k), (i′, k′) ∈ BR ∩ S and λ ∈ [0, 1]. Using an equivalent definition of semiconvex-

ity (see Proposition 4.4 in [70], p. 187), we aim at proving there exists a constant

MR > 0, depending only on R, such that

V(iλ, kλ)− λV(i, k)− (1− λ)V(i′, k′) ≤Mλ(1− λ)(|i− i′|2 + |k − k′|2), (4.5.11)

where iλ = λi + (1 − λ)i′ and kλ = λk + (1 − λ)k′. Set I := i + K̂k + B − A and

I ′ := i′ + K̂k′ +B −A. For (A,B) ∈ A0, further define

Kλ := λKk + (1− λ)Kk′ , (4.5.12)

K̂λ := λK̂k + (1− λ)K̂k′ , (4.5.13)

Iλ := λI + (1− λ)I ′, (4.5.14)

Ĩλ := iλ + K̂kλ +B −A. (4.5.15)

We complete the proof in three steps.

Step 1. First, we derive a stochastic upper-bound for |K̂kλ − K̂λ| and |Kk −Kk′ |2.
By Assumption4.5.1 Condition 3 and in particular the fact that µ′ is Lipschitz, we

obtain

|µ(kλ)− λµ(k)− (1− λ)µ(k′)|

=
∣∣∣λ(1− λ)(k − k′)

∫ 1

0
µ′(kλ + y(1− λ)(k − k′))dy

− λ(1− λ)(k − k′)

∫ 1

0
µ′(kλ + yλ(k′ − k))dy

∣∣∣
= λ(1− λ)|k − k′|

∣∣∣ ∫ 1

0
{µ′(kλ + y(1− λ)(k − k′))− µ′(kλ + yλ(k′ − k))}dy

∣∣∣
≤ Lλ(1− λ)|k − k′|2.
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Next, set X := Kkλ −Kλ, then we see

Xt =

∫ t

0

{
µ(Kkλ

s )− µ(Kλ
s ) + µ(Kλ

s )− λµ(Kk
s )− (1− λ)µ(Kk′

s )
}
dt+

∫ t

0
σXsdWs

≤
∫ t

0

{
L|Xt|+ Lλ(1− λ)|Kk

s −Kk′
s |2

}
dt+

∫ t

0
σXsdWs.

(4.5.16)

Define Et := exp
(
(L− 1

2σ
2)t+σWt

)
. Let Yt := Lλ(1−λ)Et

∫ t
0

|Kk
s−Kk′

s |2
Es

ds. Applying

integration by parts, we see Y solves the following SDE:

dYt =
{
L|Yt|+ Lλ(1− λ)|Kk

s −Kk′
s |2

}
dt+ σYtdWt. (4.5.17)

By a comparison principle (see [36] Theorem 1.1), we see thatXt ≤ Yt. By symmetry

of the argument, we conclude |Xt| ≤ Yt. Analogously we can apply the comparison

principle again to |Kk
t −Kk′

t | and Et. In summary, we have

|Kk
t −Kk′

t |2 ≤ |k − k′|E2
t , (4.5.18)

|Kkλ

t −Kλ
t | ≤ Lλ(1− λ)|k − k′|2EtFt, (4.5.19)

where Ft :=
∫ t
0 Esds. By Hölder’s inequality, the upper-bound is inherited by K̂,

which leads to the inequalities

|K̂k
t − K̂k′

t |2 ≤ |k − k′|2tζt; (4.5.20)

|K̂kλ

t − K̂λ
t | ≤ Lλ(1− λ)|k − k′|2ϱt. (4.5.21)

where ζt :=
∫ t
0 E

2
sds and ϱt :=

∫ t
0 EsFsds.

Step 2. Recall the definition of q0 = 1
1−k and ξ := 2q0L − q0σ

2 + 2σ2q20. In this

step, we derive estimates for E[ζq0t ] and E[ϱq0t ]. By the definition of ζt and Hölder’s

inequality, we get

E[ζq0t ] = E
[( ∫ t

0
E2
sds

)q0
] ≤ tκq0

∫ t

0
E[E2q0

s ]ds

= tκq0
∫ t

0
E
[
exp(q0(2L− σ2)s+ 2q0σWs)

]
ds

= tκq0
∫ t

0
exp(ξs)ds ≤ tκq0

ξ
exp(ξt).

(4.5.22)
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Analogously, it is straightforward to derive the following estimate for E[ϱq0t ].

E[ϱq0t ] = E
[( ∫ t

0
EsFsds

)q0
] ≤ tkq0

∫ t

0
E[Eq0s F q0s ]ds

≤ tkq0
∫ t

0
E[E2q0

s ]
1
2E[F 2q0

s ]
1
2ds

≤ tkq0
∫ t

0
exp(

1

2
ξs)s

(k+1)q0
2

(∫ s

0
E[E2q0

u ]du
) 1

2
ds

≤ tκq0√
ξ

∫ t

0
s

(k+1)q0
2 exp(ξs)ds ≤ t

(3k+1)q0
2

+1

√
ξ( (k+1)q0

2 + 1)
exp(ξt).

(4.5.23)

Step 3. This is the main step in the derivation of (4.5.11).

After restricting to A0, by the definition of V and the local Lipschitz and semiconvex

property of u specified in Condition 3, employing the inequality sup(f+g) ≤ sup f+

sup g and (4.5.20), it follows that

V(iλ, kλ)− λV(i, k)− (1− λ)V(i′, k′)

≤ sup
(A,B)∈A0

{
G(iλ, kλ;A,B)− λG(i, k;A,B)− (1− λ)G(i′, k′;A,B)

}

≤ sup
(A,B)∈A0

{
E
[ ∫ ∞

0
e−rt{u(Ĩλt )− λu(It)− (1− λ)u(I ′t)}dt

]}

= sup
(A,B)∈A0

{
E
[ ∫ ∞

0
e−rt{u(Ĩλt )− u(Iλt ) + u(Iλt )− λu(It)− (1− λ)u(I ′t)}dt

]}

≤ sup
(A,B)∈A0

{
M1E

[ ∫ ∞

0
e−rt

(
1 + |Ĩλt |θ + |Iλt |θ

)κ|K̂kλ

t − K̂λ
t |dt

]}

+ sup
(A,B)∈A0

{
M2λ(1− λ)E

[ ∫ ∞

0
e−rt

(
1 + |It|θ + |I ′t|θ

)κ{|i− i′|2 + |K̂k
t − K̂k′

t |2}dt
]}
.

(4.5.24)
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Then, we can use the stochastic upper-bound (4.5.20), which shows

V(iλ, kλ)− λV(i, k)− (1− λ)V(i′, k′)

≤M1Lλ(1− λ)|k − k′|2 sup
(A,B)∈A0

{
E
[ ∫ ∞

0
e−rt

(
1 + |Ĩλt |θ + |Iλt |θ

)κ
ϱtdt

]}
︸ ︷︷ ︸

N1

+M2λ(1− λ)|i− i′|2 sup
(A,B)∈A0

{
E
[ ∫ ∞

0
e−rt

(
1 + |It|θ + |I ′t|θ

)κ
dt
]}

︸ ︷︷ ︸
N2

+M2λ(1− λ)|k − k′|2 sup
(A,B)∈A0

{
E
[ ∫ ∞

0
e−rt

(
1 + |It|θ + |I ′t|θ

)κ
tζtdt

]}
︸ ︷︷ ︸

N3

.

(4.5.25)

The remaining job is for us to compute upper bounds for Ni, i = 1, 2, 3. By utilising

Hölder’s inequality on the product measure dP⊗ e−rtdt, it follows that

N1 ≤ sup
(A,B)∈A0

{
E
[ ∫ ∞

0
e−rt

(
1 + |Ĩλt |θ + |Iλt |θ

)
dt
]κ}

E
[ ∫ ∞

0
e−rtϱq0t dt

]1−κ
. (4.5.26)

We then apply the convexity of |x|θ and Lemma (4.5.6) to the first term in the

product, which gives

sup
(A,B)∈A0

{
E
[ ∫ ∞

0
e−rt

(
1 + |Ĩλt |θ + |Iλt |θ

)
dt
]κ}

≤ sup
(A,B)∈A0

{
E
[ ∫ ∞

0
e−rt

(
1 + |Ĩλt |θ + λ|It|θ + (1− λ)|I ′t|θ

)
dt
]κ}

≤ (
1

r
+ 2cR)

κ.

(4.5.27)

Using the estimate (4.5.23) and the assumption r > ξ, there must exist a constant

C1 such that

E
[ ∫ ∞

0
e−rtϱq0t dt

]1−κ
≤

(∫ ∞

0
e−rtE[ϱq0t ]dt

)1−κ
≤ C1. (4.5.28)

Thus, we obtain N1 ≤ (1r + 2cR)
κC1. Similarly, it is easy to check there exists a

constant C2 such that N2 ≤ (1r +2cR)
κ(1r )

1−κ ≤ C2. Finally, for N3, by the estimate

(4.5.22), there must exist a constant C3 such that

N3 ≤ (
1

r
+ 2cR)

κ
(∫ ∞

0
e−rttq0E[ζq0t ]dt

)1−κ
≤ (

1

r
+ 2cR)

κC3. (4.5.29)
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Therefore, there exists a constantM , depending only on R, such that (4.5.11) holds,

i.e. V is locally semiconvex. ♢

Next, let us recall the definition of a viscosity solution. We first recall the HJB

equation below:

min{rv(i, k)− Lv(i, k)− kvi(i, k)− u(i), vi(i, k)− p, q − vi(i, k)} = 0. (HJB)

Though it is unknown whether V is a C1,2 solution to the HJB equation, it is often

possible to prove it is a solution in the viscosity sense. We say v ∈ C(S) is a

viscosity subsolution to (HJB) if, for every (i, k) ∈ S and every ψ ∈ C2(S) such that

v(i, k) = ψ(i, k) and v − ψ attains a local maximum at (i, k), the following holds:

min{rψ(i, k)− Lψ(i, k)− kψi(i, k)− u(i), ψi(i, k)− p, q − ψi(i, k)} ≤ 0. (4.5.30)

We say v ∈ C(S) is a viscosity supersolution to (HJB) if, for every (i, k) ∈ S and

every ψ ∈ C2(S) such that v(i, k) = ψ(i, k) and v − ψ attains a local minimum at

(i, k), the following holds:

min{rψ(i, k)− Lψ(i, k)− kψi(i, k)− u(i), ψi(i, k)− p, q − ψi(i, k)} ≥ 0. (4.5.31)

If v ∈ C(S) is both a viscosity subsolution and supersolution, then we call v a vis-

cosity solution.

Theorem 4.5.7. The value function V is a viscosity solution to (HJB).

Proof. By Proposition 4.5.4 or 4.5.5, we know V is continuous. Applying the weak

dynamic programming principle proved by Bouchard and Touzi [6] (also see Remark

3.10 and 3.11 therein) and combining with continuity of V, we obtain a classical

dynamic programming principle. Then, we can argue analogously as in Theorem 5.1

Section VIII.5 of [30] to prove V is a viscosity solution to (HJB). ♢

Based on the viscosity supersolution property, we will show in the following

proposition that Vk is well-defined. Together with the continuity of Vi, we also see

that V ∈ C1,1(S).

Proposition 4.5.8. Vk is well defined and continuous on S. Hence, V ∈ C1(S).

Proof. We begin by assuming Condition 3 of Assumption 4.5.1 is satisfied. Fix

R > 0 and (i0, k0) ∈ S ∩ BR. Define v̂(i, k) := V(i, k) +M |(i, k) − (i0, k0)|2 where

M is a constant specified by Lemma 4.8.1 which ensures v̂ is a convex function.
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Therefore, the left and right partial derivative in the k direction, denoted by v̂+k and

v̂−k respectively, always exist, and

v̂−k (i, k) ≤ v̂+k (i, k) for all (i, k) ∈ S.

If v̂−k (i0, k0) = v̂+k (i0, k0), then v̂k(i0, k0) exists, which ensures Vk(i0, k0) is well

defined. Suppose on the contrary that v̂−k (i0, k0) < v̂+k (i0, k0). Then, there exist two

constants a < b and

(v̂i(i0, k0), a) ∈ ∂v̂(i0, k0) and (v̂i(i0, k0), b) ∈ ∂v̂(i0, k0), (4.5.32)

where ∂v̂(i0, k0) denotes the subdifferential of v̂ at (i0, k0) (for more details, see [60],

ch.23). Now, we define a sequence of functions fn in the following way:

fn(i, k) := v̂(i0, k0) + v̂i(i0, k0)(i− i0) +
1

2
(a+ b)(k − k0) +

n

2
(k − k0)

2. (4.5.33)

By the convexity of v̂, there must exist a neighbourhood around (i0, k0), denoted by

N(i0,k0), such that, for all n ∈ N

fn(i, k) ≤ v̂(i, k), ∀(i, k) ∈ N(i0,k0). (4.5.34)

Further define gn(i, k) := fn(i, k)−M |(i, k)− (i0, k0)|2. Then, for all n ∈ N,

gn(i, k) ≤ V(i, k), ∀(i, k) ∈ N(i0,k0). (4.5.35)

Meanwhile, it is not hard to see that for all n ∈ N,

gn(i0, k0) = fn(i0, k0) = v̂(i0, k0) = V(i0, k0),

gn ∈ C2(S),

gni (i0, k0) = fni (i0, k0) = v̂i(i0, k0) = Vi(i0, k0),

gnk (i0, k0) =
1
2(a+ b) and gnkk(i0, k0) = n− 2M.

(4.5.36)

Therefore,V−gn achieves a local minimum at (i0, k0). By the viscosity supersolution

property of V, it follows, for all n ∈ N,

rV(i0, k0)−
1

2
σ2(k0)(n− 2M)− µ(k0)

1

2
(a+ b)− kVi(i0, k0)− u(i0) ≥ 0. (4.5.37)

However, the above inequality cannot hold for sufficiently large n, which leads to a

contradiction.

Moreover, under Condtion 1 or 2, since V is concave, we derive analogously (by
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exploiting the subsolution property of V) a contradiction if V+
k (i0, k0) < V−

k (i0, k0).

The detailed proof is omitted.

Finally, under Condition 3 (resp. Condtion 1 or 2), by Theorem 25.2 in [60], since

(v̂i, v̂k) (resp. (Vi,Vk)) is always well-defined for any (i, k) ∈ S, it follows v̂ (resp.

V) is differentiable on S. Furthermore, Theorem 25.5 in [60] allows us to conclude

that the gradient of v̂ (resp. V) is continuous on S, which implies that Vk is

continuous on S. ♢

Finally, we can show V is actually C1,2 on the closure of C. This helps us to

apply Itô’s rule later in the proof of the verification theorem.

Proposition 4.5.9. Let C̄ denote the closure of C in the set S. Then, Vkk admits

a continuous extension on C̄, and the extended V is a classical C1,2 solution to

Lv(i, k)− rv(i, k) + kvi(i, k) + u(i) = 0, (i, k) ∈ C̄. (4.5.38)

Proof. Let us first prove V is a viscosity solution to (4.5.38) in C. since V ∈ C1(S),

for any test function ψ ∈ C2(S), if V − ψ attains a local maximum or minimum at

(i0, k0) ∈ C, then Vi(i0, k0) = ψi(i0, k0). As (i0, k0) ∈ C, we get p < ψi(i0, k0) < q.

Thus, by the viscosity solution property of V to (HJB), it follows

Lψ(i0, k0)− rψ(i0, k0) + kψi(i0, k0) + u(i) = 0. (4.5.39)

Therefore, V is a viscosity solution to (4.5.38) in C.

Next, we show V is a C1,2 solution to (4.5.38) on C. Take a rectangle set

[a, b]× [c, d] ⊂ C. Let us set up an initial-boundary value problem:
Lv(i, k)− rv(i, k) + kvi(i, k) + u(i) = 0, (i, k) ∈ (a, b]× [c, d];

v(i, c) = V(i, c), v(i, d) = V(i, d) i ∈ (a, b);

v(a, k) = V(a, k), k ∈ (c, d).

(4.5.40)

We observe that L is uniformly elliptic and that σ, µ, u,V are Lipschitz continuous.

By Theorem 6.3.6 in [32], there exists a unique classical solution v̂ to (4.5.40). We

also know that V is a viscosity solution to (4.5.40). Therefore, we can use the

strong comparison principle (e.g. Theorem 4.4.5 of [57]) to show v̂(·) = V(i, ·) on

[a, b]× [c, d]. Thus, V ∈ C1,2(C).

Moreover, for all (i, k) ∈ C, as σ(k) > 0 for all k > 0, it follows that

Vkk(i, k) =
2

σ2(k)

{
− µ(k)Vk(i, k) + rV(i, k)− kVi(i, k)− u(i)

}
. (4.5.41)
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As V ∈ C1(S), we see the right hand side of the equation is continuous in S. Thus,

taking any sequence (in, kn) → (i, k) ∈ ∂C, it follows that Vkk(in, kn) converges.

Therefore, Vkk admits a continuous extension on C̄. ♢

4.6 Candidate optimal control and verification theorem

We can now formally propose a candidate optimal control. Fix (i, k) ∈ S. Let

us specify a Skorokhod reflection-type policy, denoted by (A∗, B∗) which satisfies

aq(Kt) ≤ IA
∗,B∗

t ≤ ip, P⊗ dt− a.e.;

IA
∗,B∗

t = i+ K̂t +B∗
t −A∗

t , P⊗ dt− a.e.;

dA∗ has support on {t ≥ 0 : Vi(I
A∗,B∗

t ,Kt) = p};

dB∗ has support on {t ≥ 0 : Vi(I
A∗,B∗

t ,Kt) = q}.

(4.6.1)

In other words, according to this policy, there is no action taken when the state

process is in set C, and (A∗, B∗) takes the least effort to keep (I,K) staying inside

C̄.

We can explicitly construct such a (A∗, B∗). Let us give a brief description here.

Define ρp := inf{t ≥ 0 : It ≥ ip} and ρq := inf{t ≥ 0 : It ≥ iq}. By convention, we

set ρp = 0 if I0− = i > ip. Then, for t ≥ 0, (A∗
t , B

∗
t ) is defined by

A∗
t := (i− ip)

+ +

∫ t

ρp∧t
Ksds, (4.6.2)

B∗
t := max

(
0,− inf

0≤s≤t
{i+ K̂s − aq(Ks)}

)
. (4.6.3)

Indeed, by this construction, we see that (A∗, B∗) is adapted, càdlàg, non-negative

and increasing. It is easy to see that A∗
t = (i − ip)

+ when t < ρp. Moreover, it

follows from the definition of B∗ that i + K̂t + B∗
t ≥ aq(Kt) for t < ρp. So, we see

that aq(Kt) ≤ IA
∗,B∗

t ≤ ip in {t < ρp} 5.

Notice that, since aq(k) ≤ iq and K̂ is increasing, for any t ≥ ρq, we get

B∗
ρq ≥ iq − i− K̂ρq ≥ aq(Kt)− i− K̂t. (4.6.4)

Therefore, for all t ≥ ρq, B
∗
t = B∗

ρq , i.e. B
∗ will stay constant after I exceeds iq, and

hence for t ≥ ρp (note that ρp ≥ ρq), we get

IA
∗,B∗

t = IA
∗,B∗

ρp− +

∫ t

ρp

Ksds−A∗
t = ip, (4.6.5)

5{t < ρp} := {(ω, t) : t < ρp(ω)}
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which implies aq(Kt) ≤ IA
∗,B∗

t ≤ ip in {t ≥ ρp}. The rest of conditions in (4.6.1)

can be checked directly.

By the above construction, the following lemma is sufficient to prove (A∗, B∗) ∈
A.

Lemma 4.6.1. P almost surely, supt≥0 e
−rtA∗

t ≤ (i − ip)
+ + supt≥0 e

−rtK̂t. More-

over, there exists Λ > 0 such that E
[
supT≥0 e

−rTA∗
T

]
≤ Λ(1 + |i|γ + |k|γ).

Proof. Take (i, k) ∈ S. By the definition of A∗, for all t ≥ 0,

A∗
t = (i− ip)

+ +

∫ t

ρp∧t
Ksds. (4.6.6)

In this way, we observe that A∗
t ≤ (i − ip)

+ + K̂t for all t ≥ 0, which implies that

supt≥0 e
−rtA∗

t ≤ (i − ip)
+ + supt≥0 e

−rtK̂t. Moreover, by Remark 4.2.8, we know

that supt≥0 e
−rtK̂t ∈ L1(P) and there exists a constant Λ0 such that

E
[
sup
T≥0

e−rTA∗
T

]
≤ (i− ip)

+ + Λ0(1 + k2)
1
2 . (4.6.7)

Since γ ≥ 2, we can choose Λ large enough so that

E
[
sup
T≥0

e−rTA∗
T

]
≤ Λ(1 + |i|γ + |k|γ). (4.6.8)

♢

Before we present a verification theorem, it is necessary to make an additional

assumption:

Assumption 4.6.2. limn→∞
nγ

ψ(n) = 0 where ψ is the unique (up to multiplicity)

increasing fundamental solution to Lf − rf = 0.

Finally, the following verification theorem confirms the optimality of (A∗, B∗).

Theorem 4.6.3. The control process (A∗, B∗) specified by (4.6.1) is the unique

solution of the restricted control problem (RCP).

Proof. Fix (i, k) ∈ S. All we need to do is to show

G(i, k : A∗, B∗) ≥ V(i, k). (4.6.9)

Abbreviate IA
∗,B∗

by I. We want to apply a general version of Itô’s formula (e.g.,

Theorem 33 [58], p.81) to e−rtV (It,Kt). Normally Itô’s formula requires C2 smooth-

ness. However, thanks to Proposition A.2 of [27], if τ is a bounded stopping time
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such that (It,Kt) is contained in a compact subset of S, then for t ≤ τ , we have

V(i, k) = E[e−rτV(Iτ ,Kτ )]−E
[ ∫ τ

0
e−rt{LV(It,Kt)−rV(It,Kt)+KVi(It,Kt)}dt

]
− E

[ ∫ τ

0
e−rtVi(It,Kt)d(B

∗c
t −A∗c

t )
]
− E

[ ∑
0≤t≤τ

e−rt{V(It,Kt)−V(It− ,Kt)}
]
,

(4.6.10)

where B∗c (resp. A∗c) denotes the continuous part of B∗ (resp. A∗). Now define

τn := ρn ∧ n where ρn := inf{t ≥ 0 : |(It,Kt)| ≥ n} and substitute τn into (4.6.10).

Set ∆A∗
t := A∗

t −A∗
t− and ∆B∗

t := B∗
t −B∗

t− . According to (4.6.1), it is not hard to

see

∑
0≤t≤τn

e−rt{V(It,Kt)−V(It− ,Kt)} =
∑

0≤t≤τn

e−rt
∫ ∆B∗

t

0
Vi(It− + x,Kt)dx

−
∑

0≤t≤τn

e−rt
∫ ∆A∗

t

0
Vi(It− + x,Kt)dx

=
∑

0≤t≤τn

e−rt{q∆B∗
t − p∆A∗

t }.

(4.6.11)

In the same way, we get∫ τn

0
e−rtVi(It,Kt)d(B

∗c
t −A∗c

t ) =

∫ τn

0
e−rtqdB∗c

t −
∫ τn

0
e−rtpdA∗c

t . (4.6.12)

Next, as (I,K) ∈ C̄ P-a.s., it follows

LV(It,Kt)− rV(It,Kt) +KVi(It,Kt) = −u(It) for all t ≥ 0. (4.6.13)

Therefore, equality (4.6.10) becomes

V(i, k) = E[e−rτnV(Iτn ,Kτn)] + E
[ ∫ τn

0
e−rt{u(It)dt+ pdA∗

t − qdB∗
t }
]
. (4.6.14)

The final step is to pass n to infinity.

To do so, firstly, let us check limn→∞ E[e−rτnV(Iτn ,Kτn)] = 0. Note |V(i, k)| ≤
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α(1 + |i|γ + |k|γ) by Proposition 4.2.12. Since i ≤ It ≤ ip, we see that

E[e−rτn |V(Iτn ,Kτn)|]

≤ E[e−rτnα(1 + |Iτn |γ + |Kτn |γ)]

≤ α(1 + |i|γ ∨ |ip|γ)E[e−rτn ] + αE[e−rτn |Kτn |γ ]

≤ α(1 + |i|γ ∨ |ip|γ)E[e−rτn ] + αE[e−rn|Kn|γ ] + αE[e−rρn |Kρn |γ ]

≤ α(1 + |i|γ ∨ |ip|γ)E[e−rτn ] + αE[e−rn|Kn|γ ] + α|n|γE[e−rρn ],

(4.6.15)

where the last inequality follows from the definition of ρn.

It is easy to check that limn→∞ E[e−rτn ] = 0 by the Dominated Convergence

Theorem. Next, it follows from the standard estimate (4.2.1) that there exists a

constant c̃ such that

E[e−rn|Kn|γ ] ≤ c̃e−(r−ι)n(1 + |k|γ), (4.6.16)

where ι is defined in Assumption 4.2.7. Since r > ι by Assumption 4.2.7, we obtain

limn→∞ E[e−rn|Kn|γ ] = 0. Lastly, without loss of generality, let us assume k < n

and |i| ∨ |ip| < n. Then, ρn = inf{t ≥ 0 : Kt ≥ n}, and it is well known that

E[e−rρn ] = ψ(k)
ψ(n) where ψ is the increasing fundamental solution to Lf − rf = 0. By

Assumption 4.6.2, we get

lim
n→∞

|n|γE[e−rρn ] = ψ(k) lim
n→∞

nγ

ψ(n)
= 0. (4.6.17)

Taking n→ ∞ in (4.6.15), we see that all expectation terms in the last line converge

to 0, and hence

lim
n→∞

E[e−rτn |V(Iτn ,Kτn)|] = 0, (4.6.18)

which implies limn→∞ |E[e−rτnV(Iτn ,Kτn)]| = 0.

Secondly, set σ := inf{t ≥ 0 : It = ip}. We see there exists a positive constant

M such that∣∣∣∣∣
∫ τn

0
e−rt{u(It)dt+ pdA∗

t − qdB∗
t }

∣∣∣∣∣
≤

∫ τn

0
e−rt max

x∈[iq ,ip]
|u(x)|dt+ p(i− ip)

+ +

∫ τn

σ∧τn
e−rtpKtdt+ q|i− iq|

≤M + p

∫ ∞

0
e−rtKtdt.

(4.6.19)

As we know
∫∞
0 e−rtKtdt is integrable by Remark 4.2.8, we can apply the Dominated
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Convergence Theorem and get

lim
n→∞

E
[ ∫ τn

0
e−rt{u(It)dt+ pdA∗

t − qdB∗
t }
]
= E

[ ∫ ∞

0
e−rt{u(It)dt+ pdA∗

t − qdB∗
t }
]
.

Finally, taking n→ ∞ in (4.6.14), we conclude that

V(i, k) = lim
n→∞

E[e−rτnV(Iτn ,Kτn)]

+ lim
n→∞

E
[ ∫ τn

0
e−rt{u(It)dt+ pdA∗

t − qdB∗
t }
]
= G(i, k;A∗, B∗).

♢

Before we conclude this section, let us come back to the unrestricted control

problem (CP) and prove the optimality of (A∗, B∗).

Theorem 4.6.4. (A∗, B∗) is the unique optimal control of the control problem (CP).

Proof. Recall the definition of A(υ) and Ā from Section 4.2. Note that (A∗, B∗) ∈
A(0) by Lemma 4.6.1. In our study of the restricted control problem (RCP), the

random variable υ is arbitrarily chosen, and Theorem 4.6.3 shows that (A∗, B∗) is

optimal for Vυ. Therefore, by Proposition 4.2.9, we obtain V(i, k) = G(i, k;A∗, B∗).

As (A∗, B∗) ∈ Ā, we see (A∗, B∗) is the optimal control. The uniqueness easily

follows from the strict concavity of G(i, k; ·, ·), which can be proved analogously as

in the uniqueness part of the proof of Theorem 4.2.15. ♢

Remark 4.6.5. According to the definition of (A∗, B∗), A∗ and B∗ stay constant

when (I,K) is in C. Thus, I is an increasing process in C. It shows once I exceeds

iq (or the smallest i′q < iq such that bq(i
′
q) = 0), (I,K) cannot hit aq anymore,

i.e. B∗ will stay constant forever. Then we wait until I hits ip and from that time

onward, I stays at ip.

4.7 Concluding remarks

Under a general concave preference on the level of inventory, constant price,

constant cost of production from the secondary source, and zero cost of production

from the primary source, our model tells us that, qualitatively:

• It is optimal to not output any products until the inventory has accumulated

to a certain level which is not stochastic (i.e. ip). Once the inventory reaches

that level, we shall sell all primary production and keep the inventory at that

level;
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• In some cases, when the initial inventory is not large enough or the rate of

production from the primary source is low, optimally we have to make extra

production from the secondary source to boost the inventory;

• When we produce from the secondary source, it is optimal to produce as little

as possible while still keeping the inventory just on or above a level which

depends on the rate of production of the primary source (i.e. aq(k));

• There exists another fixed inventory level (i.e. iq) such that after the inventory

accumulates higher than that, it is optimal to not produce from the secondary

source whatever the production rate of the primary source.

The current assumptions of the model allow the inventory I to be negative.

However, assuming ip ≥ 0, it is not hard to see that for every i ≥ 0 and k >

0, IA
∗,B∗

t ≥ 0 for all t ≥ 0. Therefore, even if we add an extra constraint that

I ≥ 0 to the set of admissible control Ā, (A∗, B∗) defined by (4.6.1) would still be

admissible and hence optimal. Thus, if we want to use the result of our model with

the restriction on the inventory being non-negative, the only additional requirement

is to choose u such that ip ≥ 0.

4.8 Proofs and additional results

4.8.1 Proof of Theorem 4.3.1

Proof. If (4.3.4) holds, then by Proposition 4.2.13 it is obvious that

inf
σ

sup
τ
J(i, k; τ, σ) ≤ sup

τ
J(i, k; τ, σ∗) ≤ V+

i (i, k)

≤ V−
i (i, k) ≤ inf

σ
J(i, k; τ∗, σ) ≤ sup

τ
inf
σ
J(i, k; τ, σ). (4.8.1)

Since supτ infσ J(i, k; τ, σ) ≤ infσ supτ J(i, k; τ, σ), we must have W(i, k) =

J(i, k; τ∗, σ∗) = Vi(i, k). So to complete the proof, it is sufficient to show (4.3.4).

We will only prove v+i (i, k) ≥ J(i, k; τ, σ∗) for every stopping time τ . The other

assertion can be proved analogously.

Fix (i, k) ∈ S. Suppose (A∗, B∗) is the optimal control w.r.t (i, k). Take a stopping

time t. For any ϵ > 0, define

σϵ = inf{t ≥ 0 : B∗
t ≥ ϵ} (4.8.2)
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Aϵt =


A∗
t , if t < τ ∧ σϵ

A∗
t . if σϵ < τ, t ≥ σϵ

A∗
t + (ϵ−B∗

τ ), if τ ≤ σϵ, t ≥ τ

(4.8.3)

Bϵ
t =


0, if t < τ ∧ σϵ

B∗
t − ϵ, if σϵ < τ, t ≥ σϵ

B∗
t −B∗

τ , if τ ≤ σϵ, t ≥ τ

(4.8.4)

Therefore,

Bϵ
t −Aϵt =

−A∗
t , if t < τ ∧ σϵ

B∗
t −A∗

t − ϵ, if t ≥ τ ∧ σϵ
(4.8.5)

It follows

G(i+ ϵ, k;Aϵ, Bϵ) = E
[ ∫ τ∧σ∗

0
e−rtu(i+ ϵ+ K̂t −A∗

t )dt

+

∫ τ∧σϵ

τ∧σ∗
e−rtu(i+ ϵ+ K̂t −A∗

t )dt

+

∫ ∞

τ∧σϵ
e−rtu(i+ K̂t +B∗

t −A∗
t )dt

+ 1σϵ<τ

{∫ ∞

0
e−rtpdA∗

t − e−rσϵq(B∗
σϵ − ϵ)−

∫ ∞

σϵ+
e−rtqdB∗

t

}

+ 1σ∗<τ≤σϵ

{∫ ∞

0
e−rtpdA∗

t + e−rτp(ϵ−B∗
τ )−

∫ ∞

τ+
e−rtqdB∗

t

}

+ 1τ≤σ∗

{∫ ∞

0
e−rtpdA∗

t + e−rτpϵ−
∫ ∞

σ∗

e−rtqdB∗
t

}]
,

(4.8.6)
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and

G(i, k;A∗, B∗) = E
[ ∫ τ∧σ∗

0
e−rtu(i+ K̂t +B∗

t −A∗
t )dt

+

∫ τ∧σϵ

τ∧σ∗
e−rtu(i+ K̂t +B∗

t −A∗
t )dt

+

∫ ∞

τ∧σϵ
e−rtu(i+ K̂t +B∗

t −A∗
t )dt

+ 1σϵ<τ

{∫ ∞

0
e−rtpdA∗

t − e−rσϵq(B∗
σϵ −B∗

σϵ−
)

−
∫ σϵ−

σ∗

e−rtqdB∗
t −

∫ ∞

σϵ+
e−rtqdB∗

t

}

+ 1σ∗<τ≤σϵ

{∫ ∞

0
e−rtpdA∗

t −
∫ ∞

σ∗

e−rtqdB∗
t

}

+ 1τ≤σ∗

{∫ ∞

0
e−rtpdA∗

t −
∫ ∞

σ∗

e−rtqdB∗
t

}]
.

(4.8.7)

Thus, we have

V(i+ ϵ, k)−V(i, k) ≥ G(i+ ϵ, k;Aϵ, Bϵ)−G(i, k;A∗, B∗)

= E
[ ∫ τ∧σ∗

0
e−rt{u(i+ ϵ+ K̂t −A∗

t )− u(i+ K̂t +B∗
t −A∗

t )︸ ︷︷ ︸
(I)

}dt

+

∫ τ∧σϵ

τ∧σ∗
e−rt{u(i+ ϵ+ K̂t −A∗

t )− u(i+ K̂t +B∗
t −A∗

t )︸ ︷︷ ︸
(II)

}dt

+ 1σϵ<τ

{
−erσϵq(B∗

σϵ−
− ϵ) +

∫ σϵ−

σ∗

e−rtqdB∗
t

}
︸ ︷︷ ︸

(III)

+ 1σ∗<τ≤σϵ

{
e−rτp(ϵ−B∗

τ ) +

∫ τ

σ∗

e−rtqdB∗
t

}
︸ ︷︷ ︸

(IV )

+1τ≤σ∗e
−rτpϵ

]
.

(4.8.8)
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Since u is concave, on [0, τ ∧ σ∗], (I) ≥ ϵu′(i + K̂t), and on [τ ∧ σ∗, τ ∧ σϵ], (II) ≥
(ϵ−B∗

t )u
′(i+ ϵ+ K̂t). Moreover,

(III) ≥ 1σϵ<τ ϵqe
−rσϵ − 1σ∗<τ ϵqe

−rσ∗ + 1σ∗<τ ϵqe
−rσ∗

− 1σϵ<τe
−rσϵqB∗

σϵ−
+ 1σϵ<τ

∫ σϵ−

σ∗

e−rtqdB∗
t

≥ 1σ∗<τ ϵqe
−rσ∗ + ϵq{1σϵ<τe−rσϵ − 1σ∗<τe

−rσ∗}

− 1σϵ<τ

{∫ σϵ−

σ∗

q{e−rσϵ − e−rt}dB∗
t

}
≥ 1σ∗<τ ϵqe

−rσ∗ + ϵq{1σϵ<τe−rσϵ − 1σ∗<τe
−rσ∗} − 1σϵ<τqB

∗
σϵ−

|e−rσ∗ − e−rσϵ |,
(4.8.9)

where the second inequality follows from the fact that B∗
σ∗− = 0 and the dB∗

t integral

in our definition includes the jump at the lower boundary time. Furthermore,

(IV ) ≥ 1σ∗<τ≤σϵ

{
e−rτp(ϵ−B∗

τ ) + e−rτqB∗
τ

}
≥ 1σ∗<τ≤σϵe

−rτpϵ. (4.8.10)

Thus,

V(i+ ϵ, k)−V(i, k)

ϵ
≥ E

[ ∫ τ∧σ∗

0
e−rtu′(i+ K̂t)dt+ qe−rσ∗1σ∗<τ + pe−rτ1τ≤σ∗

+
1

ϵ

∫ τ∧σϵ

τ∧σ∗
e−rt(ϵ−B∗

t )u
′(i+ ϵ+ K̂t)dt

+ q{1σϵ<τe−rσϵ − 1σ∗<τe
−rσ∗} − 1σϵ<τ

B∗
σϵ−

ϵ
q|e−rσ∗ − e−rσϵ |

− 1σ∗<τ≤σϵe
−rτp

]
.

(4.8.11)

Finally, we notice

1

ϵ

∫ τ∧σϵ

τ∧σ∗
e−rt(ϵ−B∗

t )u
′(i+ ϵ+ K̂t)dt ≥ 0,

1σϵ<τe
−rσϵ − 1σ∗<τe

−rσ∗ ϵ→0→ 0,

− 1σϵ<τ

B∗
σϵ−

ϵ
q|e−rσ∗ − e−rσϵ | ≥ −1σϵ<τq|e−rσ∗ − e−rσϵ | ϵ→0→ 0,

1σ∗<τ≤σϵ
ϵ→0→ 0.

(4.8.12)

Taking ϵ → 0, since all terms in (4.8.11) are either bounded or dominated by some

integrable random variables(cf. Proposition 4.2.11) , we can apply the Dominated

Convergence Theorem to (4.8.11) and get V+
i (i, k) ≥ J(i, k; τ, σ∗). ♢
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4.8.2 Auxiliary lemmas

Lemma 4.8.1. If a function f : Rn → R is semiconvex, then for suitable M ,

g(x) := f(x) +M |x− c|2 is concave for all c ∈ Rn.

Proof. Take x, y ∈ Rn and λ ∈ [0, 1]. Then, by semiconvexity of f , there is constant

M such that

f(λx+ (1− λ)y) ≤ λf(x) + (1− λ)f(y) +Mλ(1− λ)|x− y|2. (4.8.13)

Set g(x) = f(x) +M |x− c|2. It is easy to check

λ(1− λ)|x− y|2 + |λx+ (1− λ)y − c|2 = λ|x− c|2 + (1− λ)|y − c|2. (4.8.14)

Therefore, we obtain

g(λx+ (1− λ)y)

≤ λf(x) + (1− λ)f(y) +Mλ(1− λ)|x− y|2 +M |λx+ (1− λ)y − c|2

= λ
(
f(x) +M |x− c|2

)
+ (1− λ)

(
f(y) +M |y − c|2

)
= λg(x) + (1− λ)g(y).

(4.8.15)

♢
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Volume 2, Itô calculus, volume 2. Cambridge university press, 2000.

[63] F. Samee. On the principle of smooth fit for killed diffusions. Electronic Com-

munications in Probability, 15:89–98, 2010.

115



BIBLIOGRAPHY

[64] O. B. Sezer, M. Ozbayoglu, and E. Dogdu. A deep neural-network based stock

trading system based on evolutionary optimized technical analysis parameters.

Procedia computer science, 114:473–480, 2017.

[65] A. N. Shiryaev. Optimal stopping rules, volume 8. Springer Science & Business

Media, 2007.

[66] O. Vasicek. An equilibrium characterization of the term structure. Journal of

financial economics, 5(2):177–188, 1977.

[67] J. Wang, A. Alshelahi, M. You, E. Byon, and R. Saigal. Integrative probabilistic

short-term prediction and uncertainty quantification of wind power generation.

arXiv preprint arXiv:1808.07347, 2018.

[68] D. Williams. Diffusions, markov processes, and martingales. Vol.1., volume 1.

Wiley, New York., 1979.

[69] F. Yi, B. Baojun, and Z. Jizhou. The optimal control of production-inventory

system. In 2013 25th Chinese Control and Decision Conference (CCDC), pages

4571–4576. IEEE, 2013.

[70] J. Yong and X. Y. Zhou. Stochastic controls: Hamiltonian systems and HJB

equations, volume 43. Springer Science & Business Media, 1999.

116


	List of Figures
	Acknowledgements
	Declaration
	Abstract
	Introduction
	Optimal stopping problems
	Singular stochastic control problems
	Outline of the thesis

	Optimal trading strategy under the support and resistance line method
	Introduction
	A path-dependent regime-switching model
	The optimal stopping problems
	The seller's problem
	Assumptions and their motivations
	The shape of the stopping set, D
	The value function
	An example

	The buyer's problem
	The shape of the stopping set Dp
	The value function
	Example 2.4.12 revisited

	Optimal trading strategies and degrees of relative risk aversion
	The numerical algorithm
	Affine drift with linear volatility
	Mean-reverting models: Vasicek and CIR 

	Proofs and additional results
	Additional lemmas
	Proof of Theorem 2.2.3
	Proof of Theorem 2.4.6


	Partially reflected support and resistance line model with random switching
	An extended stock price process
	Seller's Problem
	Buyer's Problem

	Singular control of inventory and hybrid production
	Introduction
	Problem formulation and preliminary results
	Model setup
	Restricted control problem
	Existence and uniqueness of the optimal control
	Variational HJB and heuristic discussion

	Existence of Vi and the related zero-sum optimal stopping game
	Regularity of W and free-boundaries
	Free-boundary problem
	Free-boundaries analysis
	Smooth-pasting principle
	Characterisation of W and bq

	Viscosity solution and regularity of Vk 
	Candidate optimal control and verification theorem
	Concluding remarks
	Proofs and additional results
	Proof of Theorem 4.3.1
	Auxiliary lemmas


	Bibliography
	Insert from: "WRAP_Coversheet_Theses_new1.pdf"
	http://wrap.warwick.ac.uk/173889


