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## Abstract

The overall aim of this thesis is to develop experimental methods to improve the acquisition of proton detected solid-state NMR experiments at fast ( $\geq 60 \mathrm{kHz}$ ) magic angle spinning (MAS). ${ }^{1} \mathrm{H}$-detection at fast MAS is often used to enhance the signal of natural abundance rare and low gamma nuclei. However, strong ${ }^{1} \mathrm{H}-{ }^{1} \mathrm{H}$ homonuclear dipolar couplings negatively impact the quality of the spectra and even $60-100 \mathrm{kHz}$ MAS is not sufficient to average them out completely. Consequently, even in that spinning regime it is worthwhile to improve the proton resolution and coherence lifetimes by combining with ${ }^{1} \mathrm{H}$ homonuclear decoupling. In the first part of the thesis, supercycled Phase Modulated Lee-Goldburg (PMLG) homonuclear decoupling was evaluated in its windowed and windowless form at 60 kHz MAS, for nutation frequencies $\leq 100 \mathrm{kHz}$. The optimized decoupling scheme was then employed on the proton channel during the INEPT transfer for detecting the first natural abundance $2 \mathrm{D}{ }^{15} \mathrm{~N}-{ }^{1} \mathrm{H}$ CP-Refocused INEPT correlation experiment at 60 kHz MAS.

In the second part of the thesis, two methods for improving relaxation measurements via ${ }^{1} \mathrm{H}$ detected experiments at 100 kHz MAS are presented. Relaxation rates are important probes of molecular motions, but their measurements are typically time consuming. To partially alleviate this problem, we have developed approaches to obtain multiple measurements of relaxation rates in a single experiment. In the first of the presented methods ${ }^{13} \mathrm{CO}$ and ${ }^{15} \mathrm{~N}$ relaxation rates are measured in a single experiment, sharing the same recycle delay, and, in the case of spin-lattice relaxation, also the relaxation delays. In the second approach, instead, relaxation delays on multiple nuclei of the protein backbone $\left({ }^{15} \mathrm{~N},{ }^{13} \mathrm{CO}\right.$ and $\left.{ }^{13} \mathrm{C}^{\alpha}\right)$ can be fitted into the longest relaxation delays. This approach enables the measurement of multiple rates in the same nested experiment in a fraction of the time necessary for separate experiments.

## Abbreviations

| CP | Cross Polarization |
| :--- | :--- |
| CRAMPS | Combined Rotation And Multiple-Pulse Spectroscopy |
| DUMAS | DUal acquisition of Magic Angle Spinning |
| DUMBO | Decoupling Using Mind Boggling Optimization |
| EMF | Extended Model Free |
| FID | Free Induction Decay |
| FT | Fourier Transform |
| FWHM | Full Width Half Maximum |
| INEPT | Insensitive Nuclei Enhanced by Polarization Transfer |
| MAS | Magic Angle Spinning |
| NMR | Nuclear Magnetic Resonance |
| PAS | Principal Axis System |
| PMLG | Phase Modulated Lee-Goldburg |
| SIM-CP | Simultaneous Cross Polarization |
| SLIDE | SimultaneousLy Increasing and DEcreasing |
| SMF | Simple Model Free |
| SNR | Signal to Noise Ratio |

## Chapter 1

## Introduction

Over the last years, nuclear magnetic resonance (NMR) has become an important analytical technique providing information about structure ${ }^{1-3}$ and dynamics ${ }^{4-6}$ for a wide range of molecules in the solid state. The first NMR experiments in the bulk phase were reported in 1946. ${ }^{7,8}$ Because overall tumbling in solution averages out strong anisotropic interactions giving rise to well resolved spectra, solution NMR has become an important routine technique for characterising samples ranging from small molecules to proteins. In contrast, the challenge of removing the broadening due to presence of anisotropic interactions in the solid state has slowed the wide adoption of solid-state NMR. For solid-state NMR to reach "the masses" a number of instrumental and methodological challenges need to be addressed. Consequently, while solution NMR is generally well established and to a large extent standardised, solid-state NMR is still in active development motivated by various factors. Besides the obvious fact that many important substances are solids there are also several more subtle reasons to continue progressing solid-state NMR. For example, for large macromolecules the slow tumbling leads to increased linewidths in solution, introducing an intrinsic limitation for the size of systems. The lack of broadening associated with overall rotational diffusion means that there is no such intrinsic limit in the solid state. Thus, solid-state NMR holds promise to provide access to structural and dynamic information for systems beyond the reach of its solution counterpart. One of the promising aspects of solid-state NMR for probing molecular motions is that the window of time scales for motions that influence relaxation rates is much wider compared to solution, where mostly the motions up to the time scale of the overall tumbling can be detected. ${ }^{9}$ One of the major challenges for solid-state NMR is that anisotropic interactions, such as dipolar couplings, lead to significant line broadening. For example, ${ }^{1} \mathrm{H}-{ }^{1} \mathrm{H}$ homonuclear dipolar couplings, ${ }^{10-13}$ while be-
ing a potent tool to access structural features and enable magnetization transfer, can also result in generally broad spectra. This renders ${ }^{1} \mathrm{H}$-detected experiments that are routine in solution, generally challenging in the solid state.

Before the 1990s, solid-state NMR avoided ${ }^{1} \mathrm{H}$ detection. The achievable magic angle spinning (MAS) frequencies were simply not sufficient to average the strong ${ }^{1} \mathrm{H}-{ }^{1} \mathrm{H}$ dipolar couplings. In some cases sophisticated homonuclear decoupling methods at slow spinning frequencies were exploited but in general, lower $\gamma$ nuclei, such as ${ }^{13} \mathrm{C}$, were preferred for acquisition because they yielded sufficient resolution to be able to extract structural information. Protons still played a huge role in enhancing the signal on rare and low $\gamma$ isotopes, such as ${ }^{13} \mathrm{C}$ and ${ }^{15} \mathrm{~N}$, with the use of Cross-Polarization (CP) ${ }^{14}$ and Insensitive Nuclei Enhancement by Polarization Transfer (INEPT), ${ }^{15,16}$ taking advantage of the proton's high gyromagnetic ratio, natural abundance and short spin-lattice relaxations, which allows a faster repetition of the experiments. The development and applications of homonuclear decoupling that enabled ${ }^{1} \mathrm{H}$-detected solid-state NMR before fast spinning became available have grown into a field of its own that has attracted some of the finest minds in the discipline. Different homonuclear decoupling $r f$ schemes ${ }^{12,13,17-25}$ have been developed for helping to average the ${ }^{1} \mathrm{H}$ homonuclear dipolar couplings and have been used, for example, to improve the resolution of the indirect dimension on ${ }^{1} \mathrm{H}-\mathrm{X}$ 2D correlations. ${ }^{26,27}$ To improve the resolution of ${ }^{1} \mathrm{H}$ spectra, in 1977 Combined Rotation and Multiple-Pulse Spectroscopy (CRAMPS) was introduced. ${ }^{28}$ A stroboscopic acquisition of alternating pulsing and acquisition combined with magic angle spinning was able to grant good spectral resolution to enable more informative proton detected spectra. ${ }^{29}$ However, these homonuclear decoupling schemes that have proven very useful for studies of small molecules have rarely been applied to biomolecules mostly due to the requirement for high ${ }^{1} \mathrm{H}$ nutation frequencies that can easily compromise fragile biomolecular samples. While the vast majority of studies of isotopically enriched biological samples ${ }^{30,31}$ are conducted using traditional ${ }^{13} \mathrm{C}$ and ${ }^{15} \mathrm{~N}$ detected experiments, partial deuteration has paved a way for ${ }^{1} \mathrm{H}$ detected experiments at moderate spinning frequencies. ${ }^{32-36}$ However, while deuteration of samples combined with lower spinning frequencies addressed some of the issues for ${ }^{1} \mathrm{H}$ detected experiments on biological samples they introduced their own challenges and did not address problems, such as, removing unwanted coherent effects as spin diffusion. ${ }^{37-42}$

The advent of fast spinning probes has resulted in a step change for solid state NMR capabilities. Starting with breaking the 30 kHz spinning barrier in late 1990s, ${ }^{43,44}$ reaching $60-110 \mathrm{kHz}$ and beyond ${ }^{45-49}$ has a major impact on quantitative
structural and dynamics studies. The overall price for this progress was decrease of rotor sizes and consequently the available sample volumes. While for proteins, the need for less sample can be advantageous because the production of a protein often yields only a very small amount at elevated costs, ${ }^{50}$ lower sample quantity leads to lower sensitivity. Consequently, the detection of rare and low $\gamma$ nuclei, especially in small molecules and pharmaceuticals, where the nuclei are not usually isotopically labelled ${ }^{51,52}$ becomes less practical under fast spinning conditions. Fortunately, in many cases proton detection can compensate for the losses of sensitivity associated with smaller sample sizes. ${ }^{32,44,53-59}$ However, spinning frequencies on the order of $50-60 \mathrm{kHz}$ MAS are still not sufficient to completely average out ${ }^{1} \mathrm{H}$ dipolar couplings ${ }^{56,60,61}$ in rigid organic molecules and even at 100 kHz spinning there are still related effects that affect site-specificity of dynamics ${ }^{42}$ and spectral resolution. ${ }^{62-64}$ Since at 60 kHz the ${ }^{1} \mathrm{H}$ dipolar couplings are not sufficiently averaged, throughbond transfers, such as INEPT, are not favoured in both small molecules and more rigid biomolecules. Indeed, in addition to causing broadening and hence lowering sensitivity, the anisotropic interactions shorten the proton coherence lifetimes. Consequently, optimizing and using ${ }^{1} \mathrm{H}$ homonuclear decoupling even in this fast MAS regime seems fundamental to boost the quality of ${ }^{1} \mathrm{H}$ detected spectra. ${ }^{56,65,66}$ However, the use of decoupling schemes at fast MAS (above 40 kHz ) brings some challenges because while at low spinning frequencies ( $5 \mathrm{kHz}-15 \mathrm{kHz}$ ) the decoupling is governed by the 'quasi-static' condition, where the rotor period is long relative to the cycle time of the decoupling sequence, implying the use of high ${ }^{1} \mathrm{H}$ nutation frequencies, at faster MAS, ${ }^{43,66-72}$ the decoupling uses cycle times comparable to the rotor period. Indeed, it is influenced by the relationship between the MAS frequency and the cycle time of the decoupling ${ }^{73}$ and more recoupling conditions can be found. In this context, chapter 5 in this thesis explores, after an introduction of the decoupling scheme and derivation at fast MAS (in our case 60 kHz MAS ), the challenges of the optimization of phase modulated Lee-Goldburg (PMLG) ${ }^{1} \mathrm{H}$ homonuclear decoupling at 60 kHz MAS for ${ }^{1} \mathrm{H}$ nutation frequencies of 100 kHz and less, applying the optimized decoupling for recording a 2D ${ }^{15} \mathrm{~N}-{ }^{1} \mathrm{H}$ CP-Refocused INEPT correlation experiment of the dipeptide $\beta$-Asp-Ala and the pharmaceutical compound cimetidine.

Another area of solid-state NMR that has greatly benefited from the availability of fast spinning are relaxation measurements for quantification of molecular dynamics. Relaxation measurements ${ }^{74,75}$ are widely used to investigate dynamics ${ }^{4,76}$ for their ability to report on time-scale, amplitude and, in some cases, also direction of motions in a site-specific manner. In this thesis we explore the measure-
ments of backbone ${ }^{13} \mathrm{C}$ and ${ }^{15} \mathrm{~N}$ spin-lattice relaxation rates, $R_{1},{ }^{39,77,78}$ which report on ps-ns motions, and spin-lattice relaxation in the rotating frame relaxation rates, $R_{1 \rho},{ }^{40,79-81}$ which sample motions on the order from ns to ms. While relaxation rates are powerful probes of dynamics, one of their downsides is that many relaxation measurements are typically necessary to build a reliable picture of molecular dynamics. Consequently, experiments often need to be acquired at different fields, temperatures and on different nuclei. ${ }^{41,82,83}$

Most of the experimental time in NMR is spent waiting for the spins to relax for the next acquisition. In addition, to achieve a good sensitivity in a challenging system, the experiment needs to be repeated many times. NMR relaxation measurements are particularly time-consuming, because they are characterized by long delays to allow the correct relaxation time sampling, for example $T_{1}$ delays on ${ }^{13} \mathrm{C}$ and ${ }^{15} \mathrm{~N}$ can take up to tens of seconds. Different methods have been employed to speed up the experimental acquisition which involves protein manipulation and experimental design. For example, paramagnetic dopants can be added to the sample buffer to increase the rate of repetition of the experiments. ${ }^{84-90}$ However, the contribution to relaxation from dynamics is usually masked from the dominant paramagnetic effect and it is not possible to have reliable sampling of relaxation in doped samples. ${ }^{91}$

Many methods have been developed to accelerate the acquisition of NMR experiments. For example, the initial polarization could be used more efficiently than the standard approaches, taking advantage of the orphaned polarization using a simultaneous cross-polarization (SIM-CP), ${ }^{92}$ on two different nuclei, for example carbon and nitrogen using a single recycle delay for both the nuclei. This can be done in a time-shared experiment, ${ }^{93,94}$ where the magnetization passes through different magnetization pathway to be recorded all together. To eliminate signal overlap that comes from the different experiments, a sequential acquisition was introduced with the DUal acquisition of Magic Angle Spinning (DUMAS) experiment, ${ }^{92,95}$ to record the experiment on two nuclei on a different time, while the polarization on one of the nuclei is stored. In the original DUMAS experiment the acquisition is on the low $\gamma$ channel(s), but it was developed to accommodate ${ }^{1} \mathrm{H}$ detection, ${ }^{96}$ detection of orphaned polarization in mixed dimensionality, ${ }^{97}$ as well as the use of multiple receivers. ${ }^{98,99}$ In Chapter 6 and 7, we show how these techniques can be applied to speed up the acquisition of relaxation experiments at 100 kHz MAS, where the relaxation is quantified using sequential acquisition ${ }^{1} \mathrm{H}$ channel in a time-shared experiment, or nested acquisition to record relaxation measurements on multiple nuclei.

## Chapter 2

## NMR Theory

This chapter will provide a general review of the fundamentals of Nuclear Magnetic Resonance (NMR) spectroscopy, including basic quantum mechanics and Hamiltonian interactions. The chapter is based on the content of the following books: Spin dynamics: basics of nuclear magnetic resonance (M. H. Levitt), ${ }^{100}$ Understanding NMR Spectroscopy (J. Keeler), ${ }^{101}$ Introduction to Solid-State NMR Spectroscopy (M. J. Duer), ${ }^{102}$ Protein NMR Spectroscopy, principles and practice,(J. Cavanagh, W. J. Fairbrother, A. G. Palmer III, N. J. Skelton), ${ }^{103}$ Solid State NMR Studies of Biopolymer (McDermott, A. E.; T. Polenova). ${ }^{104}$

### 2.1 NMR Fundamentals

### 2.1.1 Spin Angular Momentum and the Zeeman Interaction

The nuclear magnetic resonance phenomenon originates from spin, which is an intrinsic property of the nuclei alongside with others such as mass and charge. Nuclear isotopes are distinguished by the spin quantum number, $I$. If a nucleus has $I \geq 1 / 2$, then the nucleus possesses an intrinsic magnetic moment, $\mu$, which renders it inherently magnetic. $\mu$ is defined as:

$$
\begin{equation*}
\hat{\mu}=\gamma \hat{\mathbf{I}}, \tag{2.1}
\end{equation*}
$$

where $\gamma$ is the gyromagnetic ratio of the nucleus of interest, which is a unique constant for each isotope and $\hat{\mathbf{I}}$ is the spin angular momentum operator. In the presence of an external magnetic field $B_{0}$, the energy of a nuclear spin can be described by the Zeeman interaction:

$$
\begin{equation*}
\hat{H}_{z}=-\hat{\mu} \cdot \mathbf{B}, \tag{2.2}
\end{equation*}
$$

where $\hat{\mu}$ is the nuclear magnetic moment operator. By convention, $B_{0}$ is assumed to be aligned with the $z$-axis such that $\mathbf{B}=\left(0,0, B_{0}\right)$, and therefore termed longitudinal. In this way the Zeeman Hamiltonian is given by:

$$
\begin{equation*}
\hat{H}_{z}=-\mu_{\mathrm{z}} B_{0}=-\gamma B_{0} \hat{I}_{z}=\omega_{0} \hat{I}_{z} \tag{2.3}
\end{equation*}
$$

The Larmor precession is the frequency of precession of the spins around the primary axis of the external magnetic field $B_{0}$ and the frequency of this precession is the Larmor frequency defined by

$$
\begin{equation*}
\omega_{0}=-\gamma B_{0} \tag{2.4}
\end{equation*}
$$

$\hat{I}_{z}$ is the $z$-component (along an arbitrary $z$-axis) of the nuclear spin quantum operator $\hat{\mathbf{I}}$. The total magnitude of the spin-angular momentum operator squared is given by:

$$
\begin{equation*}
\hat{I}^{2}=\hat{I}_{x}^{2}+\hat{I}_{y}^{2}+\hat{I}_{z}^{2} \tag{2.5}
\end{equation*}
$$

For spin $1 / 2$, the matrix form of each of the $x, y$ and $z$-components is:

$$
\hat{I}_{x}=\left(\begin{array}{cc}
0 & \frac{1}{2}  \tag{2.6}\\
\frac{1}{2} & 0
\end{array}\right), \quad \hat{I}_{y}=\left(\begin{array}{cc}
0 & -\frac{1}{2} i \\
\frac{1}{2} i & 0
\end{array}\right), \quad \hat{I}_{z}=\left(\begin{array}{cc}
\frac{1}{2} & 0 \\
0 & -\frac{1}{2}
\end{array}\right)
$$

The magnitude of the projection of the spin angular momentum along the z axis, $I_{\mathrm{Z}}$, is quantised as follow

$$
\begin{equation*}
I_{\mathrm{z}}=m \hbar \tag{2.7}
\end{equation*}
$$

where m , the azimuthal quantum number, assumes values as $I, I-1, \ldots-I$ and $\hbar$ is the reduced Planck constant $(\hbar=h / 2 \pi)$. Substituting equation 2.3 , the corresponding energies of the eigenstates of the Zeeman Hamiltonian are equal to $-m \gamma \hbar B_{0}$. The number of eigenvalues for $\hat{I}_{z}$ depends on the spin quantum number of the nucleus, with there being $2 I+1$ eigenfunctions. For an isotope with $I=1 / 2, m= \pm \frac{1}{2}$, so $I_{\mathrm{z}}$ becomes equal to $\pm \hbar / 2$. If substituted into the Zeeman interaction

$$
\begin{equation*}
E= \pm \frac{\hbar \gamma B_{z}}{2} \tag{2.8}
\end{equation*}
$$

The difference in energy, $\Delta E$, between the two energy levels corresponding to an allowed transition, $\Delta m=1$ is then equal to

$$
\begin{equation*}
\Delta E=-\hbar \gamma B_{\mathrm{z}} \tag{2.9}
\end{equation*}
$$

The energy difference $\Delta E$ is therefore connected to the angular frequency by

$$
\begin{equation*}
\Delta E=\hbar \omega_{0} \tag{2.10}
\end{equation*}
$$

where it is seen that the Larmor frequency $\omega_{0}\left(\right.$ in $\left.\operatorname{rad} s^{-1}\right)$ represents the splitting between the energy state adjusted by the reduced Planck constant. In case of a spin $I=1 / 2$ nucleus, the two eigenstates of the $\hat{I}_{z}$ operator are termed $|\alpha\rangle$ and $|\beta\rangle$ for $m=+1 / 2$ and $m=-1 / 2$ respectively:

$$
\begin{array}{ll}
|\alpha\rangle & \hat{I}_{z}|\alpha\rangle=\frac{1}{2}|\alpha\rangle \\
|\beta\rangle & \hat{I}_{z}|\beta\rangle=-\frac{1}{2}|\beta\rangle \tag{2.11}
\end{array}
$$

$|\alpha\rangle$ is referred to as spin-up and $|\beta\rangle$ as spin-down. Considering the Zeeman interaction Hamiltonian in equation 2.3, so the two eigenstates of the Zeeman interaction can be written as

$$
\begin{align*}
\hat{H}_{z}|\alpha\rangle & =\frac{1}{2} \omega_{0}|\alpha\rangle \\
\hat{H}_{z}|\beta\rangle & =-\frac{1}{2} \omega_{0}|\beta\rangle \tag{2.12}
\end{align*}
$$

where the eigenvalues $\pm \frac{1}{2} \omega_{0}$ are the energies of the states. The energy difference between the two states in the magnetic field, known as Zeeman splitting, is equal to the Larmor frequency $\omega_{0}$, as described in equation 2.10 . The factor $\hbar$ has been omitted in order to shift the Hamiltonian from energy to angular frequency units $\left(\operatorname{rad} s^{-1}\right)$. At equilibrium in an applied magnetic field, the different energy states are unequally populated, as the lower energy orientation of the spins are more probable. The relative population states are given by the Boltzmann distribution:

$$
\begin{equation*}
\frac{p_{\alpha}}{p_{\beta}}=e^{\frac{\omega_{0}}{k_{b} T}} \tag{2.13}
\end{equation*}
$$

where $k_{b}$ is the Boltzmann constant, and $T$ is the temperature. Quantum mechanics describes the probability of the spins being in one of the two eigenstates. To have a complete description of the system, a wavefunction $\Psi$ can be used to describe the linear superposition of the eigenfunction of the Zeeman operator for a spin $I=1 / 2$ nucleus:

$$
\begin{equation*}
|\psi\rangle=c_{\alpha}|\alpha\rangle+c_{\beta}|\beta\rangle, \tag{2.14}
\end{equation*}
$$

where $c_{\alpha}$ and $c_{\beta}$ are complex numbers, termed superposition coefficients. $\left|c_{\alpha}\right|^{2}$ and $\left|c_{\beta}\right|^{2}$ are the probabilities for the spin to collapse to the spin-up and spin-down states respectively when measured. $\left(\left|c_{\alpha}\right|^{2}+\left|c_{\beta}\right|^{2}=1\right)$. The complex conjugate is equal to

$$
\begin{equation*}
\langle\psi|=c_{\alpha}^{*}\langle\alpha|+c_{\beta}^{*}\langle\beta| . \tag{2.15}
\end{equation*}
$$

The wavefunctions of equation 2.14 and 2.15 can be represented as a vector

$$
\begin{align*}
|\psi\rangle & =\binom{c_{\alpha}}{c_{\beta}}  \tag{2.16}\\
\langle\psi| & =\left(\begin{array}{cc}
c_{\alpha}^{*} & c_{\beta}^{*}
\end{array}\right) .
\end{align*}
$$

In quantum mechanics the average value of an observable, $\langle\hat{Q}\rangle$, is known as expectation value

$$
\begin{equation*}
\langle\hat{Q}\rangle=\langle\psi| \hat{Q}|\psi\rangle, \tag{2.17}
\end{equation*}
$$

where for this two-level system, the matrix representation of $\hat{Q}$ is:

$$
\mathbf{Q}=\left(\begin{array}{ll}
Q_{\alpha \alpha} & Q_{\alpha \beta}  \tag{2.18}\\
Q_{\beta \alpha} & Q_{\beta \beta}
\end{array}\right)
$$

### 2.1.2 The Density Operator

The state of a spin system can be described by density operator theory. It is particularly useful because the evolution of the bulk magnetization can be followed directly from the density operator. As the expectation value of an operator depends on the products of its coefficients, it is convenient to define a density operator:

$$
\begin{equation*}
\hat{\rho}=|\psi\rangle\langle\psi| . \tag{2.19}
\end{equation*}
$$

For a spin- $1 / 2$ system the matrix representation of the density operator, using equation 2.16, becomes equal to

$$
\hat{\rho}=\left(\begin{array}{cc}
c_{\alpha} c_{\alpha}^{*} & c_{\alpha} c_{\beta}^{*}  \tag{2.20}\\
c_{\beta} c_{\alpha}^{*} & c_{\beta} c_{\beta}^{*}
\end{array}\right) .
$$

The diagonal elements of the density matrix represent the population states, i.e., the probability of the spins existing in one of the eigenstates, while the off-diagonal elements correspond to coherences, which exist if there is a phase coherence between the spins. Coherence is generated by the application of radio-frequency pulses and will be discussed in Section 2.2.1. For any observable, it can be shown that the expectation value of its corresponding operator is equal to

$$
\begin{equation*}
\langle\hat{Q}\rangle=\operatorname{Tr}(\hat{\rho} \hat{Q}) . \tag{2.21}
\end{equation*}
$$

To describe the spin system during an NMR experiment, it is necessary to describe the evolution of the density operator over time. The Liouville-von-Neumann equation, which follows from the time-dependent Schrödinger equation, determines the evolution

$$
\begin{equation*}
\frac{d \hat{\rho}(t)}{d t}=-i[\hat{\mathbf{H}}, \hat{\rho}(t)], \tag{2.22}
\end{equation*}
$$

where the solution is

$$
\begin{equation*}
\hat{\rho}(t)=e^{-i \hat{\mathbf{H}} t} \hat{\rho}(0) e^{i \hat{\mathbf{H}} t} . \tag{2.23}
\end{equation*}
$$

The $e^{-i \hat{\mathbf{H}} t}$ and $e^{i \hat{\mathbf{H}} t}$ terms are defined as propagator and $\hat{\mathbf{H}}$ represents the total Hamiltonian, which is the sum of the interactions that the spins experience; this will be discussed in the next section.

### 2.2 Hamiltonian Interactions in Solid-State NMR

The spins can experience electric and magnetic fields generated by the sample itself and by the external apparatus. The latter, namely the strong $B_{0}$ magnetic field, generates stronger interactions with the nuclear spins as compared to the internal interactions. In general, the total Hamiltonian, $\hat{H}_{\text {total }}$, used to describe an NMR experiment includes external and internal interaction:

$$
\begin{equation*}
\hat{H}_{\text {total }}=\hat{H}_{Z}+\hat{H}_{r f}+\hat{H}_{\sigma}+\hat{H}_{D}+\hat{H}_{J}+\hat{H}_{Q} . \tag{2.24}
\end{equation*}
$$

The external interactions are described by the Zeeman interaction, $\hat{H}_{Z}$, and the radio-frequency interaction, $\hat{H}_{r f}$. The other four Hamiltonians represent the internal interactions: $\hat{H}_{\sigma}$, the magnetic shielding, $\hat{H}_{D}$ the dipole-dipole coupling, $\hat{H}_{J}$ the $J$-coupling and $\hat{H}_{Q}$ the quadrupolar interaction. The quadrupolar interaction is present only in nuclei with $I \geq 1 / 2$, and therefore will not be taken into consideration in this thesis.

### 2.2.1 External Interaction

The external interactions arise from the NMR spectrometer which supplies two or more magnetic fields: $B_{0}$ which is the strong, homogenous and static magnetic field supplied by the main "superconducting" solenoid and $B_{1}(t)$ which is generated by the R.F. probe coil. $B_{1}(t)$ is a weak, oscillating magnetic field. As described in section 2.1.1, the Zeeman interaction, $\hat{H}_{Z}=\omega_{0} \hat{I}_{z}$, is the interaction between the nuclear spins and the external magnetic field, $B_{0}$. At the thermal equilibrium the population state is aligned with $B_{z}$, however to observe an NMR signal transverse
magnetisation is required corresponding to a first order coherence (see Section 3.1). The transverse magnetization is generated by the application of a weak oscillating on-resonance magnetic field $B_{1}$, where the magnetization nutates about $B_{1}$ at the nutation frequency $\omega_{1}$

$$
\begin{equation*}
\omega_{1}=\gamma B_{1} \tag{2.25}
\end{equation*}
$$

Following nutation into the transverse plane, the spins precess about the $z$-axis at $\omega_{0}$, producing a changing magnetic field, which generates a current in the coil through the Faraday's law of electromagnetic induction, which give rise to the NMR signal. The weak oscillating on-resonance magnetic field $B_{1}(t)$

$$
\begin{equation*}
\mathbf{B}_{\mathbf{1}}(t)=2\left|B_{1}\right| \cos \left(\omega_{r f} t+\phi\right) \mathbf{e}_{\mathbf{x}}=\left|B_{1}\right|\left(e^{i\left(\omega_{r f} t+\phi\right)}+e^{-i\left(\omega_{r f} t+\phi\right)}\right) \mathbf{e}_{\mathbf{x}} \tag{2.26}
\end{equation*}
$$

is characterized by the magnitude $B_{1}$, radio-frequency $\omega_{r f}$ and $\phi$ is the initial phase. $B_{1}(t)$ has two counter-rotating fields with distinct frequencies $+\omega_{r f}$ and $-\omega_{r f}$. The frequency with the opposite sign to the Larmor frequency can be neglected. Therefore, as for equation 2.26, the Hamiltonian can be shown as

$$
\begin{equation*}
\hat{H}_{r f}=-\gamma B_{1}\left[\hat{I}_{x} \cos \left(\omega_{r f} t+\phi\right)+\hat{I}_{y} \sin \left(\omega_{r f} t+\phi\right)\right] . \tag{2.27}
\end{equation*}
$$

A rotating frame of reference, rotating at frequency $\omega_{r f}$, is employed to make the interpretation of the evolution of the system time-independent, and the difference between the Larmor frequency and rotating frame is the resonance offset, $\Omega$ (see next section). At the rotating frame, then, the field appears stationary and timeindependent:

$$
\begin{equation*}
\hat{H}_{r f}^{r o t}=-\gamma B_{1}\left[\hat{I}_{x} \cos \phi+\hat{I}_{y} \sin \phi\right] \tag{2.28}
\end{equation*}
$$

The Hamiltonian for a rf pulse about the $x$-axis is:

$$
\begin{equation*}
\hat{H}_{r f}=\omega_{1} \hat{I}_{x} \tag{2.29}
\end{equation*}
$$

where $\omega_{1}$ is the nutation frequency, the frequency at which the pulse rotates the magnetization about the $x$-axis. The evolution of the time dependent density matrix describing the effect of applying an on-resonance oscillating field to a spin- $1 / 2$ nucleus (starting at thermal equilibrium) is given by the solution to the Liouville von Neumann equation:

$$
\hat{\rho}(t)=e^{-i \omega_{1} t \hat{I}_{x}} \hat{\rho}(0) e^{i \omega_{1} t \hat{I}_{x}}=\frac{1}{2}\left(\begin{array}{cc}
\cos \left(\omega_{1} t\right) & i \sin \left(\omega_{1} t\right)  \tag{2.30}\\
-i \sin \left(\omega_{1} t\right) & -\cos \left(\omega_{1} t\right)
\end{array}\right) .
$$

From the above equation, the $r f$ pulse has generated off-diagonal terms which correspond to coherence between the spin eigenstates, in addition to population states (diagonal).

### 2.2.2 The Resonance Offset

To visualize the interaction without the angular rotation it is possible to describe the interaction from a rotating reference frame at frequency $\omega_{r f}$, The difference between the Larmor frequency and the rotating frame frequency is the resonance offset:

$$
\begin{equation*}
\Omega=\omega_{0}-\omega_{r f} . \tag{2.31}
\end{equation*}
$$

In this rotating frame, the Zeeman Hamiltonian becomes:

$$
\begin{equation*}
\hat{H}_{z}^{\text {rot }}=\Omega \hat{I}_{z} . \tag{2.32}
\end{equation*}
$$

This means that, in the rotating frame, precession occurs under a residual field determined by $\Omega$. To see the effect of the free evolution Hamiltonian on the density operator we recall the solution of the Liouville-von-Neumann equation. The propagator of the density matrix starting at $\hat{\rho}=\hat{I}_{x}$ is

$$
\hat{\rho}(t)=\left(\begin{array}{cc}
0 & \frac{1}{2} e^{-i \Omega t}  \tag{2.33}\\
\frac{1}{2} e^{i \Omega t} & 0
\end{array}\right) .
$$

The NMR signal, which arises from the induced current in the coil through Faraday's law. The signal is acquired through quadrature detection ( $p=-1$ coherence), which is described by the raising operator, $\hat{I}_{+}$. The raising operator corresponds to two components that are $90^{\circ}$ out of phase with respect to each other which form the real and imaginary components of the Free Induction Decay (FID):

$$
\hat{I}_{+}=\hat{I}_{x}+i \hat{I}_{y}=\left(\begin{array}{ll}
0 & 1  \tag{2.34}\\
0 & 0
\end{array}\right)
$$

The detected NMR signal in the rotating frame under resonance offset is then given using equation 2.33 and 2.34 by:

$$
\begin{equation*}
S(t)=\operatorname{Tr}\left(\hat{\rho} \hat{I}_{+}\right)=\frac{1}{2}(\cos (\Omega t)+i \sin (\Omega t))=\frac{1}{2} e^{+i \Omega t} \tag{2.35}
\end{equation*}
$$

This corresponds to the precession of the real and imaginary components of magnetisation in the transverse plane. As described above, this rotating magnetization,
with a $90^{\circ}$ separation in phase between the two components, induces a current in the coil, producing the NMR signal. The FID will be then Fourier transformed. The time domain signal, as recorded, is sensitive to the sign of $\Omega$. The detection of the two components of the NMR signal through a process called quadrature detection (see Section 3.1), permits the sign discrimination of the frequency spectrum following Fourier transform (FT) of the recorded FID.

### 2.2.3 Internal Spin Interaction

The nuclei experience magnetic and electric fields originating from the sample itself. These can be described through the Internal Spin Hamiltonian which, for spin $I=1 / 2$ in diamagnetic samples, involves chemical shielding,direct dipole-dipole couplings, and $J$-couplings. Each Hamiltonian spin interaction can be described in the Principal Axis System, PAS, in the general form of

$$
\hat{H}_{\mathrm{A}}^{P}=\hat{\mathbf{I}} \cdot \tilde{\mathbf{A}} \cdot \hat{\mathbf{S}}=\left(\begin{array}{lll}
I_{x} & I_{y} & I_{z}
\end{array}\right)\left(\begin{array}{ccc}
A_{X X} & 0 & 0  \tag{2.36}\\
0 & A_{Y Y} & 0 \\
0 & 0 & A_{Z Z}
\end{array}\right)\left(\begin{array}{c}
S_{x} \\
S_{y} \\
S_{z}
\end{array}\right),
$$

where $\tilde{\mathbf{A}}$ is the rank two tensor of the interaction $\mathbf{A}, \hat{\mathbf{I}}$ is the spin operator for one spin and $\hat{\mathbf{S}}$ is the second nuclear spin involved in the interaction or the external field, depending on the interaction. However, the PAS is different for each interaction, and it is to be remembered that the most important interaction remains the Zeeman interaction of the external magnetic field which is described by the laboratory frame. So, to monitor the interaction it is necessary convert from the PAS to the laboratory frame by rotation. The rotation between two different frames is best described by spherical tensors, rather than Cartesian tensors, whereby the Hamiltonian is expressed as:

$$
\begin{equation*}
\hat{H}=\sum_{j=0}^{2} \sum_{m=-j}^{+j}(-1)^{m} A_{j, m} \hat{T}_{j,-m}, \tag{2.37}
\end{equation*}
$$

where $A$ is the spatial component of the Hamiltonian and represents the magnitude and direction of the interaction (the irreducible spherical tensor component) and $\hat{T}$ is the spin operator. Changes in the reference frame under spatial rotation only affect the spatial components. The Hamiltonian components are denoted by $j$, which is the rank of the tensor, and $m$, the order of the tensor component, which can take $2 j+1$ values. The rotation from a reference frame to a different axes system can be easily described by using the Euler angles, in which the rotation in the three dimensions is described by three angles $(\alpha, \beta, \gamma)$. By convention, in the first step, the rotation
is applied on the $z$-axis around an angle $\alpha$, secondly about the rotated $y$-axis by an angle $\beta$, and finally with a rotation about the $z$-axis of $\gamma$. Using spherical tensors brings a lot of advantages because under rotation, the rank of a spherical tensor operator is invariant. The rotation matrix is defined as

$$
\begin{equation*}
D_{k l}^{j}(\alpha \beta \gamma)=\exp (-i k \alpha) d_{k l}^{j}(\beta) \exp (-i l \gamma), \tag{2.38}
\end{equation*}
$$

where $d_{k l}^{j}(\beta)$ are the reduced Wigner matrices represented by trigonometric functions. Specifically changing the reference frame from PAS (P) to the LAB (L) frame, the spherical tensor component $A$ is given by the summation

$$
\begin{equation*}
A_{j m^{\prime}}^{L}=\sum_{m} A_{j m}^{P} D_{m m^{\prime}}^{j}\left(\alpha_{P L} \beta_{P L} \gamma_{P L}\right) . \tag{2.39}
\end{equation*}
$$

The Euler angles ( $\alpha_{P L}, \beta_{P L}, \gamma_{P L}$ ) describe the relative orientation between the PAS and the LAB frame. As noted above in section 2.2.1 the transformation from the PAS to the LAB frame is under a rotating frame, in which the $x y$ frame rotates at the $r f$ frequency $\omega_{r f}$. The internal interactions are much smaller than the Zeeman interaction, for this reason the internal interaction (for spins $I=1 / 2$ ) can be considered as a first order perturbation of the Zeeman Hamiltonian. In this case it is possible to apply the secular approximation and only the spin terms which commute with the Zeeman interaction are retained. Specifically, in the laboratory frame, only the $A_{j 0}^{L}$ terms are retained because only when $m=0$ is the commutator equal to zero. In the laboratory frame, the Hamiltonian can then be described with the remaining terms:

$$
\begin{equation*}
\hat{H}_{A}^{L}=A_{00}^{L} \hat{T}_{00}+A_{20}^{L} \hat{T}_{20} \tag{2.40}
\end{equation*}
$$

The first is a zero-rank, i.e. orientation independent isotropic component, while in the anisotropic second-rank component the magnitude depends on its orientation. In solution-state, the overall tumbling makes the molecule assume all possible orientations, averaging the anisotropic contributions on a short time scale.

### 2.2.4 Chemical Shielding Interaction

The chemical shielding is generated by the external magnetic field $B_{0}$, which induces a current in the electron density of the molecule, leading to the circulating electronic currents generating a magnetic field $B_{\text {ind }}$. The spins experience both the external and the induced magnetic fields generating a local magnetic field:

$$
\begin{equation*}
\mathrm{B}_{\mathrm{loc}}^{\mathrm{I}}=\mathrm{B}_{0}+\mathrm{B}_{\mathrm{ind}}^{\mathrm{I}} \tag{2.41}
\end{equation*}
$$

where $B_{\text {ind }}$ is usually on the order of $10^{-4}$ with respect to $B_{0}$ and it is linearly dependent on $B_{0}$ :

$$
\begin{equation*}
\mathbf{B}_{\mathrm{ind}}^{\mathrm{I}}=\tilde{\sigma} \mathbf{B}_{\mathbf{0}} \tag{2.42}
\end{equation*}
$$

where $\tilde{\sigma}$ is the chemical shielding tensor. The use of a 3 x 3 matrix for the second-rank $\tilde{\sigma}$ tensor takes into the account that $B_{\text {ind }}$ has different direction with respect to the applied $B_{0}$. The chemical shielding Hamiltonian can be described in the Cartesian form by:

$$
\begin{equation*}
\hat{H}_{\sigma}^{P A S}=\gamma \hat{\mathbf{I}} \tilde{\sigma} \mathbf{B}_{\mathbf{0}} \tag{2.43}
\end{equation*}
$$

The magnitude and direction of $B_{\text {ind }}$ at a given nuclear site depends on both orientation of the molecule with respect to the external field and the location of the nuclear spins within the molecule. The chemical shielding tensor can be decomposed into anisotropic and isotropic components, where the isotropic component is invariant under rotation. The isotropic component can be written as the mean of the diagonal terms of the chemical shielding tensor in the PAS frame:

$$
\begin{equation*}
\sigma_{i s o}=\frac{1}{3}\left(\sigma_{X X}^{P}+\sigma_{Y Y}^{P}+\sigma_{Z Z}^{P}\right) \tag{2.44}
\end{equation*}
$$

while the anisotropic chemical shielding $\Delta_{\text {aniso }}$ describes the largest deviation in chemical shielding from the isotropic value:

$$
\begin{equation*}
\Delta_{a n i s o}=\sigma_{Z Z}^{P}-\sigma_{i s o} \tag{2.45}
\end{equation*}
$$

The difference between the other two principal values, is described by the asymmetry term $\eta$ :

$$
\begin{equation*}
\eta=\frac{\sigma_{X X}^{P}-\sigma_{Y Y}^{P}}{\Delta} \tag{2.46}
\end{equation*}
$$

which can take values between 0 and 1 . Since the chemical shielding is directly proportional to the external magnetic field, to compare the chemical shielding at different fields, they are first compared to a specific resonance in a reference compound. The so-called chemical shift is given in parts per millions (ppm), and is field-independent:

$$
\begin{equation*}
\delta_{i s o}=\frac{\omega_{0}^{\text {sample }}-\omega_{0}^{\text {ref }}}{\omega_{0}^{r e f}} \times 10^{6}=\frac{\sigma^{\text {ref }}-\sigma^{\text {sample }}}{1-\sigma^{\text {ref }}} \times 10^{6} \tag{2.47}
\end{equation*}
$$

Parts per million is used because the magnitude of the chemical shift interaction is relatively small compared to the Larmor frequency, i.e., $\mathrm{Hz}-\mathrm{kHz}$ compared to MHz , respectively, at typically used $B_{0}$ magnetic field strength. Upon rotation of
the PAS Hamiltonian, the chemical shielding Hamiltonian in the laboratory frame is equal to:

$$
\begin{equation*}
\hat{H}_{\sigma}=-\omega_{0}\left[\sigma_{i s o}+\frac{\Delta_{\text {aniso }}}{2}\left(3 \cos ^{2} \beta_{P L}-1+\eta \sin ^{2} \beta_{P L} \cos 2 \alpha_{P L}\right) \hat{I}_{z}\right] \tag{2.48}
\end{equation*}
$$

where $\alpha_{P L}$ and $\beta_{P L}$ for the Euler angles for the transformation from the PAS to the LAB frame. The angular dependence of the anisotropic terms can be averaged by the magic angle spinning.

### 2.2.5 Dipolar Coupling Interaction

The interaction of the magnetic fields generated by two different nuclei gives rise to the direct dipole-dipole interaction. It is a through-space interaction characterized both by intramolecular and intermolecular contacts and it is independent from $B_{0}$. In Cartesian coordinates, the dipolar coupling spin Hamiltonian is given by:

$$
\begin{equation*}
\hat{H}_{D}=-2 \hat{\mathbf{I}} \tilde{\mathbf{D}} \hat{\mathbf{S}} \tag{2.49}
\end{equation*}
$$

where $\tilde{D}$ is the dipolar coupling tensor and it contains the principal values, $-\frac{d}{2},-\frac{d}{2}$ and $+d . d$ is the dipolar coupling constant (in Hz, ) and it describes the magnitude of the interaction. In $\operatorname{rad} s^{-1}$ the dipolar coupling constant $\mathrm{b}(b=2 \pi d)$ is equal to:

$$
\begin{equation*}
b_{I S}=-\frac{\mu_{0}}{4 \pi} \frac{\gamma_{I} \gamma_{S} \hbar}{r_{I S}^{3}} \tag{2.50}
\end{equation*}
$$

The dipolar coupling constant scales by the inverse cubed distance between the two nuclei $I$ and $S, r_{I S^{3}}$, while it scales linearly with the gyromagnetic ratio of the two spins, $\gamma_{I}$ and $\gamma_{S}$. To describe the interaction, the reference frame needs to be converted from the unit vector between the two nuclei, which represents the PAS, to the laboratory frame. As described in section 2.2.3 the Hamiltonian for the dipolar coupling between two nuclei in PAS shall be stated in spherical tensor form to facilitate the conversion and it is given by

$$
\begin{equation*}
\hat{H}_{D}^{P}=A_{20}^{P} \hat{T}_{20} \tag{2.51}
\end{equation*}
$$

where $A_{20}^{P}=\sqrt{6} b_{I S}$. Only an anisotropic part is present and there is no rank 0 term because the dipolar tensor is traceless $\left(A_{x x}+A_{y y}+A_{z z}=0\right)$. There are no $\hat{T}_{2, \pm 2}$ terms, since the dipolar interaction is axially symmetric. From equation 2.37 , the
spatial term in the laboratory frame, and for the secular approximation, is given by

$$
\begin{equation*}
A_{20}^{L}=A_{20}^{P} D_{00}^{2}\left(\alpha_{P L} \beta_{P L} \gamma_{P L}\right) . \tag{2.52}
\end{equation*}
$$

From equation 2.39 only the reduced Wigner matrix term is retained. Hence the spatial term for the dipolar coupling in the LAB frame is equal to

$$
\begin{equation*}
A_{20}^{L}=\sqrt{6} b_{I S} \frac{1}{2}\left(3 \cos ^{2} \beta-1\right) . \tag{2.53}
\end{equation*}
$$

with the spin part given by

$$
\begin{equation*}
\hat{T}_{20}=\frac{1}{\sqrt{6}}\left(3 \hat{I}_{z} \hat{S}_{z}-\hat{\mathbf{I}} \cdot \hat{\mathbf{S}}\right) . \tag{2.54}
\end{equation*}
$$

Therefore, the secular homonuclear dipolar coupling spin Hamiltonian is equal to

$$
\begin{equation*}
\hat{H}_{D, \text { hom } o}^{L}=b_{I S} \frac{1}{2}\left(3 \cos ^{2} \beta-1\right)\left(3 \hat{I}_{z} \hat{S}_{z}-\hat{\mathbf{I}} \cdot \hat{\mathbf{S}}\right), \tag{2.55}
\end{equation*}
$$

when the two coupled nuclei are from the same species, the $\hat{I}_{x} \hat{S}_{x}+\hat{I}_{y} \hat{S}_{y}$ term are present because the two spins, since they precess at similar frequencies, can induce spin transition and so the eigenfunctions of the spin system are linear combination of the degenerate Zeeman levels $|\alpha \beta\rangle$ and $|\beta \alpha\rangle$ states in a two spin system. For the heteronuclear dipolar couplings, when the two coupled nuclei are from two different species the term $\hat{I}_{x} \hat{S}_{x}+\hat{I}_{y} \hat{S}_{y}$ is zero:

$$
\begin{equation*}
\hat{H}_{D, h e t}^{L}=b_{I S} \frac{1}{2}\left(3 \cos ^{2} \beta-1\right)\left(2 \hat{I}_{z} \hat{S}_{z}\right) . \tag{2.56}
\end{equation*}
$$

The presence of the $\hat{I}_{x} \hat{S}_{x}+\hat{I}_{y} \hat{S}_{y}$ term leads to a range of transition frequencies that results in the broadening of the observed lineshapes. This implies that the Hamiltonian does not necessarily commute with itself at different points in time, and for this reason the magic angle spinning results in being less effective at decoupling in the homonuclear case with respect to the heteronuclear case. This is of particular importance in the case of ${ }^{1} \mathrm{H}$ solid-state NMR, where the narrow chemical shift range together with large numbers of homonuclear coupled spins leads to substantial broadening. Techniques to try and further decouple the homonuclear interaction are developed in Chapter 4.

### 2.2.6 $J$-coupling Interaction

The $J$-coupling interaction is the indirect interaction of the nuclei through electrons. The full Hamiltonian for the $J$-coupling is described as

$$
\begin{equation*}
\hat{H}_{J}=2 \pi \hat{\mathbf{I}} \tilde{\mathbf{J}}_{\mathbf{I S}} \hat{\mathbf{S}}, \tag{2.57}
\end{equation*}
$$

where $\tilde{\mathrm{J}}_{I S}$ is the $J$-coupling tensor described by a 3 x 3 matrix. $\tilde{\mathrm{J}}_{I S}$ contains both isotropic and anisotropic term, however for light elements, such as ${ }^{1} \mathrm{H},{ }^{13} \mathrm{C}$ and ${ }^{15} \mathrm{~N}$ the magnitude of the anisotropic term is usually small compared to dipolar couplings and therefore ignored. For this reason, the $J$-coupling tensor is normally termed as the scalar coupling, which is independent from the orientation and is given by the average of the diagonal terms of the $J$-coupling tensor matrix:

$$
\begin{equation*}
J_{I S}=\frac{1}{3}\left(J_{x x}+J_{y y}+J_{z z}\right) . \tag{2.58}
\end{equation*}
$$

The $J$-coupling, like dipolar coupling, is independent of the external magnetic field. $J$-couplings can be used to determined molecular structures, but normally the small magnitude (which is on the order of 100 of Hz ) compared to other more dominant interaction in the solid-state, such as dipolar couplings, makes its observation difficult. However, $J$-coupling can be used in favourable biological samples where the molecular motion renders the line width narrow, or under averaging of the dominant interactions, as will be described later in the INEPT experiment.

### 2.2.7 Interaction under Magic-Angle-Spinning

The interaction under magic angle spinning implies a further frame transformation. In this case the PAS will be rotated to the rotor frame ( R ) and from the $R$ frame to the LAB frame (Fig. 2.1).

The conversion from the PAS frame to the LAB (and again considering the secular approximation) considers the intermediate step of the rotor frame using two sets of Euler angles $\Omega_{P R}$ and $\Omega_{R L}$ and can be then expressed as

$$
\begin{equation*}
A_{20}^{L}=A_{20}^{P} \sum_{m^{\prime}=-2}^{m^{\prime}=+2} D_{m^{\prime} 0}^{2}\left(\Omega_{R L}\right) D_{0 m^{\prime}}^{2}\left(\Omega_{P R}\right) . \tag{2.59}
\end{equation*}
$$

The Wigner rotation matrix for the rotation from the rotor frame to the laboratory frame is:

$$
\begin{equation*}
D_{m 0}^{2}\left(\Omega_{R L}\right)=e^{i m \omega_{r} t} d_{m 0}^{2}\left(\beta_{R L}\right) \tag{2.60}
\end{equation*}
$$



Figure 2.1: Schematic representation of the axis systems and frame transformations used in MAS NMR from the interaction in the principal axis system (PAS), to the rotor frame (R), until the laboratory frame (LAB). The MAS rotor is rotated through the time-dependent angle $\alpha_{R L}$ at frequency $\omega_{r}$ about an axis aligned at an angle of $\beta_{R L}$ with respect to the external field.

For one rotor period, $2 \pi / \omega_{r}$,

$$
\begin{equation*}
\int_{0}^{2 \pi / \omega_{r}} e^{i m \omega_{r} t} d t \tag{2.61}
\end{equation*}
$$

if $m$ is a non-zero positive or negative integer, the spatial term averages to 0 after one complete rotor period, while if $m=0$,

$$
\begin{equation*}
A_{20}^{L}=A_{20}^{P} D_{00}^{2}\left(\Omega_{R L}\right) D_{00}^{2}\left(\Omega_{P R}\right)=A_{20}^{P} d_{00}^{2}\left(\beta_{R L}\right) d_{00}^{2}\left(\beta_{P R}\right), \tag{2.62}
\end{equation*}
$$

The orientation is now dependent on the Euler angle $\beta_{R L}$, which is the reduced Wigner rotation matrix and is equal to

$$
\begin{equation*}
d_{\mathrm{oo}}^{2}\left(\beta_{R L}\right)=\frac{1}{2}\left(3 \cos ^{2} \beta_{R L}-1\right) . \tag{2.63}
\end{equation*}
$$

Setting the rotation of the rotor at an angle $\beta_{R L}=54.74^{\circ}$, i.e. the magic angle in the Magic Angle Spinning experiments, the spatial term becomes equal to 0 . If the NMR signal is not acquired in a rotor synchronised manner, $m \neq 0$ must also be considered, and the spatial tensor in the LAB frame under magic angle spinning becomes equal to

$$
\begin{equation*}
A_{20}^{L}=A_{20}^{P}\left[\frac{1}{2} \sin ^{2} \beta_{P R} \cos \left(2 \gamma_{P R}-2 \omega_{r} t\right)-\frac{1}{\sqrt{2}} \sin 2 \beta_{P R} \cos \left(\gamma_{P R}-\omega_{r} t\right)\right] \omega_{r} . \tag{2.64}
\end{equation*}
$$

The consequence of the time-dependence at periodic intervals is the rise of "spin-
ning side bands", which are lineshapes arising at multiple integers of the spinning frequency in Hz. The sidebands decrease in intensity as the spinning frequency increases. Given also the dependence of the spatial tensor on the rotor phase, $\gamma_{P R}$, integration over the powder average (from 0 to $2 \pi$ ) gives rise to in-phase spinning sidebands. ${ }^{105}$

### 2.3 Introduction to NMR Relaxation

In this section, I give a brief overview of NMR relaxation to provide some context for the relaxation measurements. Rather than presenting a comprehensive outline of relaxation theory I only highlight a number of concepts necessary to follow the manuscripts constituting the body of this thesis. For a more systematic treatment I refer the reader to numerous excellent reviews on the matter. ${ }^{4,74}$ In an NMR experiment after $r f$ pulses perturb the equilibrium magnetisation, the spins will not remain in the non-equilibrium state indefinitely, but rather they will eventually return to their original state. The process by which the spins return to the equilibrium state governed by the Boltzmann distribution is called relaxation. Relaxation occurs due to fluctuating magnetic fields which drive transitions between the spin energy levels restoring their populations to their equilibrium values. In NMR, the fluctuating magnetic fields driving the transitions between the energy levels arise from changes in orientation of molecules or parts of molecules due to molecular motions that modulate orientation dependent anisotropic interactions. For spin- $1 / 2$ nuclei, the main anisotropic interactions that contribute to relaxation are the dipolar coupling and chemical shift anysotropy, CSA. The process of return towards the thermal equilibrium for the longitudinal component of the magnetisation is governed by so called spin-lattice (or longitudinal) relaxation with a characteristic time $T_{1}$. The process of return towards the thermal equilibrium for the transverse component of the magnetisation is governed by so called spin-spin (or transverse) relaxation with a characteristic time $T_{2}$. The relaxation rates are simply given by the inverses of the appropriate relaxation times

$$
\begin{equation*}
R_{x}=\frac{1}{T_{x}} \tag{2.65}
\end{equation*}
$$

where x is the index associated with the different relaxation types. In semi-classical theory, in order to quantify the effect of stochastic modulation of anisotropic interactions by molecular motions, the concept of a correlation function is used. The correlation function describes fluctuation of a magnetic field as function of time. It describes how the interaction of interest is correlated with itself as a function of the
time separation between the sampling points, $\tau$ :

$$
\begin{equation*}
c(\tau)=c\left(t_{1}-t_{2}\right)=\overline{B\left(t_{1}\right) B\left(t_{2}\right)} \tag{2.66}
\end{equation*}
$$

where the overbar indicates ensemble average. A Fourier transform of a correlation function yields spectral density, which describes the fluctuations as a function of frequency that can be linked to the specific transitions between the spin energy levels and hence the relaxation rates.

Relaxation rates are linked to the probabilities of transitions between relevant energy levels for NMR spin system.


Figure 2.2: Energy level diagram for a two-spin system; the energy levels are labelled with the spin $I$ as the first spin and $S$ the second spin. The arrows show the possible relaxation induced transitions: four single-quantum transitions (light blue), a double-quantum transition (red), and a zero-quantum transition (grey).

For example, for two spins, $I$ and $S$, coupled via dipolar coupling there are a total of six possible transition between spin states: zero quantum, $W_{0}$; single quantum, $W_{1}$; and double quantum transitions, $W_{2}$ (Fig. 2.2). In the case of longitudinal relaxation, $T_{1}$, via dipolar coupling involving two spins $I$ and $S$, the rate of change of the population of the state $\alpha \alpha$, where the change of the population from its equilibrium value $\left(p_{x x}-p_{x x}^{0}\right)$, is equal to

$$
\begin{align*}
\frac{d p_{\alpha \alpha}}{d t}= & -W_{1}^{I, \alpha}\left(p_{\alpha \alpha}-p_{\alpha \alpha}^{0}\right)-W_{1}^{S, \alpha}\left(p_{\alpha \alpha}-p_{\alpha \alpha}^{0}\right)-W_{2}\left(p_{\alpha \alpha}-p_{\alpha \alpha}^{0}\right)+  \tag{2.67}\\
& +W_{1}^{I, \alpha}\left(p_{\beta \alpha}-p_{\beta \alpha}^{0}\right)+W_{1}^{S, \alpha}\left(p_{\alpha \beta}-p_{\alpha \beta}^{0}\right)+W_{2}\left(p_{\beta \beta}-p_{\beta \beta}^{0}\right)
\end{align*}
$$

Similar equations can be written for the changes in the other population states. The
transition probabilities for spin $I$ and $S$ are grouped together and redefined to link them to the relaxation rates in Solomon equations.

$$
\begin{align*}
& R_{\text {auto }}^{I}=W_{1}^{I, \alpha}+W_{1}^{I, \beta}+W_{2}+W_{0}  \tag{2.68}\\
& R_{\text {auto }}^{S}=W_{1}^{S, \alpha}+W_{1}^{S, \beta}+W_{2}+W_{0} \tag{2.69}
\end{align*}
$$

The full set of equations can be rewritten in term of $z$-magnetization ( $I_{\mathrm{z}}$ and $S_{\mathrm{z}}$ ) instead of population states, and combinations of various transition probabilities redefined by relaxation rates

$$
\begin{align*}
\frac{d I_{z}}{d t} & =-R_{\text {auto }}^{I}\left(I_{z}-I_{z}^{0}\right)-\sigma_{I S}\left(S_{z}-S_{z}^{0}\right)  \tag{2.70}\\
\frac{d S_{z}}{d t} & =-R_{\text {auto }}^{S}\left(S_{z}-S_{z}^{0}\right)-\sigma_{I S}\left(I_{z}-I_{z}^{0}\right) \tag{2.71}
\end{align*}
$$

where the magnetisation on spin $I_{\mathrm{z}}$ will be affected by the transitions where $I_{\mathrm{z}}$ changes between $\alpha$ and $\beta$, i.e., $\alpha \alpha-\beta \alpha$ and $\alpha \beta-\beta \beta$ :

$$
\begin{equation*}
I_{z}=\left(p_{\alpha \alpha}-p_{\beta \alpha}\right)+\left(p_{\alpha \beta}-p_{\beta \beta}\right) \tag{2.72}
\end{equation*}
$$

The same concept is applied to the spin $S_{\mathrm{z}}$, for transitions $\alpha \alpha-\alpha \beta$ and $\beta \alpha-\beta \beta$ :

$$
\begin{equation*}
S_{z}=\left(p_{\alpha \alpha}-p_{\alpha \beta}\right)+\left(p_{\beta \alpha}-p_{\beta \beta}\right) \tag{2.73}
\end{equation*}
$$

and to their equilibrium values $I_{\mathrm{z}}{ }^{0}$ and $S_{\mathrm{z}}{ }^{0}$ :

$$
\begin{align*}
& I_{z}=\left(p_{\alpha \alpha}^{0}-p_{\beta \alpha}^{0}\right)+\left(p_{\alpha \beta}^{0}-p_{\beta \beta}^{0}\right)  \tag{2.74}\\
& S_{z}=\left(p_{\alpha \alpha}^{0}-p_{\alpha \beta}^{0}\right)+\left(p_{\beta \alpha}^{0}-p_{\beta \beta}^{0}\right) \tag{2.75}
\end{align*}
$$

$R^{\text {auto }}$ is the auto relaxation rate for the spins $I$ and $S$ and describes the rate which the magnetization returns to its equilibrium by dissipating polarization to the environment. $\sigma_{\text {IS }}$ is the cross-relaxation and described the magnetization transfer from spin $I$ and $S$ and vice versa. Cross-relaxation will not be treated in this thesis. The relaxation rate constants, $R^{\text {auto }}$ and $\sigma_{\text {IS }}$, introduced in the previous section in terms of transition probabilities, may be written in terms of the spectral density function. The transition probabilities, $W_{0}, W_{1}$ and $W_{2}$ are related to the spectral density sampled at their respective transition frequencies, through the equation:

$$
\begin{equation*}
W_{0}=\frac{1}{10} b^{2} J\left(\omega_{0, I}-\omega_{0, S}\right), \quad W_{1}=\frac{3}{20} b^{2} J\left(\omega_{0, I}\right), \quad W_{2}=\frac{3}{5} b^{2} J\left(\omega_{0, I}+\omega_{0, S}\right) \tag{2.76}
\end{equation*}
$$

where $b$ is the dipolar coupling constant (equation 2.50). Combining all of the above, the longitudinal relaxation rate due to fluctuation of dipolar relaxation, $R_{1, D D}$, could be written as:

$$
\begin{equation*}
R_{1, D D}=\frac{1}{10} b^{2}\left\{3 J\left(\omega_{0, I}\right)+6 J\left(\omega_{0, I}+\omega_{0, S}\right)+J\left(\omega_{0, I}-\omega_{0, S}\right)\right\} \tag{2.77}
\end{equation*}
$$

Analogously, following similar process for the chemical shift anisotropy, its contribution to the longitudinal relaxation rate could be written as:

$$
\begin{equation*}
R_{1, C S A}=\frac{2}{15} \omega_{0}^{2}\left(\sigma_{11}^{2}+\sigma_{22}^{2}+\sigma_{33}^{2}-\sigma_{11} \sigma_{22}-\sigma_{11} \sigma_{33}-\sigma_{22} \sigma_{33}\right) J\left(\omega_{0}\right) \tag{2.78}
\end{equation*}
$$

where $\sigma_{x x}$ are the components of the chemical shielding tensor. Because longitudinal relaxation rates are related to the probabilities of transitions at Larmor frequency and combination of Larmor frequencies, these rates probe motions on timescale of ps-ns. However, other relaxation rates sensitive to motions at other time scales can be defined. For example, $R_{1 \rho}$ is spin-lattice relaxation in the rotating frame that is sensitive to slower motions with correlation times of nanoseconds to milliseconds. $R_{1 \rho}$ is measured under the application of a variable length spinlock pulse. In solidstate $R_{1 \rho}$ is often the choice of relaxation rate to probe slow motions because decay of transverse magnetisation is typically dominated by coherent effects, which are not related to molecular motions. In general, separation of incoherent effects related to the molecular motions and coherent effects not related to the molecular motions is one of the major challenges for quantification of molecular motions based on relaxation rates measurements. However, discussion of this is beyond the scope of this thesis. In specific case of $R_{1 \rho}$, the coherent effects might be sufficiently supressed by combination of fast spinning, application of $r f$ or/and appropriate sample preparation. For example, in ${ }^{15} \mathrm{~N} R_{1 \rho}$ measurements the coherent contributions can be sufficiently suppressed by a $>10 \mathrm{kHz}$ spinlock pulse and $>45 \mathrm{kHz}$ MAS even in fully protonated proteins. ${ }^{76}$ Derivation of expressions for $R_{1 \rho}$ are a little bit more involved than those for $R_{1}$, especially because spinning frequency, $\omega_{r}$, and spinlock frequency, $\omega_{1}$, need to be included in the treatment. For illustration purposes the dipolar contribution to $R_{1 \rho}$ can be expressed as:

$$
\begin{align*}
R_{1 \rho, D D}= & \frac{1}{20} b^{2}\left\{\frac{2}{3} J\left(\omega_{1}+2 \omega_{r}\right)+\frac{2}{3} J\left(\omega_{1}-2 \omega_{r}\right)+\frac{4}{3} J\left(\omega_{1}+\omega_{r}\right)+\frac{4}{3} J\left(\omega_{1}-\omega_{r}\right)+\right.  \tag{2.79}\\
& \left.+4 J\left(\omega_{1}\right)+3 J\left(\omega_{0, S}\right)+J\left(\omega_{0, I}-\omega_{0, S}\right)+6 J\left(\omega_{0, I}\right)+6 J\left(\omega_{0, I}+\omega_{0, S}\right)\right\}
\end{align*}
$$

and CSA contribution can be expressed as:

$$
\begin{equation*}
R_{1 \rho, C S A}=\frac{1}{45} \omega_{0, I}^{2}\left(\sigma_{11}^{2}+\sigma_{22}^{2}+\sigma_{33}^{2}-\sigma_{11} \sigma_{22}-\sigma_{11} \sigma_{33}-\sigma_{22} \sigma_{33}\right)\left\{4 J\left(\omega_{1}\right)+3 J\left(\omega_{0, I}\right)\right\} \tag{2.80}
\end{equation*}
$$

In all the cases discussed so far, in order to evaluate relaxation rates, one needs to evaluate spectral densities at specific frequencies. In most cases, because the explicit form of correlation function is not known, explicit expressions for spectral density are not known. To overcome this problem and in order to quantify relaxation rates in terms of parameters of motion including correlation time and amplitude, there are a number of motional models to approximate the correlation function and spectral density. One such popular models is the so called Simple Model Free (SMF) approach developed by Lipari and Szabo. ${ }^{106}$ In this approach, the correlation function in the presence of single time scale motion is expressed as

$$
\begin{equation*}
c_{S M F}(t)=S^{2}+\left(1-S^{2}\right) e^{-\frac{t}{\tau_{c}}} \tag{2.81}
\end{equation*}
$$

where $S^{2}$ is order parameter describing amplitude of motion and $\tau_{c}$ is the correlation time. $S^{2}$ goes from 0 to 1 where 0 represents completely unrestricted motions and 1 the completely rigid case. The corresponding spectral density function $J(\omega)$, calculated as the Fourier transform of the correlation function, is given as

$$
\begin{equation*}
J(\omega)=\left(1-S^{2}\right) \frac{\tau_{c}}{1+\left(\omega \tau_{c}\right)^{2}} \tag{2.82}
\end{equation*}
$$

where the two parameters are as discussed previously. It has been shown that in solid-state NMR, motions occurring on two or more time scales are required to adequately model the dynamics. ${ }^{41}$ Therefore, typically, a more appropriate is application of an extension of the SMF: Extended Model Free (EMF) approach, where the contributions of motions occurring on two (or more) distinct time scales are considered. ${ }^{107,108}$ The EMF spectral density is expressed as:

$$
\begin{equation*}
J(\omega)=\left(1-S_{f}^{2}\right) \frac{\tau_{f}}{1+\left(\omega \tau_{f}\right)^{2}}+\left(1-S_{s}^{2}\right) \frac{\tau_{s}}{1+\left(\omega \tau_{s}\right)^{2}} \tag{2.83}
\end{equation*}
$$

where $S_{f}^{2}$ and $S_{s}^{2}$ are the order parameters related to fast and slow motion, respectively, and $\tau_{f}$ and $\tau_{s}$ are the correspective correlation times. The model can become even more complicated, ${ }^{5,109}$ and involve more parameters. Probing motions over a large number of frequencies is necessary to have a complete overview of dynamics. Obtaining sufficient relaxation rate measurements can be very time-consuming. In order to make quantification of dynamics using relaxation rates more practical in this thesis, I present two approaches to accelerate acquisition of relaxation rates.

## Chapter 3

## NMR Experimental Methods

This chapter describes the experimental techniques used in this work. Firstly, the chapter will introduce signal detection by quadrature detection, as well as coherence selection by phase cycling and one- and multi-dimensional experiments. Then the discussion will break down the newly developed methods described in this thesis into separate components that can be found in the literature. Fully stylised pulse programs relating to papers arising from this thesis will be detailed in each section.

### 3.1 Signal detection

Only single quantum coherence of the order $p=1$ can be directly observed in NMR, and the $x$ - and $y$-components of the magnetization are detected. The signal is acquired with a real and imaginary part in a complex function:

$$
\begin{equation*}
S(t)=S_{x}+i S_{y} \tag{3.1}
\end{equation*}
$$

which is equal to

$$
\begin{equation*}
S(t)=S_{0} \cos \Omega t e^{\frac{-t}{T_{2}}}+i S_{0} \sin \Omega t e^{\frac{-t}{T_{2}}}=S_{0} e^{i \Omega t} e^{\frac{-t}{T_{2}}} \tag{3.2}
\end{equation*}
$$

where, $S_{0}$ is the maximum signal and $\Omega$ is the resonance offset. $T_{2}$ is the spin-spin relaxation, which describes the loss of coherence in the transverse plane. The signal in the time-domain is converted into the frequency domain by Fourier transform:

$$
\begin{equation*}
S(\omega)=\int_{0}^{+\infty} S(t) e^{(-i \omega t)} d t=\frac{1 / T_{2}}{\left(1 / T_{2}\right)^{2}+(\omega-\Omega)^{2}}-i \frac{\omega-\Omega}{\left(1 / T_{2}\right)^{2}+(\omega-\Omega)^{2}} \tag{3.3}
\end{equation*}
$$

The real part of the signal is an absorptive Lorentzian lineshape, while the imaginary part is a dispersive Lorentzian lineshape (see Fig. 3.1). It is not possible to cancel out one of the two, but it is possible to phase the spectrum such that absorptive lineshapes are shown, which are preferable for obtaining the smaller linewidth, i.e. peaks in the resulting spectrum are better resolved.

The method to achieve frequency discrimination in signal detection is called quadrature detection. Practically speaking, to detect both the $x$ - and $y$-components of the magnetization, the signal from the coil is mixed down with two different reference frequencies ( $\sin$ and $\cos$ ) to obtain the two orthogonal components of the precessing magnetization. The two outputs are digitalized separately becoming the real and imaginary part of the signal.


Figure 3.1: Schematic illustration of the real (Re) and imaginary (Im) components of the net magnetisation vector, the complex FID, and the absorptive (top) and dispersive (bottom) Lorentzian lineshapes obtained by Fourier transform.

### 3.2 Multidimensional NMR

A multidimensional NMR experiment can be simply described in four steps: preparation, evolution $t_{1}$, mixing and detection. Firstly, during the preparation step, coherence is generated by a single $\pi / 2$ pulse and the magnetization can be transferred to the nuclei of interest via cross-polarization (if the nuclei of interest have low $\gamma$ ). During the evolution period $t_{1}$, the system is let free to evolve under a resonance offset and the mixing pulse is used to reconvert the $n$-order coherence into a detectable coherence, which is acquired during $t_{2}$. The second dimension is built by varying the length of $t_{1}$ by finite steps $\Delta t_{1}$, while repeating the experiment, obtaining a 2D map of frequency. In the direct dimension the frequency is
detected during $t_{2}$, while in the indirect dimension during $t_{1}$. In the case of 3 (or more) dimensions, the simple block formed by the four parts will be repeated. The third frequency dimension is represented by a second evolution $t_{2}$. Second and third dimension can measure same or different interactions on different nuclei or different interactions the same nucleus. In this thesis, the two indirect dimension will be named $t_{1}$ and $t_{1}{ }^{\prime}$, and they detect the chemical shift evolution on two different nuclei (see Fig. 3.2). To optimize the experimental time, it is possible to let the chemical shift evolve simultaneously on both the nuclei in a $t_{1}$ shared evolution. Further, I will present how the excitation of coherence for the third nucleus can be exploited by re-excitation of nested magnetization or from a separated excitation, in the first case, the initial excitation is done by a simultaneous excitation of both the nuclei through simultaneous cross-polarization, SIM-CP. The detections $t_{2}$ and $t_{2}{ }^{\prime}$ can be achieved with a sequential acquisition on ${ }^{1} \mathrm{H}$.

### 3.3 Phase cycling

Phase cycling is used to select the coherence pathway of an experiment. The phase cycling is based on the principle that if a pulse causes a change in coherence order from $p_{1}$ to $p_{2}\left(\Delta p=p_{1}-p_{2}\right)$, then shifting the phase of the pulse by $\Delta \phi$ results in the coherence acquiring a phase shift of $\Delta p \cdot \Delta \phi$. This means that different $\Delta p$ changes will have a different phase shift and in this way it would be possible to differentiate among pathways. Practically this means that the experiment will be repeated with different $\Delta \phi$, and then combining the results and depending on the phase set on the receiver, they will add up (desired coherence selection) while the un-desired coherences will cancel out.

### 3.4 Spectral Sensitivity and Experimental Time

NMR is an inherently insensitive technique, and the signal is proportional to the cube of the gyromagnetic ratio of the nuclei and $B_{0}$. Further, it depends on the relative natural abundance of the isotopes. For example, ${ }^{1} \mathrm{H}$ are characterized by high natural abundance ( $\approx 99.97 \%$ ) and gyromagnetic ratio, while nuclei such as ${ }^{13} \mathrm{C}$ and ${ }^{15} \mathrm{~N}$ have a low natural abundance, $1.10 \%$ and $0.4 \%$, respectively, and low $\gamma$, $\approx \gamma^{1} \mathrm{H} / 4$ for ${ }^{13} \mathrm{C}$ and $\approx \gamma^{1} \mathrm{H} / 10$ for ${ }^{15} \mathrm{~N}$. Even though ${ }^{12} \mathrm{C}$ is the most abundant isotope for carbon, it cannot be employed in NMR because it is not inherently magnetic, $I=0$. On the other hand, ${ }^{14} \mathrm{~N}$, even though magnetic, has a spin quantum number $I=1$, which introduces quadrupolar broadening and quadrupolar induced shift


Figure 3.2: Schematic illustration of elements presented in section 3.2. After the simultaneous magnetization transfer on ${ }^{13} \mathrm{C}$ and ${ }^{15} \mathrm{~N}$, the $t_{1}$ evolution can be exploited with a shared-time or the magnetization stored and retrieved later, detecting with a sequential acquisition on ${ }^{1} \mathrm{H}$.
associated with quadrupolar interaction, rendering it not suitable for site specific detection. To enhance the sensitivity, the experiment is repeated and the resulting transients co-added, $n$ times, to increase the Signal to Noise Ratio (SNR), which grows proportionally to $\sqrt{n}$. The use of coadded transients is, as well, linked to coherence selection by phase cycling. The experiment is repeated only after the nuclei spins are back to the equilibrium and this waiting time is called the recycle delay. For a 1D experiment, the experimental time is given by the length of the experiment and the recycle delay multiplied by the number of coadded transients. For a 2 D measurement, the experiment is repeated by building the $t_{1}$, therefore
the experimental time scales up with the number of $\Delta t_{1}$, and it depends on the spectral width, which is normally chosen on the basis of the frequency range of interest. The same happens for a 3D experiment where the experimental time needs to take into account the second $t_{1}$ ' and its building blocks. The recycle delay is normally equal to 5 times the spin-lattice relaxation, $T_{1}$, to have a better balance of coadded transients and experimental time, the recycle delay can be equal to 1.3 * $T_{1}$. However, in the case of relaxation measurement, to obtain a reliable report on the relaxation, and so motions, it must be ensured that the spins are completely relaxed. $T_{1}$ can vary from a few ms to minutes and hours, depending on the motions of the sample, so the recycle delay could take a long period of time. For this reason, various methods can be used to reduce the waiting time. A method presented in this thesis involves the use nested experiments on two different nuclei, ${ }^{13} \mathrm{C}$ and ${ }^{15} \mathrm{~N}$, to share only one recycle delay between them, reducing the experimental time.

### 3.5 Proton Detection and Heteronuclear Correlation

As discussed above, the sensitivity depends on different factors, such as isotope natural abundance and gyromagnetic ratio. At fast spinning, sample quantities are limited, which means that direct acquisition on rare or low $\gamma$ nuclei becomes more challenging. ${ }^{1} \mathrm{H}$ detection then can become a huge asset owing to the fact that at fast spinning, linewidths are narrower, such that direct acquisition is possible. For small rigid molecules, 60 kHz MAS is not enough to average out ${ }^{1} \mathrm{H}-{ }^{1} \mathrm{H}$ dipolar couplings and different schemes can be applied to narrow the linewidth. Biomolecules, which are more mobile, have a better resolution, in general. However, acquiring ${ }^{13} \mathrm{C}-{ }^{1} \mathrm{H}$ correlation experiments still requires extensive deuteration. Protons are used for the initial magnetization enhancement of low $\gamma$ nuclei. Furthermore, ${ }^{13} \mathrm{C}$ and ${ }^{15} \mathrm{~N}$ typically have longer longitudinal relaxation times, and so acquiring direct excitation experiments (for example one-pulse experiments) would be time consuming. Protons, instead, have shorter spin-lattice relaxation, allowing a more rapid repeat of the experiments. Generally, for spin $-1 / 2$ nuclei, two different ways are used to transfer polarization in both directions ( ${ }^{1} \mathrm{H} \rightarrow X$ and back $X \rightarrow{ }^{1} \mathrm{H}$ transfer), which depend on the mobility of the molecules: Cross Polarization (CP) ${ }^{14}$ and Insensitive Nuclei Enhanced by Polarization Transfer (INEPT). ${ }^{15,16,110}$ The first is based on through-space interactions and relies on dipolar couplings, so it is more efficient for magnetization transfer in samples where the dipolar couplings are not completely averaged by molecular motion, so rigid or ordered ones. The second is a throughbond coherence transfer method based on $J$-couplings which is used in solution NMR
and mobile samples. $J$-coupling based methods can be used in rigid solids, but in that case, the dominant interaction is the dipolar coupling, which leads to rapid coherence dephasing unless homonuclear decoupling is applied. During CP both the ${ }^{1} \mathrm{H}$ and X channels are irradiated, and the amplitude of the $r f$ pulses has to match the Hartmann-Hahn conditions ${ }^{14}$ to allow the magnetization transfer. Considering that the nutation frequency

$$
\begin{equation*}
\omega_{1}=-\gamma B_{1} \tag{3.4}
\end{equation*}
$$

in a static experiment, the Hartmann-Hahn conditions are satisfied if:

$$
\begin{equation*}
\gamma_{I} B_{1}^{I}=\gamma_{S} B_{1}^{S} \tag{3.5}
\end{equation*}
$$

where $I$ and $S$ are the nuclei of interest with their respective gyromagnetic ratios. While under magic-angle spinning:

$$
\begin{equation*}
\gamma_{I} B_{1}^{I} \pm \gamma_{S} B_{1}^{S}=n \omega_{r}, \tag{3.6}
\end{equation*}
$$

where $n$ is a positive integer number $1,2 \ldots$ and $\omega_{r}$ is the MAS rate in rad $s^{-1}$. Owing to RF inhomogeneities, it is not always possible to achieve this match condition across the whole sample, so typically a ramp ${ }^{111}$ is used on one of the two channels. The amplitude of the ramp pulse is changed within a certain percentage (for example 70-100\%) and the average frequency is the match condition. As said above the CP transfer is based on the dipolar coupling between the two nuclei, so the resulting signal will depend on that, meaning that this method is not quantitative. The length of CP pulses, the contact time, depends on the inverse of the dipolar couplings between the two nuclei of interest and so it is also proportional to the distance in space. For example in the back $\mathrm{X} \rightarrow{ }^{1} \mathrm{H}$ transfer it is possible to choose the contact time to have a specific one-bond transfer (e.g. ${ }^{13} \mathrm{C} \alpha \rightarrow{ }^{1} \mathrm{H} \alpha$ $\tau \approx 150 \mu \mathrm{~s})$. In the case of irradiation of multiple magnetization pathways, the magnetization transfer can be done simultaneously with a SIM-CP, or separately by nesting experiments.

For describing the INEPT experiments based on scalar couplings, it is useful to introduce the product operator formalism. ${ }^{101}$ The approach is useful for coupled spin systems, where the matrix representation can become complicated, and it works well with weak coupling ,i.e., $J$-couplings. For an isolated spin- $1 / 2$, four operators are required to described the NMR experiment: $1 / 2 E, I_{\mathrm{x}}, I_{\mathrm{y}}, I_{\mathrm{z}}$. where $E$ is the identity operator, and $I_{\mathrm{x}}, I_{\mathrm{y}}, I_{\mathrm{z}}$ describes the magnetization along the respective axes
in the rotating frame. The effect of a single $r f$ pulse and evolution of coherence under resonance offset $\Omega$ can be described with trigonometry rules. Specifically, the INEPT experiment for spin $I$ and $S$ can be described as followed. At the beginning of the refocused INEPT element, the in-phase magnetization $\hat{I}_{x}$ is along the transverse plane after a $\pi / 2$ pulse. During the first echo period, $\tau_{1}$, the $J$-coupling is evolving under resonance offset and the in-phase magnetization is converted into anti-phase $\hat{I}_{y} \hat{S}_{z}$ :

$$
\begin{equation*}
\hat{I}_{x} \xrightarrow{\tau_{1}-\pi-\tau_{1}} \cos \left(2 \pi J_{I S} \tau_{1}\right) \hat{I}_{x}+\sin \left(2 \pi J_{I S} \tau_{1}\right) \hat{I}_{y} \hat{S}_{z} \tag{3.7}
\end{equation*}
$$

where $J_{\text {IS }}$ represents the $J$-coupling between $\hat{I}$ and $\hat{S}$. The anti-phase coherence is transferred from $S$ to $I$ with the $\pi / 2$ pulses applied on both channels, which separates the two spin-echo evolution periods:

$$
\begin{equation*}
\sin \left(2 \pi J_{I S} \tau_{1}\right) \hat{I}_{y} \hat{S}_{z} \xrightarrow{(\pi / 2) \hat{I}_{x}} \xrightarrow{(\pi / 2) \hat{S}_{x}} \sin \left(2 \pi J_{I S} \tau_{1}\right) \hat{I}_{z} \hat{S}_{y} \tag{3.8}
\end{equation*}
$$

Following $\tau_{1}$, in the second echo period, $\tau_{2}$, the antiphase ${ }^{1} \mathrm{H}$ coherence is converted into in-phase $\hat{S}_{x}$ that is then detected during $t_{2}$.

$$
\begin{equation*}
\sin \left(2 \pi J_{I S} \tau_{1}\right) \hat{I}_{z} \hat{S}_{y} \xrightarrow{\tau_{2}-\pi-\tau_{2}} \sin \left(2 \pi J_{I S} \tau_{2}\right) \sin \left(2 \pi J_{I S} \tau_{1}\right) \hat{S}_{x} \tag{3.9}
\end{equation*}
$$

The product-operator analysis predicts the maximum transfer, for $\sin (\pi / 2)$,i.e., $\tau$ $=1 /\left(4 J_{I S}\right)$. In an ideal situation, the signal build-up only depends on $J$-coupling, however during the echo period the spins are subjected to loss of coherence defined as the spin-echo dephasing time $T_{2}{ }^{\prime}$ which determines a faster signal decay. To increase the possibility to observe a through-bond transfer in solids even at fast spinning, the dipolar coupling can be averaged by the application of ${ }^{1} \mathrm{H}$ homonuclear dipolar decoupling on the ${ }^{1} \mathrm{H}$ channel. The use of both CP and INEPT, with associated pulse sequences, will be illustrated in the following chapters.

### 3.6 CRAMPS

Combined Rotation and Multiple-Pulse Spectroscopy (CRAMPS) is a technique used to enhance the resolution and sensitivity of a spectrum. CRAMPS can be carried out as a 1 D or 2 D experiment and the acquisition is built with alternate periods of acquisition windows and pulses (see Fig. 3.3). During the pulsing period, ${ }^{1} \mathrm{H}$ homonuclear decoupling is applied to average the ${ }^{1} \mathrm{H}-{ }^{1} \mathrm{H}$ dipolar couplings, improving sensitivity and resolution of the spectrum. During the acquisition, the
chemical shift evolves and can be directly detected, so the resulting spectrum under ${ }^{1} \mathrm{H}$ homonuclear decoupling will be scaled. Generally speaking, during the acquisition window, the amplifier is off and the receiver is open, and, for each acquisition windows, a constant number of complex data points is acquired. The dwell time and so the spectral width, is set by the actual acquisition time, determined by the sum of the acquisition windows. When the points are acquired, the receiver is closed, and the amplifier is turned on. Between these two, a ringdown/dead time is allowed for the spectrometer to physically enable the operation, avoiding pulsing while the receiver is still open (Fig. 3.3). A drawback of the experiment is that generally, ${ }^{1} \mathrm{H}$ homonuclear decoupling must be applied with high nutation frequencies to average the strong ${ }^{1} \mathrm{H}-{ }^{1} \mathrm{H}$ dipolar couplings, which can be detrimental for the apparatus. The total acquisition time is limited, and the sum of the acquisition windows is shorter than a normal acquisition, which can lower the sensitivity. Furthermore, the high nutation frequency required make the employment of this method difficult in biological NMR, where the high temperature generated by the $r f$ can degrade the sample. The use of CRAMPS will be shown in Chapter 5.


Figure 3.3: Schematic illustration of the CRAMPS experiment in acquisition, red dots indicate the number of complex data points, constant for each acquisition window.

### 3.7 Relaxation Experiments

In this thesis, two relaxation measurements are taken into consideration: $R_{1}$ and $R_{1 \rho}$ for nuclei present in the peptide plane, such as ${ }^{13} \mathrm{C}$ and ${ }^{15} \mathrm{~N}$. In the case of relaxation experiments, we often refer to them as pseudo-XD experiments. ${ }^{112}$ In the
case of a pseudo-3D experiment, a second dimension is dedicated to the $t_{1}$ chemical shift evolution, and a third pseudo-dimension contains a list of increasing relaxation delays $\left(T_{1}\right)$ or spinlock ( $T_{1 \rho}$ ) times. Every 2D spectrum of the 3rd dimension will be recorded with a specific time point of the list. Having a pseudo-3rd dimension allows the relaxation to be monitored in a residue-specific manner. To measure relaxation on sparse low gamma nuclei it is necessary to use cross polarization, to enhance the sensitivity on these nuclei. An additional benefit of this procedure, as explained in section 3.4, is that the repetition of the experiment will be linked to ${ }^{1} \mathrm{H} T_{1}$, and not the X nucleus. In the $R_{1}$ experiment after CP , it is not possible to take advantage of inversion recovery or saturation recovery as it is typical for ${ }^{1} \mathrm{H}$. Instead, the "Torchia" method ${ }^{113}$ is used, where a two-step phase cycle cancels out the direct X -spin Boltzmann magnetization, enabling the enhanced magnetization to be monitored. A variable delay list is applied, and the enhanced X magnetization is allowed to relax to the equilibrium.

Typically, the integral of the non-overlapping peaks is recorded and the data at different $t$ delay time list will be fitted to the following mono-exponential equation

$$
\begin{equation*}
M_{t}=M_{0} e^{-\frac{t}{T_{1}}} \tag{3.10}
\end{equation*}
$$

While relaxation is multi-exponential, the mono-exponential fit is a good approximation if we take in consideration the first part of the relaxation slope until $60 \%$ of the decay. ${ }^{80}$ The $R_{1 \rho}$ measurement is carried out with variable spinlock pulse lengths, with nutation frequencies that can span from few Hz until tens of kHz , and the decay of magnetization treated in same way as described by Equation 3.10.
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#### Abstract

Phase modulated Lee-Goldburg (PMLG) homonuclear decoupling in solid-state nuclear magnetic resonance at 60 kHz magic-angle spinning (MAS) is implemented in ${ }^{1} \mathrm{H}$-detected ${ }^{15} \mathrm{~N}-{ }^{1} \mathrm{H}$ heteronuclear correlation NMR experiments. Through-bond refocused INEPT experiments are considered, where the initial ${ }^{15} \mathrm{~N}$ transverse magnetisation is generated by ${ }^{1} \mathrm{H}-{ }^{15} \mathrm{~N}$ cross polarisation (CP). Two PMLG-block types, PMLG5 ${ }_{m m}^{\bar{x} x}$ and PMLG $9_{m m}^{\bar{x} x}$, were tested for a moderate ${ }^{1} \mathrm{H}$ nutation frequency of $\sim 100 \mathrm{kHz}$ or less utilizing Combined Rotation And Multiple Pulse Sequence (CRAMPS) and spin-echo ${ }^{1} \mathrm{H}$ experiments. A protocol for the optimisation of ${ }^{1} \mathrm{H}$ homonuclear decoupling with respect to ${ }^{1} \mathrm{H}$ nutation frequency, resonance offset, and the cycle time is presented, observing the effect on the scaling factor $\lambda_{c s},{ }^{1} \mathrm{H}$ coherence spin-echo lifetime, and the coherence transfer efficiency of the Refocused INEPT pulse sequence. Optimum performance is observed with the application of windowed PMLG, $P M L G 5_{m m}^{\overline{x x}}$, during the spin-echoes, corresponding to a high scaling factor $\left(\lambda_{c s}\right)$ of 0.82 , where the ratio of the rotor period to the decoupling cycle time, $\Psi=\tau_{r} / \tau_{c}$, is 0.57 . With these parameters, it is possible to acquire a 2D natural abundance ${ }^{15} \mathrm{~N}-{ }^{1} \mathrm{H}$ correlation spectrum on the dipeptide $\beta$-AspAla, and the pharmaceutical cimetidine at 60 kHz MAS based on the through-bond (Jcoupling) ${ }^{15} \mathrm{~N} \rightarrow{ }^{1} \mathrm{H}$ transfer.


## 1. Introduction

Direct ${ }^{1} \mathrm{H}$ detection is increasingly important for solid-state NMR study of pharmaceuticals ${ }^{1-4}$ and biological molecules. ${ }^{5-8}$ The availability of ever faster Magic Angle Spinning (MAS) frequencies reduces line broadening due to ${ }^{1} \mathrm{H}$ homonuclear dipolar couplings. ${ }^{9-14}$ In particular, ${ }^{1} \mathrm{H}$ detection is advantageous for the identification of specific correlations to nuclei with low gyromagnetic ratio, $\gamma$, such as the two natural-abundant isotopes of nitrogen, ${ }^{14} \mathrm{~N}$ and ${ }^{15} \mathrm{~N}$. Our focus here is on the spin $I=1 / 2{ }^{15} \mathrm{~N}$, though it is to be noted that there is increasing application of ${ }^{14} \mathrm{~N}-{ }^{1} \mathrm{H}$ experiments for the much higher natural abundance (99.6\%) spin $I=1$ nucleus. ${ }^{15-22}$ The low sensitivity of ${ }^{15} \mathrm{~N}$, associated with its low natural abundance and gyromagnetic ratio, can be overcome by the use of ${ }^{15} \mathrm{~N}-{ }^{1} \mathrm{H}$ correlation experiments with proton acquisition, thanks to the high natural
abundance and $\gamma$ that characterise protons, provided that fast MAS can achieve sufficient ${ }^{1} \mathrm{H}$ line narrowing. ${ }^{23-26}$ We note that an ${ }^{15} \mathrm{~N}$-detected MAS-J-HMQC ${ }^{1} \mathrm{H}-{ }^{15} \mathrm{~N}$ two-dimensional spectrum has also been recorded at natural abundance and 12.5 kHz MAS using Frequency Switched Lee-Goldburg (FSLG) ${ }^{1} \mathrm{H}$ homonuclear decoupling. ${ }^{27}{ }^{1} \mathrm{H}$-detected heteronuclear ${ }^{15} \mathrm{~N}-{ }^{1} \mathrm{H}$ correlation experiments can be achieved by inverse polarization, CP , as applied to small molecules ${ }^{23,25,26,28-30}$ and ${ }^{15} \mathrm{~N}$-labelled proteins as a hNH experiment. ${ }^{31-33}$ An alternative to CP-based dipolar-mediated through-space transfer is a J-coupling mediated through-bond refocused INEPT solid-state NMR experiment. ${ }^{34-37}$ Specifically, we consider the CP-Refocused INEPT correlation experiment, ${ }^{38,39}$ whereby J-coupling mediated ${ }^{15} \mathrm{~N}-{ }^{1} \mathrm{H}$ back-transfer ensures only the observation of peaks due to through-bond transfer in a ${ }^{15} \mathrm{~N}-{ }^{1} \mathrm{H}$ spectrum. ${ }^{26}$ However, fast dephasing due to strong ${ }^{1} \mathrm{H}$ homonuclear dipolar couplings shortens ${ }^{1} \mathrm{H}$ coherence lifetimes, reducing sensitivity, making Jcoupling based experiments challenging. Even 60 kHz MAS is not sufficient to completely average out ${ }^{1} \mathrm{H}$ homonuclear dipolar couplings. ${ }^{40}$ The application of ${ }^{1} \mathrm{H}$ homonuclear decoupling ${ }^{41-44}$ under fast MAS during the ${ }^{15} \mathrm{~N}-{ }^{1} \mathrm{H}$ coherence transfer improves sensitivity sufficiently for refocused INEPT transfer. ${ }^{26,39}$

While a large number of ${ }^{1} \mathrm{H}$ homonuclear decoupling schemes have been optimised under static conditions for operation at low ( $5-10 \mathrm{kHz}$ ) and moderate ( $\sim 15 \mathrm{kHz}$ ) MAS frequencies; ${ }^{41-54}$ there have only been a few papers presenting ${ }^{1} \mathrm{H}$ homonuclear decoupling at faster MAS frequencies of $(35+\mathrm{kHz})^{55,56}$ and $(60+\mathrm{kHz}) .{ }^{57-62}$ ${ }^{1} \mathrm{H}$ homonuclear decoupling is clearly not being applied under quasi-static conditions under such fast MAS and the performance is dependent upon the ratio between the rotor period, $\tau_{r}$, and the cycle time of the ${ }^{1} \mathrm{H}$ homonuclear decoupling, $\tau_{c}$. Lee-Goldburg ${ }^{45,46,49,59}$ and DUMBO ${ }^{50,62}$ based decoupling are characterized by short cycle times which makes them compatible with faster MAS implementations. Nevertheless, a short cycle time means high ${ }^{1} \mathrm{H}$ nutation frequencies, $v_{1}$, for the scheme which can be demanding on the instrumentation. In this work, we employ phase modulated Lee-Goldburg (PMLG) ${ }^{49}$ in a $1 \mathrm{D}{ }^{1} \mathrm{H}$ Combined Rotation and Multiple-Pulse Sequence (CRAMPS) ${ }^{63}$ experiment at 60 kHz MAS using relatively low nutation frequencies. The performance of PMLG depends on multiple factors such as the type of PMLG-block, frequency offset, and ${ }^{1} \mathrm{H}$ nutation frequency. ${ }^{41,42,53,54}{ }^{1} \mathrm{H}$ homonuclear decoupling sequences are usually evaluated through three principal parameters: the chemical shift scaling factor ( $\lambda_{c s}$ ) ${ }^{57,58,64}$ and linewidth improvement reflected in sensitivity and resolution determined through observation of the the chemical shift evolution, ${ }^{62}$ and extended coherence lifetimes as observed through echo expeiments. ${ }^{57}$ A bimodal Floquet theory analysis shows that ${ }^{1} \mathrm{H}$ homonuclear decoupling requires a fine optimization at MAS above 40 kHz owing to the considerable number of zero- and first-order degeneracies. ${ }^{65}$ The two types of degeneracy arise when $n \nu_{\mathrm{r}}+k \nu_{\mathrm{c}}=0$, where $v_{\mathrm{r}}$ is MAS spinning frequency and $v_{\mathrm{c}}$ is the cycle frequency of the decoupling block, and $n$ and $k$ are integers. When these conditions are met, degeneracies occur within the diagonal block of the Floquet Hamiltonian and the effective Hamiltonian ${ }^{66}$ leading to dipolar line-broadening.

Here, we systematically investigate the ${ }^{1} \mathrm{H}$ homonuclear decoupling parameters that affect sensitivity in the ${ }^{15} \mathrm{~N}-{ }^{1} \mathrm{H}$ CP-Refocused INEPT experiment under ${ }^{1} \mathrm{H}$ homonuclear decoupling and fast MAS. 1D CRAMPS was extensively used to optimise the ${ }^{1} \mathrm{H}$ homonuclear decoupling at various Larmor frequency, showing enhanced resolution at low to moderate ${ }^{1} \mathrm{H}$ nutation frequency. It is shown that optimized decoupling enables the recording of two-dimensional through-bond ${ }^{15} \mathrm{~N}-{ }^{1} \mathrm{H}$ MAS NMR correlation spectra for moderately sized organic molecules such as the dipeptide $\beta$-AspAla and the pharmaceutical cimetidine.

## 2. Experimental

${ }^{15} \mathrm{~N}$-labelled glycine, and natural abundance (NA) glycine, $\beta$-AspAla and cimetidine were purchased from Sigma Aldrich or Bachem ( $\beta$-AspAla) and packed as received into 1.3 mm zirconia rotors. ${ }^{15} \mathrm{~N}$-Glycine was packed into a restricted volume in the centre of the rotor using silicone spacers. ${ }^{15} \mathrm{~N}$-labelled glycine was used to optimise ${ }^{1} \mathrm{H}$ homonuclear decoupling in 1D and 2D correlation experiments and the $2 \mathrm{D}^{15} \mathrm{~N}-{ }^{1} \mathrm{H}$ CP-refocused INEPT experiment. Glycine NA and $\beta$-AspAla NA were used to test the ${ }^{15} \mathrm{~N}-{ }^{1} \mathrm{H}$ natural abundance CP-refocused INEPT correlation experiment.

The experiments were performed on a Bruker Avance III ( 500 MHz ) or Avance NEO ( $600 \mathrm{MHz}, 1 \mathrm{GHz}$ ) spectrometer operating at a ${ }^{1} \mathrm{H}$ Larmor frequency $v_{0 H}=500.13 \mathrm{MHz}(11.7 \mathrm{~T}), 599.45 \mathrm{MHz}(14.1 \mathrm{~T}), 1000.40$ $\mathrm{MHz}(23.5 \mathrm{~T})$ and sample spinning using a Bruker 1.3 mm HXY probe at 60 kHz . The $90^{\circ}$ pulse duration of 2.5 $\mu \mathrm{s}\left(v_{1}=100 \mathrm{kHz}\right)$ for ${ }^{1} \mathrm{H}$ and $4 \mu \mathrm{~s}\left(v_{1}=62.5 \mathrm{kHz}\right)$ or $3.5 \mu \mathrm{~s}\left(v_{1}=71.4 \mathrm{kHz}\right.$, cimetidine) for ${ }^{15} \mathrm{~N}$ was calibrated using a one-pulse experiment and a CP followed by a $90^{\circ}$ pulse experiment, respectively. A recycle delay of 3 s or 5 s (cimetidine) was used.
${ }^{1} \mathrm{H}$ chemical shifts are referenced with respect to tetramethylsilane (TMS) via L-alanine at natural abundance as a secondary reference ( 1.1 ppm for the $\mathrm{CH}_{3}{ }^{1} \mathrm{H}$ resonance) corresponding to adamantane at $1.85 \mathrm{ppm} .{ }^{67,68}$ ${ }^{15} \mathrm{~N}$ chemical shifts are referenced relative to liquid $\mathrm{CH}_{3} \mathrm{NO}_{2}$ at $0 \mathrm{ppm},{ }^{69}$ using the $\mathrm{NH}_{3}{ }^{+}$peak of glycine natural abundance at -347.4 ppm as secondary reference. To convert to the chemical shift scale frequently used in protein NMR, where the alternative IUPAC reference (see Appendix 1 of ref. ${ }^{70}$ ) is liquid ammonia at $-50^{\circ} \mathrm{C}$, it is necessary to add 379.5 to the given values. ${ }^{71} \mathrm{H}$ and ${ }^{15} \mathrm{~N}$ chemical shifts can be experimentally determined to an accuracy of $\pm 0.2$ and $\pm 0.1 \mathrm{ppm}$, respectively. The ${ }^{15} \mathrm{~N}$ RF transmitter frequency was centred at -304.5 ppm (or -291.5 ppm cimetidine). Where the ${ }^{1} \mathrm{H}$ resonance offset is referred to, 0 kHz refers to on-resonance with the $\mathrm{NH}_{3}{ }^{+}$peak of glycine at 8.4 ppm , with a positive resonance offset referring to a move of the RF transmitter frequency to higher ppm.

1D CRAMPS. The acquisition window was optimized to acquire 40 complex data points, each corresponding to $0.1 \mu \mathrm{~s}$, with a ringdown delay of $1 \mu \mathrm{~s}$ and a deadtime optimized to be $2.2 \mu \mathrm{~s}$, corresponding to a total acquisition window, $\tau_{\mathrm{w}}$, of $7.2 \mu \mathrm{~s}$. The total acquisition time is 15 ms . Both $P M L G 5_{m m}^{\bar{x}}$ and $P M L G 9_{m m}^{\bar{x}}{ }^{1} \mathrm{H}$
homonuclear decoupling schemes were optimized over a ${ }^{1} \mathrm{H}$ nutation frequency ( $v_{1 \mathrm{H}}$ ) range from $\sim 10$ to ~120 kHz.

2D ${ }^{15} \mathrm{~N}-{ }^{1} \mathrm{H}$ CP-Refocused INEPT. Cross polarization (CP) from ${ }^{1} \mathrm{H}$ to ${ }^{15} \mathrm{~N}$ was used for the initial excitation of ${ }^{15} \mathrm{~N}$ transverse magnetisation, where the ${ }^{1} \mathrm{H}$ nutation frequency was $\sim 80 \mathrm{kHz}$ (or $\sim 95 \mathrm{kHz}$ for cimetidine) using a zero-quantum (ZQ) match condition; $;^{72} 73$ and ${ }^{15} \mathrm{~N}$ nutation frequency of $\sim 20 \mathrm{kHz}$ (or $\sim 25 \mathrm{kHz}$ for cimetidine) with a linear ramp ${ }^{74}$ ( $70 \%-100 \%$ ) on the ${ }^{15} \mathrm{~N}$ channel (glycine and $\beta$-AspAla) or ${ }^{1} \mathrm{H}$ (cimetidine). A CP contact time of 2 ms (or 4 ms for cimetidine) was used. The MISSISSIPPI suppression scheme ${ }^{75}$ was applied with a spinlock nutation frequency of $\sim 30 \mathrm{kHz}$ for four intervals of 2 ms (or 5 ms for cimetidine) to remove residual ${ }^{1} \mathrm{H}$ transverse magnetisation. Low-power ${ }^{76}$ heteronuclear ${ }^{1} \mathrm{H}$ and ${ }^{15} \mathrm{~N}$ decoupling was applied during $t_{1}$ evolution and ${ }^{1} \mathrm{H}$ acquisition, respectively, using WALTZ64 ${ }^{77,78}$ at a nutation frequency of $\sim 10 \mathrm{kHz}$. The pulse sequence used corresponds to a modified version of that presented by Althaus et al (Fig. 1b). ${ }^{26}$

Each ${ }^{1} \mathrm{H}$-detected FID was acquired for 30 ms with a spectral width of 80 ppm (or 40 ppm for cimetidine). The ${ }^{15} \mathrm{~N}$ dimension was acquired with 96 (glycine NA and $\beta$-AspAla NA) or 64 (cimetidine) $t_{1}$ FIDs with a dwell time of $300 \mu$ (glycine NA) or $142 \mu \mathrm{~s}$ ( $\beta$-AspAla NA) or $160 \mu \mathrm{~s}$ (cimetidine), corresponding to a ${ }^{15} \mathrm{~N}$ spectral width of 66 ppm (glycine NA) or 138 ppm ( $\beta$-AspAla NA) or 102 ppm (cimetidine) and a maximum $t_{1}$ of 15 ms (glycine NA), 6.9 ms ( $\beta$-AspAla NA), or 5.1 ms (cimetidine). The States-TPPI method was employed to achieve sign discrimination in the indirect dimension.

The pulse sequences, datasets, lists, compound pulse lists, and pulse shapes can be found online at the Warwick online repository, (WRAP *Link*, to be deposited upon acceptance of article).

## 3. Results and Discussion

## $3.1{ }^{15} \mathrm{~N}-{ }^{1} \mathrm{H}$ CP- refocused INEPT - pulse sequence and product operator analysis

Our implementation of the ${ }^{15} \mathrm{~N}-{ }^{1} \mathrm{H}$ CP- refocused INEPT experiment at 60 kHz MAS is shown in Fig. 1a. Note that the pulse sequence in Fig. 1a corresponds to a modified version of that used by Althaus et al. at $v_{r}=40$ $\mathrm{kHz} .{ }^{26}$ The pulse sequence begins with an initial ${ }^{1} \mathrm{H}$ to ${ }^{15} \mathrm{~N} \mathrm{CP}$ transfer to provide the largest pool of polarization possible for the low- $\gamma$ and natural abundance ${ }^{15} \mathrm{~N}$ nucleus. The ${ }^{15} \mathrm{~N}$ transverse magnetisation is allowed to evolve during $t_{1}$. The desired magnetisation is stored during a $z$-filter period, which is used with ${ }^{1} \mathrm{H}$ magnetisation suppression using the MISSISSIPPI sequence ${ }^{75}$ to remove the background proton signals. A ${ }^{15} \mathrm{~N}-{ }^{-1} \mathrm{H}$ refocused INEPT element is used to transfer the magnetization back to proton for acquisition. INEPT utilizes the ${ }^{1} \mathrm{H}-{ }^{15} \mathrm{~N}$-couplings to restrict the signals observed to those with direct one-bond $\mathrm{H}-\mathrm{N}$ connections. Each spin-echo duration should be an integer number of rotor periods to ensure that the chemical shift anisotropy is completely averaged by MAS. Homonuclear ${ }^{1} \mathrm{H}$ decoupling, here PMLG, ${ }^{49}$ is applied during the two spin-echoes of the refocused INEPT element. Under fast MAS, at a spinning frequency of 60 kHz in this
work, low power heteronuclear decoupling, ${ }^{76}$ specifically WALTZ- $64{ }^{78}$ decoupling, is applied on ${ }^{1} \mathrm{H}$ and ${ }^{15} \mathrm{~N}$ during $t_{1}$ and $t_{2}$, respectively. The resulting spectrum is a $2 \mathrm{D}{ }^{15} \mathrm{~N}-{ }^{1} \mathrm{H}$ through-bond correlation spectrum, as illustrated in Fig. 1b for natural abundance glycine.
a)

b)


Figure 1. a) Pulse sequence for the ${ }^{15} \mathrm{~N}-{ }^{1} \mathrm{H}$ CP-refocused INEPT experiment utilised in this paper. Narrow lines and filled black rectangles represent $\pi / 2$ and $\pi$ pulses, respectively. Where not stated, the phase of a pulse is $x$. The following phase cycle is applied: $\phi_{2}=\left\{x^{*} 2,-x^{*} 2\right\}, \phi_{4}=\left\{-y^{*} 4, y^{*} 4\right\}, \phi_{5}=\left\{y^{*} 8,-y^{*} 8\right\}, \phi_{7}=\{x,-x\}$ and acquisition $\phi_{\mathrm{rec}}=\{x,-x,-x, x$, $-x, x, x,-x,-x, x, x,-x, x,-x,-x, x\}$. States-TPPI is implemented on $\phi_{4}$. b) $\mathrm{A}^{15} \mathrm{~N}-{ }^{1} \mathrm{H}\left(v_{0}=500 \mathrm{MHz}\right) 2 \mathrm{D}$ CP (contact time $=$ 2 ms )-refocused INEPT MAS ( $v_{\mathrm{r}}=60 \mathrm{kHz}$ ) NMR correlation spectrum with skyline projections of natural abundance glycine and its molecular structure. $P M L G 9_{m m}^{\overline{x x}}$ was applied at a ${ }^{1} \mathrm{H}$ nutation frequency of $106 \mathrm{kHz}\left(\tau_{\mathrm{LG}}=2.92 \mu \mathrm{~s}\right)$ during both $\tau_{1}=2.091 \mathrm{~ms}\left(179 \tau_{c}\right)$ and $\tau_{2}=0.993 \mathrm{~ms}\left(85 \tau_{c}\right)$ at a ${ }^{1} \mathrm{H}$ transmitter offset of -2.6 kHz , with zero-offset corresponding to being on resonance with the $\mathrm{NH}_{3}{ }^{+}$peak. 192 transients were coadded for each of $96 t_{1}$ FIDs, corresponding to a total experimental time of 16 hours. The base contour is at $40 \%$ of the maximum intensity.

It is helpful to first review a product operator analysis of the refocused INEPT pulse sequence element. At the beginning of the refocused INEPT element, the in-phase magnetization $\hat{S}_{x}$ is along the transverse plane for ${ }^{15} \mathrm{~N}$. During the first echo period $\left(\tau_{1}\right)$ the in-phase magnetization is converted into anti-phase $\hat{S}_{y} \hat{I}_{z}$ :

$$
\begin{equation*}
\hat{S}_{x} \xrightarrow{\tau_{1}-\pi-\tau_{1}} \cos \left(2 \pi J_{I S} \tau_{1}\right) \hat{S}_{x}+\sin \left(2 \pi J_{I S} \tau_{1}\right) \hat{S}_{y} \hat{I}_{z}, \tag{1}
\end{equation*}
$$

where $\hat{I}$ represents the ${ }^{1} \mathrm{H}$ spins. The anti-phase coherence is transferred from $S$ to $/$ with the $90^{\circ}$ pulses applied on both channels, which separates the two spin-echo evolution periods:

$$
\begin{equation*}
\sin \left(2 \pi J_{I S} \tau_{1}\right) \hat{S}_{y} \hat{I}_{z} \xrightarrow{(\pi / 2) \hat{I}_{x}} \xrightarrow{(\pi / 2) \hat{S}_{x}} \sin \left(2 \pi J_{I S} \tau_{1}\right) \hat{S}_{z} \hat{I}_{y} . \tag{2}
\end{equation*}
$$

Following $\tau_{1}$, in the second echo period $\left(\tau_{2}\right)$, the antiphase ${ }^{1} \mathrm{H}$ coherence is converted into in-phase $\hat{I}_{x}$ that is then detected during acquisition $\left(t_{2}\right)$.

$$
\begin{equation*}
\sin \left(2 \pi J_{I S} \tau_{1}\right) \hat{S}_{z} \hat{I}_{y} \xrightarrow{\tau_{2}-\pi-\tau_{2}} \sin \left(2 \pi J_{I S} \tau_{2}\right) \sin \left(2 \pi J_{I S} \tau_{1}\right) \hat{I}_{x} \tag{3}
\end{equation*}
$$

The product-operator operator analysis predicts maximum transfer, for $\sin (\pi / 2)$, i.e., $\tau=1 /\left(4 J_{I S}\right)$, i.e., 2.7 ms , for a one-bond ${ }^{15} \mathrm{~N}-{ }^{-1} \mathrm{H}$ scalar coupling $(90 \mathrm{~Hz})$ for fast MAS alone. When the proton magnetization is along the transverse plane, for example as $\hat{I}_{y} \hat{S}_{z}$ during $\tau_{2}$, the ${ }^{1} \mathrm{H}-{ }^{1} \mathrm{H}$ dipolar couplings shorten the coherence lifetime compared to when the ${ }^{1} \mathrm{H}$ magnetization is longitudinal, as during $\tau_{1} .{ }^{39} \mathrm{As}$ expanded upon below, the different influence of the interactions is evident in the optimum length of the $\tau_{1}$ and $\tau_{2}$ periods: the spectrum in Fig. 1b was recorded with $\tau_{2}(1.0 \mathrm{~ms})$ shorter than $\tau_{1}(2.1 \mathrm{~ms})$, as discussed further below, note that ${ }^{1} \mathrm{H}$ homonuclear decoupling scales the $J$-coupling. ${ }^{79-81}$

## $3.2{ }^{1} \mathrm{H}$ PMLG homonuclear decoupling under fast MAS

As noted in the above discussion of Fig. 1a, PMLG ${ }^{1} \mathrm{H}$ homonuclear decoupling is employed during the two spin-echo durations of the refocused INEPT pulse sequence element that transfers magnetisation from ${ }^{15} \mathrm{~N}$ to ${ }^{1} \mathrm{H}$. Lee-Goldburg decoupling ${ }^{45}$ can be considered to be analogous to MAS where the sample is rotated around an axis inclined at the magic angle, $\theta_{\mathrm{m}}$, equal to $\tan ^{-1}(\sqrt{ } 2)$, to the external magnetic field in that the ratio of the nutation frequency, $v_{1}$, to the resonance offset, $\Delta v_{\mathfrak{k}}$, is also set equal to $\tan ^{-1}(\sqrt[v]{ })$. This leads to an effective field, $v_{\text {eff_LG, }}$, that is given by Pythagoras' theorem, as:

$$
\begin{equation*}
v_{\text {eff_LG }}=\sqrt{v_{1}^{2}+\Delta v_{\mathrm{LG}}^{2}} . \tag{4}
\end{equation*}
$$

For fixed $v_{1}$, the Lee-Goldburg condition is satisfied as:

$$
\begin{equation*}
\tan \left(\theta_{\mathrm{m}}\right)=\frac{v_{1}}{\Delta v_{\mathrm{LG}}}=\sqrt{2} \tag{5}
\end{equation*}
$$

i.e., $\Delta v_{\mathrm{LG}}=\frac{v_{1}}{\sqrt{2}}$ and $v_{\text {eff } \_ \text {LG }}=\sqrt{\frac{3}{2}} v_{1}$. In the PMLG implementation ${ }^{49}$ of the LG condition, rf irradiation is applied on resonance for a duration, $\tau_{\mathrm{LG}}$, that is the inverse of $v_{\text {eff_L6 }}$

$$
\begin{equation*}
\tau_{\mathrm{LG}}=\frac{1}{v_{\text {eff } \mathrm{LG}}}=\sqrt{\frac{2}{3}} \frac{1}{v_{1}}, \tag{6}
\end{equation*}
$$

but with an equivalent sweep (in discrete jumps) of the rf phase from $0^{0}$ to $\phi_{\text {ast }}{ }^{0}$ over the duration, $\tau_{\mathrm{LG}}$, whereby $\phi_{\text {last }}$ depends on $\Delta \mathcal{V}_{L G}$ according to:

$$
\begin{equation*}
\phi_{\text {last }}=360^{\circ} \cdot \Delta v_{\mathrm{LG}} \cdot \tau_{\mathrm{LG}}=360^{\circ} \cdot \frac{v_{1}}{\sqrt{2}} \cdot \sqrt{\frac{2}{3}} \frac{1}{v_{1}}=\frac{360^{\circ}}{\sqrt{3}}=207.8^{\circ} . \tag{7}
\end{equation*}
$$

An overall rotation, $\xi_{\mathrm{G}} \mathrm{G}$, of $360^{\circ}$ around the effective field is achieved:

$$
\begin{equation*}
\xi_{\mathrm{LG}}=360^{\circ} \cdot v_{\text {eff_LG }} \cdot \tau_{\mathrm{LG}}=360^{\circ} . \tag{8}
\end{equation*}
$$

In the experimental implementation of PMLG under MAS, the duration over which the phase is swept (as discrete steps) from $0^{\circ}$ to the ideal $\phi_{\text {last }}$ value of $207.8^{\circ}, \tau_{\text {LG_expt, }}$, can vary from the ideal value, $\tau_{\mathrm{LG}}$. In this way, the equivalent resonance offset, $\Delta v_{\text {expt }}$, changes from the ideal value, $\Delta \nu \operatorname{vg}$, to satisfy:


Nishiyama et al. ${ }^{57}$ have shown that this deviation from the ideal condition can be expressed in terms of how the angle, $\theta$, deviates from the magic angle, $\theta_{m}$ :

$$
\begin{equation*}
\theta=\tan ^{-1}\left(\frac{v_{1}}{\Delta v_{\text {LG_expt }}}\right)=\tan ^{-1}\left(v_{1} \cdot \tau_{\text {LG_expt }} \cdot \sqrt{3}\right) . \tag{9}
\end{equation*}
$$

The actual effective field, $v_{\text {eff_LG_expt, }}$ that is calculated by Pythagoras' theorem as $V\left(v_{1}^{2}+\Delta V_{L_{G}}\right.$ expt $\left.{ }^{2}\right)$ is not equal to $1 / \tau_{L G-e x t}$ and also deviates from the ideal value, $v_{\text {eff_L6 }}$. As a consequence, the overall rotation about the actual effective field, $\xi_{G G \_ \text {expt }}$, also deviates from $\xi_{\epsilon G}=360^{\circ}$ according to:

Note that Nishiyama et al. refer to this rotation angle as $\psi$, but this symbol is used in this paper to denote the ratio of the rotor period to the cycle time (see later discussion), according to Leskes et al. ${ }^{65}$

Following the notation of Leskes et al. ${ }^{82}$ a PMLG block is specified as $P M L G n_{\mathrm{R}}^{\phi}$, where: first, $n$ is the number of finite pulses for each LG cycle, with $n$ equal to 5 or 9 investigated here; second, $R$ is the sense of the initial rotation for the phase steps, $m$ for clockwise and $p$ for counter-clockwise; and third, the initial phase, $\phi$, is usually $x$ or $-x$ (denoted $\bar{x}$ ). As stated above (see eq. 7 ) and as shown in Fig. $\mathbf{2 a}$ and $\mathbf{2 b}, \tau_{\text {LG }}$ is the time to sweep the phase over $n$ discrete steps, i.e., as $n$ finite pulses, from $0^{\circ}$ to $207.8^{\circ}$. A single PMLG block, $P M L G n_{\mathrm{R}}^{\phi}$, is of duration $2 \tau_{\mathrm{LG}}$ with a $180^{\circ}$ jump after $n$ finite pulses in the first $\tau_{\mathrm{LG}}$ followed by $n$ finite pulses in the second $\tau_{\mathrm{LG}}$, whereby the phase steps are in the opposite direction. This corresponds to changing the sign of the equivalent resonance offset, as in the frequency-switched (FS) LG experiment, where rf irradiation is alternated between $+\Delta \nu_{\mathrm{LG}}$ and $-\Delta \nu_{\mathrm{LG}} .{ }^{46,83,84}$ As further shown by Leskes et al. ${ }^{82}$ supercycling can be achieved as $P M L G n_{\mathrm{RR}}^{\phi \phi}$. Specifically, in this work, we use the $P M L G 5_{m m}^{\bar{x} x}$ and $P M L G 9_{m m}^{\bar{x} x}$ implementations.
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Figure 2. a) Representation of the phase rotation for $P M L G 5_{m}^{\bar{x}}$ and $P M L G 9_{m}^{\bar{x}}$. The phase increments are calculated according to $207.8^{\circ}$ divided by the number of steps. The starting point for both is $-x$. Pulse sequence for b) a ${ }^{1} \mathrm{H} 1 \mathrm{D}$ CRAMPS experiment with supercycled $P M L G 5_{m,}^{\bar{x}}$, where the asterix represents an acquisition window, $\tau_{v}, \mathrm{c}$ ) a ${ }^{1} \mathrm{H}$ spinecho and d) a $2 \mathrm{D}^{1} \mathrm{H}-{ }^{-1} \mathrm{H}$ correlation experiment. Thin lines and filled rectangles represent $90^{\circ}$ and $180^{\circ}$ pulses, respectively, while open rectangles denote tilt pulses. In c) and d), the block named PMLG can accommodate either a e) windowed, where $\tau_{\mathrm{w}}$ is an equivalent period of free evolution, or a windowless sequence, whereby there is continuous rf irradiation during $P M L G n_{\mathrm{R}}^{\phi}$ blocks, i.e., there are no tilt pulses and $\tau_{\mathrm{w}}=0$. The following phase cycle is applied for b) 1 CRAMPS: $\phi_{1}=\{x,-x,-x, x\}, \phi_{\text {PMLG }}=\{x,-x,-x, x\}$ and acquisition $\phi_{\text {rec }}=\{x,-x,-x, x\} ;$ c) ${ }^{1}$ H spin-echo: $\phi_{1}=\{x,-x\}, \phi_{2}$ $=\left\{y^{*} 2, x^{*} 2\right\}, \phi_{p m L G}=\{x,-x\}$ and acquisition $\phi_{\text {rec }}=\{x,-x,-x, x\} ;$ d) ${ }^{1} \mathrm{H}-{ }^{-1} \mathrm{H}$ homonuclear correlation: $\phi_{1}=\{x,-x\}, \phi_{3}=\left\{-x^{*} 2\right.$, $\left.x^{*} 2\right\}, \phi_{4}=\left\{x^{*} 4, y^{*} 4\right\}, \phi_{\text {pmLG }}=\{x,-x\}$ and acquisition $\phi_{\text {rec }}=\{x,-x,-x, x, y,-y,-y, y\}$.

In the windowed implementation of $\mathrm{PMLG}^{85}$ acquisition windows of duration $\tau_{\mathrm{w}}$ are placed between the $P M L G n_{\mathrm{R}}^{\phi}$ blocks (see Fig. 2b). In addition, tilt pulses of duration $\tau_{\text {tilt }}$ can be used. ${ }^{53,86-89}$ The cycle time for a complete $P M L G 5_{m m}^{\bar{x} x}$ or $P M L G 9_{m m}^{\bar{x} x}$ supercycle, $\tau_{c}$, is:

$$
\begin{equation*}
\tau_{\mathrm{c}}=2 \tau_{\mathrm{w}}+4 \tau_{\text {LG_expt }+4 \tau_{\text {tilt }} .} \tag{11}
\end{equation*}
$$

### 3.3 Optimisation of $\mathrm{CH}_{2}$ and $\mathrm{NH}_{3}$ signal intensity in a 1D CRAMPS experiment of ${ }^{15} \mathrm{~N}$-glycine

The optimization of the ${ }^{1} \mathrm{H}$ nutation frequency and $\tau_{\mathrm{LG}}$ expt was exploited differently for windowless and windowed sequences. For windowless sequences, a broad optimization was performed with a ${ }^{1} \mathrm{H}$ spin-echo experiment (Fig. 2c) to find good candidate parameters which yield long ${ }^{1} \mathrm{H}$ coherence lifetime. As noted below, the ${ }^{1} \mathrm{H}-{ }^{1} \mathrm{H}$ correlation experiment (Fig.2d) was used to determine the $\lambda_{c s}$ of the candidate sequences, but can only be used sparingly as the experimental time is relatively long ( $\sim 20$ minutes for 4 co-added transients and $96 t_{1}$ FIDs for each combination of $\tau_{\text {LG_expt }}$ and $v_{1}$ ). The windowed sequences were optimized with the faster 1D CRAMPS experiment which gives both $\lambda_{c s}$ and the ${ }^{1} \mathrm{H}$ linewidth in a few seconds for a particular combination of parameters. Specifically for windowed $P M L G 5_{m m}^{\bar{x} x}$ and $P M L G 9_{m m}^{\bar{x} x}$, a two variable optimization was performed over a range of ${ }^{1} \mathrm{H}$ nutation frequencies between 0 and $110-120 \mathrm{kHz}$ and $\tau_{\mathrm{LG}}$ expt between 3.5 and $7.5 \mu \mathrm{~s}$ for ${ }^{15} \mathrm{~N}$ labelled glycine (Fig. 3a for $P M L G 5_{m m}^{\bar{x} x}$ and Fig. S1 with slices extracted at different peak intensities, hence with different resolution).


Figure 3. ${ }^{1} \mathrm{H}$ MAS ( $v_{r}=60 \mathrm{kHz}$ ) NMR of ${ }^{15} \mathrm{~N}$-labelled glycine. a) $P M L G 5_{m m}^{\overline{\mathrm{x}}} 1 \mathrm{D}$ CRAMPS (see Fig. 2b, $\tau_{\text {tilt }}=0.54 \mu \mathrm{~s}, \Omega=$ -0.6 kHz ) two-variable optimization ( $v_{0}=500 \mathrm{MHz}$ ) of both $\tau_{\mathrm{LG}}$ expt (in steps of $0.25 \mu \mathrm{~s}$ ) and the ${ }^{1} \mathrm{H}$ nutation frequency, $v_{1}\left(0 \mathrm{kHz}-110 \mathrm{kHz}\right.$ ) for the $\mathrm{NH}_{3}{ }^{+}$peak intensity. b) Comparison between ${ }^{1} \mathrm{H}\left(v_{0}=500 \mathrm{MHz}\right)$ 1D CRAMPS MAS NMR spectra acquired with windowed $P M L G 9_{m m}^{\overline{x x}}\left(v_{1}=113 \mathrm{kHz}, \tau_{\text {LG_expt }}=2.92 \mu \mathrm{~s}\right.$, $\tau_{\mathrm{tilt}}=0.82 \mu \mathrm{~s}, \Omega=-0.6 \mathrm{kHz}$ ), windowed PMLG5 ${ }_{m m}^{\overline{x x}}\left(v_{1}=106 \mathrm{kHz}, \tau_{\text {LG_expt }}=3.1 \mu \mathrm{~s}, \tau_{\mathrm{tilt}}=0.54 \mu \mathrm{~s}, \Omega=-0.6 \mathrm{kHz}\right.$ ), and a one-pulse MAS-alone experiment. c)

Comparison between ${ }^{1} \mathrm{H}\left(v_{0}=1 \mathrm{GHz}\right)$ 1D CRAMPS MAS NMR spectra acquired with windowed $P M L G 5_{m m}^{\bar{x}}\left(v_{1}=108 \mathrm{kHz}\right.$, $\tau_{\mathrm{LG} \_ \text {expt }}=3.10 \mu \mathrm{~s}, \tau_{\mathrm{tilt}}=0.18 \mu \mathrm{~s}, \Omega=-7.0 \mathrm{kHz}$ ), windowed $P M L G 5_{m m}^{\bar{x}}\left(v_{1}=52 \mathrm{kHz}, \tau_{\mathrm{GG}}\right.$ expt $=3.63 \mu \mathrm{~s}, \tau_{\mathrm{tilt}}=0.70 \mu \mathrm{~s}, \Omega=$ -8.6 kHz ), and a one-pulse MAS-alone experiment. 8 (a) or 32 (b and c) co-added transients were added for a recycle delay of 3 s . For all experiments, $\tau_{\mathrm{w}}=7.20 \mu \mathrm{~s}$.

Figure 3a reports on the $\mathrm{NH}_{3}{ }^{+1} \mathrm{H}$ resonance, noting its relevance in this paper for the ${ }^{1} \mathrm{H}-{ }^{15} \mathrm{~N}$ refocused INEPT experiment. Figure S 2 shows that optimum performance for the $\mathrm{NH}_{3}{ }^{+1} \mathrm{H}$ resonance (Fig. $\mathbf{S 2 b}$ ) is closely matched by that for the $\mathrm{CH}_{2}{ }^{1} \mathrm{H}$ resonances (Fig. S2a). 1D CRAMPS ${ }^{1} \mathrm{H}$ NMR spectra of ${ }^{15} \mathrm{~N}$-glycine for our best implementations of supercycled windowed $P M L G 5_{m m}^{\bar{x}}$ and $P M L G 9_{m m}^{\bar{x} x}$ at $v_{0}=500 \mathrm{MHz}$ (Fig. 3b) are shown in Fig. 3b, where enhanced resolution compared to MAS alone is evident. Moreover, both PMLG5 $5_{m m}^{\overline{x x}}$ and $P M L G 9_{m m}^{\bar{x} x}$ implemented at $v_{0}=500 \mathrm{MHz}$ (Fig. 3b) show better resolution than 60 kHz MAS alone at $v_{0}=1$ GHz (Fig. 3c). At $v_{0}=1 \mathrm{GHz}$, optimised 1D CRAMPS ${ }^{1} \mathrm{H}$ NMR spectra of ${ }^{15} \mathrm{~N}$-glycine for windowed PMLG5 ${ }_{m m}^{\overline{x x}}$ at a ${ }^{1} \mathrm{H}$ nutation frequency of 108 and 51 kHz are presented in Fig. 3c that show enhanced resolution compared to MAS alone.

Table 1 compares the experimentally optimised $\tau_{\mathrm{LG} \text { expt }}$ to the ideal $\tau_{\mathrm{LG}}$ values: at $v_{0}=500 \mathrm{MHz}$, the experimental values are less than half the ideal values, i.e., $\tau_{\text {LG_expt }}=3.10 \mu \mathrm{~s}$ and $2.92 \mu \mathrm{~s}$ compared to $7.23 \mu \mathrm{~s}$ and $7.70 \mu \mathrm{~s}$, respectively. As Table 1 further shows, with the corresponding changes in $\Delta \nu_{\text {Lg_expt }}$ and $V_{\text {eff_expt }}$, the angle $\theta$ is $29.7^{\circ}$ and $29.6^{\circ}$, respectively. While a very high nutation frequency of over 200 kHz has been used in the first experimental implementations of PMLG at 65 kHz MAS frequency ${ }^{59,65}$ resulting in a $\theta$ value of $61^{\circ}$ for the spectrum presented by Leskes et al, ${ }^{59}$ a similar value (of $31.2^{\circ}$ ) far from the magic angle has been reported by Nishiyama et al. for the implementation of windowed $P M L G 5_{m m}^{\bar{x} x}$ at an MAS frequency of 80 kHz and a ${ }^{1} \mathrm{H}$ nutation frequency of $125 \mathrm{kHz} .{ }^{57}$ Moreover, the actual rotation, $\xi_{\text {LG_expt, }}$ reported by Nishiyama et al. of $243^{\circ}$ is similar to that of $239^{\circ}$ for our implementation of both windowed PMLG5 $5_{m m}^{\bar{x}}$ and $P M L G 9_{m m}^{\bar{x} x}$ at a MAS frequency of 60 kHz (see Table 1). Table 1 also lists the implementations of $P M L G 5_{m m}^{\bar{x} x}$ by Leskes et al. at $10 \mathrm{kHz} \mathrm{MAS}^{82}$ and Mao \& Pruski at $12.5,19.5,25.0$ and 41.7 kHz MAS: ${ }^{90}$ the angle $\theta$ is seen to vary between $45^{\circ}$ and $64^{\circ}$. It is observed that an angle $\theta$ below and above the magic angle corresponds to an actual rotation, $\xi_{\text {Lg_expt, }}$ less than and more than the ideal $360^{\circ}$, respectively. Fig. 3c also shows the good decoupling performance observed at $v_{0}=1 \mathrm{GHz}$ with windowed $P M L G 5_{m m}^{\bar{x} x}$ for a ${ }^{1} \mathrm{H}$ nutation frequency of only 51 kHz , where the angle $\theta$ is only $17.6^{\circ}$.

Table 1. Implementation of $P M L G 5_{m m}^{\bar{x} x}$ and $P M L G 9_{m m}^{\overline{x x}}{ }^{1} \mathrm{H}$ homonuclear decoupling: variation from the ideal LeeGoldburg condition for this work and previous publications

| Decoupling | $\begin{aligned} & V_{r} \\ & (\mathrm{kHz}) \end{aligned}$ | $\begin{aligned} & v_{1} \\ & (\mathrm{kHz}) \end{aligned}$ | $\tau_{\mathrm{LG}}(\mu \mathrm{s})$ | $\begin{aligned} & \pi \mathrm{qG}_{2} \text { expt } \\ & (\mu \mathrm{s}) \end{aligned}$ | $\theta_{m}$ (deg) | $\theta$ (deg) | $\begin{aligned} & \hline \Delta \mathrm{nG} \\ & (\mathrm{kHz}) \\ & \hline \end{aligned}$ | $\Delta$ UG_expt (kHz) | $\begin{aligned} & V_{\text {eff_LG }} \\ & (\mathrm{kHz}) \\ & \hline \end{aligned}$ | Veff_LG_expt (kHz) | $\xi$ g (deg) | $\xi_{\text {lG_expt }}$ <br> (deg) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Windowed $\begin{aligned} & P M L G 5_{m m}^{\bar{x}{ }^{a}} \\ & (500 \mathrm{MHz}) \end{aligned}$ | 60.0 | 106 | 7.70 | 3.10 | 54.7 | 29.7 | 75.0 | 186.2 | 129.8 | 214.3 | 360.0 | 239.2 |
| Windowless $\begin{aligned} & P M L G 5_{m m}^{\bar{x}} \mathrm{~b} \\ & (500 \mathrm{MHz}) \end{aligned}$ | 60.0 | 106 | 7.70 | 3.10 |  | 29.7 | 75.0 | 186.2 | 129.8 | 214.3 |  | 239.2 |
| Windowed $\begin{aligned} & P M L G 9_{m m}^{\bar{x}}{ }^{\text {a }} \\ & (500 \mathrm{MHz}) \end{aligned}$ | 60.0 | 113 | 7.23 | 2.92 |  | 29.7 | 79.9 | 197.7 | 138.4 | 227.7 |  | 239.4 |
| Windowless $\begin{aligned} & P M L G 9^{\text {man }}{ }^{\overline{\mathrm{b}}} \\ & (500 \mathrm{MHz}) \\ & \hline \end{aligned}$ | 60.0 | 113 | 7.23 | 2.92 |  | 29.7 | 79.9 | 197.7 | 138.4 | 227.7 |  | 239.4 |
| Windowed PMLG5 $5_{m m}^{\bar{x}}{ }^{c}$ $\begin{aligned} & \left(1 \mathrm{GHz}, v_{1}=108\right. \\ & \mathrm{kHz}) \end{aligned}$ | 60.0 | 108 | 7.56 | 3.10 |  | 30.1 | 76.4 | 186.2 | 132.3 | 215.3 |  | 240.3 |
| Windowed PMLG5 $5_{m m}^{\bar{x}}{ }^{c}$ $\begin{aligned} & \left(1 \mathrm{GHz}, v_{1}=51\right. \\ & \mathrm{kHz}) \end{aligned}$ | 60.0 | 51 | 16.01 | 3.63 |  | 17.6 | 36.1 | 159.3 | 62.4 | 167.2 |  | 218.2 |
| Literature parameters |  |  |  |  |  |  |  |  |  |  |  |  |
| PMLG5 $5_{p p}^{\bar{x}{ }_{\text {d }}}$ | 80.0 | 125 | 6.53 | 2.80 | 54.7 | 31.2 | 88.4 | 206.2 | 153.1 | 241.1 | 360.0 | 243.1 |
| $P M L G 5_{m m}^{\bar{x} x}$ e | 65.0 | 216 | 3.78 | 4.80 |  | 60.9 | 152.7 | 120.3 | 264.5 | 247.2 |  | 427.2 |
|  | 41.7 | 155 | 5.27 | 3.75 |  | 45.2 | 109.6 | 154.0 | 189.8 | 218.5 |  | 294.9 |
| PMLG5 $5_{m m}^{\bar{x}{ }^{\dagger}}$ | 41.7 | 155 | 5.27 | 7.75 |  | 64.3 | 109.6 | 74.5 | 189.8 | 172.0 |  | 479.8 |
| $P M L G 5_{m m}^{\bar{x}{ }^{\text {g }} \text { g }}$ | 12.5 | 78 | 10.47 | 12.50 |  | 59.4 | 55.2 | 46.2 | 95.5 | 90.6 |  | 407.9 |
| $P M L G 5_{m m}^{\bar{x} x}$ | 19.5 | 126 | 6.48 | 8.00 |  | 60.2 | 89.1 | 72.2 | 154.3 | 145.2 |  | 418.2 |
| $P M L G 5_{m m}^{\bar{x}} \mathrm{~g}$ | 25.0 | 162 | 5.04 | 6.25 |  | 60.3 | 114.6 | 92.4 | 198.4 | 186.5 |  | 419.6 |
|  | 10.0 | 95 | 8.59 | 7.25 |  | 50.0 | 67.2 | 79.6 | 116.4 | 124.0 |  | 323.5 |
| $P M L G 5_{m m}^{\bar{x} x}{ }^{\text {i }}$ | 65.0 | 250 | 3.27 | 5.00 |  | 65.2 | 176.8 | 115.5 | 306.2 | 275.4 |  | 495.7 |

Parameters from this work for a) Fig. 3b and Table 3, b) Fig. S3 and c) Fig. 3c and Table 3
Values extracted from d) Nishiyama et al. Fig. 2 and 3, ${ }^{57}$ e) Leskes et al. Table 1, ${ }^{59}$ f) and g) Mao et al., ${ }^{90}$ Fig. 3 and Fig. 2, respectively; h) Leskes et al. Fig. $2 ;{ }^{82}$ i) simulated values extracted from Leskes et al. Fig. $2^{65}$

Table 2 states the $\tau_{\mathrm{c}}$ values, as calculated from $\tau_{\mathrm{LG}}$ expt, $\tau_{\mathrm{w}}$ and $\tau_{\mathrm{titl}}$, for the implementations of $P M L G 5_{m m}^{\overline{x x}}$ and $P M L G 9_{m m}^{\bar{x} x}$ in this work, as well as that reported in the literature. An important parameter for predicting decoupling performance is the ratio, $\psi$, of the MAS rotor period, $\tau_{r}$, to the decoupling cycle time, $\tau_{c}$, and vice versa, the ratio of the corresponding frequency, $v_{c}=1 / \tau_{c}$, to the MAS frequency, $v_{r}:{ }^{65}$

$$
\begin{equation*}
\Psi=\frac{\tau_{\mathrm{r}}}{\tau_{\mathrm{c}}}=\frac{\nu_{\mathrm{c}}}{\nu_{\mathrm{r}}} . \tag{12}
\end{equation*}
$$

For low to moderate MAS frequencies, small integer values of $\psi$ are to be avoided since these values correspond to recoupling rather than decoupling conditions. ${ }^{53,88,91-93}$ For fast MAS (of at least 40 kHz ), there are more values of $\psi$ that need to be avoided. ${ }^{62,65,90}$ Specifically, by employing bimodal Floquet theory, Leskes
et al. have identified values of $n$ and $k$ that result in deteriorated decoupling due to zero-order and first-order recoupling conditions, according to:

$$
\begin{equation*}
n v_{r}+k v_{c}=0 \tag{13}
\end{equation*}
$$

where $n$ takes values $1,2,3,4$ while $-15 \leq k \leq-1 .{ }^{65}$ While there is a dense set of degeneracies for values of $\psi$ below 1.50, there are windows of good decoupling performance that can be found. The $\psi$ value of both the windowless sequences, $P M L G 5_{m m}^{\bar{x}} \quad(\psi=1.34)$ and $P M L G 9_{m m}^{\bar{x}} \quad(\psi=1.43)$, are in line with the value of $1.40-1.60$ reported by Mao et al. for spectra acquired among a range of different spinning frequencies (12.5 kHz to 41.7 kHz ) and ${ }^{1} \mathrm{H}$ nutation frequencies ( $78 \mathrm{kHz}-162 \mathrm{kHz}$ ) as indicated in Table $\mathbf{1}$ and $\mathbf{2} .{ }^{90}$ For windowed sequences, the $\psi$ value is usually lower. For the 1D CRAMPS spectra presented in Fig. 3b, Table 2 shows that $\psi$ equals 0.58 and 0.57 for windowed $P M L G 5_{m m}^{\bar{x} x}$ and windowed $P M L G 9_{m m}^{\bar{x} x}$, respectively, at $v_{0}=500 \mathrm{MHz}$, and 0.61 and 0.53 at $v_{0}=1 \mathrm{GHz}$ for a ${ }^{1} \mathrm{H}$ nutation frequency of 108 and 51 kHz , respectively. These $\psi$ values are similar to the values of 0.60 and 0.63 for the experimental implementation of windowed $P M L G 5_{m m}^{\overline{x x}}$ by Nishiyama et al. at an MAS frequency of 80 kHz and a ${ }^{1} \mathrm{H}$ nutation frequency of $125 \mathrm{kHz}^{57}$ and by Leskes et al. at an MAS frequency of 65 kHz and a ${ }^{1} \mathrm{H}$ nutation frequency of $216 \mathrm{kHz} .{ }^{59}$

Table 2. Implementation of $P M L G 5_{m m}^{\bar{x} x}$ and $P M L G 9_{m m}^{\bar{x} x}{ }^{1} \mathrm{H}$ homonuclear decoupling: scaling factors and comparison of rotor period to cycle time for this work and previous publications

|  | $\begin{gathered} \tau_{\text {LG_expt }} \\ (\mu \mathrm{s}) \\ \hline \end{gathered}$ | $\tau^{\text {w }}$ ( $\mu \mathrm{s}$ ) | $\tau_{\text {tilt }}(\mu \mathrm{s})$ | $\tau_{c}(\mu \mathrm{~s})$ | $\tau_{\mathrm{r}}(\mu \mathrm{s})$ | $\psi^{\prime}$ | $\lambda_{\text {cs_calc }}$ | $\lambda_{\text {cs_expt }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Windowed $\begin{aligned} & P M L G 5_{m m}^{\bar{x} a^{a}} \\ & (500 \mathrm{MHz}) \end{aligned}$ | 3.10 | 7.20 | 0.54 | 28.96 | 16.67 | 0.58 | 0.76k | 0.82 |
| Windowless $\begin{aligned} & P M L G 5_{m m}^{\bar{x}} \mathrm{~b} \\ & (500 \mathrm{MHz}) \end{aligned}$ | 3.10 | - | - | 12.40 | 16.67 | 1.34 | 0.76 | 0.66 |
| Windowed $\begin{aligned} & P M L G 9^{\sqrt{x x}}{ }^{\text {a }} \\ & (500 \mathrm{MHz}) \end{aligned}$ | 2.92 | 7.20 | 0.82 | 29.36 | 16.67 | 0.57 | $0.77^{k}$ | 0.76 |
| Windowless $\begin{aligned} & P M L G 9^{{ }^{\bar{x}}} \\ & (500 \mathrm{MHz}) \\ & \hline \end{aligned}$ | 2.92 | - | - | 11.68 | 16.67 | 1.43 | 0.78 | 0.60 |
| Windowed $\begin{aligned} & P M L G 5_{m m}^{\bar{x}{ }^{c}} \\ & (1 \mathrm{GHz}) \end{aligned}$ | 3.10 | 7.20 | 0.18 | 27.52 | 16.67 | 0.61 | $0.74{ }^{\text {k }}$ | 0.82 |
| Windowed $\begin{aligned} & P M L G 5_{m m}^{\bar{x}{ }^{c}} \\ & (1 \mathrm{GHz}) \end{aligned}$ | 3.63 | 7.20 | 0.70 | 31.70 | 16.67 | 0.53 | $0.90^{\text {k }}$ | 0.92 |
| Literature para |  |  |  |  |  |  |  |  |
| $P M L G 5_{p p}^{\overline{\mathrm{x}}{ }_{\mathrm{d}}}$ | 2.80 | 4.84 | - | 20.88 | 12.50 | 0.60 | $0.86{ }^{\text {j }}$ | 0.82 |
| $P M L G 5_{m m}^{\bar{x}{ }^{\text {e }}}$ | 4.80 | 2.70 | - | 24.60 | 15.38 | 0.63 | $0.40^{\circ}$ | 0.48 |
| $P M L G 5_{m m}^{\bar{x} x}$ | 3.75 | - | - | 15.00 | 24.00 | 1.60 | $0.50{ }^{\circ}$ | 0.36 |


| $P M L G 5_{m m}^{\overline{x x} f}$ | 7.75 | - | - | 31.00 | 24.00 | 0.77 | $0.19^{\mathrm{j}}$ | 0.21 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $P M L G 5_{m m}^{\bar{x} x} \mathrm{~g}$ | 12.50 | - | - | 50.00 | 80.00 | 1.60 | $0.26^{\mathrm{j}}$ | - |
| $P M L G 5_{m m}^{\bar{x} \mathrm{~g}}$ | 8.00 | - | - | 32.00 | 51.20 | 1.60 | $0.25^{\mathrm{j}}$ | - |
| $P M L G 5_{m m}^{\bar{x} x} \mathrm{~g}$ | 6.25 | - | - | 25.00 | 40.00 | 1.60 | $0.25^{\mathrm{j}}$ | - |
| $P M L G 5_{m m}^{\bar{x}{ }^{\mathrm{h}}}$ | 7.25 | 4.35 | - | 37.70 | 100.00 | 2.65 | $0.55^{\mathrm{j}}$ | 0.47 |
| $P M L G 5_{m m}^{\overline{\bar{x} x}} \mathrm{i}$ | 5.00 | - | - | 20.00 | 15.38 | 0.77 | $0.18^{\mathrm{j}}$ | - |

Parameters from this work for a) Fig. 3b and Table 3, b) Fig. S5 and c) Fig. 3c and Table 3
Values extracted from d) Nishiyama et al. Fig. 2 and $3,{ }^{57}$ e) Leskes et al. Table 1, ${ }^{59}$ f) and g) Mao et al., ${ }^{90}$ Fig. 3 and Fig. 2, respectively; h) Leskes et al. Fig. $2 ;{ }^{82}$ i) simulated values extracted from Leskes et al. Fig. $2^{65}$
$\lambda_{c s}$ is calculated with j) eq. 16 and k) eq. 17 as stated in this paper, following from Nishiyama et al. ${ }^{57}$
I) $\psi$ is calculated with eq. 12 , following from Leskes et al. ${ }^{65}$

### 3.4 Windowed and windowless PMLG ${ }^{1} \mathrm{H}$ decoupling, ${ }^{1} \mathrm{H}$ spin-echo dephasing and scaling factors

It is well established that the application of $r{ }^{1} \mathrm{H}$ homonuclear decoupling leads to a chemical shift scaling: for a static sample, the chemical shift scaling factor, $\lambda_{c s}$, for perfect decoupling cannot exceed $\cos ^{-1}\left(\theta_{m}\right)=1$ $/ \sqrt{3}=0.577 \cdot{ }^{64,93,94}$ The $1 \mathrm{D}^{1} \mathrm{H}$ CRAMPS spectra presented in Fig. $\mathbf{3 b}$ and Fig. $\mathbf{3 c}$ have chemical shift axes that have been corrected for this scaling, i.e., a scaling is applied so as to ensure that the chemical shift separation between the $\mathrm{NH}_{3}{ }^{+}$peak and the lower ppm $\mathrm{CH}_{2}$ peak corresponds to the MAS-only ${ }^{1} \mathrm{H}$ chemical shifts, i.e., 8.4 $-3.0=5.4 \mathrm{ppm}$. The full width at half maximum, (FWHM), of the three ${ }^{1} \mathrm{H}$ resonances before and after scaling for the spectra presented in Fig. 3b and Fig. 3c are presented in Table 3. Table $\mathbf{3}$ also states that $\lambda_{c s}$ equals 0.82 and 0.76 for windowed $P M L G 5_{m m}^{\bar{x}}$ and windowed $P M L G 9_{m m}^{\bar{x} x}$, respectively, at $v_{0}=500 \mathrm{MHz}$, and 0.82 and 0.92 at $v_{0}=1 \mathrm{GHz}$ for a ${ }^{1} \mathrm{H}$ nutation frequency of 108 and 51 kHz , respectively. Table 3 also reports, as a measure of decoupling efficiency, K, given by

$$
\begin{equation*}
\mathrm{K}=\frac{\mathrm{FWHM}_{\mathrm{MAS}}-\mathrm{FWHM}_{\text {scaled }}}{\mathrm{FWHM}_{\mathrm{MAS}}}=\frac{\mathrm{FWHM}_{\mathrm{MAS}}-\left(\mathrm{FWHM}_{\mathrm{PMLG}} / \lambda_{\mathrm{cs}}\right)}{\mathrm{FWHM}_{\mathrm{MAS}}} \tag{14}
\end{equation*}
$$

where a K closer to 1 corresponds to better decoupling performance. FWHM MAs is obtained under MAS alone, $\mathrm{FWHM}_{\text {PMLG }}$ is the linewidth recorded using PMLG, and FWHM after scaling, FWHM $_{\text {scaled }}$, is equal to FWHM ${ }_{\text {PMLG }} / \lambda_{\text {CS }}$. High scaling factors that are significantly above 0.577 , like those stated in Table 3, have been reported for 60 kHz MAS by Salager et al. for an experimental optimisation protocol based on a quality factor considering the intensity of the two most intense resonances, $\mathrm{CH}_{3}$ and $\mathrm{NH}_{3}$, in $\beta$-AspAla as well as their peak separation in $\mathrm{Hz} .{ }^{58}$ Specifically, $\lambda_{c s}$ equals 0.73 and 0.84 for the eDUMBO-PLUS-1 and eDUMBO-PLUS-large sequences, respectively, for 60 kHz MAS and a ${ }^{1} \mathrm{H}$ nutation frequency of 170 kHz , with optimum resolution observed for eDUMBO-PLUS-1. Salager et al. have further presented a scaling factor theorem for homonuclear decoupling, derived for a static system of homonuclear $I=1 / 2$ spins coupled by a dipolar interaction that are subject to cyclic rf irradiation:

$$
\begin{equation*}
\left|\lambda_{\mathrm{CS}}\right|^{2} \leq \frac{1}{3}\left(2\left|\lambda_{\mathrm{D}}\right|+1\right) \tag{15}
\end{equation*}
$$

where $\lambda_{D}$ is the dipolar scaling factor, i.e., zero corresponds to perfect decoupling, showing that $\lambda_{C S}$ cannot exceed $1 / \sqrt{ } 3$, when $\lambda_{D}=0^{64}$.

For $P M L G 5_{m m}^{\bar{x}}$, Nishiyama et al. report a $\lambda_{c s}$ of 0.82 at 80 kHz MAS and a ${ }^{1} \mathrm{H}$ nutation frequency of 125 kHz . Nishiyama et al. further state equations for calculating $\lambda_{c s}$ for $P M L G 5_{m m}^{\bar{x}}$ decoupling without and with tilt pulses:

$$
\begin{gather*}
\lambda_{\text {CS_calc_no_tilt_pulses }}=\frac{2 \tau_{\text {LG_expt }} \cos ^{2} \theta+\tau_{w}}{2 \tau_{L G_{-} \text {expt }}+2 \tau_{\text {tilt }}+\tau_{w}},  \tag{16}\\
\lambda_{\text {CS_calc_with_tilt_pulses }}=\frac{\frac{2 \tau_{\text {tilt }} \sin \theta}{\theta}+2 \tau_{L G_{-} \exp t} \cos \theta \cos 2 \theta+\tau_{w}}{2 \tau_{L G_{-} \exp t}+2 \tau_{\text {tilt }}+\tau_{w}} . \tag{17}
\end{gather*}
$$

These calculated $\lambda_{c s}$ values are presented in Table $\mathbf{2}$ for the experimental implementations of $P M L G 5_{m m}^{\bar{x}}$ in the literature, as well as $P M L G 5_{m m}^{\bar{x}}$ and $P M L G 9_{m m}^{\bar{x}}$ in this work. Deviation of the experimental scaling factor compared to theoretical behaviour can arise from phase transients that cause phase propagation delays ${ }^{88,95}$.

Table 3. Analysis of windowed $P M L G 5_{m m}^{\bar{x}}$ and $P M L G 9_{m m}^{\overline{x x}}{ }^{1} \mathrm{H}$ homonuclear decoupling efficiency for ${ }^{1} \mathrm{H}\left(\nu_{0}=500 \mathrm{MHz}\right.$ and 1 GHz ) CRAMPS NMR at $\nu_{r}=60 \mathrm{kHz}$ of ${ }^{15} \mathrm{~N}$-glycine ${ }^{\mathrm{a}}$

|  | $\delta$ (ppm) | FWHM MAS ( Hz ) | FWHM $_{\text {MAS }}$ (ppm) | FWHM $_{\text {PML }}$ $\mathrm{G}(\mathrm{~Hz})$ | FWHM ${ }_{\text {PML }}$ G (ppm) | $\underset{d(H z)}{\mathrm{FWHM}_{\text {scale }}}$ | $\mathrm{FWHM}_{\text {scale }}$ d (ppm) | Scaling <br> factor, $\lambda_{c s}$ | $\mathrm{K}^{\text {b }}$ | FWHM $_{\text {PML }}$ ${ }_{\mathrm{G}}(\mathrm{~Hz})$ | FWHM PML <br> G (ppm) | $\begin{gathered} \text { FWHM }_{\text {scale }} \\ { }_{\mathrm{d}(\mathrm{~Hz})} \end{gathered}$ | $\mathrm{FWHM}_{\text {scale }}$ d (ppm) | Scaling factor, $\lambda_{\mathrm{cs}}$ | $\mathrm{K}^{\text {b }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $v_{0}=500 \mathrm{MHz}$ |  |  |  | $P M L G 5_{m m}^{\bar{\pi}}$ |  |  |  |  |  | $P M L G 9_{m m}^{\bar{u}}$ |  |  |  |  |  |
| $\mathrm{NH}_{3}{ }^{+}$ | 8.4 | 664 | 1.33 | 230 | 0.46 | 280 | 0.56 | 0.82 | 0.58 | 273 | 0.55 | 359 | 0.72 | 0.76 | 0.46 |
| $\mathrm{CH}_{2}$ | 4.2 | $800^{\text {c }}$ | 1.60 | 217 | 0.43 | 264 | 0.53 |  | 0.67 | 213 | 0.43 | 280 | 0.56 |  | 0.65 |
| $\mathrm{CH}_{2}$ | 3.0 | $800^{\text {c }}$ | 1.60 | 224 | 0.45 | 273 | 0.55 |  | 0.66 | 232 | 0.46 | 305 | 0.61 |  | 0.62 |
| $v_{0}=1 \mathrm{GHz}$ |  |  |  | $P M L G 5_{m m}^{\bar{x}}\left(v_{1}=108 \mathrm{kHz}\right)$ |  |  |  |  |  | $P M L G 5_{n m}^{\bar{\pi}}\left(v_{1}=51 \mathrm{kHz}\right)$ |  |  |  |  |  |
| $\mathrm{NH}_{3}{ }^{+}$ | 8.4 | 700 | 0.70 | 583 | 0.58 | 711 | 0.71 | 0.82 | -0.02 | 475 | 0.48 | 516 | 0.52 | 0.92 | 0.26 |
| $\mathrm{CH}_{2}$ | 4.2 | 740 | 0.74 | 346 | 0.35 | 422 | 0.42 |  | 0.43 | 448 | 0.45 | 487 | 0.49 |  | 0.34 |
| $\mathrm{CH}_{2}$ | 3.0 | 740 | 0.74 | 311 | 0.31 | 379 | 0.38 |  | 0.49 | 440 | 0.44 | 478 | 0.48 |  | 0.35 |

[^0]As well as scaling the chemical shifts, ${ }^{1} \mathrm{H}$ homonuclear decoupling also scales evolution under a heteronuclear J-coupling by the same factor. ${ }^{37,57,79}$ For magnetisation transfer from ${ }^{15} \mathrm{~N}$ to ${ }^{1} \mathrm{H}$ during the spin echoes of the refocused INEPT pulse sequence element, the efficiency depends upon this scaling of the ${ }^{15} \mathrm{~N}$ ${ }^{1} \mathrm{H}$ J-couplings, but also the spin-echo dephasing time, $T_{2}{ }^{\prime} .{ }^{90,96,97}$

b)


Figure 4. Dephasing of the ${ }^{15} \mathrm{~N}$-glycine a) $\mathrm{CH}_{2}$ (the higher $\mathrm{ppm}{ }^{1} \mathrm{H}$ resonance is considered) and b ) $\mathrm{NH}_{3}{ }^{+}$proton resonances as a function of the spin-echo (see Fig. 2c) duration, $\tau$, with no ${ }^{1} \mathrm{H}$ homonuclear decoupling (empty circles), windowed $P M L G 9_{m m}^{\bar{x} x}$ (empty diamonds), windowed $P M L G 5_{m m}^{\bar{x} x}$ (full diamonds), windowless PMLG9 ${ }_{m m}^{\overline{x x}}$ (empty triangles), and windowless $P M L G 5_{m m}^{\bar{x}}$ (full triangles) for nutation frequencies and resonance offsets as stated in Table 4. Fits to an exponential decay function are shown, with the spin-echo dephasing times, $T_{2}{ }^{\prime}$, as listed in Table 4. 16 transients were co-added for a recycle delay of 3 s . For all experiments with windowed ${ }^{1} \mathrm{H}$ homonuclear decoupling, $\tau_{\mathrm{w}}=7.20 \mu \mathrm{~s}$.

Fig. 4 compares spin-echo dephasing curves (see pulse sequence in Fig. 2c) for MAS alone to those for windowed and windowless $P M L G 5_{m m}^{\bar{x} x}$ and $P M L G 9_{m m}^{\bar{x} x}$, with the values for experimental parameters and extracted $T_{2}^{\prime}$ presented in Table 4. (Note that $P M L G 9_{m m}^{\bar{x} x}$ homonuclear decoupling was implemented with a slightly changed nutation frequency of $v_{1}=109 \mathrm{kHz}$, as compared to $v_{1}=113 \mathrm{kHz}$ for the 1D CRAMPS spectrum in Fig. 3b). In windowless PMLG decoupling, there is continuous $r f$ irradiation, i.e., there are no tilt
pulses and $\tau_{\mathrm{w}}=0$, while, in the windowed version, $\tau_{\mathrm{w}}$ is replaced by a delay (Fig. 2e). Indeed, this corresponds to the first implementation of windowed PMLG in the indirect dimension of a two-dimensional ${ }^{1} \mathrm{H}-{ }^{-1} \mathrm{H}$ experiment where there is evolution under MAS alone in the direct dimension. ${ }^{49}$ Such a 2D experiment (see Fig. 2d) is used to measure $\lambda_{c s}$ for our implementation of windowless $P M L G 5_{m m}^{\overline{x x}}$ and $P M L G 9_{m m}^{\bar{x} x}$, as reported in Tables 2 and 4 (spectra are presented in Fig. S3).

Table $4{ }^{1} \mathrm{H}$ dephasing time, $T_{2}{ }^{\prime}$, and $T_{2}{ }^{\prime}$ scaled by the experimental $\lambda_{c s}, \lambda_{c s} T_{2}{ }^{\prime}$, as determined by a ${ }^{1} \mathrm{H}$ spin-echo MAS NMR experiment ${ }^{a}$ for ${ }^{15} \mathrm{~N}$-glycine with optimised $r f$ carrier offset and $v_{1}$

|  | Offset <br> (kHz) | $v_{1}(\mathrm{kHz})$ | $\lambda_{\text {cs }}$ | $\begin{gathered} \mathrm{NH}_{3}{ }^{+} T_{2}^{\prime} \\ (\mathrm{ms}) \end{gathered}$ | $\begin{aligned} & \mathrm{NH}_{3}{ }^{+} \lambda_{\mathrm{cs}} \\ & T_{2}^{\prime}(\mathrm{ms}) \end{aligned}$ | $\begin{gathered} \mathrm{CH}_{2} T_{2}{ }^{\mathrm{b}} \\ (\mathrm{~ms}) \\ \hline \end{gathered}$ | $\begin{gathered} \mathrm{CH}_{2} \lambda_{\mathrm{cs}} T_{2}^{\prime} \\ (\mathrm{ms}) \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| No decoupling | 2 | - | 1 | 0.25 | 0.25 | 0.22 | 0.22 |
| Windowed PMLG5 ${ }_{\text {mm }}^{\bar{x}}$ | 1 | 106 | 0.82 | 1.04 | 0.85 | 1.14 | 0.93 |
| Windowed $P M L G 9_{n m}^{\overline{\bar{x}}}$ | 0.75 | 109 | 0.76 | 0.91 | 0.69 | 1.10 | 0.84 |
| Windowless $P M L G 5_{m m}^{\bar{x}}$ | 1 | 106 | 0.66 | 0.86 | 0.57 | 0.80 | 0.53 |
| Windowless $P M L G 9_{m m}^{\bar{x} x}$ | -0.25 | 109 | 0.60 | 1.15 | 0.69 | 0.78 | 0.47 |

${ }^{\text {a }}$ As implemented at $v_{0}=500 \mathrm{MHz}$ and $v_{\mathrm{r}}=60 \mathrm{kHz}$, see Fig. 4a for the $\mathrm{CH}_{2}$ resonance and Fig. $\mathbf{4 b}$ for the $\mathrm{NH}_{3}{ }^{+}$peak. The $\tau_{\text {tilt }}$ is equal to $0.54 \mu \mathrm{~s}$ for windowed PMLG5 $5_{m m}^{\bar{x}}$ and $0.82 \mu \mathrm{~s}$ for windowed PMLG $9_{m m}^{\bar{x} x}$
${ }^{\mathrm{b}}$ For the $\mathrm{CH}_{2}$ group, the $T_{2}$ ' of the higher-ppm ${ }^{1} \mathrm{H}$ resonance is stated

Considering Fig. 4 and Table 4, the ${ }^{1} \mathrm{H}$ dephasing times, $T_{2}{ }^{\prime}$, for the $\mathrm{CH}_{2}$ (the higher ppm resonance is considered) and $\mathrm{NH}_{3}{ }^{+}$peaks are 0.20 ms and 0.25 ms for 60 kHz MAS alone. With ${ }^{1} \mathrm{H}$ homunuclear decoupling the ${ }^{1} \mathrm{H}$ dephasing time for both groups increases. The longest $\mathrm{CH}_{2}$ dephasing time is observed for windowed $P M L G 5_{m m}^{\bar{x}}, T_{2}^{\prime}=1.14 \mathrm{~ms}$, slightly longer than for windowed $P M L G 9_{m m}^{\bar{x}}$, where $T_{2}^{\prime}$ is equal to 1.10 ms . However, the scaling by $\lambda_{c s}$ needs to be considered and Table 4 reports the product of $\lambda_{c s}$ and $T_{2}{ }^{\prime}$ in each case. After this scaling (Table 4), windowed $P M L G 5_{m m}^{\bar{x}}$ achieves an over 4 fold improvement with respect of MAS alone, compared to the slightly under 4 fold improvement of windowed $P M L G 9_{m m}^{\overline{x x}}$. A similar comparison can be made for the $\mathrm{NH}_{3}{ }^{+}$peak, where windowless $P M L G 9_{m m}^{\overline{x x}}$ shows the longest $T_{2}^{\prime}$ equal to 1.15 ms . The longest value of the product, $\lambda_{\mathrm{cs}} T_{2}{ }^{\prime}$, is observed for windowed $P M L G 5_{m m}^{\bar{x}}$ at 0.85 ms , thanks again to the large $\lambda_{c s}$; this corresponds to an over 3.5 fold improvement with respect to MAS alone.

### 3.5 Optimisation of tilt pulses via the $\mathrm{NH}_{3}{ }^{+}$signal intensity in a 1D CRAMPS experiment of ${ }^{15} \mathrm{~N}$ glycine

The duration of the tilt pulses, $\tau_{\text {tilt }}$, was optimised in a two-variable optimization with $\tau_{\text {Lg_expt }}$, for the intensity of the $\mathrm{NH}_{3}{ }^{+}$resonance in a 1D CRAMPS spectrum of ${ }^{15} \mathrm{~N}$-glycine at 60 kHz MAS as presented in Fig. 5a with windowed $P M L G 5_{m m}^{\bar{x}}$. It is evident from Fig. 5 that the optimum values for the two parameters, $\tau_{\text {LG_expt }}$ and $\tau_{\text {tilt }}$, are linked, i.e., when one becomes longer the other shortens, maintaining the same combined length of $\sim 7.1 \mu \mathrm{~s}$ (considering two sandwich pulses per $P M L G n_{\mathrm{R}}^{\phi}$ block - see Fig. 2b) to maintain the same cycle time, $\tau_{c}$ (see eq. 11), and hence ensure a constant optimum $\psi$ (see eq. 12). The couples with best $\mathrm{NH}_{3}{ }^{+}$signal intensity were $6.75 \& 0.15 \mu \mathrm{~s}, 6.5 \& 0.30 \mu \mathrm{~s}$ and $6.25 \& 0.45 \mu \mathrm{~s}$ for $2 \tau_{\mathrm{LG}}$ and $\tau_{\text {tilt, }}$, respectively, with a preference for a longer $\tau_{\text {LG_expt }}$ and shorter $\tau_{\text {tilt }}$ (see Fig. $\mathbf{5 b}$ ). A fine optimisation with 16 co-added transients was employed to identify the optimum parameters as used in Fig. 3c (and repeated in Fig. 5c, left-hand spectrum).


Figure 5. a) Two-variable optimization of $2 \tau_{\mathrm{LG}}$ expt $\left(0.25 \mu \mathrm{~s}\right.$ step) and $\tau_{\text {tilt }}\left(0.05 \mu \mathrm{~s}\right.$ step) for the $\mathrm{NH}_{3}{ }^{+}$peak intensity in a 1D ${ }^{1} \mathrm{H}$-CRAMPS ( $v_{0}=500 \mathrm{MHz}$ ) MAS ( $v_{\mathrm{r}}=60 \mathrm{kHz}$ ) spectrum of ${ }^{15} \mathrm{~N}$-labelled glycine. Windowed PMLG5 ${ }_{m m}^{\bar{x}}$ was applied with $v_{1}=106 \mathrm{kHz}$ and a ${ }^{1} \mathrm{H}$ transmitter offset of -0.6 kHz .4 co-added transients were collected for each optimization point. b) Slices extracted from the contour plot show the best spectrum intensities obtained with the indicated $2 \pi \mathrm{q}_{-}$expt and $\tau_{\text {tilt. }}$ c) $1 \mathrm{D}{ }^{1} \mathrm{H}$ CRAMPS ${ }^{15} \mathrm{~N}$-labelled glycine spectra acquired with windowed $P M L G 5_{m m}^{\overline{\mathrm{x}}}$ using $2 \tau_{\mathrm{LG}}$ expt $=6.20 \mu \mathrm{~s}$ and $\tau_{\text {tilt }}=0.54 \mu \mathrm{~s}$ (left) and windowed $P M L G 5_{m m}^{\bar{x}}$ without $\tau_{\text {tilt }}$ (right). 32 co-added transients were added. For all experiments with windowed ${ }^{1} \mathrm{H}$ homonuclear decoupling, $\tau_{\mathrm{w}}=7.20 \mu \mathrm{~s}$.

The ${ }^{1} \mathrm{H}$ CRAMPS spectrum on the right in Figure 5 c was acquired with the same nutation frequency and offset, but with no tilt pulses and $2 \tau_{\mathrm{LG}}$ expt was chosen to be $7 \mu \mathrm{~s}$ such that the cycle time and hence $\psi$ are the same. The intensity of the $\mathrm{NH}_{3}{ }^{+}$peak obtained with windowed $P M L G 5_{m m}^{\bar{x}}$ at $\tau_{\mathrm{LG}-\mathrm{expt}}=6.20 \mu \mathrm{~s}$ and $\tau_{\mathrm{till}}=0.54 \mu \mathrm{~s}$ is
within $5 \%$ of that obtained without tilt pulses. Note, however, that the peak widths for $P M L G 5_{n m}^{\bar{w}}$ without tilt pulses are 235 Hz for the $\mathrm{NH}_{3}{ }^{+}$peak, and 224 Hz and 231 Hz for the $\mathrm{CH}_{2}$ peaks. After scaling ( $\lambda_{\mathrm{cs}}=0.80$ ), the FWHM become $294 \mathrm{~Hz}, 280 \mathrm{~Hz}$ and 289 Hz , respectively, which is $\sim 15 \mathrm{~Hz}$ larger than those stated in Table 3 for windowed PMLG $_{m m}^{\bar{x}}$ with $\tau_{\tau_{G} \text { expt }}=6.20 \mu \mathrm{~s}$ and $\tau_{\text {tilt }}=0.54 \mu \mathrm{~s}$.

### 3.6 Optimisation of the ${ }^{15} \mathrm{~N}$-glycine $\mathrm{NH}_{3}{ }^{+}$signal intensity in a 1D-filtered CP-refocused INEPT NMR spectrum for PMLG ${ }^{\mathbf{1}} \mathrm{H}$ decoupling at $\mathbf{6 0} \mathbf{~ k H z}$ MAS

Under a ${ }^{1} \mathrm{H}$ homonuclear decoupling sequence such as PMLG, the proton offset frequency influences the performance, ${ }^{53,89}$ this is linked to the overall $z$-rotation that the spins need under decoupling to avoid artifacts and RF imperfections. ${ }^{82}$ As shown by Leskes et al., ${ }^{86}$ the non-supercycled m-block is particularly beneficial in narrowing lines of strong coupled spins, as for the $\mathrm{CH}_{2}$ groups of ${ }^{15} \mathrm{~N}$-glycine, close to the onresonance position. With the implementation of supercycled PMLG schemes, ${ }^{87}$ the sign of the offset is no longer a determining factor as the supercycle brings the effective rotation of the spins closer to the z -axis. ${ }^{98}$ However, the choice of the optimum offset still plays a significant role for achieving good decoupling performance, therefore it is necessary to investigate both positive and negative offsets. Here the optimization was performed directly on the ${ }^{15} \mathrm{~N}-{ }^{-1} \mathrm{H}$ CP-Refocused INEPT experiment, where windowed $P M L G 5^{\bar{x}}{ }_{m}$ was applied over a wide range of offset values from $\sim+10 \mathrm{kHz}$ to -12 kHz , whereby on-resonance corresponds to the $\mathrm{NH}_{3}{ }^{+}$peak. Figure 6 shows that the best offsets in term of sensitivity are at +1 kHz and -3.5 kHz , highlighted by dashed vertical lines. Between the two best performing offsets, the sensitivity experiences a fluctuation (Fig. 6) corresponding to the on-resonance position (solid line), dropping to zero for a small negative offset of -0.5 kHz . It is then important to optimize the offset avoiding the on-resonance position. The need for a fine optimization of this parameter is emphasized by the considerable change in sensitivity that is observed for a small variation of the offset. ${ }^{53,54,93}$ For example, the relative sensitivity of the $\mathrm{NH}_{3}{ }^{+}$peak falls from 0.9 to 0.5 when switching the offset from $\sim-3.5$ to --2.5 kHz . In general, in Figure 6 the offsets close to the on-resonance position yield better sensitivity symmetrically in a range between $\pm 4 \mathrm{kHz}$, in agreement with the rotation improvement brought by the supercycled ${ }^{1} \mathrm{H}$ homonuclear decoupling. ${ }^{86}$

The same offset optimization was carried out on the different PMLG- block types, and similar trends were shown with a better sensitivity in the proximity of the on-resonance position. The offsets which gave the maximum sensitivity were 0.75 kHz for windowed $P M L G 9_{m m}^{\bar{\pi}},-0.25 \mathrm{kHz}$ for $P M L G 9_{m m}^{\bar{\pi}}$ and +1 kHz for $P M L G 5_{n m}^{\bar{\pi}}$ (the same as windowed $\left.P M L G 5_{n m}^{\bar{\pi}}\right)$ (See Fig. S4).


Figure 6. ${ }^{1} \mathrm{H}$ RF carrier optimization for a 1D-filtered $\left(t_{1}=0\right){ }^{15} \mathrm{~N}-{ }^{1} \mathrm{H}\left(v_{0}=500 \mathrm{MHz}\right) \mathrm{CP}$ (contact time $=2 \mathrm{~ms}$ )-Refocused INEPT MAS ( $v_{r}=60 \mathrm{kHz}$ ) NMR experiment for ${ }^{15} \mathrm{~N}$-labelled glycine, whereby windowed $P M L G 5^{\bar{x} x}{ }^{1} \mathrm{H}$ homonuclear decoupling was applied with $\tau_{\mathrm{G}_{-} \text {expt }}=3.1 \mu \mathrm{~s}$, $\tau_{\mathrm{tilt}}=0.54 \mu \mathrm{~s}$ and a ${ }^{1} \mathrm{H}$ nutation frequency, $\nu_{1}$, of 106 kHz during $\tau_{1}(1.999$ $\mathrm{ms}, 69 \tau_{c}$ ) and 104 kHz during $\tau_{2}\left(1.391 \mathrm{~ms}, 48 \tau_{c}\right) .16$ transients were coadded. For all experiments with windowed ${ }^{1} \mathrm{H}$ homonuclear decoupling, $\tau_{\mathrm{w}}=7.20 \mu \mathrm{~s}$. The zero-offset is set with the carrier being on resonance with the $\mathrm{NH}_{3}{ }^{+}$peak, corresponding to the solid vertical line. Dashed vertical lines indicate the two highest signal intensities at +1 kHz and -3.5 kHz .

The implementation of the ${ }^{1} \mathrm{H}$ decoupling scheme into the heteronuclear correlation experiment required the further optimisation of the spin-echo durations during the Refocused INEPT transfer. This was carried out separately for $\tau_{1}$ and $\tau_{2}$ (see pulse sequence in Fig. 1a) because, as stated in section 3.1, for the two spin echoes, different spins are along the transverse plane, ${ }^{15} \mathrm{~N}$ for the first and ${ }^{1} \mathrm{H}$ for the second spin echo. To ensure the best conditions, a double-optimisation of ${ }^{1} \mathrm{H}$ homonuclear decoupling nutation frequency vs $\tau_{1}$ and $\tau_{2}$ was carried out. Specifically, the two-variable optimisation was performed for ${ }^{15} \mathrm{~N}$-labelled glycine for windowed or windowless $P M L G 5_{m m}^{\bar{x}}$ and $P M L G 9_{m m}^{\bar{x}}$ for the best offset (see Table 5) and the results are reported in Table 5. The dependence with respect to the second spin-echo duration, $\tau_{2}$, is presented in Figure 7.

Table 5 Optimised $r f$ carrier offset, spin-echo duration and nutation frequencies for four implementations of PMLG ${ }^{1} \mathrm{H}$ homonuclear decoupling and MAS-alone for a ${ }^{15} \mathrm{~N}-{ }^{-1} \mathrm{H}$ CP-refocused INEPT MAS NMR experiment for ${ }^{15} \mathrm{~N}$-glycine ${ }^{\text {a }}$

| ${ }^{1} \mathrm{H}$ homonuclear decoupling | Offset $(\mathrm{kHz})^{\mathrm{b}}$ | $\lambda_{\text {cs }}$ | $\tau_{1}(\mathrm{~ms})^{\text {c }}$ | $\begin{gathered} \lambda_{\mathrm{cs}} \tau_{1} \\ (\mathrm{~ms}) \end{gathered}$ | $\begin{gathered} v_{1}(\mathrm{kHz}) \\ \text { for } \tau_{1} \end{gathered}$ | $\tau_{2}(\mathrm{~ms})^{c}$ | $\begin{gathered} \lambda_{\mathrm{cs}} \tau_{2} \\ (\mathrm{~ms}) \end{gathered}$ | $\begin{aligned} & v_{1}(\mathrm{kHz}) \\ & \text { for } \tau_{2} \end{aligned}$ | Relative intensity ${ }^{\text {d }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| No decoupling | 2.00 | 1.00 | 1.600 | 1.600 | - | 0.300 | 0.300 | - | 0.08 |
| Windowed PMLG5 ${ }_{m m}^{\bar{x}}$ | 1.00 | 0.82 | $\begin{gathered} 1.999 \\ \left(69 \tau_{c}\right) \end{gathered}$ | 1.639 | 106 | $\begin{aligned} & 1.391 \\ & \left(48 \tau_{c}\right) \end{aligned}$ | 1.140 | 106 | 1.00 |
| Windowed $P M L G 9_{m m}^{\bar{x} x}$ | 0.75 | 0.76 | $\begin{gathered} 2.085 \\ \left(71 \tau_{c}\right) \end{gathered}$ | 1.585 | 104 | $\begin{gathered} 1.498 \\ \left(51 \tau_{c}\right) \end{gathered}$ | 1.138 | 106 | 0.80 |
| Windowless PMLG5 ${ }_{m m}^{\bar{x} x}$ | 1.00 | 0.66 | $\begin{gathered} 2.096 \\ \left(169 \tau_{c}\right) \end{gathered}$ | 1.383 | 102 | $\begin{gathered} 0.496 \\ \left(40 \tau_{c}\right) \end{gathered}$ | 0.327 | 102 | 0.52 |
| Windowless $P M L G 9^{\text {mam }}$ | -0.25 | 0.60 | $\begin{gathered} 2.091 \\ \left(179 \tau_{c}\right) \end{gathered}$ | 1.254 | 104 | $\begin{gathered} 1.192 \\ \left(102 \tau_{c}\right) \end{gathered}$ | 0.715 | 102 | 0.48 |

${ }^{\text {a }}$ As implemented on at $v_{0}=500 \mathrm{MHz}$ and $v_{\mathrm{r}}=60 \mathrm{kHz}$. $\tau_{\mathrm{tilt}}$ is equal to $0.54 \mu \mathrm{~s}$ for windowed $P M L G 5_{m m}^{\bar{x} x}$ and $0.82 \mu \mathrm{~s}$ for windowed $P M L G 9^{\overline{\mathrm{x}}}$.
See Fig. 7
${ }^{\mathrm{b}}$ relative to the $\mathrm{NH}_{3}{ }^{+1} \mathrm{H}$ resonance
${ }^{c} \tau_{1}=n \quad \tau_{c}, \tau_{2}=m \quad \tau_{c}$, where $n$ and $m$ are positive integers
${ }^{\mathrm{d}}$ See Fig. 8
Considering Table 5, the ${ }^{1} \mathrm{H}$ nutation frequencies are in the range of 102-106 kHz for all the PMLG-block types, with a maximum of 2 kHz difference between that applied in $\tau_{1}$ and $\tau_{2}$ for the same PMLG block. For $\tau_{1}$, the optimum values for PMLG decoupling are 2.0 or 2.1 ms , as compared to 1.6 ms from MAS alone. However, as discussed in section 3.4, it is the product $\lambda_{c s} \cdot \tau$, that needs to be considered, in which case similar values are obtained as compared to MAS alone. By comparison, a clear difference is observed for $\tau_{2}$, where the evolution of ${ }^{1} \mathrm{H}$ coherence is markedly affected by the ${ }^{1} \mathrm{H}-{ }^{1} \mathrm{H}$ dipolar couplings. Indeed, the coherence transfer increases from 0.3 ms for MAS alone to 1.5 ms for windowed $P M L G 9_{m m}^{\bar{x}}$ and 1.4 ms for windowed $P M L G 5_{m m}^{\overline{x x}}$ . After scaling, the product $\lambda_{c s} \tau_{2}, 1.14$ ms for both windowed $P M L G 9_{m m}^{\bar{x}}$ and $P M L G 5_{m m}^{\bar{x}}$, are still $\sim 4$ times longer than the optimum $\tau_{2}$ for MAS alone. We note a discrepancy for $\tau_{2}$ under windowless $P M L G 5_{m m}^{\overline{x x}}$, which is considerably shorter ( 0.3 ms after scaling) with respect to the other ${ }^{1} \mathrm{H}$ homonuclear implementations.


Figure 7. Dependence upon the second spin-echo duration, $\tau_{2}$, for ${ }^{15} \mathrm{~N}$-labelled glycine of the $\mathrm{NH}_{3}{ }^{+}$peak in a 1D-filtered $\left(t_{1}=0\right){ }^{15} \mathrm{~N}-{ }^{1} \mathrm{H}\left(v_{0}=500 \mathrm{MHz}\right) \mathrm{CP}($ contact time $=2 \mathrm{~ms})$-Refocused INEPT MAS ( $v_{r}=60 \mathrm{kHz}$ ) NMR spectrum for: windowed $P M L G 5_{m m}^{\bar{x} x}$ ( $\tau_{\text {LG_expt }}=3.1 \mu \mathrm{~s}, \tau_{\text {tilt }}=0.54 \mu \mathrm{~s}, v_{1}=106 \mathrm{kHz}$ for $\tau_{1}$ and 106 kHz for $\tau_{2}$ full diamonds), windowless $P M L G 5_{m m}^{\bar{x} x}$ same conditions but with no tilt pulses, full triangles, with $\nu_{1}=102 \mathrm{kHz}$ for $\tau_{1}$ and 102 kHz for $\tau_{2}$ ), windowed $P M L G 9_{m m}^{\bar{x}}$ ( $\tau_{\text {LG_expt }}=2.92 \mu \mathrm{~s}, \tau_{\text {tilt }}=0.82 \mu \mathrm{~s}, \nu_{1}=104 \mathrm{kHz}$ for $\tau_{1}$ and 106 kHz for $\tau_{2}$ empty diamonds), windowless $P M L G 9_{m m}^{\overline{x x}}$ same conditions but with no tilt pulses, empty triangles, with $v_{1}=104 \mathrm{kHz}$ for $\tau_{1}$ and 102 kHz for $\tau_{2}$ ), MAS alone (empty circles). 8 transients were coadded. For all experiments with windowed PMLG, $\tau_{\mathrm{w}}=7.20 \mu \mathrm{~s}$.

In Figure 8, we compare the different peak intensities for the $\mathrm{NH}_{3}{ }^{+}$peak of ${ }^{15} \mathrm{~N}$-labelled glycine for the windowless and windowed implementation of $P M L G 5_{m m}^{\bar{x}}$ and $P M L G 9_{m m}^{\overline{x x}}$ in a ${ }^{15} \mathrm{~N}-{ }^{1} \mathrm{H}$ CP-refocused INEPT 1D filtered $\left(t_{1}=0\right)$ spectrum. The best performance is for our optimum implementation of windowed $P M L G 5_{m m}^{\bar{x}}$ with a 12.5 times better relative sensitivity compared to MAS alone.
i)
ii)
iii)
iv)
v)





Figure 8. Comparison of the sensitivity of 1D-filtered $\left(t_{1}=0\right){ }^{15} \mathrm{~N}-{ }^{1} \mathrm{H}\left(v_{0}=500 \mathrm{MHz}\right) \mathrm{CP}$ (contact time $=2 \mathrm{~ms}$ )-Refocused INEPT MAS ( $V_{r}=60 \mathrm{kHz}$ ) NMR spectra of ${ }^{15} \mathrm{~N}$-glycine recorded with the application of different optimised PMLG ${ }^{1} \mathrm{H}$ decoupling conditions, i) to iv) compared to MAS alone, v): i) windowed $P M L G 5_{m m}^{\bar{x}}\left(\tau_{\mathrm{LG}_{\mathrm{e}}}\right.$ expt $=3.1 \mu \mathrm{~s}, \tau_{\text {tilt }}=0.54 \mu \mathrm{~s}, \tau_{1}$ $=1.999 \mathrm{~ms}\left(69 \tau_{\mathrm{c}}\right)$ with $v_{1}=106 \mathrm{kHz} ; \tau_{2}=1.391 \mathrm{~ms}\left(48 \tau_{\mathrm{c}}\right)$ with $\left.v_{1}=106 \mathrm{kHz}\right)$, ii) windowed $P M L G 9_{m m}^{\overline{x x}}$ ( $\tau_{\mathrm{LG}}{ }_{\mathrm{expt}}=2.92$ $\mu \mathrm{s}, \tau_{\mathrm{tilt}}=0.82 \mu \mathrm{~s}, \tau_{1}=2.085 \mathrm{~ms}\left(71 \tau_{\mathrm{c}}\right)$ with $\nu_{1}=104 \mathrm{kHz} ; \tau_{2}=1.498 \mathrm{~ms}\left(51 \tau_{\mathrm{c}}\right)$ with $\nu_{1}=106 \mathrm{kHz}$ ), iii) windowless PMLG5 ${ }_{m m}^{\bar{x}}\left(\tau_{\text {LG_expt }}=3.1 \mu \mathrm{~s}, \tau_{1}=2.096 \mathrm{~ms}\left(169 \tau_{\mathrm{c}}\right)\right.$ with $v_{1}=102 \mathrm{kHz} ; \tau_{2}=0.496 \mathrm{~ms}\left(40 \tau_{\mathrm{c}}\right)$ with $\left.v_{1}=102 \mathrm{kHz}\right)$, iv)
windowless PMLG9 ${ }_{m m}^{\overline{\bar{x}}}\left(\tau_{\mathrm{LG} \_ \text {expt }}=2.92 \mu \mathrm{~s}, \tau_{1}=2.090 \mathrm{~ms}\left(179 \tau_{c}\right)\right.$ with $v_{1}=104 \mathrm{kHz} ; \tau_{2}=1.192 \mathrm{~ms}\left(102 \tau_{c}\right)$ with $v_{1}=102$ $\mathrm{kHz}), \mathrm{v}$ ) no decoupling $\tau_{1}=1.6 \mathrm{~ms}\left(96 \tau_{\mathrm{r}}\right)$ and $\tau_{2}=0.3 \mathrm{~ms}\left(18 \tau_{\mathrm{r}}\right)$. For all experiments with windowed ${ }^{1} \mathrm{H}$ homonuclear decoupling, $\tau_{\mathrm{w}}=7.20 \mu \mathrm{~s}$. All the spectra were acquired with 16 coadded transients and the corresponding ${ }^{1} \mathrm{H}$ transmitter offset reported in Table 5.

## $3.72 \mathrm{D}{ }^{15} \mathrm{~N}-{ }^{1} \mathrm{H}$ CP-refocused INEPT NMR spectra with PMLG ${ }^{1} \mathrm{H}$ decoupling at 60 kHz MAS of a dipeptide and a pharmaceutical at natural abundance

Due to the better sensitivity of windowed $P M L G 5_{m m}^{\bar{x}}$ with respect to windowed $P M L G 9_{m m}^{\bar{x}}$ and the other PMLG-type (Fig. 8), it was selected as the ${ }^{1} \mathrm{H}$ homonuclear decoupling sequence for a ${ }^{15} \mathrm{~N}-{ }^{1} \mathrm{H}$ correlation experiment recorded for the $\beta$-AspAla dipeptide at natural abundance, with the improvement of resolution achieved in the $1 \mathrm{D}{ }^{1} \mathrm{H}$ CRAMPS compared here with a ${ }^{1} \mathrm{H}$ one-pulse recorded at Larmor frequency of 500 MHz and 1 GHz (Fig. 9a). Note that a ${ }^{15} \mathrm{~N}$ CP MAS spectrum for the $\beta$-AspAla dipeptide has been presented in Tatton et al. ${ }^{22}$ The ${ }^{15} \mathrm{~N}-{ }^{1} \mathrm{H}$ CP-Refocused INEPT was implemented with the offset and coherence transfer delays optimised for ${ }^{15} \mathrm{~N}$-labelled glycine, as stated in Table 5, i.e., $\tau_{\text {LG_expt }}=3.1 \mu \mathrm{~s}, \tau_{\text {tilt }}=0.54 \mu \mathrm{~s}, \tau_{1}=2.0 \mathrm{~ms}$ with $v_{1}=106 \mathrm{kHz}, v_{2}=1.4 \mathrm{~ms}$ with $v_{1}=106 \mathrm{kHz}$, and an offset of +1 kHz . High-performance ${ }^{1} \mathrm{H}$ homonuclear decoupling achieved with a finely optimised implementation of windowed $P M L G 5_{m m}^{\bar{x} x}$ enables the recording at natural abundance of a $2 \mathrm{D}^{15} \mathrm{~N}-{ }^{-1} \mathrm{H}$ correlation spectrum at 60 kHz MAS with a through-bond back transfer (Fig. 9b). The sensitivity of the windowed $P M L G 5_{m m}^{\bar{x}}$ implementation is compared to a ${ }^{15} \mathrm{~N}-{ }^{1} \mathrm{H}$ CP- Refocused INEPT spectrum recorded with no decoupling at the optimum $\tau_{1}=1.6 \mathrm{~ms}$ and $\tau_{2}=0.3 \mathrm{~ms}$ values in Table 5 for ${ }^{15} \mathrm{~N}$-labelled glycine, only noise is observed in Fig. 9c.

Furthermore, windowed $P M L G 5_{m m}^{\bar{x}}$ was employed to record a $2 \mathrm{D}{ }^{15} \mathrm{~N}-{ }^{1} \mathrm{H}$ CP-Refocused INEPT spectrum of the pharmaceutical cimetidine at natural abundance (Fig. 9d), for which ${ }^{1} \mathrm{H},{ }^{15} \mathrm{~N}$ CPMAS and ${ }^{14} \mathrm{~N}$ ${ }^{1} \mathrm{H}$ spectra have been presented in Refs. ${ }^{99,100}$. In this case, spin-echo curves were recorded, because as discussed above the coherence transfer times during the Refocused INEPT depends both on the J-coupling between the involved nuclei and the ${ }^{1} \mathrm{H}$ dephasing $T_{2}{ }^{\prime}$, which determines the optimum $\tau_{1}$ and $\tau_{2}$. The ${ }^{1} \mathrm{H}$ coherence lifetime (see Fig. S5 and Table S1 in comparison to Table 4) for two of the protons directly bonded to the nitrogens, N 3 and N 10 ) is longer than the $\mathrm{NH}_{3}{ }^{+} T_{2}{ }^{\prime}$ of ${ }^{15} \mathrm{~N}$-glycine acquired with the same windowed $P M L G 5{ }_{m m}^{\bar{x}}{ }^{1} \mathrm{H}$ decoupling. For this reason, $\tau_{1}$ and $\tau_{2}$ were increased to 2.5 ms and 2.0 ms , respectively. Note that weaker intensity is observed for the proton directly bonded to N 15 , where the respective ${ }^{1} \mathrm{H} T_{2}{ }^{\prime}$ is $\sim 0.5$ ms after scaling (Table S1). Further investigation is required to understand the shorter $T_{2}{ }^{\prime}$ for this proton and the very weak signal for the N15-H15 cross peak in the 2D CP-refocused INEPT spectrum in Fig. 9d.
a)



C)

d)


Figure 9. MAS ( $v_{r}=60 \mathrm{kHz}$ ) NMR spectra of (a-c) the dipeptide $\beta$-AspAla and (d) the pharmaceutical cimetidine, in both cases at natural abundance, employing windowed $P M L G 5_{m m}^{\overline{x x}}$ ( $\tau \epsilon_{-}$expt $=3.1 \mu \mathrm{~s}, \tau_{\mathrm{tilt}}=0.54 \mu \mathrm{~s}$ and $\tau_{\mathrm{w}}=7.20 \mu \mathrm{~s}$ ). (a) Comparison of a ${ }^{1} \mathrm{H}$ 1D CRAMPS acquired with windowed $P M L G 5_{m m}^{\bar{x}}$ (at $\nu_{0}=500 \mathrm{MHz}$ with ${ }^{1} \mathrm{H}$ one-pulse spectra recorded at $v_{0}=500 \mathrm{MHz}$ and 1 GHz . (b, c) $2 \mathrm{D}^{15} \mathrm{~N}-{ }^{-1} \mathrm{H}\left(v_{0}=500 \mathrm{MHz}\right) \mathrm{CP}$ (contact time $=2 \mathrm{~ms}$ )-Refocused INEPT MAS NMR spectra with (b) windowed PMLG5 ${ }_{m m}^{\overline{x x}}{ }^{1} \mathrm{H}$ homonuclear decoupling during the spin-echo durations used for ${ }^{15} \mathrm{~N}$ ${ }^{1} \mathrm{H}$ Refocused INEPT coherence transfer or (c) MAS alone. In (b), windowed PMLG5 ${ }_{m m}^{\bar{x}}$ was implemented with $v_{1}\left({ }^{1} \mathrm{H}\right)=$ 106 kHz during $\tau_{1}\left(1.999 \mathrm{~ms}, 69 \tau_{c}\right)$ and $v_{1}\left({ }^{1} \mathrm{H}\right)=106 \mathrm{kHz}$ during $\tau_{2}\left(1.391 \mathrm{~ms}, 48 \tau_{c}\right)$, with the transmitter frequency centred at 10.3 ppm . For both b) and c), 224 transients were co-added for each of $96 t_{1}$ FIDs, corresponding to a total experimental time of 23 h with a recycle delay of 3 s . The base contour is at $50 \%$ of the respective maximum intensity in b) and c). d) A $2 \mathrm{D}^{15} \mathrm{~N}-{ }^{1} \mathrm{H}\left(v_{0}=600 \mathrm{MHz}\right.$ ) CP (contact time $=4 \mathrm{~ms}$ )-Refocused INEPT MAS NMR spectrum with windowed PMLG5 ${ }_{m m}^{\bar{x}}{ }^{1} \mathrm{H}$ homonuclear decoupling $\left(v_{1}\left({ }^{1} \mathrm{H}\right)=106 \mathrm{kHz}\right.$ during $\tau_{1}\left(2.491 \mathrm{~ms}, 86 \tau_{c}\right)$ and $v_{1}\left({ }^{1} \mathrm{H}\right)=106 \mathrm{kHz}$ during $\tau_{2}$ $\left(1.999 \mathrm{~ms}, 69 \tau_{\mathrm{c}}\right.$ ) ), with the transmitter frequency centred at 11.0 ppm .1024 transients were co-added for each of $64 t_{1}$ FIDs, corresponding to a total experimental time of 92 h with a recycle of 5 s . The base contour is at $30 \%$ of the maximum intensity.

## 4. Conclusions and Outlook

The establishing of $2 \mathrm{D}^{15} \mathrm{~N}-{ }^{1} \mathrm{H}$ heteronuclear correlation for natural abundance solids using a ${ }^{1} \mathrm{H}$ detected CP $J$ coupling based Refocused INEPT MAS NMR experiment ${ }^{26,38,39}$ has been demonstrated, for what we believe to be the first time, at an MAS frequency of 60 kHz . The application of ${ }^{1} \mathrm{H}$ homonuclear decoupling, specifically the $P M L G 5^{\bar{x} x}$ supercycle ${ }^{26,39,57,82}$ results in a factor of nine sensitivity enhancement as compared to MAS alone. Notably, in our implementation at 500 MHz , a comparatively low ${ }^{1} \mathrm{H}$ nutation frequency, for a 1.3 mm rotor, of 100 kHz was used, with this being associated with a high chemical shift scaling factor of 0.82 and a large deviation from the ideal Lee-Goldburg condition. The CP-Refocused INEPT pulse sequence is complementary to dipolar coupling-based double CP or the use of symmetry-based decoupling to establish ${ }^{15} \mathrm{~N}-{ }^{1} \mathrm{H}$ heteronuclear correlation under fast MAS. ${ }^{26,29,30,101}$ Note that the use of symmetry-based recoupling is more prone to $t_{1}$ noise. ${ }^{102-104}$ In future work, the extension of our approach to $100+\mathrm{kHz}$ MAS could be considered, noting an increasing number of applications to pharmaceuticals and other small and moderately sized organic molecules. ${ }^{9,105-111}$
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Application to a dipeptide and a pharmaceutical of ${ }^{15} \mathrm{~N}-{ }^{1} \mathrm{H}$ heteronuclear NMR correlation at natural abundance in the solid state via $J$ couplings is enabled by optimisation of phase-modulated Lee-Goldburg (PMLG) ${ }^{11} \mathrm{H}$ homonuclear decoupling, far from the ideal magic-angle condition, during the spin-echo durations.
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Figure S1. A stacked representation of a two-variable optimization (see Fig. 3a) of both $\tau$ _q_expt (in steps of 0.25 $\mu \mathrm{s}$ ) and $v_{1}$ in a $1 \mathrm{D}{ }^{1} \mathrm{H}$-CRAMPS ( $v_{0}=500 \mathrm{MHz}$ ) MAS ( $v_{r}=60 \mathrm{kHz}$ ) NMR experiment of ${ }^{15} \mathrm{~N}$-glycine, in which
windowed PMLG5 $5_{m n}^{\bar{x}}$ was applied with $\tau_{\text {tilt }}=0.54 \mu \mathrm{~s}$ and a ${ }^{1} \mathrm{H}$ transmitter offset of -0.6 kHz , corresponding to the data shown in Figure 3a of the main text. 8 co-added transients were collected for each optimization point. On the right, slices from the optimization are shown with the associated $\tau_{\text {GG_expt }}$ and $v_{1}$. The relative intesity of the $\mathrm{NH}_{3}{ }^{+}$peak with respect to the best ${ }^{1} \mathrm{H}$ homonuclear decoupling performance at $2 \tau_{\text {IG_expt }}=6.25 \mu \mathrm{~s}$ and $v_{1}=$ 110 kHz is stated.
a)

b)


Figure S2. Zoom of the region between $\tau \mathrm{lg}$ expt $=5.5 \mu \mathrm{~s}-7.5 \mu \mathrm{~s}$ of the two-variable optimization of $\tau \mathrm{IG}_{-}$expt (in steps of $0.25 \mu \mathrm{~s}$ ) and $v_{1}$ in a $1 \mathrm{D}{ }^{1} \mathrm{H}$-CRAMPS ( $\nu_{0}=500 \mathrm{MHz}$ ) MAS ( $v_{\mathrm{r}}=60 \mathrm{kHz}$ ) NMR spectrum of the ${ }^{15} \mathrm{~N}$-glycine a) $\mathrm{CH}_{2}$ and b) $\mathrm{NH}_{3}{ }^{+}$peak intensity, corresponding to the data shown in Figure 3a of the main text. Windowed $P M L G 5_{m m}^{\bar{x}}$ was applied with $\tau_{\mathrm{w}}=7.20 \mu \mathrm{~s}$, $\tau_{\mathrm{tilt}}=0.54 \mu \mathrm{~s}$ and a ${ }^{1} \mathrm{H}$ transmitter offset of -0.6 kHz .8 co-added transients were collected for each optimization point for a recycle delay of 3 s .

2D ${ }^{1} \mathbf{H}-{ }^{1} \mathbf{H}$ correlation. Each ${ }^{1} \mathrm{H}$-detected FID was acquired for 30 ms with a spectral width of 57 ppm. The ${ }^{1} \mathrm{H}$ indirect dimension was acquired with $96 t_{1}$ FIDs with a dwell time of $29.16 \mu \mathrm{~s}(57 \mathrm{ppm}$ spectral width - no ${ }^{1} \mathrm{H}$ homonuclear decoupling), $12.40 \mu \mathrm{~s}$ ( 134 ppm spectral width - windowless $P M L G 5_{m m}^{\overline{x x}}$ ) and $11.68 \mu \mathrm{~s}\left(143 \mathrm{ppm}\right.$ - windowless $P M L G 9_{m m}^{\overline{\bar{x}}}$ ). The maximum $t_{1}$ were $1.40 \mathrm{~ms}, 0.59$ ms and 0.56 ms using no ${ }^{1} \mathrm{H}$ homonuclear decoupling, windowless $P M L G 5_{m n}^{\bar{x}}$ and windowless $P M L G 9^{m m} \overline{\bar{x}}$, respectively. The States-TPPI method was employed to achieve sign discrimination in the indirect dimension.


Figure S3. 2D ${ }^{1} \mathrm{H}-{ }^{1} \mathrm{H}\left(v_{0}=600 \mathrm{MHz}\right)$ correlation spectra of ${ }^{15} \mathrm{~N}$-Glycine acquired at $v_{r}=60 \mathrm{kHz}$ MAS with a) no ${ }^{1} \mathrm{H}$ homonuclear decoupling, b) windowless $P M L G 5_{m m}^{\bar{x}}\left(\tau_{\mathrm{G}}=3.10 \mu \mathrm{~s}, v_{1}=104 \mathrm{kHz}, \Omega=1 \mathrm{kHz}\right.$ ) and c) b) windowless PMLG9 $9_{m m}^{\overline{x x}}$ ( $\tau \mathrm{c}=2.92 \mu \mathrm{~s}, v_{1}=104 \mathrm{kHz}, \Omega=-0.8 \mathrm{kHz}$ ). In all the experiments 4 transients were coadded for $96 t_{1}$ FIDs for a recycle delay of 3 s . The zero-offset is set with the carrier being on resonance with the $\mathrm{NH}_{3}{ }^{+}$peak in the indirect dimension.


Figure S4. ${ }^{1} \mathrm{H}$ RF carrier optimization for a 1 D -filtered $\left(t_{1}=0\right){ }^{15} \mathrm{~N}-{ }^{1} \mathrm{H}\left(v_{0}=500 \mathrm{MHz}\right) \mathrm{CP}$ (contact time $=2 \mathrm{~ms}$ )Refocused INEPT MAS ( $v_{r}=60 \mathrm{kHz}$ ) NMR experiment for ${ }^{15} \mathrm{~N}$-labelled glycine, whereby a) windowed $P M L G 5_{m m}^{\bar{x}}{ }^{1} \mathrm{H}$ homonuclear decoupling (See Fig. 6) was applied with $\tau_{\text {lG_expt }}=3.1 \mu \mathrm{~s}, \tau_{\text {tilt }}=0.54 \mu \mathrm{~s}$ and a ${ }^{1} \mathrm{H}$ nutation frequency, $v_{1}$, of 106 kHz during $\tau_{1}\left(1.999 \mathrm{~ms}, 69 \tau_{c}\right)$ and 104 kHz during $\tau_{2}\left(1.391 \mathrm{~ms}, 48 \tau_{c}\right)$, b) windowless $P M L G 5_{m m}^{\bar{x}}{ }^{1} \mathrm{H}$ homonuclear decoupling was applied with $\tau_{\mathrm{LG}}$ expt $=3.1 \mu \mathrm{~s}$ and a ${ }^{1} \mathrm{H}$ nutation frequency, $v_{1}$, of 104 kHz during $\tau_{1}\left(2.096 \mathrm{~ms}, 169 \tau_{c}\right)$ and 102 kHz during $\tau_{2}\left(0.496 \mathrm{~ms}, 40 \tau_{c}\right)$, c) windowed $P M L G 9_{m m}^{\overline{x x}}{ }^{1} \mathrm{H}$ homonuclear decoupling was applied with $\tau_{\mathrm{LG}}$ expt $=2.92 \mu \mathrm{~s}, \mathcal{Z}_{\mathrm{tilt}}=0.82 \mu \mathrm{~s}$ and a ${ }^{1} \mathrm{H}$ nutation frequency, $v_{1}$, of 104 kHz during $\tau_{1}\left(2.085 \mathrm{~ms}, 71 \tau_{c}\right)$ and 106 kHz during $\tau_{2}\left(1.498 \mathrm{~ms}, 51 \tau_{c}\right)$ and d) windowless $P M L G 9_{m m}^{\overline{x x}}{ }^{1} \mathrm{H}$ homonuclear decoupling was applied with $\tau_{\mathrm{LG}}$ expt $=2.92 \mu \mathrm{~s}$ and a ${ }^{1} \mathrm{H}$ nutation frequency, $v_{1}$, of 104 kHz during $\tau_{1}\left(2.091 \mathrm{~ms}, 179 \tau_{c}\right)$ and 102 kHz during $\tau_{2}\left(1.192 \mathrm{~ms}, 102 \tau_{c}\right) .16$ transients were coadded. For all experiments with windowed decoupling $\tau_{\mathrm{w}}$ was substituted with a delay of $7.20 \mu \mathrm{~s}$. The zero-offset is set with the carrier being on resonance with the $\mathrm{NH}_{3}{ }^{+}$peak.

## Cimetidine

Here, the normalized intensity is related to the respective maximum intensity for each peak, i.e. the maximum intensity is equal to 1 for all the resonances. However, note that the NH15 proton signal intensity is $\sim 30 \%$ of that of NH3.


Figure S5. Dephasing of cimetidine NH proton ( $v_{0}=600 \mathrm{MHz}$ ) resonances as a function of the spin-echo duration, $\tau$, with windowed $P M L G 5_{m m}^{\bar{x}}$ ( $\tau_{\text {LG_expt }}=3.10 \mu \mathrm{~s}, \tau_{\mathrm{tilt}}=0.54 \mu \mathrm{~s}$ and $\tau_{\mathrm{w}}=7.20 \mu \mathrm{~s}$ ) for a nutation frequency of 106 kHz . Fits to an exponential decay function are shown, with the spin-echo dephasing times, $T_{2}{ }^{\prime}$, as listed in Table S1. 8 transients were co-added for a recycle delay of 5 s .

Table S1. Cimetidine ${ }^{1} \mathrm{H}$ dephasing time, $T_{2}{ }^{\prime}$, for the three NH resonances and $T_{2}{ }^{\prime}$ scaled by the experimental $\lambda c s, \lambda_{c s} T_{2}{ }^{\prime}$, acquired on a ${ }^{1} \mathrm{H}$ spin-echo ${ }^{a}$ experiment using windowed $P M L G 5_{m m}^{\bar{x}}{ }^{\mathrm{b}}$

|  | $\delta(\mathrm{ppm})$ | $v_{1}(\mathrm{kHz})$ | $\lambda_{\mathrm{cs}}$ | $T_{2}{ }^{\prime}(\mathrm{ms})$ | $\lambda_{\text {cs }} T_{2}{ }^{\prime}(\mathrm{ms})$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| NH3 | 11.6 | 106 | 0.82 | 1.34 | 1.10 |
| NH15 | 9.7 |  |  | 0.58 | 0.48 |
| NH10 | 8.2 |  |  | 1.23 | 1.01 |

${ }^{\text {a }}$ Implemented at $v_{0}=600 \mathrm{MHz}$ and $v_{r}=60 \mathrm{kHz}$ (see Fig. S5). Windowed $P M L G 5_{m m}^{\bar{x}}$ was implemented with $\tau_{\mathrm{LG}}=3.10 \mu \mathrm{~s}, \tau_{\mathrm{tilt}}=0.54 \mu \mathrm{~s}$ and $\tau_{\mathrm{w}}=7.20 \mu \mathrm{~s}$
${ }^{\mathrm{b}} \Omega_{\mathrm{rf}}=-0.8 \mathrm{kHz}$, where the zero-offset is set with the carrier being on resonance with the $\mathrm{NH}_{3}{ }^{+}$peak of ${ }^{15} \mathrm{~N}$-glycine
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#### Abstract

Magic angle spinning (MAS) Solid-state NMR is a powerful technique to probe dynamics of biological systems at atomic resolution. $R_{1}$ and $R_{1 \rho}$ relaxation measurements can provide detailed insight on amplitudes and time scales of motions, especially when information from several different site-specific types of probes is combined. However, such experiments are time-consuming to perform. Shortening the time necessary to record relaxation data for different nuclei will greatly enhance practicality of such approaches. Here, we present staggered acquisition experiments to acquire multiple relaxation experiments from a single excitation to reduce the overall experimental time. Our strategy enables one to collect ${ }^{15} \mathrm{~N}$ and ${ }^{13} \mathrm{C}$ relaxation data in a single experiment in a fraction of the time necessary for two separate experiments, with the same signal to noise ratio. © 2021 The Authors. Published by Elsevier Inc. This is an open access article under the CC BY license (http:// creativecommons.org/licenses/by/4.0/).


## 1. Introduction

Quantifying biomolecular motions plays a fundamental role towards the understanding of biophysical processes as modulated by protein dynamics. In solid-state NMR the range of time scales that can be detected by relaxation experiments is not limited by overall tumbling as in solution-state NMR. Molecular processes that are characteristic of protein functions like enzymatic catalysis, protein folding, and ligand binding are on the order of $\mu \mathrm{s}-\mathrm{ms}$ which is the same as the timescale amenable for study by solid state NMR using relaxation techniques. NMR relaxation [1-4] experiments, however, are time-consuming considering the very long delays necessary to adequately sample relaxation times and the large number of scans often required to achieve appropriate signal to noise ratios for challenging systems [5-7]. In particular, ${ }^{15} \mathrm{~N} R_{1}$ can be $<0.02 \mathrm{~s}^{-1}$ requiring relaxation delays up to $\sim 50 \mathrm{~s}$ (on top of the recycling delay). In addition, the description of protein motions spanning a wide range of time scales, often requires access to multiple independent probes in order to obtain a detailed view of dynamics, e.g. joint use of ${ }^{15} \mathrm{~N}$ and ${ }^{13} \mathrm{C}$ ' relaxation leads to an improved view of backbone dynamics [2]. Finally, some experiments require multiple measurements on the same probes under different conditions, e.g. relaxation dispersion where $R_{1 \rho}$ is measured as a function of the applied field strength of the spin-

[^1]locking pulses $[6,8]$ or variable temperature measurements [9,10]. Overall, this means that quantification of protein dynamics may involve recording many time-consuming experiments, which limits the wide adoption of this powerful methodology. In order to make such studies more widespread, it will be thus useful to develop approaches which reduce the overall experimental time required.

Paramagnetic doping is a widely applicable approach to reduce the recycling times in solid-state NMR experiments [11-14]. However, the addition of paramagnetic dopants will also change the measured ${ }^{15} \mathrm{~N}$ and ${ }^{13} \mathrm{C}$ relaxation rates [6], with the contribution related to the distance of the monitored site to the paramagnetic centre often dominating the contributions from the local dynamics [15]. Similarly to paramagnetic doping, for a number of reasons, selective excitation methods popular in solution NMR [16,17] are not yet appropriate for accelerating quantitative relaxation measurements in solids.

Solid-state NMR experiments could be devised to use the available initial polarization more efficiently than standard approaches, e.g. time-shared experiments and sequential acquisition experiments that exploit orphaned polarization. Time-shared experiments $[18,19]$ pass the signal through multiple polarization pathways and collect all experiments at once. In the Dual Acquisition Magic Angle Spinning (DUMAS) [20] acquisition scheme, the acquisition of the nitrogen and carbon-based experiments are separated in time (with polarization from one source being stored) to eliminate signal overlap from the separate experiments. This
multiple acquisition scheme has been also used for ${ }^{1} \mathrm{H}$ detection [21], for detection of orphaned polarization [22], for use with multiple receivers [21], and for mixed dimensionality multi-receiver experiments [23]. Sequential acquisition results in a small timepenalty for the second acquisition but the time loss is usually very short compared to the recovery time.

In this study, we present experiments to measure ${ }^{15} \mathrm{~N} /{ }^{13} \mathrm{C}^{2} \mathrm{R}_{1 \rho}$ [1,2,8,24,25] and $R_{1}$ [26,27], with staggered acquisition ${ }^{1} \mathrm{H}$ detected experiments. We demonstrate that relaxation measurements on a model protein obtained with staggered and standard acquisition are the same within the experimental error. We quantify sensitivity of the multiple acquisition experiments and the overall experimental time gains with respect to the standard experiments.

## 2. Experimental

Uniformly $\left[{ }^{1} \mathrm{H},{ }^{13} \mathrm{C},{ }^{15} \mathrm{~N}\right.$ ] labelled GB1 was prepared as described previously [28] and doped with 4,4-dimethyl-4-silapentane-1-sul fonic acid (DSS) as an internal standard. $\sim 0.5 \mathrm{mg}$ of hydrated microcrystalline protein was centrifuged into a 0.7 mm solidstate NMR rotor using a device developed in-house [29].

All experiments were performed on a Bruker Avance III spectrometer, using a Bruker HCND Probe operating in triple resonance at $700.13{ }^{1} \mathrm{H}$ Larmor frequency and sample spinning rate of $100 \mathrm{kHz}+/-3 \mathrm{~Hz}$. The experiments were carried out at a nominal temperature of 281.2 K (based on external calibration, calculated by the difference between the water and sodium 3-(trimethylsi lyl)propane-1-sulfonate (DSS) peaks) using a gas flow of $400 \mathrm{~L} / \mathrm{h}$ [30,31]. The nutation frequencies for the $90^{\circ}$ pulses were calibrated so that ${ }^{1} \mathrm{H}$ is at $2 \mu \mathrm{~s}\left(v_{1}=125 \mathrm{kHz}\right) ;{ }^{13} \mathrm{C}, 2.5 \mu \mathrm{~s}\left(v_{1}=100 \mathrm{kHz}\right)$; and ${ }^{15} \mathrm{~N}, 4.15 \mu \mathrm{~s}\left(v_{1}=60.24 \mathrm{kHz}\right)$. The ${ }^{15} \mathrm{~N}$ carrier radiofrequency (RF) was centred at 120 ppm , while the ${ }^{13} \mathrm{C}$ was placed at 55 ppm and 175 ppm , for ${ }^{13} \mathrm{C}^{\alpha}$ and ${ }^{13} \mathrm{C}$ ' respectively. The carbon frequency was moved by changing the carrier frequency in the Bruker pulse code using pre-determined constants. The ${ }^{1} \mathrm{H}$ carrier was placed near the water frequency ( $\sim 4.7 \mathrm{ppm}$ ) for the standard ${ }^{15} \mathrm{~N} R_{1 \rho}$ relaxation experiment. Each ${ }^{1} \mathrm{H}$ free induction decay was acquired for 30 ms with a spectral width of 35 ppm with 16 coadded transients. Both the ${ }^{15} \mathrm{~N}$ and ${ }^{13} \mathrm{C}$ ' dimensions for the $R_{1 \rho}$ experiments were acquired with 82 rows with a dwell of $300 \mu \mathrm{~s}$, with a spectral width of $47 \mathrm{ppm}\left({ }^{15} \mathrm{~N}\right)$ and $19 \mathrm{ppm}\left({ }^{13} \mathrm{C}^{\prime}\right)$, for a total of 12.6 ms in the indirect dimensions. In the hc $\alpha \mathrm{C}^{\prime} \mathrm{c} \alpha \mathrm{H} \alpha+\mathrm{hNH}_{\mathrm{N}}$ variant, both the ${ }^{15} \mathrm{~N}$ and ${ }^{13} \mathrm{C}$ ' dimensions were acquired with 72 rows with a dwell of $300 \mu \mathrm{~s}$, maintaining the same spectral widths. The number of rows sampled in the indirect dimension of the two parts of the simultaneous experiment must be the same, but the spectral width is not restricted in this way. For the $R_{1}$ measurements ${ }^{15} \mathrm{~N}$ and ${ }^{13}$ C'dimensions were acquired with 64 rows with a dwell of $300 \mu \mathrm{~s}$, with a spectral width of $47 \mathrm{ppm}\left({ }^{15} \mathrm{~N}\right)$ and $19 \mathrm{ppm}\left({ }^{13} \mathrm{C}^{\prime}\right)$, for a total of 9.6 ms in the indirect dimensions. The recovery delay was 2.5 s for all the $R_{1} \rho$ experiments and 1.5 s for the $R_{1}$ measurements. The States-TPPI method was employed for quadrature detection in the indirect dimensions [32]. Heteronuclear ${ }^{1} \mathrm{H}$ decoupling ( $\sim 10 \mathrm{kHz}$ WALTZ-64 [33]) was applied during $\mathrm{t}_{1}$ evolution on ${ }^{13} \mathrm{C},{ }^{15} \mathrm{~N}$, and during the COSY-based transfers. Heteronuclear decoupling on the ${ }^{13} \mathrm{C}$ channel ( $\sim 10 \mathrm{kHz}$ WALTZ-64) was applied during both direct acquisitions, while ${ }^{15} \mathrm{~N}$ heteronuclear decoupling ( $\sim 10 \mathrm{kHz}$ WALTZ-64) was only used for the HN acquisition. The MISSISSIPPI [34] solvent suppression scheme was applied with a spinlock field of $\sim 50 \mathrm{kHz}$ for four 20 ms intervals for the $R_{1 \rho}$ and $R_{1}$ singleton experiments, and the $R_{1}$ staggered experiments. For the $R_{1 \rho}$ staggered experiments the four MISSISSIPPI intervals were 20 ms for the first ${ }^{13} \mathrm{C}$ ' pathway acquisition, and 7.5 ms for the subsequent ${ }^{15} \mathrm{~N}$ pathway. All spinlock fields for the $R_{1 \rho}$ experiments were cal-
ibrated to be $v_{1}=5 \mathrm{kHz}$ by nutation; eleven points from 2 ms to 210 ms were collected. The spacing between points in the delay schedules for the $R_{1}$ measurements is based on the spacing of the Fibonacci sequence where appropriate beginning and ending times were chosen based on previous experience. The complete set of time-points used for both $R_{1 \rho}$ and $R_{1}$ can be found in the supporting information.

Simultaneous cross-polarization (SIM-CP) [35] was used for the initial excitation of ${ }^{13} \mathrm{C}$ and ${ }^{15} \mathrm{~N}$, where the average ${ }^{1} \mathrm{H}$ field was $\sim 130 \mathrm{kHz}$ with a linear $15 \%$ ramp $(85 \%-100 \%$, from $\sim 121.5$ to 139.5 kHz ) using a zero-quantum (ZQ) match condition transfer for both ${ }^{13} \mathrm{C}$ and ${ }^{15} \mathrm{~N}$, where both channels are irradiated at $\sim 30 \mathrm{kHz}$, and the carrier is on resonance with the indicated resonance. The contact times for ${ }^{13} \mathrm{C}^{\alpha},{ }^{13} \mathrm{C}^{\prime}$ and ${ }^{15} \mathrm{~N}$ were optimized on both the single and staggered pathway correlation experiments. The contact time was 2.1 ms for ${ }^{1} \mathrm{H}-{ }^{13} \mathrm{C}{ }^{\prime} \mathrm{CP}$ and $150 \mu \mathrm{~s}$ for the ${ }^{1} \mathrm{H}-{ }^{13} \mathrm{C}^{\alpha} \mathrm{CP}$. For the ${ }^{1} \mathrm{H}-{ }^{15} \mathrm{~N} \mathrm{CP}$, the contact times were 2 ms and 1.7 ms for individual and staggered $R_{1 \rho}$ measurements respectively. The ${ }^{1} \mathrm{H}$ pulse duration is set to the longest contact time of the two nuclei for SIM-CP. Polarization is always stored on the low-gamma nuclei after CP, no matter which CP time is longer, to provide the most flexibility in CP times. Our pulse sequence naming convention indicates all transfer steps in the sequence by nucleus name. An upper-case nucleus indicates that the chemical shift is evolved. A lower-case name indicates that polarization is transferred through, but there is no chemical shift evolution (this is sometimes designated with parentheses). A pulse sequence name with square braces where nucleus names are separated by commas indicates separate polarization pathways in the same experiment. In the text, we refer to these experiments with a " + " between the independent experiments.

Gaussian Q3 cascade pulses were calibrated for selective ${ }^{13} \mathrm{C}$ inversion where a $320 \mu$ s pulse gives a bandwidth of 10.5 kHz $(\sim 60 \mathrm{ppm})$ and $760 \mu \mathrm{~s}$ produces a bandwidth of 5.3 kHz $(\sim 30 \mathrm{ppm})$ for ${ }^{13} \mathrm{C}^{\prime}$ and ${ }^{13} \mathrm{C}^{\alpha}$ respectively. For the selective ${ }^{13} \mathrm{C}^{\alpha}-{ }^{13} \mathrm{C}^{\prime}$ coherence transfer, the $J$-coupling delay $(\tau)$ was 3.5 ms in the $R_{1 \rho}$ measurements and 3 ms in the $R_{1}$ measurements for the period were the ${ }^{13} \mathrm{C}^{\alpha}$ magnetization is transverse and 4.25 ms for the period where ${ }^{13} \mathrm{C}^{\prime}$ is transverse. The pulse sequences, datasets, lists, compound pulse lists, and pulse shapes can be found online in the Mendeley Data: http://dx.https://doi. org/10.17632/x7kk4rkpj3.1.

All relaxation rates are reported at the $95 \%$ confidence level from 2000 steps of Monte Carlo error analysis [36].

## 3. Results and discussion

Quantification of protein dynamics based on relaxation rates relies on suppression of coherent effects that can obscure the information on the molecular motions encoded in the measured rates [4]. For example, in uniformly [ ${ }^{1} \mathrm{H},{ }^{13} \mathrm{C},{ }^{15} \mathrm{~N}$ ] labelled samples, spin diffusion $[27,37,38]$ will lead to the averaging of the rates for nearby sites, compromising their site-specific nature. In addition, coherent effects can lead to additional decay of magnetisation compromising $R_{2}$ and $R_{1 \rho}$ measurements [3,24]. However, the leftover anisotropic interactions, especially strong ${ }^{1} \mathrm{H}-{ }^{1} \mathrm{H}$ proton dipolar couplings, can be reduced by fast spinning and combined with deuteration and/or alternating labelling to effectively average out the interactions [27,38,39]. The exact conditions to attenuate the spin diffusion sufficiently so that it has a negligible effect on the site-specificity of the rates depends on the exact type of relaxation probes. For example, for ${ }^{15} \mathrm{~N}$ nuclei spinning frequencies $>20 \mathrm{kHz}$ are sufficient to obtain site-specific ${ }^{15} \mathrm{~N} R_{1}$ rates $[38,40]$ and spinning rates $>60 \mathrm{kHz}$ are sufficient to obtain site-specific ${ }^{15} \mathrm{~N} R_{1 \rho}$ rates without the need for deuteration or any special labelling pat-
tern [24]. For ${ }^{13} \mathrm{C}^{\prime}$ nuclei spinning frequencies $>60 \mathrm{kHz}$ are adequate for recording site-specific $R_{1} / R_{1 \rho}$ rates $[2,27]$ but for the aliphatic carbons more demanding conditions need to be met: for ${ }^{13} \mathrm{C}^{\alpha}$ either (1) a combination of alternate ${ }^{13} \mathrm{C}$ labelling, and extensive deuteration and $50-60 \mathrm{kHz}$ spinning need to be employed for site specific $R_{1}$ measurements [39] or (2) a combination of alternate ${ }^{13} \mathrm{C}$ labelling and $>80 \mathrm{kHz}$ spinning [29] or (3) $>100 \mathrm{kHz}$ spinning for uniformly ${ }^{13} \mathrm{C}$-labelled samples [29]. Alternate ${ }^{13} \mathrm{C}$ labelling is still required in fully protonated samples in order to collect site specific aliphatic ${ }^{13} \mathrm{C} R_{1 \rho}$ rates since many sidechain sites still show spin diffusion even at 100 kHz spinning in uniformly labelled samples [29].

Based on the above discussion recording ${ }^{15} \mathrm{~N}$ and ${ }^{13} \mathrm{C}^{\prime} R_{1}$ and $R_{1 \rho}$ relaxation rates in uniformly ${ }^{15} \mathrm{~N}$ and ${ }^{13} \mathrm{C}$ labelled samples at 100 kHz spinning should result in measurements with negligible influence of coherent effects. In addition, under these conditions ${ }^{1} \mathrm{H}$-detected spectroscopy in fully protonated samples is the most practical detection mode. Consequently, below we will explore a range of solutions for simultaneous measurements of ${ }^{15} \mathrm{~N}$ and ${ }^{13} \mathrm{C}$ ' relaxation rates using ${ }^{1} \mathrm{H}$-detected experiments.

Constructing Multiple Acquisition Psuedo-3D experiments from 2D correlation experiments

To construct multiple pathway experiments, we will adapt 2D ${ }^{1} \mathrm{H}$-detected correlation experiments into pseudo-3D experiments by adding relaxation periods at the appropriate places in the pulse sequence (Fig. 1a,b and Fig. 3a,b). For the ${ }^{13} C^{\prime}$ measurements, we found that a direct adaptation of the standard CP-based ${ }^{1} \mathrm{H}$ -
detected ${ }^{13} \mathrm{C}-{ }^{1} \mathrm{H}$ correlation experiment was not sufficient. The final ${ }^{13} \mathrm{C}^{\prime}-{ }^{1} \mathrm{H}$ transfer spreads the polarization to several nearby protons, causing reduction of the sensitivity and increasing the spectral overlap. The polarization can be transferred either to the ${ }^{13} \mathrm{C}^{\alpha}$ or to the ${ }^{15} \mathrm{~N}$ to have a single "read-out" proton. We have chosen to transfer through the ${ }^{13} \mathrm{C}^{\alpha}$ to the ${ }^{1} \mathrm{H}^{\alpha}$ (Fig. 1a, 3a) to avoid disturbing any stored ${ }^{15} \mathrm{~N}$ polarization, and because we have sufficient resolution in this sample at this spinning rate. This results in an $\mathrm{hC}^{\prime} \mathrm{c} \alpha \mathrm{H} \alpha$ experiment, where the 2D correlation spectrum encodes the $i^{\text {th }}$ residue ${ }^{13} \mathrm{C}^{\prime}$ and ${ }^{1} \mathrm{H}^{\alpha}$ frequency. The transfer efficiency of the COSY [41] scheme used for ${ }^{13} \mathrm{C}-{ }^{13} \mathrm{C}$ polarization transfer is similar to, or better than, a ${ }^{13} \mathrm{C}-{ }^{15} \mathrm{~N}$ transfer and is much easier to set up experimentally. While we chose COSY mixing for ease of use, any number of other homonuclear mixing schemes could be used.

To adapt the individual experiments into simultaneous experiments the initial excitation period is turned into a SIM-CP period so that both pathways are excited. We then must identify the longestlived state and store this state after the SIM-CP excitation. The experiment is acquired on the short-lived state(s) first. Then, the stored polarization is re-excited, and an experiment is acquired on the long-lived state with a second, separate acquisition. This approach should mitigate losses from relaxation and simplifies the timings and polarization transfers that would be needed for a single acquisition of multiple pathways.

## Simultaneous measurement of ${ }^{13} \mathrm{C}^{\prime}$ and ${ }^{15} \mathrm{~N} R_{1}$

The ${ }^{13} \mathrm{C}^{\prime}\left(\mathrm{hC}{ }^{\prime} \mathrm{c} \alpha \mathrm{H}\right)$ and ${ }^{15} \mathrm{~N}(\mathrm{hNH}) R_{1}$ measurements (Fig. $1 \mathbf{a}$ and 1 b respectively) can be combined relatively straightforwardly


Fig. 1. Pulse sequence of individual a) $\mathrm{hC}^{\prime} \mathrm{c} \alpha \mathrm{H} \alpha R_{1}$ and b$) \mathrm{hNH} R_{1}$ measurement, and c) combination in the staggered acquisition experiment. Narrow and broad black lines represent $90^{\circ}$ and $180^{\circ}$ hard pulses, respectively. Rounded pulses represent $180^{\circ}$ selective shaped pulses. When not shown, the phase of the pulses is $x$. The phase cycling for both the experiments is as follow: $\varphi_{0}=\left\{y^{*} 8,-y^{*} 8\right\}, \varphi_{1}=\left\{x^{*} 2,-x^{*} 2\right\}, \varphi_{2}=\left\{x^{*} 16,-x^{*} 16\right\}, \varphi_{3}=\left\{y^{*} 4, x^{*} 4\right\}, \varphi_{4}=\{-y, y\}, \varphi_{8}=\left\{x^{*} 32, y^{*} 32\right\}$ and acquisition $\varphi_{30}=\{y,-y,-y, y,-y, y, y,-y,-y$,
 $\varphi_{12}=\left\{x^{*} 2,-x^{*} 2\right\}, \varphi_{13}=\{y,-y\}, \varphi_{16}=\left\{x^{*} 4,-x^{*} 4\right\}$ and acquisition $\varphi_{31}=\{-y, y, y,-y, y,-y,-y, y, y,-y,-y, y,-y, y, y,-y\}$ for the hNH portion. States-TPPI is employed on $\varphi_{4}(a, c)$ and $\varphi_{13}$ (b, c).


Fig. 2. Schematic representation of ${ }^{13} \mathrm{C}$ (colour specified in each implementation) and ${ }^{15} \mathrm{~N}$ (light grey) magnetization pathway for the a) staggered $R_{1} \mathrm{hC}{ }^{\prime} \mathrm{c} \alpha \mathrm{H} \alpha+\mathrm{hNH}_{\mathrm{N}}$ (violet) implementation and staggered $R_{1 \rho}$ measurements b) hC'c $\alpha \mathrm{H} \alpha+\mathrm{hNH}_{\mathrm{N}}$ (orange), c) hc $\alpha C^{\prime} \mathrm{c} \alpha \mathrm{H} \alpha+\mathrm{hNH}$ (gold) and d) SLIDE (pink) experiments. $R_{1 \rho}$ and $R_{1}$ times are represented by dark grey blocks. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
(Fig. 1c). A schematic representation of the magnetization pathways is found in Fig. 2a. The individual pseudo-3D alters the 2D correlation experiment by adding a relaxation delay after the chemical shift encoding and immediately before the water suppression (we choose simultaneous rather than sequential relaxation periods to avoid large increases in experimental times due to required long relaxation delays). It is not strictly necessary to encode the chemical shift before the relaxation period. Indeed, the resolution could be better for ${ }^{13} \mathrm{C}^{\alpha}$ rather than ${ }^{13} \mathrm{C}^{\prime}$, however ${ }^{13} \mathrm{C}$ ' was labelled to prove the desired polarization pathway was achieved. Alternative schemes for the ${ }^{13} \mathrm{C}$ homonuclear transfer and chemical shift labelling may be more efficient than this implementation [42]. To combine the two experiments, the initial CP is converted to simultaneous cross-polarization (SIMCP ), and then the ${ }^{15} \mathrm{~N}$ and ${ }^{13} \mathrm{C}^{\prime}$ chemical shift is encoded simultaneously (time-shared). Once the longest of the chemical shift delays is finished, the clock for both $T_{1}$ delays starts. The delays required to sample the relaxation times of each nucleus are on the same order of magnitude, but the ${ }^{13} \mathrm{C}^{\prime}$ relaxation time is approximately half of the ${ }^{15} \mathrm{~N}$ relaxation time. The ${ }^{13} \mathrm{C}$ ' experiment is thus finished relaxing well before the ${ }^{15} \mathrm{~N}$. Therefore, the ${ }^{13} \mathrm{C}^{\prime}$ pathway is acquired while the ${ }^{15} \mathrm{~N}$ is still relaxing. This has the consequence that the ${ }^{15} \mathrm{~N}$ delay has to be sufficiently long to allow the ${ }^{13} \mathrm{C}$ ' pathway experiment to finish, which includes the ${ }^{13} \mathrm{C}$ ' relaxation delay time, homonuclear transfer, and the acquisition on ${ }^{1} \mathrm{H}^{\alpha}$.

To ensure appropriate alignment of the two polarisation transfer pathways, the remainder of the ${ }^{15} \mathrm{~N}$ delay $\left(\Delta_{\mathrm{T} 1}\right)$ is calculated as shown by equation (1.1).
$\Delta_{T_{1}}=T_{1}^{\prime}-\left(T_{1}+M S+{ }^{13} C^{1} H C P+\operatorname{COSY}+t_{2}\right)$

The duration of the solvent suppression (MS), COSY transfer, ${ }^{13}$ -$\mathrm{C}^{\alpha}-{ }^{1} \mathrm{H}^{\alpha} \mathrm{CP}$ and acquisition is on the scale of 100 ms , so the first point of the ${ }^{15} \mathrm{~N}$ relaxation time must be longer than this time. A long initial time delay is only relevant when fast relaxing ${ }^{15} \mathrm{Ns}$ are present in the sample but is not much of a concern in general. For example, if the initial time point is 100 ms the signal would be lost for an ${ }^{15} \mathrm{~N}$ with a $T_{1}<30 \mathrm{~ms}$, but typical backbone ${ }^{15} \mathrm{~N} T_{1} \mathrm{~s}$ are on the order of dozens of seconds. ${ }^{1} \mathrm{H}-{ }^{15} \mathrm{~N} /{ }^{13} \mathrm{C}^{\prime}$ cross-correlation effects are thought to be negligible due to self-decoupling effects [43,44]. To ensure that cross-correlated relaxation effects are completely supressed a series of $\pi$-pulses on the ${ }^{1} \mathrm{H}$ channel could be applied [45] (and easily incorporated into our sequences) but in our hands such procedure made no difference for fully protonated GB1 at 100 kHz spinning [29]. Consequently, since there is no requirement for any complex irradiation schemes during the relaxation delay, there is no need for separate relaxation delays for the two types of nuclei. The ${ }^{13} \mathrm{C}^{\prime}$ experiment is effectively collected during the ${ }^{15} \mathrm{~N}$ experiment, which means that the overall pulse sequence duration is equal to the standard ${ }^{15} \mathrm{~N} R_{1}$ experiment. Thus, with the same overall experimental time of a ${ }^{15} \mathrm{~N} R_{1}$ experiment we also obtain a ${ }^{13} \mathrm{C}^{\prime} R_{1}$ measurement. The same concept can be applied for aliphatic carbons $\left({ }^{13} \mathrm{C}^{\text {ali }}\right)$ on the peptide side chain in an alternately ${ }^{13} \mathrm{C}$-labelled sample (i.e. samples expressed using $(1,3)$ or $(2){ }^{13} \mathrm{C}$ glycerol, (1) or (2) ${ }^{13} \mathrm{C}$ glucose, or other such labelling schemes).

Fig. 3a and $3 \mathbf{b}$ show the $2 \mathrm{D}{ }^{1} \mathrm{H}^{\alpha}-{ }^{13} \mathrm{C}^{\prime}$ and ${ }^{1} \mathrm{H}^{15} \mathrm{~N} 2 \mathrm{D}$ GB1 correlation spectra from the first slice of the staggered $h C^{\prime} c \alpha H \alpha+\mathrm{hNH}_{\mathrm{N}}$ experiment. Fig. $3 \mathbf{b}$ is a typical $2 \mathrm{D}{ }^{1} \mathrm{H}^{15} \mathrm{~N}$ fingerprint GB1 spectrum, while Fig. 3a is the 2D hC' ${ }^{\prime} \alpha \mathrm{H} \alpha$ correlation with 60 observable peaks, considering two ${ }^{1} \mathrm{H}^{\alpha}$ for each glycine. The latter spectrum is detected on ${ }^{1} \mathrm{H}^{\alpha}$, which is possible due to the good spectral resolution at 100 kHz spinning frequency $[46,47]$ and the efficient water suppression from the MISSISSIPPI scheme [34]. The sensitivity of the $\mathrm{hC}{ }^{\prime}$ c $\alpha \mathrm{H} \alpha$ spectrum is $\sim 80 \%$ the $\mathrm{hNH}_{\mathrm{N}}$ spectrum principally due to signal lost during the $\mathrm{C}^{\prime}$ to $\mathrm{C}^{\alpha} \operatorname{COSY}$ transfer. The signal derived from the ${ }^{13} \mathrm{C}^{\prime}$ of glycine residues is transferred to both of the ${ }^{1} \mathrm{H}^{\alpha}$ protons, resulting in a lower relative signal intensity. The individual relaxation rates extracted from one consistent ${ }^{1} \mathrm{H}^{\alpha}-{ }^{13} \mathrm{C}^{\prime}$ glycine peak is fitted and reported.

The final point of concern is whether the application of pulses on the ${ }^{13} \mathrm{C}$ and ${ }^{1} \mathrm{H}$ channels during the ${ }^{15} \mathrm{~N} R_{1}$ relaxation delay interferes with the measurement itself. However, since the ${ }^{13} \mathrm{C}^{\prime}$ and ${ }^{15} \mathrm{~N}$ $R_{1}$ rates found using the single and combined experiments are the same within error (Fig. 3c,d) we conclude that any interference effects are here negligible.

## Simultaneous measurement of ${ }^{15} \mathrm{~N}$ and ${ }^{13} \mathrm{C}^{\prime} R_{1 \rho}$

The individual ${ }^{13} \mathrm{C}^{\prime}$ and ${ }^{15} \mathrm{~N} R_{1 \rho}$ experiments are adapted for ${ }^{1} \mathrm{H}$ detection by adding a spinlock into correlation experiments that were used in the previous section, as shown in Fig. 4a,b. Since ${ }^{15} \mathrm{~N}$ is expected to have the greater $T_{1 \rho}$, and there is only an inversion during the ${ }^{13} \mathrm{C}$ experiment, we perform the ${ }^{13} \mathrm{C}$-based transient of the experiments first, and then do the ${ }^{15} \mathrm{~N}$-based transient (Fig. 4c). To be more specific, in the first multiple pathway variant (Fig. 2b) the magnetization is transferred from ${ }^{1} \mathrm{H}$ to ${ }^{13} \mathrm{C}$ ' and ${ }^{15} \mathrm{~N}$, generating two polarization paths from the "bulk" ${ }^{1} \mathrm{H}$ polarization. SIM-CP for ${ }^{13} \mathrm{C}$ ' and ${ }^{15} \mathrm{~N}$ may draw from the same pool of polarization so the ${ }^{13} \mathrm{C}$ ' might leech polarization from the ${ }^{15} \mathrm{~N}$, or vice versa. To prevent dilution of the initial polarization pool, a pathway (Fig. 2c) was devised where the polarization is transferred from the ${ }^{1} \mathrm{H}^{\alpha}$ to the ${ }^{13} \mathrm{C}^{\alpha}$, and from ${ }^{1} \mathrm{H}^{\mathrm{N}}$ to ${ }^{15} \mathrm{~N}$ using short duration, one-bond transfers, so specific ${ }^{1} \mathrm{H}$ polarization pools are utilized. An experiment was then constructed to chauffeur the polarization from ${ }^{1} \mathrm{H}^{\alpha}$ to ${ }^{13} \mathrm{C}^{\alpha}$ to ${ }^{13} \mathrm{C}^{\prime}$, and then back (Fig. 4d). The source of the polarization should, thus, be different


Fig. 3. 2D spectra for crystalline [ $\left.\mathrm{U}-{ }^{13} \mathrm{C},{ }^{15} \mathrm{~N}\right] \mathrm{GB} 1$ obtained at 100 kHz spinning with assignments: a) $\mathrm{hC} \mathrm{C}^{\prime} \mathrm{c} \alpha \mathrm{H} \alpha$ and b ) $\mathrm{N}-\mathrm{H}_{\mathrm{N}}$. Comparison of c ) ${ }^{13} \mathrm{C}^{\prime}$ and d$){ }^{15} \mathrm{~N} R_{1}$ rates per residue between the standard $\mathrm{hC} \mathrm{C}^{\prime} \alpha \mathrm{H} \alpha$ and $\mathrm{hNH}_{\mathrm{N}}$ experiments (blue) and staggered acquisition (violet). Error bars represent two standard deviations within the correspondent rate. For the severely overlapping peaks, values were removed. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
for ${ }^{13} \mathrm{C}^{\prime}$ and ${ }^{15} \mathrm{~N}$, which could improve the initial CP efficiency enough to compensate for the extra transfers. In both experiments, after the SIM-CP, the ${ }^{15} \mathrm{~N}$ polarization is stored while the spingymnastics are happening on the ${ }^{13} \mathrm{C}$ channel. The experiments are the same after the COSY transfer to ${ }^{13} \mathrm{C}$. The $R_{1 \rho}$ spinlock is applied on the ${ }^{13} \mathrm{C}$, followed by ${ }^{13} \mathrm{C}$ ' chemical shift evolution. The ${ }^{13} \mathrm{C}^{\prime}$ coherence is then transferred to ${ }^{13} \mathrm{C}^{\alpha}$ through COSY transfer and the signal acquired on ${ }^{1} \mathrm{H}^{\alpha}$ after ${ }^{13} \mathrm{C}^{\alpha}-{ }^{1} \mathrm{H}^{\alpha} \mathrm{CP}$. A waiting period is inserted after the first detection period so the ${ }^{15} \mathrm{~N}$ measurement starts at a constant time after excitation to avoid any $T_{1}\left({ }^{15} \mathrm{~N}\right)$ contribution to the observed rate. The ${ }^{15} \mathrm{~N}$ and ${ }^{13} \mathrm{C}$ ' spinlocking fields are implemented sequentially rather than simultaneously to avoid any potential interference or recoupling effects between ${ }^{15} \mathrm{~N}$ and ${ }^{13} \mathrm{C}$ pulses. The ${ }^{15} \mathrm{~N}$ magnetization is then re-excited to encode the ${ }^{15} \mathrm{~N} R_{1 \rho}$ and ${ }^{15} \mathrm{~N}$ chemical shift, and the signal is acquired on ${ }^{1} \mathrm{H}^{\mathrm{N}}$ after ${ }^{15} \mathrm{~N}-{ }^{1} \mathrm{H} \mathrm{CP} .{ }^{15} \mathrm{~N}$ decoupling is turned off during the ${ }^{1} \mathrm{H}^{\alpha}$ acquisition to preserve the stored polarization; its application has a negligible effect on the ${ }^{1} \mathrm{H}^{\alpha}$ linewidth. ${ }^{13} \mathrm{C}$ decoupling is applied during all acquisition periods, even though there is little effect on the $\mathrm{H}^{\mathrm{N}}$ resonance, because the ${ }^{13} \mathrm{C}$ polarization was detected previously, and thus it is not important to preserve. A soft-hard $\pi$-pulse pair is used during chemical shift evolution to ensure that the proper ${ }^{13} \mathrm{C}$ pathway is selected; the removal of the homonuclear scalar coupling is a secondary bonus of this approach.

The ${ }^{15} \mathrm{~N}$ read-out portion is delayed by:
$\Delta=T_{1 \rho \mathrm{MAX}}-T_{1 \rho(n)}+10 \mathrm{~ms}$
where $T_{1 \text { pmax }}$ is the longest spinlocking pulse that will be used in the experiment, $T_{1 \rho(\mathrm{n})}$ is the current spinlocking pulse time, and 10 ms is arbitrarily added to avoid negative times. If detuning or heating from the ${ }^{13} \mathrm{C}$ spinlocking pulse are a concern, the spinlock field could be turned on during this waiting period. In the context of presented here experiments, removing $\Delta$ altogether would reduce the experiment time by $\sim 1 \mathrm{~h}$ compared to 10 h total time but might introduce variation from ${ }^{15} \mathrm{~N}$ longitudinal relaxation.

Fig. 5a-d shows the comparison of the measured site-specific ${ }^{13} \mathrm{C}^{\prime}$ and ${ }^{15} \mathrm{~N} R_{1 \rho}$ rates for the individual/singleton and the staggered $\mathrm{hC} \mathrm{C}^{\prime} \mathrm{c} \alpha \mathrm{H} \alpha+\mathrm{hNH}_{\mathrm{N}}$ and $\mathrm{hc} \alpha \mathrm{C}^{\prime} \mathrm{c} \alpha \mathrm{H} \alpha+\mathrm{hNH}_{\mathrm{N}}$ implementations of the experiment. The sensitivity of the hC'c $\alpha \mathrm{H} \alpha$ spectrum is $\sim 60 \%$ of the HN spectrum principally due to signal lost during the ${ }^{13} \mathrm{C}^{\prime}$ to ${ }^{13} \mathrm{C}^{\alpha}$ COSY transfer. The sensitivity of the hc $\alpha \mathrm{C}^{\prime} \mathrm{c} \alpha \mathrm{H} \alpha$ spectrum is $\sim 40 \%$ of the HN spectrum, which indicates that selecting the polarization pool did not compensate for the polarization lost during the transfer; the direct ${ }^{1} \mathrm{H}-{ }^{13} \mathrm{C}$ ' CP version is more efficient. The measured rates for all comparable experiments are the same within the experimental error. This demonstrates that the measured ${ }^{13} \mathrm{C}^{\prime}$ and ${ }^{15} \mathrm{~N} R_{1 \rho}$ relaxation rates are not affected by additional pulses used during the staggered experiments. The results are the same as the individual experiments, but more data is acquired for a given experimental time. The comparison of the relaxation curves measured using the standard experiments with
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Fig. 4. Pulse sequence of individual a) h('c $\alpha \mathrm{H}^{13} \mathrm{C}^{\prime} R_{1 \rho}$, b) $\mathrm{hNH}_{\mathrm{N}}{ }^{15} \mathrm{~N} R_{1 \rho}$ experiment, Staggered acquisition c) hC'c $\alpha \mathrm{H} \alpha+\mathrm{hNH} \mathrm{N}_{\mathrm{N}}\left(\mathrm{C}^{\prime}+\mathrm{N}\right) R_{1 \rho}$ and d) hc $\alpha \mathrm{C}^{\prime} \mathrm{c} \alpha \mathrm{H} \alpha+\mathrm{hNH}\left(\mathrm{C}^{\prime}+\mathrm{N}\right)$
 pulses. When not shown, the phase of the pulses is $x$. The phase cycling for both the experiments is as follow: $\varphi_{1}=\left\{x^{*} 8,-x^{*} 8\right\}, \varphi_{2}=\left\{x^{*} 2,-x^{*} 2\right\}, \varphi_{3}=\left\{y^{*} 4, x^{*} 4\right\}, \varphi_{4}=\{-y, y\}, \varphi_{6}=$ $\left\{x^{*} 16,-x^{*} 16\right\}, \varphi_{8}=\left\{x^{*} 32, y^{*} 32\right\}$ and acquisition $\varphi_{30}=\{y,-y,-y, y,-y, y, y,-y,-y, y, y,-y, y,-y,-y, y,-y, y, y,-y, y,-y,-y, y, y,-y,-y, y,-y, y, y,-y,-y, y, y,-y, y,-y,-y, y, y,-y,-y, y,-y$, $y, y,-y, y,-y,-y, y,-y, y, y,-y,-y, y, y,-y, y,-y,-y, y\} f o r ~ t h e ~ h C^{\prime} c \alpha H \alpha$ portion. $\varphi_{12}=\left\{x^{*} 2,-x^{*} 2\right\}, \varphi_{14}=\{y,-y\}, \varphi_{16}=\left\{x^{*} 4,-x^{*} 4\right\}$ and acquisition $\varphi_{31}=\{-y, y, y,-y, y,-y,-y, y, y,-y,-y, y,-$ $\mathrm{y}, \mathrm{y}, \mathrm{y},-\mathrm{y}$ ) for the $\mathrm{hNH} \mathrm{H}_{\mathrm{N}}$ portion. States-TPPI is employed on $\varphi_{4}(\mathbf{a}, \mathbf{c}, \mathbf{d})$ and $\varphi_{14}(\mathbf{b}, \mathbf{c}, \mathbf{d})$.
the multiple acquisition experiments presented here can be found in the Supporting Information.

To reduce the experiment time further, the chemical shift and spinlock periods can be optimized with time-sharing. The chemical shift is allowed to evolve on the two nuclei, ${ }^{13} \mathrm{C}^{\prime}\left(\mathrm{t}_{1}\right)$ and ${ }^{15} \mathrm{~N}\left(\mathrm{t}_{1}\right)$ at the same time (Fig. 6a). The evolution time is implemented so that the polarization for both nuclei is stored for the longest of the two nested evolutions $t_{1}$ and $t^{\prime}{ }_{1}$. To avoid unintended magnetization transfers or any other interference during the spinlock, (e.g. CP), the spinlocks are never applied at the same time. The spinlock pulses are combined by SimultaneousLy Increasing and DEcreasing (SLIDE) the times, where the ${ }^{13} \mathrm{C}$ time increments but the ${ }^{15} \mathrm{~N}$ decrements to fit the experiments in a constant time period
(Fig. $6 \mathbf{b}$ ). This SLIDE period is constructed by inserting the delay $\Delta_{\text {SLIDE }}$ between the two spinlock periods to limit the contribution from $T_{1}$ and to separate the spinlock pulses on the two nuclei. The delay $\Delta_{\text {sLIde }}$, is described by:

$$
\begin{equation*}
\Delta_{\text {SLIDE }}=T_{1 \rho M A X}+T_{1 \rho M A X}^{\prime}-\left(T_{1 \rho}+T_{1 \rho}^{\prime}\right)+10 m s \tag{1.3}
\end{equation*}
$$

These modifications reduce the experiment time by 1 h from the staggered experiment, for a total of 9 h acquisition, a total savings of $40 \%$ with respect to the two individual experiments ( 15 h in total). If sample heating during the spinlock periods is a concern, compensatory pulses can be added either before the initial excitation or after the final acquisition.


Fig. 5. A comparison of the $R_{1 \rho}$ rates for a) ${ }^{13} \mathrm{C}^{\prime}$ and b$){ }^{15} \mathrm{~N}$ between the separate single-acquisition experiments (blue) and staggered $\mathrm{hC}^{\prime} \mathrm{c} \alpha \mathrm{H} \alpha+\mathrm{hNH}_{\mathrm{N}}$ (orangeempty square) double acquisition experiments as a function of the residue number Comparison of $R_{1 \rho}$ rates of c) ${ }^{13} \mathrm{C}^{\prime}$ and d) ${ }^{15} \mathrm{~N}$ between the separate singleacquisition experiment (blue) and staggered hc $\alpha \mathrm{C}^{\prime} \mathrm{c} \alpha \mathrm{H} \alpha+\mathrm{hNH}_{\mathrm{N}}$ (gold- empty triangle) double acquisition experiments. Error bars represent two standard deviations within the correspondent rate. For the severely overlapping peaks values are not included. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

A concern with the SLIDE experiment is the introduction of changes in the peak intensity due to $T_{1}$ relaxation into the $T_{1 \rho}$ data. For crystalline GB1 this is not a large concern since the $T_{1 \rho}$ of ${ }^{15} \mathrm{~N}$ and ${ }^{13} \mathrm{C}$ ' are an order of magnitude shorter than $T_{1}$, and thus the differences in the intensity due to $T_{1}$ relaxation are smaller than the overall experimental error. If $T_{1} \mathrm{~S}$ were shorter, the use of constant time periods throughout the experiment will negate any $T_{1}$ effects.

Since the ${ }^{15} \mathrm{~N}$ pulse does not always start at the same time, the $T_{1}$ relaxation could have an effect on the measured $R_{1 \rho}$ rates. However, in our case this is negligible because the longest time wait on ${ }^{15} \mathrm{~N}, 210 \mathrm{~ms}\left(\Delta+T_{1}\left({ }^{13} \mathrm{C}^{\prime}\right)\right.$, for the last time-point delay) should result in the intensity changes $<2 \%$. This is demonstrated in the comparison of the resulting $R_{1 \rho}$ rates between SLIDE and the indi-
vidual $\mathrm{hC}{ }^{\prime} \mathrm{c} \alpha \mathrm{H} \alpha$ and $\mathrm{hNH}_{\mathrm{N}}$ experiments, which are the same within error (Fig. 6c,d), and in the sensitivity of SIM-CP (see below).

As a comparison between SLIDE and the other staggered $R_{1 \rho}$ variants, the delay $\Delta$ in the hC'c $\alpha \mathrm{H} \alpha+\mathrm{hNH}_{\mathrm{N}}$ and hc $\alpha \mathrm{C}^{\prime} \mathrm{c} \alpha \mathrm{H} \alpha+\mathrm{h}$ $\mathrm{NH}_{\mathrm{N}}$ experiments, an additional time waiting with respect to SLIDE, is not required and could be eliminated, since $T_{1}$ effects do not introduce a large error in the $R_{1 \rho}$ rates measurements. This would save one hour in our reference experiment, calculated with the sum of $\Delta$ for each FID, making hC'c $\alpha \mathrm{H} \alpha+\mathrm{hNH}_{\mathrm{N}}$ last as long as SLIDE. This statement is valid for GB1, which has long relaxation times, but for other bio-macromolecules, typically with shorter $T_{1} \mathrm{~s}, \Delta$ becomes fundamental to assure that the longitudinal relaxation does not compromise the ${ }^{15} \mathrm{~N} R_{1 \rho}$ data, where the ${ }^{15} \mathrm{~N}$ experiment always has the same starting point relative to the initial excitation.

## Sensitivity and Time Savings

To get a better idea of time savings achievable with staggered experiments, we compare the staggered experiments time with the singleton experiments run sequentially. If there were no losses in sensitivity between standard and SIM-CP and there were no differences in relaxation delay schedules, staggered experiments could produce a maximum factor of 2 in time saving. However, SIM-CP is typically slightly less sensitive than standard CP (i.e. individual ${ }^{1} \mathrm{H}^{-15} \mathrm{~N}$ and ${ }^{1} \mathrm{H}-{ }^{13} \mathrm{C}$ ) meaning that more transients need to be acquired to obtain the same signal-to-noise ratio (SNR) in the staggered experiments compared to equivalent singleton experiments. In the first instance, we have used SIM-CP settings obtained from optimisation of individual CPs. In this case, we observed that we lose $12 \%$ and $8 \%$ efficiency when employing SIM-CP in $R_{1}$ measurements rather than individual ${ }^{1} \mathrm{H}-{ }^{13} \mathrm{C}$ ' and ${ }^{1} \mathrm{H}-{ }^{15} \mathrm{~N}$ CP steps, respectively (see Fig. 7). For the $R_{1 \rho}$ measurements with the favourable $\mathrm{hC}{ }^{\prime} \mathrm{c} \alpha \mathrm{H} \alpha+\mathrm{hNH}_{\mathrm{N}}$ pathway the observed decreases in efficiency are 15 and $10 \%$ for the staggered ${ }^{13} \mathrm{C}^{\prime}$ and ${ }^{15} \mathrm{~N}$ relaxation measurements (see Fig. 8). This means that by accounting for the additional transients that need to be acquired to get the same SNR as in individual experiments the staggered experiments time saving factors would be reduced from the theoretical maximum of 2 to $\sim 1.6$ for $R_{1}$ and $\sim 1.5$ for $R_{1 \rho}$.

We have investigated whether the SIM-CP losses can be minimised if the optimisation is performed directly on the SIM-CP experiment instead of transferring the settings from optimisations for individual CPs. Indeed, if SIM-CP is optimised directly on crystalline GB1 the losses compared to individual CPs can be reduced. Fig. 8 shows comparisons between first points for singleton and staggered $R_{1 \rho}$ experiments where SIM-CP was optimised directly rather than using settings from individual CPs. We can see that for the preferential $\mathrm{hC}{ }^{\prime} \mathrm{c} \alpha \mathrm{H} \alpha+\mathrm{hNH}_{\mathrm{N}}$ pathway the SIM-CP losses are reduced to 12 and $3 \%$ for ${ }^{13} \mathrm{C}^{\prime}$ and ${ }^{15} \mathrm{~N}$ relaxation measurements. This means that in theory we could get $\sim 1.7$ times saving from employing staggered $R_{1 \rho}$ and, by extrapolation, up to $\sim 1.76$ times from staggered $R_{1}$ experiments.

For a completely fair comparison of time savings between singleton and staggered experiments we also have to: 1. take into account that one may choose different relaxation delay schedules for these experiments and 2. account for differences in pulse sequence duration in the case of sequential experiments.

For backbone $R_{1}$ measurements, relaxation delays much longer than the recycle delay are often required and a few experiments with the longest relaxation delays dominate the overall experimental time. In the case of singleton experiments, the relaxation delays can be tailored to individual relaxation probes with longer final delays for the nuclei with longer $T_{1} \mathrm{~s}$ and shorter final delays for nuclei with shorter $T_{1} \mathrm{~s}$. In the case of staggered experiments, the longest relaxation delays will be dictated by the slower
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Fig. 6. Time share a) pulse sequence with b) zoom of the constant time defined by ${ }^{13} \mathrm{C}^{\prime}$ incrementing, ${ }^{15} \mathrm{~N}$ decrementing $T_{1 \rho}$ lists and $\Delta_{\mathrm{T} 1 \rho}$. Comparison of c) ${ }^{13} \mathrm{C}$ ' and d) ${ }^{15} \mathrm{~N} R_{1 \rho}$ rates per residue between the standard $\mathrm{hC}{ }^{\prime} \mathrm{c} \alpha \mathrm{H} \alpha$ and $\mathrm{hNH} \mathrm{N}_{\mathrm{N}}$ experiments (blue) and SLIDE (pink). Error bars represent two standard deviations within the correspondent rate. For the severely overlapping peaks, values were removed. Narrow and broad black lines represent 90 and 180 hard pulses, respectively. Rounded pulses represent $180^{\circ}$ selective shaped pulses. When not shown, the phase of the pulses is $x$. The phase cycling for both the experiments is as follow: $\varphi_{1}=\left\{x^{*} 8,-x^{*} 8\right\}, \varphi_{2}=\left\{x^{*} 2,-x^{*} 2\right\}, \varphi_{3}=\left\{y^{*} 4, x^{*} 4\right\}$ $\varphi_{4}=\{-y, y\}, \varphi_{6}=\left\{x^{*} 16,-x^{*} 16\right\}, \varphi_{8}=\left\{x^{*} 32, y^{*} 32\right\}$ and acquisition $\varphi_{30}=\{y,-y,-y, y,-y, y, y,-y,-y, y, y,-y, y,-y,-y, y,-y, y, y,-y, y,-y,-y, y, y,-y,-y, y,-y, y, y,-y,-y, y, y,-y, y,-y,-y, y$, $y,-y,-y, y,-y, y, y,-y, y,-y,-y, y,-y, y, y,-y,-y, y, y,-y, y,-y,-y, y\}$ for the $h C^{\prime} c \alpha H \alpha$ portion. $\varphi_{12}=\left\{x^{*} 2,-x^{*} 2\right\}, \varphi_{14}=\{y,-y\}, \varphi_{16}=\left\{x^{*} 4,-x^{*} 4\right\}$ and acquisition $\varphi_{31}=\{-y, y, y,-y, y,-y,-y$, $y, y,-y,-y, y,-y, y, y,-y\}$ for the $h \mathrm{hH}_{N}$ portion. States-TPPI is employed on $\varphi_{4}$ and $\varphi_{14}$ in a. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
relaxing nucleus: typically, ${ }^{15} \mathrm{~N}$. In $R_{1 \rho}$ measurements where the relaxation times are typically shorter than the recycle delay, the choice of the longest delays has a less dramatic effect on the overall experimental time.

For the staggered acquisition $R_{1}$ measurements, the ${ }^{13} \mathrm{C}^{\prime}$ sampling schedule is built into the ${ }^{15} \mathrm{~N}$ schedule, so the staggered experiments have the same length as the ${ }^{15} \mathrm{~N}$ individual experiments. In this context, the saved time from staggered implementation corresponds to the duration of the ${ }^{13} \mathrm{C}^{\prime}$ experiments: ${ }^{13} \mathrm{C}$ ' experiment takes place during the ${ }^{15} \mathrm{~N} R_{1}$ measurements and the relaxation delay is shared. However, if ${ }^{13} \mathrm{C}^{\prime} T_{1} \mathrm{~S}$ are significantly shorter than ${ }^{15} \mathrm{~N} T_{1} \mathrm{~s}$ the longest relaxation delays in singleton ${ }^{13} \mathrm{C}$ ' experiments can be shorter than the relaxation delays dictated by ${ }^{15} \mathrm{~N} T_{1} \mathrm{~S}$ in a staggered experiment.

Comparisons can get very quickly complicated depending on precise choice of sampling and experimental conditions. Consequently, below we discuss one illustrative example in order to highlight general considerations for running staggered vs. singleton experiments rather than provide absolute numbers.

At 700 MHz spectrometer in crystalline GB1 at room temperature the average ${ }^{15} \mathrm{~N}$ and ${ }^{13} \mathrm{C}^{\prime} \mathrm{T}_{1} \mathrm{~S}$ are on the order of 25 and
12.5 s respectively. If we chose to sample the relaxation delays up to $1 \mathrm{x} T_{1}$, this means that the longest delays would be 25 s for ${ }^{15} \mathrm{~N}$ and 12.5 s for ${ }^{13} \mathrm{C}$. If we use seven logarithmically spaced sampling of relaxation delays from 0.2 to 25 s in case of ${ }^{15} \mathrm{~N}$ and 0.2 to 12.5 s in case of ${ }^{13} \mathrm{C}^{\prime}$, we get $0.20,0.45,1.00,2.24,5.00,11.18,25.00$ sampling for ${ }^{15} \mathrm{~N}$ and $0.20,0.40,0.79,1.58,3.1498,6.27,12.50$ sampling schedule for ${ }^{13} \mathrm{C}$. Taking these sampling schedules and the experimental parameters we used on GB1, the individual ${ }^{15} \mathrm{~N} R_{1}$ measurement would take approximately 27 h and individual ${ }^{13} \mathrm{C}^{\prime}$ $R_{1}$ measurement about 14.7 h . If we chose the ${ }^{15} \mathrm{~N}$ schedule for the staggered $R_{1}$ measurement it would take $\sim 27 \mathrm{~h}$. This means that if there is no difference in sensitivity, the staggered experiment would take $\sim 1.55$ times shorter rather than 2 times shorter. Considering the decreases in sensitivity due to lower efficiency of SIM-CP we discussed above, the real time saving factor for running staggered $R_{1}$ measurement would be $\sim 1.4$ times.

It is important to point out that in the above comparison the main difference comes from the experiments with the longest relaxation delays. In the example discussed above the last 2D with relaxation delay of 25 s would take $\sim 14.3 \mathrm{~h}$, which is more than all the other six points in this experiment or almost as long as all 7


Fig. 7. Sensitivity comparison of ${ }^{1} \mathrm{H} 1 \mathrm{D}$ integrated spectrum intensity on a) ${ }^{13} \mathrm{C}$ ' and b) ${ }^{15} \mathrm{~N}$ for the $R_{1}$ individual experiments with initial ${ }^{1} \mathrm{H}-{ }^{13} \mathrm{C}$ and ${ }^{1} \mathrm{H}-{ }^{15} \mathrm{~N}$ CP steps (i) and staggered acquisition experiment with initial ${ }^{1} \mathrm{H}-{ }^{15} \mathrm{~N} /{ }^{13} \mathrm{C} \mathrm{CP}$ step (ii). The ${ }^{1} \mathrm{H}$ 1D integrated spectrum intensity of the staggered acquisition is indicated as a percentage scaled to the individual experiment (100\%). The experiments were acquired consecutively with 512 coadded transients. In this case SIM-CP settings were based on the settings optimised on individual ${ }^{1} \mathrm{H}^{15} \mathrm{~N}$ and ${ }^{1} \mathrm{H}-{ }^{13} \mathrm{C} C P$ steps.


Fig. 8. Sensitivity comparison of ${ }^{1} \mathrm{H} 1 \mathrm{D}$ integrated spectrum intensity on a) ${ }^{13} \mathrm{C}$ ' and b) ${ }^{15} \mathrm{~N}$ for the $R_{1 \rho}$ individual experiment (i, blue), staggered $\mathrm{hC}{ }^{\prime} \mathrm{c} \alpha \mathrm{H} \alpha+\mathrm{hNH}_{\mathrm{N}}$ (ii, orange), SLIDE (iii, pink) and hcaC'c $\alpha \mathrm{H} \alpha+\mathrm{hNH}_{\mathrm{N}}$ (iv, gold). The individual hc $\alpha \mathrm{C}^{\prime} \mathrm{c} \alpha \mathrm{H} \alpha$ intensity is shown in (a, iv) in dotted line on gold solid line and the SIM-CP is $15 \%$ lower than the individual experiment. The ${ }^{1} \mathrm{H} 1 \mathrm{D}$ integrated spectrum intensity of each staggered acquisitions is indicated as a percentage scaled to the individual experiment (100\%). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
points in the individual ${ }^{13} \mathrm{C} R_{1}$ measurement ( 14.7 h ). This highlights that the percentage time gain from using a staggered experiment will be better the closer to each other the maximum relaxation delays for ${ }^{13} \mathrm{C}$ and ${ }^{15} \mathrm{~N}$ experiments are, and that for more dynamic samples with shorter relaxation times (i.e. more challenging samples) the percentage gains will improve as well. Notably for $R_{1 \rho}$ measurements where relaxation delays are typically shorter than recycle delay, the impact of the different sampling schedules in the individual vs. staggered experiments will be much smaller than for $R_{1}$ measurements.

Overall, one could expect 1.3-1.6 times real saving in time by using staggered experiments for measuring ${ }^{15} \mathrm{~N}$ and ${ }^{13} \mathrm{C}^{\prime} R_{1}$ and $R_{1 \rho}$ relaxation. Even though these savings might not appear very large as percentage gain, because relaxation measurements can be really time consuming, real time savings may be very respectable in absolute terms when applied to challenging samples. For example, measurement of ${ }^{15} \mathrm{~N} R_{1}$ on GB1:IgG complex requires about two-three weeks of experimental time and most likely comparable amount of time for ${ }^{13} \mathrm{C}^{\prime} R_{1}$ measurements. In this particular case, staggered experiments would result in real time savings of about two weeks compared to individual experiments.

## 4. Conclusion

In summary, we propose approaches for simultaneous acquisition of ${ }^{15} \mathrm{~N}$ and ${ }^{13} \mathrm{C} R_{1}$ and $R_{1 \rho}$ using ${ }^{1} \mathrm{H}$-detected experiments at fast ( 100 kHz ) spinning on fully protonated protein samples. We employ sequential ${ }^{15} \mathrm{~N}$ and ${ }^{13} \mathrm{C}$ acquisition with concurrent relaxation delay periods for $R_{1}$ and sequential ${ }^{15} \mathrm{~N}$ and ${ }^{13} \mathrm{C}$ spinlocking pulses for $R_{1 \rho}$ measurements. The ${ }^{15} \mathrm{~N}$ experiments are detected on amide ${ }^{1} \mathrm{Hs}$ and ${ }^{13} \mathrm{C}^{\prime}$ experiments are detected on ${ }^{1} \mathrm{H}^{\alpha} \mathrm{s}$. For ${ }^{13} \mathrm{C}^{\prime}$ experiments we find that $\mathrm{hC}^{\prime}{ }^{\prime} \alpha \mathrm{H} \alpha$ pathway yields higher SNR compared to hc $\alpha C^{\prime} c \alpha H \alpha$ pathway. We propose various solutions to further minimise the overall experimental time through, e.g. time-shared evolution or SLIDE for time-optimised sampling of ${ }^{15} \mathrm{~N}$ and ${ }^{13} \mathrm{C}$ spinlocking pulses (all pulse sequences in Bruker format are available for download from: http://dx.https://doi.org/ 10.17632/x7kk4rkpj3.1.). The relaxation rates obtained from simultaneous experiments are within experimental error the same as the relaxation rates obtained from the individual experiments. In crystalline GB1, the real time gains for simultaneous ${ }^{15} \mathrm{~N}$ and ${ }^{13} \mathrm{C}$ ' relaxation measurements are about 1.2-1.4 times for $R_{1}$ and 1.3-1.5 times for $R_{1 \rho}$ compared to running individual experiments. Calculation of the real time gains takes into account SNR losses due to application of SIM-CP compared to conventional CP and additional delays, as well as pulse sequence duration increases due to sequential acquisition. These gains should improve further for dynamic proteins with shorter relaxation times and thus shorter required relaxation delays. The approaches demonstrated here improve the practicality of powerful but time-consuming relaxation measurements for quantifying protein dynamics in the solid-state.

This approach may be less effective with other typical sample preparation protocols, for example triply labelled and back exchanged samples. In triply labelled samples the amide protons are the only available source of polarization, so the efficiency of SIM-CP is expected to be reduced. Both experiments lose sensitivity due to sharing one polarization source, with additional loss for ${ }^{13} \mathrm{C}$ ' due to the long ${ }^{13} \mathrm{C}^{\prime}-{ }^{1} \mathrm{H} \mathrm{CP}$ contact time that increases the number of correlations (where the ${ }^{13} \mathrm{C}^{\prime}-{ }^{13} \mathrm{C}^{\alpha}$ transfer would be removed). While the application of these experiments to samples with one polarization source does not seem promising that does not preclude its application to all deuterated samples. Our approach might be worthwhile to improve the measurement rate of sidechain relaxation in samples with high degree of deuterium
labelling. In the case of the $R_{1}$ experiments only, these results indicate that it should be possible to run other experiments while waiting on the relaxation similar to embedded experiments on materials [48].

The resolution of the spectra is another factor in the applicability of these experiments, as it is for all pseudo-3D methods. While it is not routinely done, it should be possible to adapt these experiments into pseudo-4D experiments. The 3D experiments would be combined around a common pulse sequence elements such as a $\mathrm{CN} / \mathrm{NC}$ transfer in the hNCH and hCNH, and the relaxation period is added at an appropriate place before the transfer back to proton. The experiment time to acquire a series of 3Ds is likely to be prohibitively long (which is one reason they are rarely acquired), so a reduced dimensionality style experiment or sparse sampling scheme would likely need to be applied. In that same vein, the resolution of the ${ }^{13} \mathrm{C}$ spectra could probably be improved by labelling the chemical shift of the ${ }^{13} \mathrm{C}^{\alpha}$ nucleus or combining the ${ }^{13} \mathrm{C}^{\prime}$ and ${ }^{13} \mathrm{C}^{\alpha}$ chemical shift evolution.
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Table 1. Lengths of spin-locking pulses used for ${ }^{13} \mathrm{C}^{\prime}$ and ${ }^{15} \mathrm{~N} R_{1 \rho}$ measurements. The lists are the same for individual and all the three variants of staggered acquisition: $C^{\prime} c \alpha$, SLIDE and $c \alpha C^{\prime} c \alpha$.

| ${ }^{13} \mathbf{C}^{\prime}(\mathbf{s})$ | ${ }^{15} \mathbf{N}(\mathbf{s})$ |
| :---: | :---: |
| 0.002 | 0.002 |
| 0.010 | 0.010 |
| 0.020 | 0.020 |
| 0.030 | 0.030 |
| 0.042 | 0.042 |
| 0.055 | 0.055 |
| 0.075 | 0.075 |
| 0.100 | 0.100 |
| 0.130 | 0.130 |
| 0.170 | 0.170 |

Table 2. Relaxation delays for ${ }^{13} \mathrm{C}^{\prime}$ and ${ }^{15} \mathrm{~N} R_{1}$ measurements used in the individual and staggered acquisitions.

| ${ }^{13} \mathbf{C}^{\prime}(\mathbf{s})$ | ${ }^{15} \mathbf{N}(\mathbf{s})$ |
| :---: | :---: |
| 0.1 | 0.25 |
| 0.2 | 0.4 |
| 0.5 | 0.8 |
| 0.9 | 1.2 |
| 1.4 | 2 |
| 2.3 | 4 |
| 3.6 | 7 |
| 5.9 | 11 |
| 9.5 | 17 |
| 15 | 28 |

Table 3. Comparison of ${ }^{13} \mathrm{C}^{\prime} R_{1}$ rates for individual residues of crystalline $\left[\mathrm{U}-{ }^{1} \mathrm{H},{ }^{13} \mathrm{C},{ }^{15} \mathrm{~N}\right] \mathrm{GB} 1$ measured at 16.4 T and 100 kHz spinning frequency with a nominal sample temperature of 282.1 K . The heavily overlapping peaks were eliminated.

| Residue | Individual |  | Staggered |  |
| :---: | :---: | :---: | :---: | :---: |
|  | ${ }^{13} \mathrm{C}^{\prime}\left(10^{2} \mathrm{~s}^{-1}\right)$ | Error | ${ }^{13} \mathrm{C}^{\prime}\left(10^{2} \mathrm{~s}^{-1}\right)$ | Error |
| M01 | 5.83 | 0.96 | 7.50 | 1.73 |
| Q02 | - | - | - | - |
| Y03 | - | - | - | - |
| K04 | - | - | - | - |
| L05 | - | - | - | - |
| 106 | 5.52 | 2.42 | 4.41 | 2.93 |
| L07 | 5.60 | 1.51 | 6.72 | 2.18 |
| N08 | 19.69 | 1.79 | 19.01 | 2.26 |
| G09 | - | - | - | - |
| K10 | 9.09 | 1.46 | 9.28 | 1.99 |
| T11 | 9.33 | 1.56 | 9.61 | 1.78 |
| L12 |  | - | - |  |
| K13 | - | - | - | - |
| G14 | - | - | - | - |
| E15 | 6.78 | 0.99 | 6.14 | 1.14 |
| T16 | 4.72 | 0.79 | 4.75 | 0.91 |
| T17 | 6.93 | 1.14 | 6.55 | 1.30 |
| T18 | 6.38 | 0.78 | 6.79 | 1.16 |
| E19 | 6.71 | 0.61 | 6.65 | 0.67 |
| A20 | 4.71 | 0.57 | 4.02 | 0.77 |
| V21 | 11.10 | 2.12 | 9.90 | 2.32 |
| D22 | - | - |  | - |
| A23 | 8.71 | 0.64 | 6.88 | 0.69 |
| A24 | 6.40 | 0.64 | 7.10 | 0.74 |
| T25 | - |  |  | - |
| A26 | 5.76 | 0.60 | 6.53 | 0.77 |
| E27 | 6.37 | 2.18 | 5.54 | 2.97 |
| K28 | 4.95 | 1.36 | 4.13 | 1.65 |
| V29 | 7.67 | 0.77 | 7.65 | 1.01 |
| F30 | - | 0.77 |  | - |
| K31 | 7.64 | 1.02 | 7.46 | 1.15 |
| Q32 | 9.31 | 1.05 | 9.37 | 1.24 |
| Y33 | 9.32 | 2.00 | 8.31 | 2.06 |
| A34 | 7.46 | 0.56 | 7.21 | 0.70 |
| N35 | 7.89 | 0.80 | 6.78 | 0.87 |
| D36 | 13.93 | 1.36 | 13.60 | 1.59 |
| N37 | 3.41 | 2.18 | 4.50 | 3.36 |
| G38 | 7.96 | 1.90 | 6.27 | 2.20 |
| V39 | 12.53 | 1.21 | 11.97 | 1.63 |
| D40 | 11.00 | 0.84 | 10.55 | 1.07 |
| G41 | 9.43 | 3.35 | 10.78 | 5.35 |
| E42 | 6.30 | 0.71 | 6.75 | 0.99 |
| W43 | 5.34 | 0.94 | 5.64 | 1.09 |
| T44 | 6.25 | 2.64 | 8.21 | 3.50 |
| Y45 | 3.95 | 1.05 | 4.25 | 1.10 |
| D46 |  | - |  |  |
| D47 | 8.18 | 1.72 | 6.74 | 1.59 |
| A48 | 7.68 | 0.96 | 7.39 | 1.26 |
| T49 | 6.59 | 3.07 | 6.26 | 3.57 |
| K50 | 5.97 | 1.96 | 5.20 | 2.65 |
| T51 | 4.83 | 0.93 | 6.13 | 1.26 |
| F52 | 2.86 | 1.77 | 3.70 | 1.77 |
| T53 | 6.89 | 1.23 | 7.49 | 1.53 |
| V54 | 7.56 | 1.31 | 8.18 | 1.79 |
| T55 | 6.56 | 0.40 | 6.44 | 0.48 |
| E56 | - | - | - | - |

Table 4. Comparison of ${ }^{15} \mathrm{~N} R_{1}$ rates for crystalline $\left[\mathrm{U}-{ }^{1} \mathrm{H},{ }^{13} \mathrm{C},{ }^{15} \mathrm{~N}\right] \mathrm{GB} 1$ measured at 16.4 T and 100 kHz spinning frequency with a nominal sample temperature of 282.1 K . The heavily overlapping peaks were eliminated.

|  | Individual |  | Staggered |  |
| :---: | :---: | :---: | :---: | :---: |
|  | ${ }^{15} \mathrm{~N}\left(10^{2} \mathrm{~s}^{-1}\right)$ | Error | ${ }^{15} \mathrm{~N}\left(10^{2} \mathrm{~s}^{-1}\right)$ | Error |
| Q02 | 7.67 | 1.44 | 7.47 | 0.97 |
| Y03 | 2.98 | 0.96 | 2.97 | 0.72 |
| K04 | - | - | - | - |
| L05 | - | - | - | - |
| 106 | 1.67 | 0.88 | 1.40 | 0.87 |
| L07 | - | - | - | - |
| N08 | 2.98 | 0.70 | 2.96 | 0.66 |
| G09 | 3.76 | 1.05 | 3.32 | 0.85 |
| K10 | 7.47 | 2.57 | 5.73 | 1.77 |
| T11 | 9.25 | 1.20 | 8.10 | 0.80 |
| L12 | 10.79 | 2.34 | 9.75 | 2.06 |
| K13 | 4.19 | 1.38 | 3.66 | 0.91 |
| G14 | 4.71 | 1.53 | 3.57 | 1.03 |
| E15 | 2.22 | 1.01 | 2.98 | 0.78 |
| T16 | 4.23 | 0.87 | 3.32 | 0.74 |
| T17 | - | - | - | - |
| T18 | 7.17 | 1.51 | 5.77 | 0.98 |
| E19 | 10.91 | 1.32 | 9.88 | 0.91 |
| A20 | 4.74 | 1.38 | 4.70 | 0.91 |
| V21 | - | - | - | - |
| D22 | - | - | - | - |
| A23 | - | - | - | - |
| A24 | 4.42 | 0.75 | 4.46 | 0.63 |
| T25 | - | - | - | - |
| A26 | 1.97 | 0.68 | 2.11 | 0.57 |
| E27 | - | - | - | - |
| K28 | 3.22 | 1.93 | 3.13 | 1.56 |
| V29 | 3.00 | 0.77 | 2.98 | 0.61 |
| F30 | 2.96 | 0.56 | 3.02 | 0.54 |
| K31 | 1.51 | 0.93 | 1.99 | 0.68 |
| Q32 | 3.13 | 1.19 | 3.12 | 0.97 |
| Y33 | 2.21 | 0.98 | 1.85 | 0.72 |
| A34 | - | - | - | - |
| N35 | 3.21 | 0.75 | 2.38 | 0.79 |
| D36 | 2.40 | 0.83 | 3.07 | 0.84 |
| N37 | - | - | - | - |
| G38 | - | - | - | - |
| V39 | 4.82 | 0.97 | 4.49 | 0.73 |
| D40 | 15.20 | 1.76 | 14.43 | 1.47 |
| G41 | - | - | - | - |
| E42 | - | - | - | - |
| W43 | 3.55 | 0.98 | 3.41 | 0.65 |
| T44 | 1.72 | 1.05 | 0.73 | 0.79 |
| Y45 | 1.30 | 0.84 | 1.41 | 0.62 |
| D46 | 3.10 | 1.07 | 2.38 | 0.92 |
| D47 | 4.40 | 1.38 | 3.71 | 1.01 |
| A48 | - |  | - | - |
| T49 | 5.31 | 1.01 | 5.47 | 0.88 |
| K50 | 3.86 | 1.84 | 3.78 | 1.28 |
| T51 | 2.14 | 0.89 | 1.87 | 0.63 |
| F52 | 1.45 | 0.83 | 1.29 | 0.65 |
| T53 | 1.24 | 0.92 | 1.64 | 0.69 |
| V54 | 1.10 | 0.58 | 1.25 | 0.52 |
| T55 | 2.16 | 0.75 | 1.40 | 0.59 |
| E56 | 4.18 | 1.04 | 4.36 | 0.76 |

Table 5. Comparison of ${ }^{13} \mathrm{C}^{\prime} R_{1 \rho}$ rates for crystalline $\left[\mathrm{U}-{ }^{1} \mathrm{H},{ }^{13} \mathrm{C},{ }^{15} \mathrm{~N}\right] \mathrm{GB} 1$ measured at 16.4 T and 100 kHz spinning frequency with a nominal sample temperature of 282.1 K . The heavily overlapping peaks were eliminated.

|  | Individual experiment |  | $C^{\prime}{ }^{\prime} \alpha$ |  | SLIDE |  | $c \alpha C^{\prime}{ }^{\prime} \alpha$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | ${ }^{13} \mathrm{C}^{\prime}\left(\mathrm{s}^{-1}\right)$ | Error | ${ }^{13} \mathrm{C}^{\prime}\left(\mathrm{s}^{-1}\right)$ | Error | ${ }^{13} \mathrm{C}^{\prime}\left(\mathrm{s}^{-1}\right)$ | Error | ${ }^{13} \mathrm{C}^{\prime}\left(\mathrm{s}^{-1}\right)$ | Error |
| M01 | 3.81 | 0.69 | 4.53 | 0.68 | 4.28 | 0.66 | 6.11 | 1.34 |
| Q02 | - | - | - | - | - | - | - | - |
| Y03 | - | - | - | - | - | - | - | - |
| K04 | - | - | - | - | - | - | - | - |
| L05 | - | - | - | - | - | - | - | - |
| 106 | - | - | - | - | - | - | - | - |
| L07 | 5.93 | 1.69 | 4.56 | 1.42 | 4.88 | 1.86 | 5.54 | 2.66 |
| N08 | 3.75 | 0.49 | 3.77 | 0.55 | 3.50 | 0.53 | 5.63 | 1.03 |
| G09 | - | - | - | - | - |  | - |  |
| K10 | 6.38 | 1.03 | 5.21 | 0.91 | 4.72 | 1.11 | 4.50 | 1.58 |
| T11 | 6.19 | 1.11 | 7.22 | 1.18 | 6.97 | 1.22 | 5.87 | 3.00 |
| L12 | - | - | - | - | - |  | - |  |
| K13 | - | - | - | - | - | - | - | - |
| G14 | 4.51 | 3.56 | 5.77 | 3.15 | 3.34 | 3.78 | - | - |
| E15 | 5.06 | 0.86 | 4.96 | 0.84 | 4.54 | 0.83 | 5.62 | 1.42 |
| T16 | 5.76 | 0.88 | 4.92 | 0.77 | 5.84 | 0.85 | 4.95 | 1.61 |
| T17 | 5.51 | 0.70 | 5.45 | 0.91 | 5.37 | 0.67 | 5.22 | 1.29 |
| T18 | 3.39 | 0.62 | 3.82 | 0.67 | 4.01 | 0.68 | 3.25 | 1.23 |
| E19 | 6.66 | 0.47 | 6.56 | 0.49 | 6.61 | 0.47 | 7.11 | 0.80 |
| A20 | 8.13 | 0.72 | 7.54 | 0.73 | 8.47 | 0.75 | 8.91 | 1.08 |
| V21 | 4.24 | 1.18 | 5.01 | 1.16 | 4.60 | 1.26 | 4.34 | 1.66 |
| D22 | - | - |  |  |  | - |  | - |
| A23 | 4.45 | 0.43 | 4.11 | 0.38 | 4.14 | 0.43 | 4.22 | 0.55 |
| A24 | 3.76 | 0.44 | 3.96 | 0.50 | 3.48 | 0.48 | 4.02 | 0.64 |
| T25 | 2.91 | 2.22 | 3.53 | 1.82 | 3.25 | 2.31 | - | - |
| A26 | 5.23 | 0.45 | 4.73 | 0.45 | 4.90 | 0.44 | 5.46 | 0.62 |
| E27 | 3.06 | 1.51 | 4.02 | 1.37 | 2.53 | 1.27 | 3.05 | 2.29 |
| K28 | 2.83 | 0.92 | 2.22 | 0.91 | 3.23 | 0.93 | 2.49 | 1.26 |
| V29 | 3.34 | 0.41 | 3.39 | 0.40 | 3.70 | 0.43 | 3.62 | 0.61 |
| F30 | 5.23 | 1.41 | 4.78 | 2.00 | 6.66 | 1.48 | 3.55 | 4.06 |
| K31 | 4.67 | 0.92 | 4.28 | 1.13 | 4.74 | 0.88 | 3.39 | 1.34 |
| Q32 | 3.76 | 0.51 | 4.11 | 0.52 | 3.66 | 0.50 | 4.37 | 0.73 |
| Y33 | 5.24 | 0.85 | 4.81 | 0.99 | 3.18 | 0.98 | 5.60 | 1.57 |
| A34 | 3.05 | 0.34 | 2.98 | 0.32 | 2.91 | 0.32 | 3.41 | 0.49 |
| N35 | 2.77 | 0.36 | 2.21 | 0.46 | 2.91 | 0.34 | 2.70 | 0.51 |
| D36 | 3.63 | 0.49 | 3.66 | 0.47 | 3.72 | 0.46 | 3.68 | 0.70 |
| N37 | - | - | - | - |  | - | - | - |
| G38 | 5.12 | 1.29 | 3.98 | 0.99 | 3.95 | 1.17 | 4.28 | 1.91 |
| V39 | 3.93 | 0.50 | 3.67 | 0.52 | 3.58 | 0.52 | 4.00 | 0.77 |
| D40 | 4.09 | 0.47 | 3.56 | 0.51 | 3.87 | 0.45 | 4.94 | 0.81 |
| G41 | 2.56 | 1.46 | 3.23 | 1.34 | 3.37 | 1.48 | 2.50 | 4.61 |
| E42 | 5.79 | 0.62 | 5.35 | 0.62 | 6.39 | 0.59 | 5.38 | 1.05 |
| W43 | 5.51 | 0.75 | 5.90 | 0.76 | 6.18 | 0.71 | 5.47 | 1.20 |
| T44 | 6.27 | 2.51 | 5.28 | 2.19 | 5.23 | 2.30 | 12.55 | 6.00 |
| Y45 | 2.63 | 0.92 | 3.98 | 1.22 | 4.37 | 0.98 | 5.41 | 2.03 |
| D46 | - | - |  | - | - | - | - | - |
| D47 | 5.14 | 1.18 | 5.39 | 1.14 | 5.43 | 1.04 | 5.56 | 3.06 |
| A48 | 4.39 | 0.44 | 3.84 | 0.43 | 4.36 | 0.44 | 4.61 | 0.65 |
| T49 | 2.98 | 1.34 | 3.12 | 1.27 | 3.32 | 1.37 | 3.23 | 2.50 |
| K50 | 3.27 | 1.38 | 3.37 | 1.43 | 3.38 | 1.46 | 3.32 | 2.79 |
| T51 | 4.09 | 0.74 | 4.33 | 0.70 | 3.75 | 0.73 | 2.76 | 1.34 |
| F52 | 5.99 | 1.43 | 5.57 | 1.94 | 4.56 | 1.80 | 5.99 | 4.71 |
| T53 | 8.28 | 1.17 | 7.05 | 1.16 | 7.04 | 1.20 | 9.99 | 4.95 |
| V54 | 3.16 | 0.65 | 3.88 | 0.62 | 3.61 | 0.66 | 4.19 | 1.19 |
| T55 | 2.15 | 0.25 | 2.68 | 0.24 | 2.16 | 0.25 | 3.98 | 0.50 |
| E56 | 13.30 | 3.26 | 11.16 | 2.29 | 9.53 | 2.12 | 13.74 | 3.42 |

Table 5. Comparison of ${ }^{15} \mathrm{~N} R_{1 \rho}$ rates for crystalline $\left[\mathrm{U}-{ }^{1} \mathrm{H},{ }^{13} \mathrm{C},{ }^{15} \mathrm{~N}\right] \mathrm{GB} 1$ measured at 16.4 T and 100 kHz spinning frequency with a nominal sample temperature of 282.1 K . The heavily overlapping peaks were eliminated.

|  | Individual experiment |  | $C^{\prime}{ }^{\prime} \alpha$ |  | SLIDE |  | $c \alpha C^{\prime}{ }^{\prime} \alpha$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | ${ }^{15} \mathrm{~N}\left(\mathrm{~s}^{-1}\right)$ | Error | ${ }^{15} \mathrm{~N}\left(\mathrm{~s}^{-1}\right)$ | Error | ${ }^{15} \mathrm{~N}\left(\mathrm{~s}^{-1}\right)$ | Error | ${ }^{15} \mathrm{~N}\left(\mathrm{~s}^{-1}\right)$ | Error |
| Q02 | 3.31 | 0.28 | 2.91 | 0.32 | 3.21 | 0.35 | 3.62 | 0.50 |
| Y03 | 7.86 | 0.60 | 8.58 | 0.94 | 8.95 | 1.03 | 8.85 | 1.36 |
| K04 | - | - | - | - | - | - | - | - |
| L05 | - | - | - | - | - | - | - | - |
| 106 | 11.54 | 1.11 | 12.71 | 1.35 | 12.50 | 1.51 | 13.02 | 2.20 |
| L07 | - | - | - | - | . | - | - | - |
| N08 | 7.41 | 0.45 | 7.53 | 0.37 | 7.36 | 0.41 | 8.23 | 0.56 |
| G09 | 7.14 | 0.46 | 8.01 | 1.02 | 7.52 | 0.62 | 8.22 | 1.35 |
| K10 | 7.18 | 0.91 | 7.80 | 1.25 | 6.41 | 1.20 | 6.73 | 2.07 |
| T11 | 10.04 | 0.53 | 9.95 | 0.56 | 10.03 | 0.56 | 10.86 | 0.89 |
| L12 | 5.76 | 0.48 | 5.66 | 0.50 | 5.47 | 0.55 | 5.93 | 0.76 |
| K13 | 9.32 | 0.88 | 8.84 | 1.05 | 9.44 | 1.20 | 11.00 | 1.72 |
| G14 | 11.54 | 0.95 | 10.47 | 1.02 | 10.03 | 1.03 | 12.03 | 1.63 |
| E15 | 7.66 | 0.69 | 7.48 | 0.65 | 7.59 | 0.68 | 7.43 | 0.95 |
| T16 | 9.92 | 0.81 | 10.61 | 0.60 | 9.92 | 0.60 | 11.27 | 1.25 |
| T17 |  |  | , | , |  |  |  | - |
| T18 | 6.36 | 0.38 | 6.18 | 0.37 | 6.66 | 0.39 | 6.72 | 0.62 |
| E19 | 3.98 | 0.22 | 4.00 | 0.26 | 3.96 | 0.27 | 4.22 | 0.40 |
| A20 | 10.18 | 0.68 | 10.40 | 0.80 | 10.33 | 0.84 | 11.19 | 1.39 |
| V21 | - | - | , |  | , | , |  | - |
| D22 | 2.73 | 0.21 | 2.66 | 0.25 | 2.54 | 0.28 | 2.91 | 0.38 |
| A23 | - | - |  |  |  |  |  | - |
| A24 | 3.35 | 0.28 | 3.75 | 0.33 | 3.57 | 0.35 | 4.08 | 0.52 |
| T25 | - | - |  |  |  | - |  | - |
| A26 | 2.25 | 0.25 | 2.51 | 0.28 | 2.91 | 0.31 | 2.67 | 0.43 |
| E27 | - | - | - | - | - | - | - | - |
| K28 | 1.49 | 0.53 | 1.16 | 0.50 | 1.57 | 0.63 | 1.86 | 0.80 |
| V29 | 3.40 | 0.29 | 3.17 | 0.26 | 2.92 | 0.29 | 3.57 | 0.44 |
| F30 | 7.41 | 0.68 | 7.47 | 0.61 | 7.02 | 0.59 | 7.89 | 0.93 |
| K31 | 6.31 | 0.87 | 6.71 | 0.85 | 6.55 | 0.79 | 6.38 | 1.17 |
| Q32 | 4.53 | 0.67 | 4.42 | 0.58 | 4.40 | 0.59 | 5.27 | 0.89 |
| Y33 | 6.83 | 0.83 | 6.78 | 0.60 | 6.33 | 0.68 | 6.43 | 0.85 |
| A34 | - | - | - | , |  | - | - |  |
| N35 | 4.39 | 0.21 | 4.06 | 0.33 | 4.08 | 0.36 | 4.57 | 0.50 |
| D36 | 3.90 | 0.86 | 4.15 | 0.87 | 4.20 | 0.94 | 4.56 | 1.41 |
| N37 |  | - | - | - | - | - | - | - |
| G38 | - | - | - | - | - | - | - | - |
| V39 | 6.95 | 0.80 | 7.70 | 0.51 | 6.75 | 0.53 | 7.71 | 0.79 |
| D40 | 3.72 | 0.33 | 4.01 | 0.34 | 4.11 | 0.34 | 4.12 | 0.48 |
| G41 | - | - | - | - | - | - | - | - |
| E42 | - | - | - | - | - | - | - | - |
| W43 | 8.49 | 0.62 | 8.14 | 0.65 | 8.71 | 0.72 | 8.29 | 0.92 |
| T44 | 7.62 | 0.49 | 7.58 | 0.60 | 6.82 | 0.60 | 6.65 | 0.92 |
| Y45 | 9.24 | 0.61 | 9.94 | 0.68 | 9.90 | 0.66 | 11.09 | 1.14 |
| D46 | 2.04 | 0.40 | 2.10 | 0.32 | 1.89 | 0.33 | 2.15 | 0.43 |
| D47 | 7.16 | 0.62 | 7.90 | 0.81 | 8.29 | 0.89 | 7.86 | 1.19 |
| A48 | - | - | - | - | - | - | - | - |
| T49 | 2.01 | 0.21 | 2.01 | 0.26 | 1.61 | 0.29 | 2.14 | 0.39 |
| K50 | 5.79 | 0.95 | 6.57 | 1.07 | 5.79 | 1.03 | 7.36 | 1.62 |
| T51 | 1.36 | 0.21 | 1.46 | 0.23 | 1.52 | 0.24 | 1.63 | 0.37 |
| F52 | 6.81 | 0.63 | 6.49 | 0.55 | 6.37 | 0.57 | 7.14 | 0.90 |
| T53 | 5.33 | 0.36 | 5.48 | 0.40 | 5.51 | 0.43 | 6.21 | 0.64 |
| V54 | 12.23 | 0.92 | 11.90 | 0.83 | 11.43 | 0.83 | 12.16 | 1.22 |
| T55 | 5.78 | 0.50 | 5.75 | 0.36 | 5.47 | 0.38 | 6.07 | 0.53 |
| E56 | 2.89 | 0.24 | 2.94 | 0.29 | 3.04 | 0.32 | 3.39 | 0.42 |
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#### Abstract

Spin-lattice relaxation rate $\left(R_{1}\right)$ measurements are commonly used to characterize protein dynamics. However, the time needed to collect the data can be quite long due to long relaxation times of the low-gamma nuclei, especially in the solid state. We present a method to collect backbone heavy atom relaxation data by nesting the collection of datasets in the solid state. This method results in a factor of 2 to 2.5 times faster data acquisition for backbone $R_{1}$ relaxation data for the ${ }^{13} \mathrm{C}$ and ${ }^{15} \mathrm{~N}$ sites of proteins.


## Introduction

One of the strengths of Nuclear Magnetic Resonance (NMR) is that it can probe molecular motions under near physiological conditions in which the only perturbation is labelling with NMRactive isotopes. NMR relaxation measurements are commonly employed to probe time scales and amplitudes of molecular motions at atomic resolution. ${ }^{[1]}$ In the solid state in the absence of the overall tumbling the time scale window that can be observed is expanded compared to solution and measurements could be performed in even very large systems. For example, local dynamics could be studied in large protein complexes that are amenable to structural characterization only via cryo-EM. However, since each individual relaxation rate samples only limited range of frequencies, multiple measurements are typically required to reasonably constrain the motions. To increase the range of sampled frequencies and improve the description of dynamics measurements are performed at different magnetic field, different temperatures and for different nuclei ${ }^{[2]}$. This contributes to relaxation measurements being generally time-consuming experiments.

Longitudinal relaxation rates $\left(R_{1}\right)^{[3]}$ report on motions with correlation times in the order of ps-ns. In the solid state, backbone ${ }^{13} \mathrm{C}$ and ${ }^{15} \mathrm{~N}$ nuclei are typically characterized by long $T_{1}$ times in the order of tens of seconds. It is common to measure the relaxation in biological systems using pseudo-3D experiments ${ }^{[3-4]}$ ${ }^{[5]}$ in which site resolution is achieved from a 2D correlation spectrum, and the relaxation is encoded in the third, pseudodimension. The delays in this third pseudo-dimension are dictated by the length of $T_{1} \mathrm{~S}$, which renders the experiments for probing backbone relaxation very long.

There have been several approaches to speed up the direct collection of $R_{1}$ relaxation data, usually by partitioning the signal so that only one scan is needed. Single scan methods to measure $T_{1}$ were first demonstrated by Kaptein et al. ${ }^{[6]}$ and later adapted using magnetic resonance imaging techniques (MRI) ${ }^{[7]}$. These techniques need very sensitive samples with detection on ${ }^{1} \mathrm{H}$ or on hyperpolarized nuclei ${ }^{[8]}$ such as ${ }^{13} \mathrm{C}$ or ${ }^{15} \mathrm{~N}$. The high sensitivity is required due to signal splitting, alongside with good chemical shift resolution for site resolution, and powerful gradients which
are all uncommon in biological NMR, and especially so for MAS experiments. Other approaches focus on speeding up acquisition or improving the efficiency of data acquisition by acquiring several experiments at once (Panacea ${ }^{[9]}$, DUMAS ${ }^{[10]}$ ), utilizing orphaned polarization ${ }^{[11]}$, encoding multiple pathways into the same experiment ${ }^{[12]}$, using multiple detectors ${ }^{[13]}$, and by interleaving experiments into the recovery delay of another ${ }^{[14]}$.

We recently introduced experiments to collect protein backbone ${ }^{13} \mathrm{C}$ ' and amide ${ }^{15} \mathrm{~N}$ relaxation data with a single excitation and sequential acquisitions ${ }^{[15]}$. Our previous work presented simultaneous cross polarization (SIM-CP) ${ }^{[16]}$ and staggered acquisitions to encode carbon and nitrogen relaxation experiments using a shared time period ${ }^{[16]}$. The ${ }^{13} \mathrm{C}$ ' and ${ }^{15} \mathrm{~N} R_{1}$ rates are collected in the time it would normally take for the ${ }^{15} \mathrm{~N} R_{1}$ experiment.

Still, the vast majority of instrument time is spent waiting for the longest time points of the relaxation curve. There can be up to $\mathrm{a} \sim 15 \mathrm{~s}$ delay between the acquisition for the ${ }^{13} \mathrm{C}$ ' pathway and the acquisition for the ${ }^{15} \mathrm{~N}$ pathway. Taken to the logical extreme, one nucleus could be prepared and allowed to relax, but during its relaxation time a series of experiments could be run on a separate pathway that does not involve the original nucleus. Our previous work demonstrates that the rates measured using staggered acquisition reproduce the rates from standard experiments ${ }^{[15]}$. Since this is the case, we concluded that the water suppression, ${ }^{13} \mathrm{C}-{ }^{13} \mathrm{C}$ COSY transfer, and ${ }^{13} \mathrm{C}-{ }^{1} \mathrm{H}$ inverse cross polarization (CP) do not detectably perturb the spin dynamics on the stored ${ }^{15} \mathrm{~N}$ polarization. Since there was no measurable difference within error with simultaneous excitations and one intermediate acquisition, perhaps the same will hold for multiple embedded excitations and acquisitions.

To constrain the motions of the protein, the relaxation should be measured on the amide ${ }^{15} \mathrm{~N}$, carbonyl ${ }^{13} \mathrm{C}$, alpha carbon ${ }^{13} \mathrm{C}^{\alpha}$ and, if possible, the sidechain aliphatic carbons ${ }^{13} \mathrm{C}^{\text {ali }}$. The experiment time could be optimized by including the spinlattice relaxation measurements on ${ }^{13} \mathrm{C}^{\alpha}$ and ${ }^{13} \mathrm{C}$ ' with ${ }^{15} \mathrm{~N} R_{1} \mathrm{~s}$ in an experiment we refer to as Slice \& Dice. The magnetization transfer pathway for each nucleus ${ }^{15} \mathrm{~N},{ }^{13} \mathrm{C}$ ' and ${ }^{13} \mathrm{C}^{\alpha}$ is illustrated in Figure 1a. The individual experiments are sliced into separate periods for excitation (square) and acquisition (triangle), as in Figure 1b. The excitation portion of the experiment has an initial CP, the chemical shift evolution and a storage pulse (Fig. S1). With the use of a standard CP where polarization is transferred to one type of nuclei, instead of a SIM-CP (where polarization is transferred to two types of nuclei), the excitation portion is treated separately for all the nuclei during the slice \& dice construction. The acquisition portion of the experiment re-excites the stored polarization and then transfers it to the expected detection nucleus. The division of the various experiments into different blocks (of squares and triangles) allows us to assemble them in the most convenient way to fit into the relaxation experiments as described below.


Figure 1. Schematic representation of the Slice \& Dice implementation with a) step-by-step magnetization transfer on the protein backbone. The nucleus involved in the $R_{1}$ measurement is highlighted with a different colour for ${ }^{15} \mathrm{~N}$ (blue), ${ }^{13} \mathrm{C}^{\prime}$ (yellow), ${ }^{13} \mathrm{C}^{\alpha}$ (red), this colour coding is employed throughout the figure. b) Slicing of the individual experiments in separate periods for excitation (square) and acquisition (triangle) which includes the back-transfer to proton and acquisition. Arrows display magnetization transfer and small triangles portray the acquisition period. c) Representation of magnetization pathway when ${ }^{15} \mathrm{~N}$ acts as the "outer" experiment and d) when ${ }^{15} \mathrm{~N}$ is the "inner" experiment. Grey squares display $T_{1}$ periods and associated pulses. e) Example of the Slice \& Dice experiment ordering where coloured squares illustrate the preparation times as indicated, and triangles represent the back-transfer to proton and acquisition following the scheme in b).

In order to embed the experiments, we will only consider placing whole "inner" experiments into the relaxation delay of an "outer" experiment (Figure 1). Generally, the ${ }^{15} \mathrm{~N}$ experiment requires the longest maximum time, and the aliphatic carbons the shortest, so the ${ }^{15} \mathrm{~N}$ experiment will be made to be the first "outer" experiment, and the two ${ }^{13} \mathrm{C}$ experiments will be the first "inner" experiments (Figure 1c). The nitrogen relaxation is the "outer" experiment for as long as the carbon "inner" experiments will fit into its relaxation delay. The "inner" and "outer" experiments are then exchanged when the long relaxation times of ${ }^{13} \mathrm{C}$ are suitable to accommodate the short relaxation times of ${ }^{15} \mathrm{~N}$ that are now the "inner" experiment (as in Figure 1d).

In order to efficiently fit the experiments into one another, the order of the relaxation delays can be changed. It is usually possible to find a solution in which all or most of the desired relaxation times embed into one another nicely by hand, but can be a time-consuming puzzle, so a python program was written to facilitate the creation of the experiments (see Data availability). The program will embed the experiments taking into account for the "AQ" time which includes recovery delay, excitation and evolution, 2* saturation and acquisition, and the "wait" time which ensures a minimum time between acquisitions.

The result of the ordering is an experiment similar to the one found in Figure 1e. There are 8 separate ${ }^{13} \mathrm{C}$ experiments during the first ${ }^{15} \mathrm{~N}$ relaxation measurement, and then 2 and 1 in the relaxation delay of the next two ${ }^{15} \mathrm{~N}$ experiments. Then there are two ${ }^{13} \mathrm{C}$ ' "outer" experiments with 1 and $2{ }^{15} \mathrm{~N}$ experiments embedded respectively. The provided python program is used to estimate the timings for these experiments. To compare the experiment times, the time is estimated on the relaxation delay list without accounting for second chemical shift dimensions or for the repetitions needed for the phase cycle, then assuming that each
experiment requires the same number of scans in total. For example, for crystalline GB1, considering an "AQ" time of 2.6 s , a "wait" time of 1.5 s , and the three delay lists in Table S1 the python pulse program calculated that acquiring one transient for all these datasets in the traditional way would take 157.1 s for the ${ }^{15} \mathrm{~N}$ dataset, 62.7 s for the ${ }^{13} \mathrm{C}^{\alpha}$, and 101.2 s for the ${ }^{13} \mathrm{C}^{\prime}$, or 321.0 s total, while it only takes 181.3 s for the embedded experiment. With the same delay list per nucleus between the usual implementation and Slice and Dice, and involving 16 transients and 64 indirect rows, the standard measurements would be 3 days and $\sim 8$ hours ( $\sim 41$ hours for ${ }^{15} \mathrm{~N}, \sim 14$ hours for ${ }^{13} \mathrm{C}^{\alpha}$ and $\sim 25$ hours for ${ }^{13} \mathrm{C}^{\prime}$ ), while the experimental time for Slice and Dice was 2 days and $\sim 2$ hours.

Three sets of spin-lattice relaxation measurements for ${ }^{15} \mathrm{~N}$, ${ }^{13} \mathrm{C}^{\prime}$ and ${ }^{13} \mathrm{C}^{\alpha}$ are then acquired in approximately half the time necessary to collect the full complement of standard $R_{1} \mathrm{~s}$, and if compared to the sole ${ }^{15} \mathrm{~N}$ standard experiment it takes only $8 \%$ more of the time. Alternatively, a standard ${ }^{13} \mathrm{C}^{\alpha}$ and a SIM-CP $\mathrm{N}+\mathrm{C}^{[15]}$ experiment can be acquired separately. In this case, the Slice \& Dice implementation takes $\sim 20 \%$ less time to collect. Further, the SIM-CP experiments suffer from $\sim 10 \%$ lower sensitivity while the interleaved experiments experience no loss since the Slice \& Dice employs a standard CP for all of the ${ }^{1} \mathrm{H}-\mathrm{X} / \mathrm{Y}$ transfer (Fig. S2). It was found to be necessary to add a short "MISSISSIPPI" saturation period at the end of the excitation periods to ensure that the initial ${ }^{1} \mathrm{H}$ polarization is consistent amongst all possible combinations of experiments and relaxation times.

To test our experiments we used a fully protonated uniformly $\left[{ }^{13} \mathrm{C},{ }^{15} \mathrm{~N}\right]$ enriched crystalline GB1 sample prepared as described previously ${ }^{[17]}$. In solid-state NMR the presence of spin diffusion alters the $R_{1}$ rates, losing their site-specific nature due to
averaging of nearby sites. In uniformly $\left[{ }^{1} \mathrm{H},{ }^{13} \mathrm{C},{ }^{15} \mathrm{~N}\right]$ labelled samples at MAS $>20 \mathrm{kHz}$ it is possible to obtain site specific rates on ${ }^{15} \mathrm{~N}^{[18]}$, while spinning rates $>60 \mathrm{kHz}$ are required for ${ }^{13} \mathrm{C}^{\prime} R_{1} \mathrm{~S}^{[2 \mathrm{a}}$, ${ }^{3]}$. All our experiments were carried out on a $700 \mathrm{MHz}{ }^{1} \mathrm{H}$ Larmor frequency and a spinning frequency of 100 kHz .100 kHz MAS guarantees truncation of proton driven spin diffusion PDSD on ${ }^{13} \mathrm{C}^{\alpha}$ of protonated uniformly labelled sample ${ }^{[19]}$, which allows for the interpretation of $R_{1}$ measurements at these sites. At lower spinning frequencies custom labelling schemes are required to minimize the relaxation rates averaging effects of the spin diffusion ${ }^{[20]}$. Further, the fast MAS preserves the site-specificity bearing an improved ${ }^{1} \mathrm{H}$ detected spectra resolution. The $R_{1}$ measurements acquired on ${ }^{15} \mathrm{~N},{ }^{13} \mathrm{C}$ ' and ${ }^{13} \mathrm{C}^{\alpha}$ with the single interleaved experiment are here compared with the rates acquired with the following separate acquisition: ${ }^{15} \mathrm{~N}$ (Fig. 2a), ${ }^{13} \mathrm{C}$ ' (Fig. 2b), and ${ }^{13} \mathrm{C}^{\alpha}$ (Fig. 2c), where the whole assignment can be found in SI (Fig. S3 $\left({ }^{13} \mathrm{C}^{\prime},{ }^{15} \mathrm{~N}\right)$ and $\mathrm{S} 4\left({ }^{13} \mathrm{C}^{\alpha}\right)$ ). The rates are the same within measurement error to the standard implementation.


Figure 2. A comparison of the $R_{1}$ rates for a) $\left.{ }^{15} \mathrm{~N}, \mathrm{~b}\right){ }^{13} \mathrm{C}^{\prime}$, c) ${ }^{13} \mathrm{C}^{a}$ obtained from the separated single-acquisition experiment (full-blue circle) and Slice \& Dice (full-red triangle) as a function of the residue number. Errors bars represent two standard deviations within the correspondent rate. For the severely overlapping peaks, values are not included

The ${ }^{13} \mathrm{C}^{\alpha}$ measurement was set up to accommodate the acquisition of the aliphatic ${ }^{13} \mathrm{C}$, indeed the carbon dimension is folded at $\sim 43 \mathrm{ppm}$ to divide the ${ }^{13} \mathrm{C}$ a resonances from the rest of the aliphatic carbons (Fig. S4, 5). The complete ${ }^{13} \mathrm{C}^{\text {ai }}$ indirect dimension is incidentally acquired during the collection of the ${ }^{13} \mathrm{C}^{a}$ measurements obtaining a well resolved sidechain ${ }^{1} \mathrm{H}$ detected spectrum which may be feasible for relaxation measurements. However, 100 kHz MAS is still often not sufficient to average out spin diffusion on ${ }^{13} \mathrm{C}$ ai on an uniformly $\left[{ }^{1} \mathrm{H},{ }^{13} \mathrm{C},{ }^{15} \mathrm{~N}\right]$ labelled sample ${ }^{[19]}$ and alternate ${ }^{13} \mathrm{C}$-labelling should be applied to minimise the effect of spin diffusion. For completeness, the
comparisons between standard and Slice \& Dice aliphatic ${ }^{13} \mathrm{C}$,
${ }^{13} \mathrm{C}^{\beta}$ to ${ }^{13} \mathrm{C}^{\varepsilon}$, spin-lattice relaxation rates are reported in Figure S 6 .
One of the challenges for these experiments is that the sampling of the indirect dimensions is linked to one another. The spectral width needed for the aliphatic ${ }^{13} \mathrm{C}$, or even the ${ }^{13} \mathrm{C}^{\alpha}$, is two to four times that needed for the $\mathrm{C}^{\prime}$ or ${ }^{15} \mathrm{~N}$, depending on how the spectrum is folded. This discrepancy creates some relatively difficult decisions with respect to the sampling of the aliphatic fingerprint spectrum. In this sample there is a convenient place for folding the spectrum, but still the indirect ${ }^{13} \mathrm{C}^{\alpha}$ dimension is only sampled to about half the digital resolution of the other two spectra. This causes the resolution to be worse in the more crowded spectrum, which is not an ideal situation. This issue might be addressed by doubling the number of ${ }^{13} \mathrm{C}^{\alpha}$ acquisitions, where the spectra would probably require more preprocessing.

The method used here to split and rearrange the experiments should be valid under different experimental conditions. For example, in triply labelled $\left[{ }^{2} \mathrm{H},{ }^{13} \mathrm{C},{ }^{15} \mathrm{~N}\right]$ and backexchanged samples at slower spinning, the amide proton may be used exclusively as the read-out nucleus since the CP is efficient and fairly predictable amongst the three backbone nuclei: the amide, alpha carbon and carbonyl carbon. In this case, the COSY transfer in the C' experiment would be removed in favor of a simple CP back to the amide proton. For site specific $R_{1}$ measurements the aliphatic carbons could be made accessible at $50 / 60 \mathrm{kHz}$ MAS through a combination of alternate ${ }^{13} \mathrm{C}$ labelling and extensive deuteration ${ }^{[20]}$, and at $>80 \mathrm{kHz}$ with alternate ${ }^{13} \mathrm{C}$ labelling ${ }^{[19]}$.

In summary, we demonstrate a strategy to more thoroughly utilize the instrument time for the collection of longitudinal relaxation experiments. We presented an approach to interleave the collection of $R_{1}$ datasets for three sets of data ${ }^{15} \mathrm{~N},{ }^{13} \mathrm{C}$ ' and ${ }^{13} \mathrm{C}^{\alpha}$ with no loss in sensitivity, and a decrease in the data collection time of 2 to 2.5 times that of the standard experiments. Further development of interleaved relaxation measurements could be the application to solution-state NMR or the creation of a higher dimensional experiments to improve the resolution in solid-state. Potentially it could be possible to obtain a 3D spectrum for the ${ }^{13} \mathrm{C}$. Heavily overlapping peaks on these resonances could then be potentially deconvoluted obtaining an even more complete picture of dynamics, especially considering the application of the Slice \& Dice on large proteins and complexes.

## Acknowledgements

The authors declare no conflicts of interest. We thank Professor Steven P. Brown and Professor Nikolaus Loening for helpful discussions. The research leading to these results has received funding from the European Research Council under the European Union's Seventh Framework Programme (FP/2007-2013) / ERC Grant Agreement 639907. J.R.L. also acknowledges funding from BBSRC Grant BB/R010218/1. Jacqueline Tognetti thanks EPSRC for a PhD studentship through the EPSRC Centre for Doctoral Training in Molecular Analytical Science, grant number EP/L015307/1.

## Data availibility

The raw data presented in this manuscript, pulse program and python program for calculating nested lists can be accessed at: https://zenodo.org/record/5965023?token=eyJhbGciOiJIUzUxMil sImV4cCl6MTY1MDU4MTk5OSwiaWF01joxNjQ3OTQzODM5fQ. eyJkYXRhlip7InJIY2Ikljo1OTY1MDIzfSwiaWQiOjlxNDkyLCJybm QiOilzOGVhOTdhOCJ9.00XX9EY7N-
TIJ x Org66nSQLiFeMAKqZyoz25wZ5fkFyZM4HgVxKYGDhyMI 57vbIMGQQHvcafEFaWSp1YnWdg\#.YimixTWny3A
(upon acceptance this will be modified to an open access record with a unique DOI; the above private anonymous link will not reveal the identity of the reviewers to the authors)

Keywords: magic angle spinning • NMR spectroscopy • NMR relaxation • nested experiment
[1] a) P. Schanda, M. Ernst, Prog. Nucl. Magn. Reson. Spectrosc. 2016, 96, 1-46; b) J. M. Lamley, J. R. Lewandowski, Emagres 2007, 1423-1434.
[2] a) J. M. Lamley, M. J. Lougher, H. J. Sass, M. Rogowski, S. Grzesiek, J. R. Lewandowski, Phys. Chem. Chem. Phys. 2015, 17, 21997-22008; b) B. Busi, J. R. Yarava, A. Hofstetter, N. Salvi, D. Cala-De Paepe, J. R. Lewandowski, M. Blackledge, L. Emsley, J. Phys. Chem. B 2018, 122, 9697-9702; c) J. R. Lewandowski, M. E. Halse, M. Blackledge, L. Emsley, Science 2015, 348.
[3] J. R. Lewandowski, J. Sein, H. J. Sass, S. Grzesiek, M. Blackledge, L. Emsley, J. Am. Chem. Soc. 2010, 132, 82528254.
[4] L. Kai, D. Torchia, A. Bax, Biochemistry 1989, 28, 8972.
[5] a) C. Oster, S. Kosol, J. R. Lewandowski, Sci. Rep. 2019, 9, 11082; b) J. M. Lamley, C. Oster, R. A. Stevens, J. R. Lewandowski, Angew. Chem. Int. Ed. Engl. 2015, 127, 15594-15598; c) D. B. Good, S. Wang, M. E. Ward, J. Struppe, L. S. Brown, J. R. Lewandowski, V. Ladizhansky, J. Am. Chem. Soc. 2014, 136, 2833-2842.
[6] R. Kaptein, K. Dijkstra, C. Tarr, J. Magn. Reson. 1976, 24, 295-300.
[7] a) R. Deichmann, A. Haase, J. Magn. Reson. 1992, 96, 608-612; b) R. Deichmann, D. Hahn, A. Haase, Magn. Reson. Med. 1999, 42, 206-209; c) A. Haase, Magn. Reson. Med. 1990, 13, 77-89.
[8] I. J. Day, J. C. Mitchell, M. J. Snowden, A. L. Davis, J. Magn. Reson. 2007, 187, 216-224.
[9] E. Kupce, R. Freeman, J. Magn. Reson. 2010, 206, 147153.
[10] T. Gopinath, G. Veglia, J. Magn. Reson. 2012, 220, 79-84. [11] T. Gopinath, G. Veglia, J. Chem. Phys. 2013, 138, 184201.
[12] D. P. Frueh, H. Arthanari, G. Wagner, J. Biomol. NMR 2005, 33, 187-196.
[13] a) T. Gopinath, D. K. Weber, G. Veglia, J. Biomol. NMR 2020, 74, 267-285; b) A. Gallo, W. T. Franks, J. R. Lewandowski, J. Magn. Reson. 2019, 305, 219-231; c) K. Sharma, P. K. Madhu, K. R. Mote, J. Biomol. NMR 2016, 65, 127-141.
[14] S. J. Page, A. Gallo, S. P. Brown, J. R. Lewandowski, J. V. Hanna, W. T. Franks, J. Magn. Reson. 2020, 320, 106831.
[15] J. Tognetti, W. Trent Franks, A. Gallo, J. R. Lewandowski, J. Magn. Reson. 2021, 331, 107049.
[16] T. Gopinath, G. Veglia, Angew. Chem., Int. Ed. Engl. 2012, 51, 2731-2735.
[17] W. T. Franks, D. H. Zhou, B. J. Wylie, B. G. Money, D. T. Graesser, H. L. Frericks, G. Sahota, C. M. Rienstra, J. Am. Chem. Soc. 2005, 127, 12291-12305.
[18] a) N. Giraud, M. Blackledge, A. Bockmann, L. Emsley, J. Magn. Reson. 2007, 184, 51-61; b) A. Krushelnitsky, T. Brauniger, D. Reichert, J. Magn. Reson. 2006, 182, 339342.
[19] R. A. Stevens, PhD thesis, University of Warwick 2018.
[20] S. Asami, J. R. Porter, O. F. Lange, B. Reif, J. Am. Chem. Soc. 2015, 137, 1094-1100.

## Entry for the Table of Contents



Slice \& Dice experiment accelerates measurements of spin-lattice relaxation rates for characterizing protein dynamics by nesting ${ }^{13} \mathrm{C}$ and ${ }^{15} \mathrm{~N}$ experiments. With this approach the measurements can


### 7.1 Supporting Information

## Supporting Information for

# Slice and Dice: Nested Spin-lattice Relaxation Measurements 
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## Experimental methods

The T2Q mutant of GB1 was prepared with uniformly [ $\left.{ }^{1} \mathrm{H},{ }^{13} \mathrm{C},{ }^{15} \mathrm{~N}\right]$ isotope enrichment as described previously ${ }^{[1]}$ and doped with 4,4-dimethyl-4-silapentane-1-sulfonic acid (DSS) as an internal standard. Approximately 0.5 mg of hydrated microcrystalline protein was packed into a 0.7 mm solid-state NMR rotor by centrifugation.

The experiments were carried out on a Bruker a 0.7 mm HCND ultrafast MAS probe in triple resonance (HCN) mode at $700.13{ }^{1} \mathrm{H}$ Larmor Frequency with a Bruker Avance III spectrometer. The sample was spinning at $100 \mathrm{kHz}+/-3$ Hz and was at a nominal temperature of 281.2 K (based on external calibration, calculated by the difference between the water and DSS peaks ${ }^{[2]}$ under a gas flow of $400 \mathrm{~L} / \mathrm{h}$. The ${ }^{1} \mathrm{H}$ RF carrier was placed at the center of the water resonance at $\sim 4.5 \mathrm{ppm}$, while the ${ }^{15} \mathrm{~N}$ was centered at 120 ppm . The ${ }^{13} \mathrm{C}$ carrier was placed at 55 ppm for the alpha $\left({ }^{13} \mathrm{C}^{\mathrm{a}}\right)$ and aliphatic ( $\left.{ }^{13} \mathrm{C}^{2 / I}\right)$ carbons and at 175 ppm for the carbonyl carbons ( $\left.{ }^{13} \mathrm{C}^{\prime}\right)$. The carbon carrier frequency was moved within the experiment using pre-determined constants to change the frequency. Each ${ }^{1} \mathrm{H}$ FID was acquired for 30 ms , with a spectral width of 35 ppm with 16 coadded transients. ${ }^{13} \mathrm{C}$ ali, ${ }^{13} \mathrm{C}$ ' and ${ }^{15} \mathrm{~N}$ dimensions of the Slice and Dice and the standard ${ }^{13} \mathrm{C}^{a}$ experiment were acquired with 64 rows each. The ${ }^{13} \mathrm{C}^{\text {al }}$ dimension was acquired with a dwell of $175 \mu \mathrm{~s}$, with a spectral width of 32 ppm , for a total of 5.6 ms in the indirect dimension. Both ${ }^{13} \mathrm{C}$ ' and ${ }^{15} \mathrm{~N}$ dimensions were acquired with a dwell of $300 \mu \mathrm{~s}$ for a total of 9.6 ms in the indirect dimension, and a spectral width of 19 ppm for ${ }^{13} \mathrm{C}$ ' and 47 ppm for ${ }^{15} \mathrm{~N}$. For the ${ }^{13} \mathrm{C}$ ' standard measurement 72 rows were acquired with a dwell of $300 \mu \mathrm{~s}$ for a total of 10.8 ms in the indirect dimension. The ${ }^{15} \mathrm{~N}$ standard measurement was acquired with 84 rows in the indirect dimension with a dwell of $300 \mu \mathrm{~s}$ for a total of 12.6 ms in the indirect dimension. The States-TPPI method was employed for quadrature detection in the indirect dimension ${ }^{[3]}$. The recovery delay was 1.5 s for all the experiments and the wait time was 1.5 s .

The nutation frequencies were calibrated for ${ }^{1} \mathrm{H}$ at $2 \mu \mathrm{~s}\left(\mathrm{v}_{1}=125 \mathrm{kHz}\right),{ }^{13} \mathrm{C}$ at $2.5 \mu \mathrm{~s}\left(v_{1}=100 \mathrm{kHz}\right)$ and ${ }^{15} \mathrm{~N}$ at $4.15 \mu \mathrm{~s}\left(v_{1}=60 \mathrm{kHz}\right)$. Heteronuclear ${ }^{1} \mathrm{H}$ decoupling ( $\sim 10 \mathrm{kHz}$ WALTZ-64 ${ }^{[4]}$ ) was applied during ${ }^{13} \mathrm{C}$ and ${ }^{15} \mathrm{~N} \mathrm{t}_{1}$ evolution and during the COSY-based transfer. ${ }^{13} \mathrm{C}$ heteronuclear decoupling ( $\sim 10 \mathrm{kHz}$ WALTZ-64) was applied during the acquisition of both ${ }^{13} \mathrm{C}$ experiments, while ${ }^{15} \mathrm{~N}$ heteronuclear decoupling ( $\sim 10 \mathrm{kHz}$ WALTZ-64) was used only for the HN acquisition. The MISSISSIPP ${ }^{[5]}$ solvent suppression scheme was applied with a spinlock field of $\sim 50 \mathrm{kHz}$ for four 10 ms intervals after the excitation and chemical shift encoding period (i.e. immediately after storing the polarization along the $z$-axis) and for four 20 ms intervals immediately before transfer back to the ${ }^{1} \mathrm{H}$ for detection for each individual $\mathrm{R}_{1}$ experiment.

Cross-polarization (CP) was used for the initial excitation of ${ }^{13} \mathrm{C}$ and ${ }^{15} \mathrm{~N}$ and the transfer back to ${ }^{1} \mathrm{H}$ for acquisition. For all the experiments the average ${ }^{1} \mathrm{H}$ field was chosen at $\sim 130 \mathrm{kHz}$ with a linear $15 \% \mathrm{ramp}(85 \%-100 \%$, from $\sim 121.5$ to 139.5 kHz ) and a zero-quantum (ZQ) match condition transfer was used on ${ }^{13} \mathrm{C}$ and ${ }^{15} \mathrm{~N}$ channel. Each ${ }^{13} \mathrm{C}$ and ${ }^{15} \mathrm{~N}$ frequency was irradiated at a field of $\sim 30 \mathrm{kHz}$ and the carrier placed on the appropriate resonance. The contact times were optimized individually for the ${ }^{1} \mathrm{H}-\mathrm{X} / \mathrm{Y} C P$. The $C P$ contact times were $1.2 \mathrm{~ms}, 2.1 \mathrm{~ms}$ and 2 ms for ${ }^{13} \mathrm{C}^{a l i},{ }^{13} \mathrm{C}$ ' and ${ }^{15} \mathrm{~N}$ respectively, while they were $150 \mu \mathrm{~s}$ for the one-bond ${ }^{13} \mathrm{Cali}-1 \mathrm{H}$ transfer and $500 \mu \mathrm{~s}$ for ${ }^{15} \mathrm{~N}-{ }^{-1} \mathrm{H} \mathrm{CP}$. Gaussian Q3 cascade pulses were used for the selective ${ }^{13} \mathrm{C}$ inversion where a $320 \mu \mathrm{~s}$ pulse gives a bandwidth of 10.5 $\mathrm{kHz}(\sim 60 \mathrm{ppm})$ and $760 \mu \mathrm{~s}$ gives a bandwidth of $5.3 \mathrm{kHz}(\sim 30 \mathrm{ppm})$ for ${ }^{13} \mathrm{C}^{\prime}$ and ${ }^{13} \mathrm{C}^{\alpha}$ respectively. For the selective ${ }^{13} \mathrm{C}^{\prime}-$ ${ }^{13} \mathrm{C}^{\alpha}$ coherence transfer, the J -coupling delay was 4.25 ms when ${ }^{13} \mathrm{C}^{\prime}$ is along the transverse plane and 3 ms when ${ }^{13} \mathrm{C}^{\alpha}$ is transverse.

The program used for arranging the experiments in the Slice and Dice experiments of the $R_{1}$ was created in Python 3.7. The minimum and maximum relaxation times and the desired number of points for each sub-experiment can be entered manually or spaced automatically where the Fibonacci sequence is the basis for the spacing between time points. The pulse sequences, datasets, lists, compound pulse lists, and pulse shapes can be found online at Warwick archive (WRAP *Link*). The relaxation delays used in the presented experiments are given in Table S1.

To allow for direct comparison of the relaxation rates, the same number of rows in the indirect dimension were considered for all spectra. All spectra were processed in Bruker Topspin 3.6.1 with - 40 Hz LB in the direct dimension and Lorentz to gauss line broadening with -20 Hz and an offset of 0.1 in the indirect dimensions. Peak assignment and integration were performed using CARA version 1.9.1.7. The integrated intensities of each well-resolved peak were normalized and fit to a single exponential to find the relaxation rate. All relaxation rates are reported at the $95 \%$ confidence level from 2000 steps of Monte Carlo error analysis ${ }^{[6]}$.

Table S1. Delay lists for ${ }^{15} \mathrm{~N},{ }^{13} \mathrm{C}$ ' and ${ }^{13} \mathrm{C}^{\alpha}$ and $R_{1}$ measurements used in the standard and Slice \& Dice experiments. Highlighted in grey the times used for the analysis which correspond to the initial part of the relaxation slope until the $\sim 60 \%$ decay of the signal.

|  | ${ }^{\mathbf{1 5}} \mathbf{N}(\mathbf{s})$ |  |  | ${ }^{\mathbf{1 3}} \mathbf{C}^{\mathbf{\prime}} \mathbf{( \mathbf { s } )}$ |
| :---: | :---: | :---: | :---: | :---: |
| Standard | Slice \& Dice | Standard |  | $\mathbf{1 3}^{\mathbf{3}} \mathbf{C}^{\text {ali }} \mathbf{( \mathbf { s } )}$ <br> Slice \& Dice |
| 0.25 | 0.01 | 0.10 | 0.01 | Standard/Slice \& Dice |
| 0.40 | 0.07 | 0.20 | 0.07 | 0.01 |
| 0.80 | 0.15 | 0.50 | 0.13 | 0.03 |
| 1.20 | 0.22 | 0.90 | 0.20 | 0.05 |
| 2.00 | 0.37 | 1.40 | 0.33 | 0.08 |
| 4.00 | 0.60 | 2.30 | 0.50 | 0.13 |
| 7.00 | 1.00 | 3.60 | 0.90 | 0.21 |
| 11.00 | 1.50 | 5.90 | 1.40 | 0.34 |
| 1.00 | 2.50 | 9.50 | 2.30 | 0.60 |
| 28.00 | 4.10 | 15.00 | 3.60 | 0.90 |
| 45.00 | 11.00 |  | 5.90 | 1.50 |
|  | 17.00 |  | 15.50 | 2.40 |
|  | 28.00 |  | 25.00 | 3.80 |
|  | 45.00 |  |  | 6.20 |
|  |  |  |  | 10.00 |

## Further in-depth analysis of the Slice \& Dice python script

The input parameters in are the "AQ" time, a "Wait" time, the preferred ordering, and the 3 relaxation delay lists, or instructions on how to make the lists. The "AQ" time must be exactly or slightly longer than the time needed to collect one transient without a relaxation delay. The $A Q$ is calculated by adding each part of the experiment, minus any relaxation period. For example, if we take the recovery delay as 1.5 s , each water suppression time is 80 ms and 40 ms ( 120 ms total), the direct acquisition time is 30 ms , and the transfers and indirect chemical shift evolution times are a maximum of 50 ms , we find a total of 1.8 s for each transient. The "Wait" time specifies the minimum amount of time between acquisitions for the purposes of limiting the probe duty factor. The program will stop after the first solution is found to (mostly) preserve the order of the delay lists. There are thus options to group the experiments together in different ways at the beginning of the calculation, i.e. grouping the smallest ${ }^{13} \mathrm{C}$ relaxation times together by alternating the ${ }^{13} \mathrm{C}^{\text {ali }}$ and ${ }^{13} \mathrm{C}$ ' experiments, or grouping by the same type of experiment ( ${ }^{13} \mathrm{C}$ ali and ${ }^{13} \mathrm{C}$ ' start separated). Finally, the delay schedules may be specified explicitly or automatically generated using a Fibonacci spacing with a minimum and maximum values and the number of points. Fibonacci spacing closely matches previously used delay schedules and is useful for when there is a large dynamic range in the relaxation rates in one measurement, such as in the ${ }^{13} \mathrm{C}$ ali experiment. The ${ }^{15} \mathrm{~N}$ list is initially arranged in reverse chronological order (largest time to smallest) and the ${ }^{13} \mathrm{C}$ experiments arranged chronologically. On the first pass, the program will fit as many ${ }^{13} \mathrm{C}$ experiments into the longest ${ }^{15} \mathrm{~N}$ relaxation times as time allows. Once the ${ }^{15} \mathrm{~N}$ delays can no longer accommodate the ${ }^{13} \mathrm{C}$ experiments, the inner and outer experiments are swapped, and the ${ }^{15} \mathrm{~N}$ are fit inside the remaining ${ }^{13} \mathrm{C}$ delays. If a solution is not found on the first pass, the order of the relaxation times is varied until a solution is found. The order of the lists is varied using bubble sorts as follows: ${ }^{15} \mathrm{~N}$ alone, then ${ }^{15} \mathrm{~N}$ and ${ }^{13} \mathrm{C}$ ' together, then ${ }^{15} \mathrm{~N}$ and ${ }^{13} \mathrm{Cali}$ together, and finally ${ }^{15} \mathrm{~N},{ }^{13} \mathrm{C}$ 'and ${ }^{13} \mathrm{C}$ ali altogether. If there are no solutions the lowest relaxation time of each list is removed and the search continues until a solution is found, or until there are only four items in the lists. If there are still no solutions, the best fit is reported. The output from the program prints the arrays and lists needed to modify the Bruker pulse program ("region", "Inner", "Outer", and the Actual Timings: "CA", "CO", "N"). An estimate is produced for the time required to collect 1 transient of the standard and embedded experiments to gauge the efficiency improvements. A " $T_{1}$ " array is also produced that shows the estimated wait time between the final "Inner" loop acquisition and the "Outer" loop acquisition, where large values in the $\mathrm{T}_{1}$ array may indicate inefficient packing. Changing either the "AQ" or "Wait" time slightly, or by adjusting the time scheduling slightly, may result in a more efficient use of time.

Table S2. Comparison of ${ }^{15} \mathrm{~N},{ }^{13} \mathrm{C}$ ' and ${ }^{13} \mathrm{C}^{\alpha} R_{1}$ fits for individual residues of $\left[\mathrm{U}-{ }^{1} \mathrm{H},{ }^{13} \mathrm{C},{ }^{15} \mathrm{~N}\right] \mathrm{GB} 1$ crystal at 16.4 T and 100 kHz MAS with a nominal temperature of 282.1 K . The heavily overlapping peaks were eliminated. For each residue the white background denotes the rates acquired the traditional experiment, while the grey background indicates the Slice \& Dice.

| Residue | ${ }^{15} \mathrm{~N}$ |  | ${ }^{13} \mathrm{C}^{\prime}$ |  | ${ }^{13} \mathrm{C}^{\alpha}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\mathrm{R}_{1}\left(10^{2} \mathrm{~s}^{-1}\right)$ | Error | $\mathrm{R}_{1}\left(10^{2} \mathrm{~s}^{-1}\right)$ | Error | $\mathrm{R}_{1}\left(10^{1} \mathrm{~s}^{-1}\right)$ | Error |
| M01 | - | - | 5.68 | 0.98 | - | - |
|  | - | - | 7.06 | 0.96 | - | - |
| Q02 | 7.97 | 0.87 | - | - | 3.57 | 0.29 |
|  | 7.75 | 0.78 | - | - | 3.29 | 0.24 |
| Y03 | 3.17 | 0.49 | - | - | 3.17 | 0.36 |
|  | 3.20 | 0.36 | - | - | 3.22 | 0.32 |
| K04 |  | - | - | - | - | - |
|  | - | - | - | - | - | - |
| L05 | - | - | - | - | - | - |
|  | - | - | - | - | - | - |
| 106 | 1.76 | 0.33 | 5.69 | 2.16 | - | - |
|  | 1.30 | 0.34 | 5.03 | 2.07 | - | - |
| L07 | - | - | 4.98 | 1.13 | - | - |
|  | - | - | 6.11 | 1.20 | - | - |
| N08 | 3.07 | 0.30 | 21.20 | 2.01 | 3.35 | 0.24 |
|  | 3.43 | 0.34 | 20.85 | 2.14 | 3.40 | 0.20 |
| G09 | 3.45 | 0.46 | 7.05 | 1.59 | 2.02 | 0.52 |
|  | 3.34 | 0.45 | 10.48 | 1.69 | 2.41 | 0.48 |
| K10 | 7.33 | 1.72 | 9.89 | 1.13 | 2.69 | 0.24 |
|  | 6.81 | 1.73 | 10.28 | 1.20 | 2.64 | 0.17 |
| T11 | 9.04 | 0.77 | 10.47 | 1.40 | 4.09 | 0.22 |
|  | 7.93 | 0.69 | 12.29 | 1.33 | 3.91 | 0.20 |
| L12 | 11.69 | 1.66 | - | - | 2.39 | 0.18 |
|  | 10.44 | 1.71 | - | - | 2.28 | 0.21 |
| K13 | 3.66 | 0.53 | - | - | - | - |
|  | 3.34 | 0.44 | - | - | - | - |
| G14 | 4.43 | 0.70 | 6.26 | 2.90 | 2.23 | 0.53 |
|  | 4.74 | 0.74 | 4.69 | 1.73 | 2.30 | 0.50 |
| E15 | 2.38 | 0.34 | 6.94 | 0.84 | 2.74 | 0.21 |
|  | 2.65 | 0.37 | 6.49 | 0.68 | 2.90 | 0.18 |
| T16 | 4.39 | 0.43 | 4.99 | 0.73 | - | - |
|  | 3.26 | 0.35 | 5.11 | 0.66 | - | - |
| T17 | - | - | 8.01 | 1.02 | 3.36 | 0.29 |
|  | - | - | 6.89 | 0.72 | 3.21 | 0.24 |
| T18 | 6.94 | 0.93 | 7.18 | 0.69 | 3.17 | 0.18 |
|  | 5.97 | 0.77 | 7.62 | 0.67 | 3.04 | 0.17 |
| E19 | 10.73 | 0.87 | 8.29 | 1.49 | 2.17 | 0.19 |
|  | 9.55 | 0.75 | 8.15 | 1.16 | 2.12 | 0.17 |
| A20 | 5.53 | 0.67 | 4.79 | 0.54 | 1.19 | 0.13 |
|  | 4.53 | 0.54 | 5.31 | 0.62 | 1.30 | 0.12 |
| V21 | 3.15 | 0.55 | 9.14 | 1.22 | 1.22 | 0.22 |
|  | 3.85 | 0.46 | 10.21 | 1.49 | 1.25 | 0.19 |
| D22 | - | - | 5.24 | 0.35 | - | - |
|  | - | - | 5.69 | 0.79 | - | - |
| A23 | - | - | 8.27 | 0.67 | 1.39 | 0.14 |
|  | - | - | 7.85 | 0.60 | 1.49 | 0.13 |
| A24 | 4.21 | 0.36 | 6.48 | 0.63 | - | - |
|  | 3.87 | 0.36 | 6.60 | 0.67 | - | - |
| T25 | - |  | 4.24 | 1.37 | 1.20 | 0.16 |
|  | - | - | 3.77 | 1.02 | 1.30 | 0.16 |
| A26 | 1.63 | 0.21 | 6.85 | 0.65 | 1.46 | 0.12 |
|  | 1.53 | 0.23 | 7.43 | 0.59 | 1.28 | 0.12 |
| E27 | 4.17 | 0.53 | 6.03 | 1.57 | 1.57 | 0.35 |
|  | 5.01 | 0.62 | 9.19 | 1.83 | 2.04 | 0.35 |
| K28 | - | - | 5.61 | 3.79 | 2.05 | 0.29 |
|  | - | - | 4.91 | 1.38 | 2.40 | 0.30 |
| V29 | - | - | 7.93 | 0.79 | 1.15 | 0.13 |
|  | - | - | 9.22 | 0.83 | 1.25 | 0.12 |
| F30 | 3.36 | 0.22 | 14.81 | 3.56 | 1.44 | 0.33 |
|  | 3.20 | 0.29 | 9.50 | 2.56 | 1.99 | 0.33 |
| K31 | 1.72 | 0.29 | 8.37 | 0.46 | 1.79 | 0.19 |
|  | 2.11 | 0.37 | 8.61 | 0.44 | 1.60 | 0.19 |
| Q32 | 2.43 | 0.47 | 10.20 | 1.11 | 2.02 | 0.22 |
|  | 3.02 | 0.42 | 10.96 | 1.20 | 1.78 | 0.21 |
| Y33 | 2.38 | 0.34 | - | - | 1.35 | 0.19 |
|  | 2.65 | 0.39 | - | - | 0.96 | 0.18 |


| A34 | - | - | 8.81 | 0.71 | 1.97 | 0.15 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | - | - | 8.18 | 0.58 | 1.96 | 0.14 |
| N35 | 3.11 | 0.30 | 7.68 | 0.64 | - | - |
|  | 2.94 | 0.27 | 8.39 | 0.60 | - | - |
| D36 | 2.21 | 0.29 | - | - | 2.04 | 0.26 |
|  | 2.16 | 0.33 | - | - | 1.92 | 0.22 |
| N37 | - | - | 3.12 | 1.70 | 2.11 | 0.14 |
|  | - | - | 4.09 | 1.76 | 1.92 | 0.13 |
| G38 | 12.75 | 1.29 | 9.88 | 2.10 | 2.44 | 0.34 |
|  | 10.79 | 1.15 | 9.92 | 1.74 | 2.67 | 0.36 |
| V39 | 4.55 | 0.48 | 13.92 | 1.10 | 1.35 | 0.19 |
|  | 3.85 | 0.39 | 12.79 | 1.18 | 1.19 | 0.15 |
| D40 | 14.84 | 1.17 | 13.72 | 0.78 | - | - |
|  | 14.39 | 1.16 | 11.71 | 0.71 | - | - |
| G41 | 12.88 | 1.35 | 8.18 | 1.59 | 5.07 | 0.50 |
|  | 15.34 | 1.73 | 6.89 | 1.09 | 5.71 | 0.47 |
| E42 | - | - | 6.76 | 0.68 | 2.16 | 0.13 |
|  | - | - | 6.73 | 0.67 | 2.40 | 0.16 |
| W43 | 3.78 | 0.42 | 4.65 | 0.92 | 1.36 | 0.23 |
|  | 3.52 | 0.38 | 5.94 | 0.92 | 1.29 | 0.21 |
| T44 | 0.99 | 0.30 | 3.45 | 1.41 | 3.00 | 0.47 |
|  | 1.33 | 0.30 | 5.21 | 1.09 | 2.43 | 0.43 |
| Y45 | 1.32 | 0.29 | 3.46 | 1.21 | 1.61 | 0.32 |
|  | 0.79 | 0.25 | 2.79 | 1.01 | 1.69 | 0.29 |
| D46 | 3.12 | 0.45 | - | - | 3.57 | 0.39 |
|  | 2.67 | 0.43 | - | - | 3.51 | 0.35 |
| D47 | 3.89 | 0.55 | 9.63 | 1.76 | - | - |
|  | 3.39 | 0.44 | 7.87 | 1.48 | - | - |
| A48 | - | - | 10.75 | 1.64 | 2.24 | 0.12 |
|  | - | - | 9.69 | 2.39 | 2.30 | 0.11 |
| T49 | 5.26 | 0.53 | 5.80 | 1.16 | 1.16 | 0.20 |
|  | 5.39 | 0.59 | 5.66 | 1.13 | 1.60 | 0.20 |
| K50 | 3.21 | 0.76 | 5.45 | 1.19 | 2.04 | 0.26 |
|  | 3.12 | 0.64 | 6.71 | 1.01 | 2.35 | 0.23 |
| T51 | 2.06 | 0.30 | 4.96 | 0.81 | 2.23 | 0.21 |
|  | 1.84 | 0.27 | 6.60 | 1.01 | 2.41 | 0.19 |
| F52 | 1.25 | 0.25 | 3.27 | 1.61 | 2.64 | 0.52 |
|  | 1.01 | 0.24 | 2.91 | 1.36 | 2.77 | 0.47 |
| T53 | 1.06 | 0.28 | 7.81 | 1.60 | 3.91 | 0.40 |
|  | 0.93 | 0.25 | 6.41 | 1.23 | 3.93 | 0.42 |
| V54 | 1.03 | 0.19 | 7.65 | 1.27 | 1.33 | 0.24 |
|  | 1.00 | 0.18 | 8.07 | 1.10 | 1.49 | 0.22 |
| T55 | 1.61 | 0.25 | 7.09 | 0.50 | 3.27 | 0.21 |
|  | 1.43 | 0.24 | 7.48 | 0.46 | 3.08 | 0.16 |
| E56 | 4.18 | 0.49 | - | - | - | - |
|  | 4.90 | 0.54 | - | - | - | - |



Figure S1. Pulse sequence of the individual ${ }^{15} \mathrm{~N}$ (blue), ${ }^{13} \mathrm{C}^{\prime}$ (yellow) and ${ }^{13} \mathrm{C}^{\alpha}$ (red) $R_{1}$ measurements for the Slice \& Dice experiment. Below each experiment is sliced into portions for excitation (square) and acquisition (triangle). Narrow and broad black lines represent $90^{\circ}$ and $180^{\circ}$ hard pulses, respectively. Rounded pulses represent $180^{\circ}$ selective shaped pulses. When not shown, the phase of the pulses is $x$. The phase cycling for both the experiments is as follow.
$h \mathrm{hH}_{\mathrm{N}}$ experiment: $\varphi_{11}=\left\{\mathrm{x}^{*} 2,-x^{*} 2\right\}, \varphi_{12}=\left\{x^{*} 4,-x^{*} 4\right\}, \varphi_{14}=\{y,-y\}, \varphi_{16}=\left\{x^{*} 8,-x^{*} 8\right\}$ and acquisition $\varphi_{31}=\{y,-y,-y, y,-y, y, y,-y,-y, y$, $y,-y, y, y,-y, y,-y,-y, y\}$. States-TPPI is employed on $\varphi_{14}$.
hCaHa and $\mathrm{hC}{ }^{\prime} \mathrm{CaHa}$ experiment: $\varphi_{1}=\left\{\mathrm{x}^{*} 4,-x^{*} 4\right\}, \varphi_{3}=\left\{\mathrm{x}^{*} 2, \mathrm{y}^{*} 2\right\}, \varphi_{4}=\{\mathrm{y},-\mathrm{y}\}, \varphi_{6}=\left\{\mathrm{x}^{*} 8,-\mathrm{x}^{*} 8\right\}, \varphi_{8}=\left\{\mathrm{x}^{*} 16, \mathrm{y}^{*} 16\right\}, \varphi_{24}=\{\mathrm{x},-\mathrm{x}\}$. The acquisition is $\varphi_{31}=\{y,-y,-y, y,-y, y, y,-y,-y, y, y,-y, y, y,-y, y,-y,-y, y\}$ for hCaHa, and $\varphi_{30}=\{y,-y,-y, y,-y, y, y,-y,-y, y, y,-y, y$, $y,-y, y,-y,-y, y,-y, y, y,-y, y,-y,-y, y, y,-y,-y, y,-y, y, y,-y\}$ for $h C ' C a H a$. States-TPPI is employed on $\varphi_{4}$.


Figure S2. Sensitivity comparison of ${ }^{1} \mathrm{H} 1 \mathrm{D}$ integrated spectrum intensity on ${ }^{15} \mathrm{~N},{ }^{13} \mathrm{C}$ ' and ${ }^{13} \mathrm{Cali}$ for the $R_{1}$ individual and the Slice \& Dice experiment. Both implement a standard CP for all of the ${ }^{1} \mathrm{H}-\mathrm{X} / \mathrm{Y}$ transfer. The experiments were acquired with 32 coadded transients.


Figure S3. 2D spectra for crystalline $\left[\mathrm{U}-{ }^{13} \mathrm{C},{ }^{15} \mathrm{~N}\right] \mathrm{GB} 1$ obtained at 100 kHz spinning using the Slice \& Dice experiment with assignments of ${ }^{13} \mathrm{C}^{\prime}$ (up) and ${ }^{15} \mathrm{~N}$ (down) resonances.

Figure S4a. 2D spectra for crystalline [ $\left.\mathrm{U}-{ }^{13} \mathrm{C},{ }^{15} \mathrm{~N}\right] \mathrm{GB} 1$ obtained at 100 kHz spinning using the Slice \& Dice experiment with assignments of the aliphatic ${ }^{13} \mathrm{C}$. The spectrum is acquired folded and here is presented unfolded with a zoom on the $\alpha$-region on the left, and of the rest of the ${ }^{13} \mathrm{C}^{\text {ai }}$ on the right, in which only assignments for non-overlapping peaks are shown for the spectrum. The contours for the aliphatic region are drawn lower than the ${ }^{13} \mathrm{C}^{a}$ region to highlight the number of resonances present.


Figure S4b. Zoom of the 2D spectrum for the ${ }^{13} \mathrm{C}^{\alpha}$-region for crystalline $\left[\mathrm{U}-{ }^{13} \mathrm{C},{ }^{15} \mathrm{~N}\right] \mathrm{GB} 1$ obtained at 100 kHz spinning using the Slice \& Dice experiment (left spectrum in Fig.S4a).


Figure S4c. Zoom of the 2D spectrum for the aliphatic carbon region for crystalline $\left[\mathrm{U}-{ }^{-13} \mathrm{C},{ }^{15} \mathrm{~N}\right] \mathrm{GB} 1$ obtained at 100 kHz spinning using the Slice \& Dice experiment (right spectrum in Fig.S4a).


Figure S5. Expansion of the 2D spectrum for the aliphatic carbon region for crystalline $\left[\mathrm{U}-{ }^{13} \mathrm{C},{ }^{15} \mathrm{~N}\right] \mathrm{GB} 1$ obtained at 100 kHz spinning using the Slice \& Dice experiment with highlighted the overlapping resonances.


Figure S6. A comparison of the $R_{1}$ rates for a) ${ }^{15} \mathrm{~N}, \mathrm{~b}$ ) ${ }^{13} \mathrm{C}^{\prime}, \mathrm{c}$ ) ${ }^{13} \mathrm{C}^{\alpha}$ obtained from the separated single-acquisition experiment (fullblue circle) and Slice \& Dice (full-red triangle) as a function of the residue number. In c) ${ }^{13} \mathrm{C}^{\delta}$ are indicated as described above and ${ }^{13} \mathrm{C}^{\varepsilon}$ are indicated with empty-blue circle for standard acquisition and red-empty triangles for Slice \& Dice. Errors bars represent two standard deviations within the correspondent rate. For the severely overlapping peaks, values are not included.
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## Chapter 8

## Summary and Outlook

Chapter 5 showed how the implementation of ${ }^{1} \mathrm{H}$ homonuclear decoupling at fast MAS ( 60 kHz ) could further improve linewidth, reflected in the resolution and sensitivity of the spectrum. The chapter showed how at 500 MHz with supercycled windowed PMLG ${ }^{1} \mathrm{H}$ homonuclear decoupling on a rigid solid such as glycine, it is possible to achieve a better resolution of the $\mathrm{CH}_{2}$ group than in a one pulse MAS spectrum acquired at a 1 GHz spectrometer. Furthermore, the application of proton homonuclear decoupling can be useful even at the higher field spectrometer, being able to reach a baseline resolution in glycine at a nutation frequency of $\approx 100$ kHz , which is manageable for probe and rigid solid. Good sensitivity and resolution can be achieved with a proton nutation frequency of 50 kHz , which could open the application of this method even to biological samples, avoiding overheating and consequently degradation of the sample itself. In previous cited work it was seen that good proton resolution was obtained using a windowed DUMBO variance, eDUMBO-PLUS, on a 1 GHz spectrometer ${ }^{71}$ for a ${ }^{1} \mathrm{H}$ nutation frequency of $\approx 170$ kHz and by Leskes et al. ${ }^{70}$ at ${ }^{1} \mathrm{H} \nu_{1}=254 \mathrm{kHz}$ (DUMBO, 65 kHz MAS at 14.1 T ). As well the use of PMLG for a ${ }^{1} \mathrm{H} \nu_{1} 125 \mathrm{kHz}$ at faster MAS of $80 \mathrm{kHz},{ }^{66}$ and at 65 kHz MAS for higher nutation frequencies of $216 \mathrm{kHz}^{70}$ allowed to record improved ${ }^{1} \mathrm{H}$ detected spectra.

We showed how the enhancement of resolution was enabled by using a windowed sequence in a CRAMPS experiment, and these same conditions were then implemented to improve the sensitivity in a 2D CP-Refocused INEPT experiment. Specifically, ${ }^{15} \mathrm{~N}-{ }^{-1} \mathrm{H}$ heteronuclear correlation is particularly important for spectral assignment for structure and dynamics determination. Indeed, contrary to ${ }^{14} \mathrm{~N}$, an $I=1^{114}$ nucleus subject to quadrupolar induced shifts, and anisotropic contributions due to scaled-down second-order quadrupolar interaction, the isotope ${ }^{15} \mathrm{~N}$ is
spin-1/2. Therefore, even with very low natural abundance ( $0.4 \%$ ), ${ }^{15} \mathrm{~N}$ NMR can directly access chemical shift information without interference from the quadrupolar effect. We demonstrated how the technique can be applied to a natural abundance sample at 60 kHz MAS in a ${ }^{1} \mathrm{H}$ detected experiment, where the limited quantity of material inside the rotor makes the detection of low $\gamma$ and natural abundance nuclei, as ${ }^{15} \mathrm{~N}$, particularly challenging. It could be advantageous for pharmaceuticals, where isotope labelling is not of common practice due to its high cost. Even in labelled samples, such as biological macromolecules, the use of this scheme could be useful for improving the INEPT transfer of relatively rigid biomolecules such as GB1. However, the application to biological samples still requires further optimization. The application of ${ }^{1} \mathrm{H}$ homonuclear decoupling during the INEPT transfer ensures that the transfer occours through-bond and could represent a good alternative with respect to CRAMPS acquisition. Firstly, CRAMPS limits the total acquisition time of the spectrum and, while in solids of rigid molecules this is not a huge problem because the signal decays quite rapidly, it can become an issue in biological samples, which have, typically, a longer FID. Secondly, having ${ }^{1} \mathrm{H}$ homonuclear decoupling in acquisition will induce scaling in the spectrum, which can be a further issue that can impact the reliability of the assignment, especially for large macromolecules.

We demonstrated that, even if the conditions for the ${ }^{1} \mathrm{H}$ homonuclear decoupling at fast MAS are clearly different with respect to the classic PMLG implementation, it is possible to have a straightforward optimization recipe to follow for the set-up at 60 kHz MAS. Furthermore, we place our approach in a literature context, showing that for nutation frequency of $\approx 100 \mathrm{kHz}$ and less, the PMLG conditions follow a similar pattern with the ones seen in various works at fast MAS ( $>40$ $\mathrm{kHz}) .{ }^{56,66,70}$ The ideal PMLG conditions, such as total angle rotation and chemical shift scaling factor, are shifted, and the $\Psi$ parameter, which is ratio between the MAS rotor period and the decoupling scheme cycle time, follows the trend seen in the literature ${ }^{66,70}$ with a value of $\approx 0.57$. Noting the high amount of decoupling parameters, a simple equation for indicating the decoupling efficiency was provided: it considers the increased resolution after scaling, giving essentially an idea of the averaging of the dipolar coupling.

In chapter 6 and 7 , the focus is on the improvement of experimental time in both $R_{1}$ and $R_{1 \rho}$ relaxation measurements. In our approach, we discard as little magnetization as possible per excitation by taking advantage of the magnetization that is normally not used in a relaxation experiment on one nucleus. For example, during a ${ }^{15} \mathrm{~N}$ relaxation measurement the polarization from ${ }^{1} \mathrm{H}^{\alpha}$ would not be used. We showed how it is possible to obtain relaxation rates from time-optimized
experiments, by direct comparison with data acquired in the traditional way, at 100 kHz MAS on uniformly labelled $\left[{ }^{1} \mathrm{H},{ }^{13} \mathrm{C},{ }^{15} \mathrm{~N}\right]$ crystalline GB 1 on a 700 MHz spectrometer. One of the advantages that 100 kHz MAS brings is the possibility to have sufficient resolution on the proton channel to acquire on the alpha proton, ${ }^{1} \mathrm{H}^{\alpha}$, leaving two completely different magnetization pathways for ${ }^{15} \mathrm{~N}\left({ }^{1} \mathrm{H}-{ }^{15} \mathrm{~N}-{ }^{1} \mathrm{HN}\right)$ and carbonyl, ${ }^{13} \mathrm{CO},\left({ }^{1} \mathrm{H}-{ }^{13} \mathrm{CO}-{ }^{13} \mathrm{C}^{\alpha}-{ }^{1} \mathrm{H}^{\alpha}\right)$. However, at lower spinning frequencies, the samples are usually either deuterated, or alternatively labelled, and the lower resolution on the alpha protons does not allow the same pathway for the carbon experiment. Future work will involve making the technique accessible to lower spinning frequencies, and possibly in the solution-state where, unfortunately, the INEPT transfer, in contrast to CP, could become detrimental for the coherence transfer. We presented a $R_{1 \rho}$ experiment which takes advantage of only one recycle delay for two nuclei, and, even with a small reduction in sensitivity ( $\approx 10 \%$ ) due to the simultaneous CP on both ${ }^{13} \mathrm{CO}$ and ${ }^{15} \mathrm{~N}$, and sequential acquisition on ${ }^{1} \mathrm{H}$, the advantage that this method brings is still very good. Other than the original implementation of ${ }^{1} \mathrm{H}_{-}{ }^{13} \mathrm{CO}-{ }^{13} \mathrm{C}^{\alpha}-{ }^{1} \mathrm{H}^{\alpha}$, we give two alternatives, one where the magnetization transfer in SIM-CP is pool specific from proton to ${ }^{13} \mathrm{C}^{\alpha}$, followed by a specific ${ }^{13} \mathrm{C}^{\alpha}{ }_{-}{ }^{13} \mathrm{CO}$ $J$-coupling transfer, in a ${ }^{1} \mathrm{H}^{\alpha}{ }_{-}{ }^{13} \mathrm{C}^{\alpha}{ }_{-}^{13} \mathrm{CO}-{ }^{13} \mathrm{C}^{\alpha}{ }_{-}^{1} \mathrm{H}^{\alpha}$ pathway. We obtained the best time performance by SimultaneousLy Increasing and DEcreasing (SLIDE) the spinlock pulses in a time-shared chemical shift evolution, demonstrating that possible introduction of $T_{1}$ relaxation is not an issue due to the different order of magnitude and because the intensity change is $<2 \%$. However, if the $T_{1}$ s were shorter, the use of constant time periods for the spinlock block will negate any $T_{1}$ interference. A concern for $R_{1 \rho}$, which limits the aspect of time combination, is that the spin-lock pulses must be separated on the two channels to avoid interaction between the two as with CP, so in this case the magnetization on one of the nuclei is stored to be retrieved later, while on the other channel the measurement is taking place.

This feature is not a concern for the $R_{1}$ experiments where the relaxation delays can overlap. Firstly, using SIM-CP and time-shared, and during the long waiting time on one nucleus, the other experiment can be completed in the meantime. Essentially, we showed it is possible to obtain the $R_{1}$ experiment on ${ }^{13} \mathrm{CO}$ for free for a small payment of SNR due to SIM-CP. The comparison with relaxation data acquired with the standard implementation showed that pulsing during the relaxation measurement on the different channel does not disrupt the rates of the sequential acquisition experiment. Furthermore, it was possible to take advantage of the long waiting time of ${ }^{15} \mathrm{~N},{ }^{13} \mathrm{CO}$ and ${ }^{13} \mathrm{C}^{\alpha}$ to embed and nest magnetization on multiple nuclei with no sensitivity losses, since the nested experiments have their
own specific magnetization transfer. We showed that it is possible to obtain at 100 kHz MAS a well resolved 2D-spectra for the aliphatic carbon region. However, due to unaveraged spin diffusion even at 100 kHz MAS, the detection of these measurements needs a high degree of deuterium labelling, which could require adaptation of the pulse sequence. A natural evolution of this kind of experiment is to increase the dimensionality of the spectra to potentially allow the deconvolution of heavily overlapping peaks to obtain a more complete picture of dynamics, as for example on the ${ }^{13} \mathrm{C}$ dimension.
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    ${ }^{6}$ calculated with eq. 14
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