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COMBINATORIAL GENERATION VIA PERMUTATION LANGUAGES.
V. ACYCLIC ORIENTATIONS

JEAN CARDINAL, HUNG P. HOANG, ARTURO MERINO, ONDŘEJ MIČKA, AND TORSTEN MÜTZE

Abstract. In 1993, Savage, Squire, and West described an inductive construction for generating
every acyclic orientation of a chordal graph exactly once, flipping one arc at a time. We provide
two generalizations of this result. Firstly, we describe Gray codes for acyclic orientations of
hypergraphs that satisfy a simple ordering condition, which generalizes the notion of perfect
elimination order of graphs. This unifies the Savage-Squire-West construction with a recent
algorithm for generating elimination trees of chordal graphs. Secondly, we consider quotients
of lattices of acyclic orientations of chordal graphs, and we provide a Gray code for them,
addressing a question raised by Pilaud. This also generalizes a recent algorithm for generating
lattice congruences of the weak order on the symmetric group. Our algorithms are derived from
the Hartung-Hoang-Mütze-Williams combinatorial generation framework, and they yield simple
algorithms for computing Hamilton paths and cycles on large classes of polytopes, including
chordal nestohedra and quotientopes. In particular, we derive an efficient implementation of
the Savage-Squire-West construction. Along the way, we give an overview of old and recent
results about the polyhedral and order-theoretic aspects of acyclic orientations of graphs and
hypergraphs.

1. Introduction

In 1953, Frank Gray registered a patent [Gra53] for a method to list all binary words of
length n in such a way that any two consecutive words differ in exactly one bit, and he called
it the binary reflected code. More generally, a combinatorial Gray code [Rus16] is a listing of
all objects of a combinatorial class such that any two consecutive objects differ by a ‘small
local change’, sometimes also called a ‘flip’. Over the years, Gray codes have been designed for
numerous classes of combinatorial objects, including permutations, combinations, integer and
set partitions, Catalan objects (binary trees, triangulations etc.), linear extensions of a poset,
spanning trees or matchings of a graph etc.; see the surveys [Sav97, Müt22]. This area has
been the subject of intensive research combining ideas from combinatorics, algorithms, graph
theory, order theory, algebra, and discrete geometry. This enabled recent exciting progress on
long-standing problems in this area (see e.g. [SW18]), and the development of versatile general
techniques for designing Gray codes [Wil13, RSW12, HHMW22]. One of the main applications
of Gray codes is to efficiently generate a class of combinatorial objects (see e.g. [Wil09]), and
many such algorithms are described in the most recent volume of Knuth’s book ‘The Art of
Computer Programming’ [Knu11].
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2 COMBINATORIAL GENERATION VIA PERMUTATION LANGUAGES. V. ACYCLIC ORIENTATIONS

1.1. The Steinhaus-Johnson-Trotter algorithm. The Steinhaus-Johnson-Trotter algorithm,
also known as ‘plain changes’, is one of the classical Gray codes for generating permutations.
Specifically, it lists all permutations of [n] := {1, 2, . . . , n} so that every pair of successive
permutations differs by exactly one adjacent transposition, i.e., by swapping two neighboring
entries of the permutation. Using suitable auxiliary arrays, this algorithm can be implemented
in time O(1) per visited permutation.

The Steinhaus-Johnson-Trotter ordering of permutations can be defined inductively as follows:
For n = 1 the listing consists only of a single permutation 1. To construct the listing for
permutations of [n] for n ≥ 2, we consider the listing for permutations of [n − 1], and we
replace every permutation π in it by the sequence of permutations obtained by inserting the
new largest symbol n in all possible positions in π from right to left, or from left to right,
alternatingly. It is easy to check that this indeed gives a listing of all permutations of [n]
by adjacent transpositions. Moreover, as n! is even for n ≥ 2, the listing is cyclic, i.e., the
last and first permutation differ only in an adjacent transposition. For example, for n = 2
we get the listing 12, 21, for n = 3 we get 123, 132, 312, 321, 231, 213, and for n = 4 we get
1234, 1243, 1423, 4123, 4132, 1432, 1342, 1324, 3124, 3142, 3412, 4312, 4321, 3421, 3241, 3214, 2314,
2341, 2431, 4231, 4213, 2413, 2143, 2134; see Figure 1. In those listings, the newly inserted
symbol n is highlighted, which allows tracking its zigzag movement.

Williams [Wil13] found a strikingly simple equivalent description of the Steinhaus-Johnson-
Trotter ordering via the following greedy algorithm: Start with the identity permutation, and
repeatedly perform an adjacent transposition with the largest possible value that yields a
previously unvisited permutation.

The results in this paper can be seen as far-ranging generalizations of these two alternative
descriptions of the same fundamental ordering.

1.2. Flip graphs, lattices, and polytopes. Any Gray code problem gives rise to a corre-
sponding flip graph, which has as vertices the combinatorial objects of interest, and an edge
between any two objects that differ by the specified flip operation.
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Figure 1. The 3-dimensional permutohedron
with the Steinhaus-Johnson-Trotter Hamilton
path. The start and end vertex are highlighted
by a triangle and diamond, respectively, and can
be joined to a Hamilton cycle.

For example, the flip graph on binary
words of length n under flips that change
a single bit is the n-dimensional hypercube.
Moreover, the flip graph for permutations
under adjacent transpositions discussed in
the previous section is the Cayley graph of
the symmetric group generated by adjacent
transpositions. Another heavily studied ex-
ample is the flip graph on binary trees under
tree rotations [STT88, Pou14].

Clearly, computing a Gray code for a set
of combinatorial objects amounts to travers-
ing a Hamilton path in the corresponding
flip graph. In particular, Hamilton paths in
the three aforementioned flip graphs can be
computed by the binary reflected code, the
Steinhaus-Johnson-Trotter algorithm, and
by an algorithm due to Lucas, Roelants
van Baronaigien, and Ruskey [LRvBR93],
respectively.

It turns out that many flip graphs can be
equipped with a poset structure and realized
as polytopes, i.e., they are cover graphs of
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certain lattices, and 1-skeleta of certain high-dimensional polytopes. For example, the n-
dimensional hypercube is the cover graph of the Boolean lattice and the skeleton of the Cartesian
product [0, 1]n. Similarly, the flip graph on permutations under adjacent transpositions is the
cover graph of the weak order on the symmetric group, and the skeleton of the permutohedron;
see Figure 1. Lastly, the flip graph on binary trees under rotations is the cover graph of the
Tamari lattice and the skeleton of the associahedron.

Generalizations of these lattices and polytopes and the associated combinatorial structures
have been the subject of intensive research in algebraic and polyhedral combinatorics; see Figure 5.
The theory of generalized permutohedra [PRW08, Pos09, AA17] and of lattice congruences and
their quotients [Rea12, Rea16a], in particular, provides us with a rich framework that contains
all previous three examples as very special cases of a much broader picture. Specifically, in the
next three sections we discuss the generalizations shown one level above the bottom in Figure 5,
namely acyclic orientations, elimination trees and lattice quotients.

1.3. From permutations to acyclic orientations. The starting point of this work are Gray
codes for acyclic orientations of a graph. Given a simple graph G, an acyclic orientation of G is
a digraph D obtained by orienting every edge of G in one of two ways so that D does not contain
any directed cycles. The goal is to list all acyclic orientations of G in such a way that any two
consecutive orientations differ by reorienting a single arc, which we refer to as an arc flip.

D D′

1
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5

3

4

1

2

5

3

4

π = 15423

(a1) (a2) (b2)(b1)

Figure 2. (a1) An acyclic orientation D of a graph; (a2) the transitive reduction of D,
which contains precisely the flippable arcs in D; (b1) an acyclic orientation D′ of the
complete graph; (b2) the transitive reduction of D′ and the corresponding permutation.

It is easy to see that in an acyclic orientation D, the flippable arcs are precisely the arcs that
are in the transitive reduction of D, which is the minimum subset of arcs that has the same
reachability relations (i.e., the same transitive closure) as D; see Figure 2 (a1)+(a2). If G is the
complete graph with vertex set [n], then the transitive reduction of any of its acyclic orientations D
is a path, directed from the source to the sink of the orientation. Consequently, we can interpret
the vertex labels along this path as a permutation of [n]; see Figure 2 (b1)+(b2). Furthermore,
an arc flip corresponds to an adjacent transposition in this permutation. Consequently, the flip
graph on acyclic orientations of the complete graph is the skeleton of the permutohedron. In
general, the flip graph on the acyclic orientations of a graph G is the skeleton of a polytope
known as the graphical zonotope of G [Gre77, GZ83, Sta07].

In general, not all (skeletons of) graphical zonotopes admit a Hamilton path or cycle, and we
do not know of any simple conditions on the graph G for this to hold. Clearly, the flip graph on
acyclic orientations is bipartite for any graph G, and if the partition classes have sizes that differ
by more than 1, then this rules out the existence of a Hamilton path, a phenomenon that occurs
for example if G is a wheel graph with an even number of spokes [SSW93]. In this context, let
us mention that counting the number of acyclic orientations of a graph is #P-complete [Lin86].

On the positive side, Savage, Squire and West [SSW93] showed that the flip graph on
acyclic orientations of G has a Hamilton cycle if G is chordal. Their proof is a straightforward
generalization of the Steinhaus-Johnson-Trotter construction, so we describe it here, with the
goal of generalizing it even further subsequently. A graph is chordal if every induced cycle has
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Figure 3. Illustration of the Savage-Squire-West proof. In the neighborhood of v, only
the transitive reduction is shown, whereas transitive arcs are omitted for simplicity.

length 3. It is well-known that every chordal graph G has a simplicial vertex v, i.e., a vertex
whose neighborhood in the graph is a clique. We remove v from the graph, and by induction
we obtain a Gray code for the acyclic orientations of G − v; see Figure 3 (a). Let k be the
number of neighbors of v in G. To construct the listing of acyclic orientations of G, we replace
every acyclic orientation in the listing for G− v by the sequence of k + 1 acyclic orientations
obtained by adding v and orienting the edges incident with v in all possible ways (that yield
an acyclic orientation). Specifically, since the neighborhood of v is a clique, whose transitive
reduction is a path, there are precisely k + 1 valid acyclic orientations obtained by adding v, and
they differ in a sequence of arc flips of arcs incident with v, and this sequence starts and ends
with v being a sink or a source; see Figure 3 (b). In the Gray code for the acyclic orientations
of G, the vertex v alternates or ‘zigzags’ between being sink or source. As the number of acyclic
orientations of any graph G with at least one edge is even (consider the involution on the set
of all acyclic orientations that reorients every arc), the resulting ordering is cyclic, i.e., the
last and first acyclic orientation differ only in an arc flip. For G being a complete graph, the
resulting ordering of acyclic orientations and their corresponding permutations is exactly the
Steinhaus-Johnson-Trotter ordering.

1.4. From permutations to elimination trees. An elimination tree T of a connected graph G
is an unordered rooted tree obtained as follows: We remove a vertex v of G which becomes the
root of T , and we recurse on the connected components of G−v, whose elimination trees become
the subtrees of v in T ; see Figure 4 (a1)+(a2). The goal is to list all elimination trees of G in
such a way that any two consecutive trees differ by a rotation, which is the result of swapping
the removal order of two vertices that form a parent-child relationship in the elimination tree;
see Figure 10 (a)+(b).

Clearly, every elimination tree of a complete graph with vertex set [n] is a path, which can be
interpreted as a permutation of [n] by reading the labels of the path from the root to the leaf;
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π = 56318247

(b2)

Figure 4. (a1) A graph G; (a2) an elimination tree T of G; (b1) the complete graph;
(b2) an elimination tree of the complete graph and the corresponding permutation.
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→ Section 1.6.1
C: Acyclic orientations of hypergraphs

in hyperfect elimination order
P: Hypergraphic polytopes
H: New result: Theorem 15
A: time O(∆n), space O(∆n2)

∆ = ∆(H) max. degree, n = |V |
→ Section 1.6.3

→ Section 1.6.2
L: Quotients of acyclic reorientation

lattices of peo-consistent digraphs
P: Quotientopes
H: New result: Theorem 35

→ Section 1.6.1
C: Acyclic orientations

of chordal building sets
P: Chordal nestohedra
H: New result: Theorem 18

→ Section 1.4
C: Elimination trees

of chordal graphs
P: Chordal graph associahedra
H: [MP16, CMM22]
A: time O(σ), space O(n2)

σ = σ(G) max. induced star, n = |V |

→ Section 1.3
C: Acyclic orientations

of chordal graphs
P: Chordal graph zonotopes
H: [SSW93]
A: time O(log ω), space O(n2)

ω = ω(G) max. clique, n = |V |
→ Section 1.6.3 and Theorem 7

→ Section 1.5
L: Quotients of

the weak order
P: Quotientopes
H: [HM21]

→ Section 1.2
C: Binary words
L: Boolean lattice
P: Hypercube
H: Binary reflected code
A: time O(1), space O(n)

n = word length

→ Section 1.2
C: Permutations
L: Weak order
P: Permutohedron
H: Steinhaus-Johnson-Trotter
A: time O(1), space O(n)

n = permutation length

→ Section 1.2
C: Binary trees
L: Tamari lattice
P: Associahedron
H: [LRvBR93]
A: time O(1), space O(n)

n = number of nodes

→ Section 1.5
C: Diagonal / generic

rectangulations
L: dRecn [LR12] / gRecn [Mee19]
P: PdRec [LR12] / quotientope
H: [MM21]
A: time O(1), space O(n)

n = number of rectangles

Figure 5. Inclusion diagram of combinatorial families (C), lattices (L), polytopes (P),
Hamiltonicity results (H), and corresponding algorithmic results (A). More general objects
are above their specialized counterparts. New results are highlighted red. Running times
are per generated object, whereas the space refers to the total space needed (without
storing previous objects). Section references indicate where those results are discussed in
more detail.

see Figure 4 (b1)+(b2). Furthermore, a tree rotation corresponds to an adjacent transposition
in this permutation. Consequently, the flip graph on elimination trees of the complete graph is
the skeleton of the permutohedron. In general, the flip graph on elimination trees of a graph G
is the skeleton of a polytope known as the graph associahedron of G [CD06, Dev09, Pos09].

Manneville and Pilaud [MP16] showed that the skeleton of the graph associahedron of G
admits a Hamilton cycle for any graph G with at least two edges. In [CMM22], we present a
simple algorithm for computing a Hamilton path on the graph associahedron for the case when
G is a chordal graph. This algorithm visits each elimination tree along the Hamilton path in
time O(m + n), where m and n are the number of edges and vertices of G, and this time can be
improved to O(1) if G is a tree. Furthermore, if G is chordal and 2-connected, then the resulting
Hamilton path is actually a Hamilton cycle, i.e., the first and last elimination tree differ only in
a tree rotation. The proof in [CMM22] is an application of the Hartung-Hoang-Mütze-Williams
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generation framework [HHMW22], which generalizes the Steinhaus-Johnson-Trotter algorithm.
Specifically, we consider a simplicial vertex v in G, we remove v from the graph, and by induction
we obtain a rotation Gray code for the elimination trees of G− v; see Figure 6 (a). Let N(v) be
the set of neighbors of v in G. To construct the listing of elimination trees of G, we consider
every elimination tree T in the listing for G − v. As the vertices in N(v) form a clique in G,
these vertices appear on a path P in T that starts at the root and ends at a vertex from N(v).
We replace the elimination tree T for G− v by the sequence of elimination trees of G obtained
by inserting v in all possibly ways on the path P ; see Figure 6 (b). In particular, if P has
k vertices, then we obtain k + 1 elimination trees. This insertion is done alternatingly from
leaf to root or root to leaf, i.e., in the resulting listing of elimination trees of G, the vertex v
alternates or ‘zigzags’ between being root or leaf. In particular, for G being a complete graph,
the resulting ordering of elimination trees and their corresponding permutations is exactly the
Steinhaus-Johnson-Trotter ordering.

G− v

G

leaf

simplicial

N(v)

(a)

(b)

v

v

v

v

v

v

v

rootv

P

T

k

k + 1

Figure 6. Illustration of the zigzag argument for elimination trees of a chordal graph.
The vertices in the neighborhood N(v) of v are shaded, whereas other vertices of G are
white. The sloped edges in T connect to further subtrees (not shown).

We will see that the appearance of chordal graphs in the aforementioned results on acyclic
orientations and elimination trees is not a coincidence. In fact, our first main result gives a
unified proof for both the results of [SSW93] and [CMM22] by introducing a suitable notion of
chordality for hypergraphs (see Section 1.6.1).

1.5. From permutations to lattice quotients. The inversion set of a permutation π =
a1 · · · an is the set of pairs (ai, aj) that appear in the ‘wrong’ order, i.e., the set {(ai, aj) | 1 ≤
i < j ≤ n and ai > aj}. If we order all permutations of [n] by containment of their inversion
sets, we obtain the weak order on permutations; see Figure 7 (a). The weak order forms a lattice,
i.e., joins and meets are well-defined. Note that the cover relations in this lattice are precisely
adjacent transpositions, i.e., the cover graph of this lattice is the skeleton of the permutohedron.
Furthermore, the levels 0, . . . ,

(n
2
)

correspond to the number of inversions.
A lattice congruence is an equivalence relation on a lattice that respects joins and meets, i.e.,

for any choice of representatives from two equivalence classes, their joins and meets must lie in the
same equivalence class. A well-known example of a lattice congruence for the weak order is the
sylvester congruence, defined as the transitive closure of the rewriting rule _b_ca_ ≡ _b_ac_,
where a < b < c, i.e., whenever a permutation contains three symbols a < b < c in the order
b, c, a, with c and a directly next to each other, then this permutation belongs to the same
equivalence class as the permutation obtained by transposing c and a. Figure 7 (a) shows
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1234
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4321

4231 3421

41324213

4123

2431 3412 3241

2413 1432 3142 3214

1423 2143 1342 2314 3124

1243 2134 1324

2341

(a) (b)

1234

4312

4321

41324213

4123 1432 3214

1423 2143 3124

1243 2134 1324

Figure 7. (a) Weak order on permutations with the sylvester congruence, with the
equivalence classes drawn as gray bubbles; (b) its quotient is the Tamari lattice of 231-
avoiding permutations.

the equivalence classes of this congruence, with 231-avoiding permutations as the minima of
the equivalence classes. The quotient of some lattice congruence is the lattice obtained by
‘contracting’ each equivalence class to a single element; see Figure 7 (b). In this way, we
obtain for example the Tamari lattice (Figure 7 (b)) and the Boolean lattice as quotients of
suitable lattice congruences of the weak order on permutations. Let us also mention that the
lattice of diagonal rectangulations [LR12] and the lattice of generic rectangulations [Mee19]
arise as quotients of the weak order, and they have twisted Baxter permutations or 2-clumped
permutations, respectively, as the minima of the equivalence classes.

The cover graphs of these quotient lattices are skeleta of polytopes known as quotientopes [PS19,
PPR21]. We showed in [HM21] that the skeleton of any quotientope admits a Hamilton path,
and this Hamilton path can be computed by a ‘zigzag’ strategy that generalizes the Steinhaus-
Johnson-Trotter algorithm.

Pilaud [Pil22] generalized this notion of quotientopes as follows: He equipped the flip graph on
acyclic orientations of a graph G with a poset structure. Specifically, he considers the containment
order of the sets of reoriented arcs with respect to some acyclic reference orientation D of G.
The cover relations are given by reorienting a single arc, and the levels of this poset correspond
to the number of reoriented arcs; see Figure 8 (a). Pilaud characterized under which conditions
on D this poset is a lattice, and he introduced lattice congruences and lattice quotients in this
setting; see Figure 8 (b)+(c). Furthermore, he showed how to realize the cover graphs of those
quotients as polytopes, generalizing the constructions from [PS19, PPR21]. We saw before that
if G is a complete graph, then its acyclic orientations correspond to permutations, and arc flips
correspond to adjacent transpositions, so in this special case Pilaud’s lattice is precisely the
weak order on permutations. In his paper, Pilaud raised the problem which of these generalized
quotientopes (parametrized by a reference orientation D of some graph G) admit a Hamilton
cycle. The second main result of our work addresses Pilaud’s question, by showing that they all
have a Hamilton path, which can be computed by a simple greedy algorithm, again following
the ‘zigzag’ principle (see Section 1.6.2).
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(a) (b) (c)

D
1

2

3

4

2143 1342 2314 3124

1234

1243 2134 1324

4312

4321

4231 3421

41324213

4123

2431 3142 3214

3124

1234

2134 1324

4312

4321

41324213

4123

3214

Figure 8. (a) Lattice of acyclic reorientations of a digraph D (reoriented arcs w.r.t. D
are highlighted); (b) one of its lattice congruences, and encoding of acyclic orientations
by permutations; (c) the resulting quotient lattice, and corresponding representative
permutations.

1.6. Our results. We proceed to give an overview of the results of this paper, explaining the
main statements and connections to previous work. These new results are highlighted red in
Figure 5. A more formal treatment including proofs is provided in later sections.

1.6.1. Acyclic orientations of hypergraphs. Our first main contribution is the generalization of the
Savage-Squire-West Gray code for acyclic orientations of chordal graphs to acyclic orientations
of hypergraphs, by introducing a suitable notion of chordality for hypergraphs (see Theorem 15
in Section 3). Our construction yields Hamilton paths on the skeleta of certain hypergraphic
polytopes [BBM19, AA17], and in particular on chordal nestohedra [PRW08] (Theorem 18).
Furthermore, this generalization subsumes the construction of Gray codes for elimination trees
of chordal graphs presented in [CMM22] (Lemma 19).

Given a hypergraph H = (V, E), where E ⊆ 2V , an orientation is a mapping h : E → V such
that h(A) ∈ A for every hyperedge A of H; see Figure 9 (a). The letter h stands for ‘head’:
Every hyperedge designates one of its vertices as head. This orientation is acyclic if the digraph
formed by all arcs i→ j for every pair of distinct vertices i, j ∈ V with i, j ∈ A and j = h(A)
for some hyperedge A ∈ E is acyclic; see Figure 9 (b). This definition clearly generalizes the
notion of an acyclic digraph. It is a special case of a more general definition recently used in a
similar context by Benedetti, Bergeron, and Machacek [BBM19].

Given a chordal graph G, repeatedly removing one of its simplicial vertices yields a perfect
elimination ordering (peo) of the graph. In fact, it is well-known that a graph G admits a perfect
elimination ordering if and only if G is chordal [FG65]. We generalize the notion of perfect
elimination order of chordal graphs to what we call hyperfect elimination order of hypergraphs
(the formal definition is in Section 3.3.1 below). We then apply the aforementioned Hartung-
Hoang-Mütze-Williams generation framework to obtain a Gray code for the acyclic orientations
of a hypergraph in hyperfect elimination order, using the ‘zigzag’ idea common to Figures 3
and 6. The flip operation in an orientation h of a hypergraph H = (V, E) consists of picking
two vertices i, j ∈ V , and for all hyperedges A ∈ E with i, j ∈ A and h(A) = j we instead define
h(A) := i (provided that the resulting orientation is acyclic); see Figure 10 (c).
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A1 = {e, f}

a b

c d

e f

A2 = {b, c, d}
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A5

A3 = {c, d, f}

A4 = {c, d, e, f}
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E = {A1, . . . , A5}
V = {a, b, c, d, e, f}
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b c

d

e

f

(c)

Figure 9. (a) Acyclic orientation of a hypergraph; (b) corresponding acyclic digraph; (c)
corresponding poset (whose cover graph is the transitive reduction of (b)).

The results from [CMM22] on elimination trees of chordal graphs can be recovered as a special
case of our new results as follows; see Figure 10: Given a graph G = (V, E), its graphical building
set is the hypergraph H = (V, E) such that

E := {U ⊆ V | G[U ] is connected},
where G[U ] is the subgraph of G induced by U , i.e., we consider all connected subgraphs of G as
hyperedges. An elimination tree T of G with root v corresponds to the acyclic orientation of H in
which every hyperedge A ∈ E with v ∈ A satisfies h(A) = v, and this condition holds recursively

db c

G

a i

b

c

j d

T

i

j

d

a b c

T ′

i

ja

H = (V, E) A ∈ E with |A| = 1 :

|A| = 2 :

|A| = 3 :

|A| = 4 :

|A| = 5 :

|A| = 6 :

a b c d i

ai bi bj djci cj

abi aci bij cijbdjbci bcj

j

cdj

abij bdijacij cdijabci bcdj bcij

abdij acdijabcij bcdij

abcdij

tree rotation

hT hT ′

(a)

(c)

(b)

Figure 10. (a) A graph G; (b) two elimination trees T and T ′ of G that differ in a tree
rotation; (c) corresponding two acyclic orientations hT and hT ′ of the graphical building
set of G, and flip operation between them. The orientations hT and hT ′ differ only on the
highlighted hyperedges that contain both i and j.
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for all subtrees. Consequently, acyclic orientations of H are in one-to-one correspondence with
elimination trees of G, and the aforementioned flip operation on the hypergraph corresponds to
a rotation in the elimination tree. Our new Gray code on acyclic orientations of hypergraphs in
hyperfect elimination order thus yields as a special case the Gray code on elimination trees of
chordal graphs presented in [CMM22].

The notions of building set and chordal building set have been defined abstractly without
reference to a graph by Postnikov [Pos09], and Postnikov, Reiner, and Williams [PRW08],
and the corresponding flip graphs arise as skeleta of chordal nestohedra, a term also coined
in [PRW08]. Connections with acyclic orientations of hypergraphs have been investigated by
Benedetti, Bergeron, and Machacek [BBM19]. We thus also obtain a simple constructive proof
that chordal nestohedra admit a Hamilton path, directly yielding Gray codes for so-called
B-forests [PRW08].

1.6.2. Quotients of acyclic reorientation lattices. Recall from Section 1.5 the definition of the
poset of acyclic orientations of a graph G with respect to a reference orientation D of G.
Pilaud [Pil22] characterized when this poset is a lattice. The following definitions are illustrated
in Figure 11. Specifically, a digraph D is called vertebrate if the transitive reduction of every
induced subgraph of D is a forest. It is easy to see that vertebrate implies acyclic. Furthermore,
D is called filled if for any directed path v1 → · · · → vk in D, if the arc v1 → vk belongs to D,
then all arcs vi → vj , 1 ≤ i < j ≤ k, also belong to D. A digraph is called skeletal if it is both
vertebrate and filled. Pilaud [Pil22, Thm. 1+Thm. 3] showed that the acyclic reorientation poset
of D is a lattice if and only if D is vertebrate, and that this lattice is semidistributive if and
only if D is filled. He also raised the following question in his paper.

Problem 1 ([Pil22, Problem 51]). Given a skeletal (i.e., vertebrate and filled) digraph D, do all
cover graphs of lattice quotients of the acyclic reorientation lattice of D admit a Hamilton cycle?

Our second main contribution is to address Pilaud’s question, by showing that those cover
graphs all have a Hamilton path, which can be computed by a simple greedy algorithm,
generalizing Steinhaus-Johnson-Trotter (Theorem 35 in Section 4). This also yields an algorithmic
proof that the corresponding generalized quotientopes admit a Hamilton path. Furthermore, our
result encompasses all earlier results on quotients of the weak order on permutations [HM21],
which are obtained as special case when D is an acyclic orientation of a complete graph.

In fact, our results hold not only for skeletal digraphs D, but for a slightly larger class.
Specifically, a peo-consistent digraph D has a source or sink v (i.e., all arcs incident with v are
either outgoing or incoming, respectively) whose neighborhood is a clique, and D− v is also peo-
consistent or empty. A straightforward induction shows that peo-consistent implies vertebrate.

(a) (b) (c) (d) (e)

b

a

c

d

b

a

c

d

skeletal not acyclicacyclic,
not vertebrate

vertebrate,
not peo-consistent

peo-consistent,
not skeletal

D

Figure 11. Illustration of various classes of digraphs: (b) is peo-consistent, as the
neighborhood of the source a is a clique, and D− a is also peo-consistent; it is not skeletal,
as the path a→ b→ c→ d is not filled; (c) is vertebrate, as the transitive reduction is the
path a→ b→ c→ d; it is not peo-consistent, as a is a source and d is a sink, but none of
their neighborhoods is a clique; (d) is not vertebrate, as the transitive reduction is the full
graph, which is not a forest; (e) is a directed cycle.
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The key fact we establish in our paper is that skeletal implies peo-consistent (Lemma 25). We
thus have the following inclusions among classes of digraphs, which are strict (see Figure 11):

skeletal ⊂ peo-consistent ⊂ vertebrate ⊂ acyclic. (1)
It is not difficult to see that an undirected graph has a peo-consistent orientation if and only

if it is chordal. We also observe that an undirected graph admits a skeletal orientation only if it
is strongly chordal [Far83].

We emphasize that our aforementioned results only guarantee a Hamilton path, whereas
Pilaud’s question asks for a Hamilton cycle. However, our results hold for a slightly larger class of
graphs, and they yield a simple algorithm. As mentioned before, in the special case of elimination
trees of chordal graphs G, there are interesting cases where the Hamilton path computed by our
algorithm is actually a Hamilton cycle, i.e., the first and last elimination tree differ only in a tree
rotation. Specifically, this happens if G is chordal and 2-connected; see [CMM22]. In particular,
when G is a complete graph our algorithm specializes to the Steinhaus-Johnson-Trotter algorithm
for permutations, which produces a cyclic Gray code.

1.6.3. Efficient generation algorithms. We briefly discuss the computational efficiency of the
Gray code algorithms derived from our work. Those are summarized in the bottom part of
the boxes in Figure 5. All four algorithms mentioned at the bottom level in Figure 5 can be
implemented to output each new object in time O(1).

Our first algorithmic contribution is to turn the Savage-Squire-West Gray code for acyclic
orientations of a chordal graph G into an algorithm that generates each acyclic orientation in
time O(log ω) on average, where ω = ω(G) is the clique number of G (Theorem 7 in Section 2).
Clearly, we have ω ≤ n, which yields the more generous bound O(log n). The initialization time
of our algorithm is O(n2), which includes the time for testing chordality and computing a perfect
elimination ordering, and the required space is O(n2). In our algorithm, we represent each acyclic
orientation as an adjacency matrix, which allows constant-time orientation queries for each arc.
In the following we write m and n for the number of edges and vertices of G, respectively. For
comparison, Barbosa and Szwarcfiter [BS99] described an algorithm to generate each acyclic
orientation of an arbitrary graph in time O(m + n) on average. Moreover, Conte, Grossi, Marino,
and Rizzi [CGMR18] provided an algorithm that generates each acyclic orientation in time O(m),
and this bound holds in every iteration. Their approach generalizes to the setting where some
vertices are prescribed as sources, at the cost of a higher running time. However, none of these
other algorithms produces a Gray code listing, i.e., they do not yield Hamilton paths on the
corresponding graphical zonotopes, unlike our Gray code.

Generalizing this algorithm, we can implement our Gray code for generating all acyclic
orientations of a hypergraph H = (V, E) in hyperfect elimination order in time O(∆n) per
generated acyclic orientation, where ∆ = ∆(H) := maxv∈V |{A ∈ E | v ∈ A}| denotes the
maximum degree and n = |V | is the number of vertices. The space required by this algorithm
is O(∆n2), and the initialization time is also O(∆n2). Testing whether a hypergraph admits a
hyperfect elimination order and computing one takes time O(∆3n5).

We implemented both of the aforementioned algorithms in C++, and we made this code
available for download and experimentation on the Combinatorial Object Server [cos]. For
algorithmic details on graphs, see Section 2.5.1, and for details on hypergraphs, see our C++
implementation.

For lattice congruences and their quotients, it is difficult to provide meaningful statements
about running times because of representation issues. Specifically, for the weak order on
permutations of [n], there are double-exponentially in n many different lattice congruences [HM21,
Thm. 18]. Specifying the congruence as input of an algorithm therefore takes exponential space
in general. Consequently, one cannot improve much upon a naive specification of the congruence
as a full list of equivalence classes as input of the algorithm. However, given such a specification
as input, there is no value in generating it efficiently.
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1.7. The permutation language framework. In a recent line of work, Hartung, Hoang,
Mütze, and Williams [HHMW22] introduced a far-ranging generalization of the Steinhaus-
Johnson-Trotter algorithm, which yields efficient Gray code algorithms for a large variety of
combinatorial objects, based on encoding them as permutations. So far, the framework has
been applied successfully to obtain Gray codes for pattern-avoiding permutations [HHMW22],
lattice congruences of the weak order on permutations [HM21], different families of rectangu-
lations [MM21] (a rectangulation is a subdivision of a rectangle into smaller rectangles), and
elimination trees of chordal graphs [CMM22]. The methods described in this paper extend the
reach of this framework, and make it applicable to generate even more general classes of objects,
namely acyclic orientations of hypergraphs, which in particular subsumes the earlier results
in [HM21] and [CMM22]. In the following we summarize the key methods and results provided
by this generation framework.

1.7.1. Jumps in permutations. We use Sn to denote the set of all permutations of [n]. Furthermore,
we use idn = 12 · · ·n to denote the identity permutation, and ε ∈ S0 to denote the empty
permutation. A permutation π = a1 · · · an is peak-free if it does not contain any triple ai−1 <
ai > ai+1. For any π ∈ Sn−1 and any 1 ≤ i ≤ n, we write ci(π) ∈ Sn for the permutation
obtained from π by inserting the new largest value n at position i of π, i.e., if π = a1 · · · an−1 then
ci(π) = a1 · · · ai−1 n ai · · · an−1. Moreover, for π ∈ Sn, we write p(π) ∈ Sn−1 for the permutation
obtained from π by removing the largest entry n. Given a permutation π = a1 · · · an with a
substring ai · · · ai+d with d > 0 and ai > ai+1, . . . , ai+d, a right jump of the value ai by d steps
is a cyclic left rotation of this substring by one position to ai+1 · · · ai+dai. Similarly, given a
substring ai−d · · · ai with d > 0 and ai > ai−d, . . . , ai−1, a left jump of the value ai by d steps
is a cyclic right rotation of this substring to aiai−d · · · ai−1. For example, a right jump of the
value 5 in the permutation 265134 by 2 steps yields 261354.

1.7.2. A simple greedy algorithm. The main ingredient of the framework is the following simple
greedy algorithm to generate a set of permutations Ln ⊆ Sn. We say that a jump is minimal
with respect to Ln, if every jump of the same value in the same direction by fewer steps creates
a permutation that is not in Ln.

Algorithm J (Greedy minimal jumps). This algorithm attempts to greedily generate a set of
permutations Ln ⊆ Sn using minimal jumps starting from an initial permutation π0 ∈ Ln.
J1. [Initialize] Visit the initial permutation π0.
J2. [Jump] Generate an unvisited permutation from Ln by performing a minimal jump of the

largest possible value in the most recently visited permutation. If no such jump exists,
or the jump direction is ambiguous, then terminate. Otherwise visit this permutation
and repeat J2.

Note that Algorithm J is a generalization of Williams’ greedy description of the Steinhaus-
Johnson-Trotter algorithm given in Section 1.1. Indeed, if Ln = Sn is the set of all permutations
of [n], then minimal jumps correspond to adjacent transpositions.

Note that by the definition of step J2, Algorithm J never visits any permutation twice. The
following key result provides a sufficient condition on the set Ln to guarantee that Algorithm J
succeeds to list all permutations from Ln. This condition is captured by the following closure
property of the set Ln. A set of permutations Ln ⊆ Sn is called a zigzag language, if either n = 0
and L0 = {ε}, or if n ≥ 1 and Ln−1 := {p(π) | π ∈ Ln} is a zigzag language satisfying either one
of the following conditions:
(z1) For every π ∈ Ln−1 we have c1(π) ∈ Ln and cn(π) ∈ Ln.
(z2) We have Ln = {cn(π) | π ∈ Ln−1}.

Theorem 1 ([HHMW22]). Given any zigzag language of permutations Ln and initial permutation
π0 = idn, Algorithm J visits every permutation from Ln exactly once.
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It was already argued in [HHMW22] that more generally, any peak-free permutation can be
used as initial permutation π0 for Algorithm J.

We emphasize that Algorithm J can be made history-free, i.e., by introducing suitable auxiliary
arrays, step J2 can be performed without maintaining any previously visited permutations in
order to decide which jump to perform; for details see [MM21, Sec. 5.1+8.7] and Section 2.5.1.
The running time of this algorithm is then only determined by the time it takes to decide
membership of a permutation in the zigzag language Ln. We should think of Ln as a set of
permutations defined by some property, such as for example ‘permutations that avoid the pattern
231’ or ‘permutations that encode acyclic orientations of some graph’ (recall Figures 7 (b)
and 8 (b), respectively), rather than an explicitly given set. After all, if the set was already
provided explicitly as input, then there would be no point in generating it; recall the discussion
in Section 1.6.3.

1.7.3. Inductive description of the same ordering. In the same way that the Steinhaus-Johnson-
Trotter ordering can be defined both greedily or inductively, the ordering produced by Algorithm J
can also be defined inductively, as we show next.

Specifically, given a zigzag language Ln, we write J(Ln) for the ordering of all permutations
from Ln produced by Algorithm J when initialized with π0 = idn. For any π ∈ Ln−1 we let #„c (π)
be the sequence of all ci(π) ∈ Ln for i = 1, 2, . . . , n, starting with c1(π) and ending with cn(π),
and we let #„c (π) denote the reverse sequence, i.e., it starts with cn(π) and ends with c1(π). In
words, those sequences are obtained by inserting into π the new largest value n from left to right,
or from right to left, respectively, in all possible positions that yield a permutation from Ln,
skipping the positions that yield a permutation that is not in Ln. It was shown in [HHMW22]
that the sequence J(Ln) can be described inductively as follows: If n = 0 then we have J(L0) = ε,
and if n ≥ 1 then we consider the finite sequence J(Ln−1) =: π1, π2, . . . and we have

J(Ln) = #„c (π1), #„c (π2), #„c (π3), #„c (π4), . . . (2a)
if condition (z1) holds, and

J(Ln) = cn(π1), cn(π2), cn(π3), cn(π4), . . . (2b)
if condition (z2) holds. In words, if condition (z1) holds then this sequence is obtained from
the previous sequence by inserting the new largest value n in all possible positions alternatingly
from right to left, or from left to right, in a ‘zigzag’ fashion. The case where condition (z2) holds
is exceptional, as we only append n to each permutation of the previous sequence.

1.7.4. How we apply Algorithm J in this work. To prove our results on acyclic orientations
of hypergraphs discussed in Section 1.6.1, we proceed as follows: Given a hypergraph H in
hyperfect elimination order, we label its vertices with 1, 2, . . . , n according to this ordering, and
we encode any of its acyclic orientations as a permutation on [n], in such a way that the set
of permutations obtained for all acyclic orientations of H is a zigzag language. By Theorem 1
we can thus apply Algorithm J to generate this zigzag language in Gray code order, and in a
final step we interpret the jumps in permutations performed by Algorithm J in terms of flip
operations on acyclic orientations of H. The key insight that makes this work is that when
vertices are in hyperfect elimination order, the posets defined by the acyclic orientations have
the unique parent-child property, namely that every vertex has at most one parent and one child
in the poset (Lemma 10).

To prove our results on quotients of acyclic reorientations lattices discussed in Section 1.6.2,
we proceed as follows: Given a peo-consistent digraph D, we label its vertices with 1, . . . , n
according to this ordering, and we encode any of its acyclic orientations as a permutation on [n];
see Figure 8 (b). For a given lattice congruence of the reorientation lattice of D, we select a set
of representatives, one permutation from each equivalence class, such that those representative
permutations form a zigzag language; see Figure 8 (c). We show that for peo-consistent digraphs,
the equivalence classes of any lattice congruence have a simple projection property that enables
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selecting representatives in an inductive ‘zigzag’-like way. It then follows that the jumps in
permutations performed by Algorithm J correspond to steps along cover edges of the lattice
quotient.

2. Acyclic orientations of graphs

In this section we review the structure of acyclic orientations of graphs and the associated
combinatorial and geometric objects. We also describe how the Savage-Squire-West Gray code
for acyclic orientations of a chordal graph described in Section 1.3 can be cast as an instance of
Algorithm J, and we show how to implement this Gray code efficiently (Theorem 7 below).

2.1. Poset preliminaries. We first recall some terminologies for a partially ordered set (P, <)
that will be used throughout this paper. A cover relation is a pair x, y ∈ P with x < y such
that there is no z ∈ P with x < z < y. In that case, we say that y covers x, or x is covered
by y. The cover graph of P has the elements of P as vertices, and an edge between every pair of
vertices that are in a cover relation. A linear extension of P is a total order that respects the
comparabilities (or cover relations) of P . We write ext(P ) for the set of linear extensions of P .
An interval [x, y] of P is the set of all z in P such that x < z < y.

A poset (P, <) is a lattice, if for every pair x, y ∈ P there is a unique minimal element z such
that z > x and z > y, called the join x ∨ y of x and y, and a unique maximal element z such
that z < x and z < y, called the meet x ∧ y of x and y.

2.2. Flips in acyclic orientations of graphs. We use standard terminology for digraphs D =
(V, A), such as out-neighbor, in-neighbor, as well as out-degree and in-degree of a vertex v ∈ V ,
denoted d+(v) and d−(v), respectively. A source is a vertex with zero in-degree, and a sink is a
vertex with zero out-degree. The transitive reduction TD of a digraph D is the digraph obtained
by removing from D all arcs that can be obtained by applying the transitivity rule in D; see
Figure 2. When interpreting D as a poset, TD is the cover graph of D.

An orientation D of a graph G is a digraph obtained by orienting every edge of G in one of
two ways. An orientation of G is called acyclic if it does not contain any directed cycles. We
write AOG for the set of all acyclic orientations of the graph G.

We refer to the operation of reversing the direction of a single arc of an orientation as an arc
flip. We define a flip graph on AOG by joining two acyclic orientations of G with an edge if
and only if they differ in an arc flip. Note that a transitive arc cannot be flipped, as this would
create a directed cycle. Conversely, if flipping an arc creates a directed cycle, then before the
flip the arc was transitive. Therefore, for every D ∈ AOG, an arc is flippable in D if and only if
it belongs to the transitive reduction TD, and the degree of D in the flip graph is equal to the
number of arcs in TD.

We often consider a total ordering of the vertex set V of a graph or digraph, and then we
simply use V = [n] = {1, 2, . . . , n}.

2.3. Graphical zonotopes. The graphical arrangement of G = ([n], E) is the collection of
hyperplanes {Hij | ij ∈ E} in Rn, defined as Hij := {x ∈ Rn | xi = xj}. This arrangement
defines the graphical fan of G, the full-dimensional cones of which are in one-to-one correspondence
with acyclic orientations of G. The graphical zonotope Z(G) of G is the dual polytope of the
graphical fan of G. Original developments about these structures can be found in Greene [Gre77]
and Greene and Zaslavsky [GZ83]; see also Stanley [Sta07].

The graphical zonotope Z(G) of G can be defined as the Minkowski sum of the line seg-
ments [ei, ej ] for all ij ∈ E, where ei is the ith canonical basis vector of Rn. We can also
define Z(G) as follows. For an orientation (not necessarily acyclic) D of G, we consider the
in-degree sequence of D, defined as δD := (d−(1), . . . , d−(n)) ∈ Nn. Then the graphical zonotope
of G is

Z(G) = conv{δD | D orientation of G}.
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It can be shown that δD is a vertex of Z(G) if and only if D is acyclic, hence the above definition
remains valid if we restrict D to be an acyclic orientation of G. For a simple proof of this fact,
we refer to that of a more general statement given as Proposition 3.9 in [Reh21]. The following
lemma is a simple consequence of the definitions (see also the discussion in [SZ98]).

Lemma 2. The flip graph on acyclic orientations AOG of a graph G is isomorphic to the
skeleton of its zonotope Z(G).

A partial cube is a graph that has an isometric embedding in the graph of a hypercube. Dual
graphs of hyperplane arrangements are known to be partial cubes (see for instance Chapter 7
in [Ovc11]). This applies in particular to graphical arrangements, and directly yields the following
statement.

Lemma 3. The flip graph on acyclic orientations AOG of a graph G is a partial cube.

As a consequence, the flip distance between two acyclic orientations of G, i.e., the minimum
number of arc flips needed to transform one into the other, is equal to the number of edges
oriented oppositely in the two orientations.

2.4. Acyclic orientations of chordal graphs. For a graph G = ([n], E) and an integer i ≤ n,
we write Gi for the subgraph of G induced by the vertices in [i]. Similarly, for a digraph D with
vertex set [n] and an integer i ≤ n, we write Di for the subdigraph of D induced by [i]. A graph
is chordal if every induced cycle has length 3. A vertex whose neighborhood forms a clique
is called simplicial. A graph G = ([n], E) is in perfect elimination order if for all i ∈ [n], the
vertex i is simplicial in Gi. It is well known that a graph is chordal if and only if it is isomorphic
to a graph ([n], E) in perfect elimination order [FG65].

We say that a graph G = ([n], E) has the unique parent-child property if either n = 0, or n ≥ 1
and the following two conditions are satisfied:

(i) for every acyclic orientation D ∈ AOG the vertex n has in-degree and out-degree at most 1
in the transitive reduction TD of D;

(ii) the graph Gn−1 has the unique parent-child property.

Lemma 4. A graph G = ([n], E) has the unique parent-child property if and only if it is in
perfect elimination order.

Proof. (⇐) By definition, the vertex n is simplicial in G, hence n together with its neighbors
induce a clique. In any acyclic orientation D ∈ AOG, the transitive reduction of this clique is
a path. Therefore, the vertex n is involved in at most two arcs of TD and has in-degree and
out-degree at most 1. The same holds for the vertex i in Gi, for all i ∈ [n].
(⇒) Suppose that G is not in perfect elimination order. Without loss of generality, suppose that
there are two nonadjacent neighbors a, b of n in G. Consider an orientation D of G in which
• every arc having n as endpoint is directed towards n;
• any other arc having a or b as endpoint is directed towards a or b, respectively;
• all other arcs ij ∈ E are directed towards max{i, j}.

Then D is an acyclic orientation of G such that the arcs a → n and b → n are both present
in TD, contradicting condition ((i)) of the unique parent-child property. □

2.5. Savage-Squire-West as an instance of Algorithm J. Recall the Savage-Squire-West
Gray code for acyclic orientations of a chordal graph in perfect elimination order described in
Section 1.3. We now show how to derive this Gray code as a special case of Algorithm J in
the Hartung-Hoang-Mütze-Williams framework introduced in Section 1.7. For this purpose, we
map acyclic orientations of a graph to permutations so that the image of all acyclic orientations
forms a zigzag language of permutations. This mapping is illustrated in Figures 8 and 15.
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Lemma 5. Let G = ([n], E) be a graph in perfect elimination order. With any acyclic orientation
D ∈ AOG we associate a permutation πD ∈ Sn as follows: If n = 0 then πD := ε, and if n ≥ 1
we consider three cases:

(i) if the vertex n is a sink in D, then πD := cn(πDn−1);
(ii) if the vertex n is a source in D, then πD := c1(πDn−1);

(iii) otherwise, πD := ci(πDn−1), where i is the position in πDn−1 of the unique out-neighbor of
n in the transitive reduction TD.

Then the map AOG → Sn : D 7→ πD is injective, and
ΠG := {πD | D ∈ AOG} (3)

is a zigzag language of permutations.

If the vertex n is isolated in G, then it is both a sink and a source, in which case we use
the encoding stated under (i), and then the special condition (z2) in the definition of zigzag
languages applies. Observe that πD is a linear extension of the poset defined by the transitive
closure of D (whose cover graph is TD), and that the orientation D can be retrieved from πD by
orienting every edge ij of G towards the vertex in {i, j} that is further to the right in πD. Also
note that for any acyclic orientation D in which vertex i is a source or a sink in Di for all i ∈ [n],
the permutation πD is peak-free. In particular, if i is a sink in Di for all i ∈ [n], then πD = idn

is the identity permutation. As remarked before, any of those permutations can serve as initial
permutation π0 for Algorithm J.

Theorem 6. For every graph G = ([n], E) in perfect elimination order, Algorithm J with
input ΠG as defined in (3) generates a sequence of permutations πD1 , πD2 , . . ., where D1, D2, . . . ∈
AOG such that D1, D2, . . . is a Hamilton path in the flip graph on acyclic orientations of G, or
equivalently, on the skeleton of the graphical zonotope Z(G).

2.5.1. Efficient implementation. We can now use the history-free implementation of Algorithm J
developed in [MM21, Sec. 5.1+8.7] to compute the Savage-Squire-West Gray code efficiently;
see the pseudocode stated as Algorithm A. In the following, for a chordal graph G = ([n], E)
in perfect elimination order, we write Ni for the set of neighbors of i in Gi. For simplicity,
the algorithm assumes that G is connected. We remark that the case of disconnected chordal
graphs G can be handled with slight adjustments, yielding the same runtime guarantees. For
details, see our C++ implementation [cos].

The algorithm maintains the current acyclic orientation D = ([n], A) of G as an n×n adjacency
matrix A with entries ai,j ∈ {0, 1}, where ai,j = 1 if and only if the arc i→ j is present in D.

The initial acyclic orientation D of G defined in step A1 makes the vertex j a sink in Dj for
all j ∈ [n]. The corresponding permutation πD is the identity permutation πD = idn. After the
initialization in step A1, the algorithm loops through steps A2–A6, where A2 visits the current
acyclic orientation D, and steps A3–A6 update the data structures before the next visit. In
step A3, the auxiliary array s = (s1, . . . , sn) is used to determine which vertex j is selected to
have one of the arcs incident with j in Dj being flipped. The array o = (o1, . . . , on) keeps track,
for each vertex j ∈ [n], whether its current zigzag movement is from being sink to being source,
in which case oj =◁ , or from source to sink, in which case oj =▷ ; recall Figure 3.

Once a vertex j has become source or sink in Dj , before flipping any arcs incident with it, in
step A4 the algorithm determines the transitive reduction of the clique in Dj induced by the
vertices in Nj . Computing the transitive reduction (which is a path, i.e., a total order) amounts
to sorting the set Nj , using for comparisons the orientations of the arcs between vertices i, i′ ∈ Nj ,
which can be queried in constant time by reading the entries ai,i′ of the adjacency matrix. This
sorting happens exactly once at the beginning of each zigzag movement, and the resulting total
order is stored in the array Tj . In each execution of step A5, the next arc incident with j in the
precomputed list Tj is flipped, using the index tj into the list Tj . Once tj reaches the maximum
value tj = |Nj |, i.e., the last entry of the list Tj , which means that j has now become a source
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or sink in Dj , then the direction oj of the zigzag movement for j is reversed in step A6, and the
array s is updated accordingly (see [MM21] for details).

Algorithm A (History-free arc flips). Given a connected chordal graph G = ([n], E) in
perfect elimination order, this algorithm generates all acyclic orientations of G by arc flips in
the order given by the Savage-Squire-West construction (recall Section 1.3). It maintains the
current acyclic orientation D = ([n], A) of G as an adjacency matrix A = (ai,j)i,j∈[n], with
ai,j ∈ {0, 1}, total orderings Tj of Nj and an index tj , 0 ≤ tj ≤ |Nj |, into the array Tj for all
j = 1, . . . , n, as well as auxiliary arrays o = (o1, . . . , on) and s = (s1, . . . , sn).
A1. [Initialize] For i, j = 1, . . . , n set ai,j ← 0. Then for j = 1, . . . , n, orient all arcs incident

with j in Dj towards j, i.e., for all i ∈ Nj set ai,j ← 1. Also set tj ← 0, oj ←◁ , and
sj ← j for j = 1, . . . , n.

A2. [Visit] Visit the current acyclic orientation D = ([n], A).
A3. [Select vertex] Set j ← sn, and terminate if j = 1.
A4. [Sort neighbors] If tj = 0, compute the transitive reduction v1 → v2 → · · · → vk of

the clique in Dj formed by the vertices in Nj via sorting, using the adjacency matrix
entries Ai,i′ , i, i′ ∈ Nj , for comparisons. If oj ←◁ , set Tj ← (vk, vk−1, . . . , v1), and if
oj =▷ set Tj ← (v1, v2, . . . , vk).

A5. [Flip arc] Set tj ← tj + 1. In the current acyclic orientation D, flip the arc between j
and i ← Tj,tj , i.e., if oj =◁ set ai,j ← 0 and aj,i ← 1, whereas if oj =▷ set ai,j ← 1
and aj,i ← 0.

A6. [Update o and s] Set sn ← n. If tj = |Nj |, then if oj =◁ (j has become source in Dj)
set oj ←▷ , and if oj =▷ (j has become sink in Dj) set oj ←◁ , and in both cases set
tj ← 0, sj ← sj−1 and sj−1 ← j − 1. Go back to A2.

Theorem 7. Given a connected chordal graph G = ([n], E) in perfect elimination order,
Algorithm A visits each acyclic orientation of G in time O(log ω) on average, where ω = ω(G)
is the clique number of G.

Proof. Steps A2, A4, A5 and A6 clearly take only constant time. The sorting step A4 takes
time O(d log d), where d = |Nj | is the degree of the vertex j in Dj . This iteration of the main
loop is followed by d−1 iterations later iterations of the main loop in which vertex j is considered
but step A4 is skipped because tj > 0 (specifically, this happens for tj ∈ {1, . . . , d − 1}. So
overall the algorithm visits d acyclic orientations in time O(d log d), which is O(log d) on average.
Clearly, we have d ≤ ω(G). □

The space required by Algorithm A to store the adjacency matrix of G is clearly O(n2), and
the initialization time spent in step A1 is O(n2). Testing whether an arbitrary graph G is
chordal, and if so computing a perfect elimination ordering for G, can be done in time O(m + n)
by lexicographic breadth-first-search [RTL76], where m is the number of edges of G. Clearly,
O(m + n) is dominated by the initialization time O(n2) of Algorithm A.

3. Acyclic orientations of hypergraphs

In this section we establish our first main result, a Gray code for acyclic orientations of
certain hypergraphs (Theorem 15 below). The hypergraphs we consider admit a vertex ordering
that we refer to as hyperfect elimination order. When specialized to graphs, this corresponds
to a perfect elimination order, and we recover the Savage-Squire-West construction. When
specialized to graphical building sets, we recover the Gray code for elimination trees of chordal
graphs described in [CMM22] (Lemma 19). The algorithm also applies to chordal building sets
(Theorem 18) and yields Hamilton paths on the corresponding hypergraphic polytopes called
chordal nestohedra.
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3.1. Flips in acyclic orientations of hypergraphs. Let H = (V, E) be a hypergraph, where
E ⊆ 2V . An orientation of H is a function h : E → V such that h(A) ∈ A for every A ∈ E ;
see Figure 9 (a). We refer to h(A) as the head of hyperedge A in the orientation.1 A path
in an orientation h of H is a sequence (v1, . . . , vk) of distinct vertices for which there are
hyperedges A1, . . . , Ak−1 ∈ E such that vi, vi+1 ∈ Ai and h(Ai) = vi+1 for all i = 1, . . . , k − 1.
A cycle is such a path with k ≥ 2 and the additional property that vk, v1 ∈ Ak and h(Ak) = v1
for some hyperedge Ak ∈ E . By this definition a loop does not count as a cycle. An orientation
of H is acyclic if it does not contain any cycles. Equivalently, H is acyclic if the digraph formed
by all arcs i→ j for every pair of distinct vertices i, j ∈ V with i, j ∈ A and j = h(A) for some
hyperedge A ∈ E is acyclic; see Figure 9 (b). We write AOH for the set of all acyclic orientations
of the hypergraph H.

Given an orientation h of a hypergraph H = ([n], E), a pair flip involves a pair of distinct
vertices (i, j), i, j ∈ [n], and maps an orientation h to a distinct orientation h′ such that

h′(A) :=
{

i if h(A) = j and i ∈ A,

h(A) otherwise,
(4)

for all A ∈ E ; see Figure 10 (c). Note that in order for h′ to be distinct from h, the definition
requires that there must exist a hyperedge A ∈ E with h(A) = j (which then satisfies h′(A) = i).
We define a flip graph on AOH by joining two acyclic orientations of H with an edge if and only
if they differ in a pair flip.

The following lemma identifies flippable pairs in an acyclic orientation of a hypergraph. It
generalizes the situation for acyclic orientations of graphs, where flippable arcs were precisely
the arcs in the transitive reduction. An acyclic orientation h of a hypergraph H = ([n], E) yields
a poset on [n] defined as the transitive closure of the relation

i ≺ j ⇐⇒ there exist a hyperedge A ∈ E with i, j ∈ A and j = h(A).
We denote this poset by PH,h, and we write i ≺ j to express comparabilities in this poset in
infix notation; see Figure 9 (c). Note that if the pair (H, h) is a simple digraph D, then the
poset PH,h is the poset defined by the transitive closure of D.

Lemma 8. A pair (i, j) is flippable in an acyclic orientation h of H if and only if j covers i in
the poset PH,h.

Proof. (⇐) Suppose that j covers i in PH,h and let h′ be the orientation obtained after flipping
the pair (i, j). Suppose for the sake of contradiction that h′ is not acyclic. Then there must exist
a path (v1, . . . , vk), k ≥ 3, with v1 = i and vk = j in the orientation h of H. But this implies
that the relation i ≺ j is obtained by transitivity, i.e., j does not cover i in PH,h.

(⇒) Suppose that (i, j) is flippable, and suppose for the sake of contradiction that j does
not cover i in PH,h. Then the relation i ≺ j is obtained by transitivity, i.e., there is a path
(v1, . . . , vk), k ≥ 3, with v1 = i and vk = j in the orientation h of H. After flipping (i, j), this
path creates a cycle in the resulting orientation h′. Specifically, if there is a hyperedge A ∈ E
with i, j ∈ A and vk−1 ∈ A, then (v1, . . . , vk−1) is a cycle in h′, and otherwise (v1, . . . , vk) is a
cycle in h′. □

Note that we can define a surjective map Sn → AOH. For a permutation π ∈ Sn, every
hyperedge A ∈ E can be oriented towards h(A) := argmaxi∈A π−1(i), i.e., towards the element
from A that appears rightmost in π. Every acyclic orientation h ∈ AOH can be obtained in
this way. Any linear extension π ∈ ext(PH,h) is such that orienting the hyperedges according to

1Orientations of hypergraphs have been defined differently in similar contexts. In particular, the definition of
hypergraph orientation used by Benedetti, Bergeron, and Machacek [BBM19] is more general than ours. In their
terminology, we restrict to orientations with heads of size one only. The general definition is most useful for a
complete characterization of the faces of the hypergraphic polytope. Rehberg [Reh21] refers to our definition as a
heading instead of an orientation.



COMBINATORIAL GENERATION VIA PERMUTATION LANGUAGES. V. ACYCLIC ORIENTATIONS 19

π yields the orientation h. The set {ext(PH,h) | h ∈ AOH} is therefore a partition of Sn into
equivalence classes.

3.2. Hypergraphic polytopes. Generalizing the situation for acyclic orientations of graphs
described in Section 2.3, the acyclic orientations of a hypergraph H are in one-to-one corre-
spondence with the vertices of a polytope associated with H, and the flip graph on acyclic
orientations is isomorphic to the skeleton of this polytope.

The hypergraphic polytope [BBM19, AA17] of a hypergraph H = ([n], E) can be defined as
a Minkowski sum of simplices. Specifically, with a subset S ⊆ [n], we associate the standard
simplex ∆S := conv{ei | i ∈ S}, and the hypergraphic polytope Z(H) of H can be defined as
Z(H) =

∑
A∈E ∆A. Hypergraphic polytopes can also be defined as convex hulls of in-degree

sequences. For an orientation h of the hypergraph H, let d−(i) := |{A ∈ E | h(A) = i}| be the
in-degree of vertex i. The vector δH,h := (d−(1), . . . , d−(n)) ∈ Nn is the in-degree sequence of h.
Then the hypergraphic polytope of H is

Z(H) = conv{δH,h | h orientation of H}. (5)
Again, this definition does not change if we require the orientations h to be acyclic. A proof of
these facts is implicit in previous works [BBM19] and spelled out by Rehberg [Reh21] (Proposition
3.9).

The following lemma is a special case of Theorem 2.18 in [BBM19].

Lemma 9 ([BBM19]). The flip graph on acyclic orientations AOH of a hypergraph H is
isomorphic to the skeleton of its hypergraphic polytope Z(H).

3.3. Hypergraphs in hyperfect elimination order. We now generalize the notion of perfect
elimination order to hypergraphs H, and prove that this order is a necessary and sufficient
condition for the unique parent-child property to hold in the poset PH,h of any acyclic orientation
h ∈ AOH.

3.3.1. Hyperfect elimination order. For a hypergraph H = ([n], E) and an integer i ≤ n, we write
Hi for the subgraph of H induced by the vertices in [i].
H = ([n], E) is in hyperfect elimination order if either n = 0, or n ≥ 1 and the following two

conditions are satisfied:
(i) For any two hyperedges A, B ∈ E with n ∈ A ∩B and any two distinct vertices a ∈ A− n,

b ∈ B − n there is a hyperedge X ∈ E such that {a, b} ⊆ X ⊆ (A ∪B)− n;
(ii) Hn−1 is in hyperfect elimination order.

We emphasize that the hyperedges A, B ∈ E in this definition are not required to be distinct,
i.e., this condition must hold also for hyperedges A = B.

Observe that if the hypergraph is a graph, thus if all hyperedges have size two, then the first
condition states that the neighbors of n must be pairwise adjacent, hence that n is simplicial.
The hyperfect elimination order is therefore a generalization of the perfect elimination order
for chordal graphs. (For other generalizations of perfect elimination orders to hypergraphs, see
e.g. [Emt10].)

3.3.2. Unique parent-child property for hypergraphs. We now generalize Lemma 4 to hypergraphs
in hyperfect elimination order.

We say that a hypergraph H = ([n], E) has the unique parent-child property if either n = 0, or
n ≥ 1 and the following two conditions are satisfied:

(i) for every acyclic orientation h ∈ AOH the vertex n covers at most one element and is
covered by at most one element in PH,h;

(ii) the hypergraph Hn−1 has the unique parent-child property.

Lemma 10. A hypergraph H = ([n], E) has the unique parent-child property if and only if it is
in hyperfect elimination order.
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Proof. (⇐) Suppose that H is in hyperfect elimination order. Let h be an acyclic orientation of
H and a, b ∈ [n− 1] two distinct vertices. We first show that n cannot cover a and b in PH,h.
Suppose for the sake of contradiction that n covers both a and b in PH,h. This means there
are hyperedges A, B ∈ E such that {n, a} ⊆ A, {n, b} ⊆ B and h(A) = h(B) = n. By the
definition of hyperfect elimination order, it follows that there is a hyperedge X ∈ E such that
{a, b} ⊆ X ⊆ (A ∪ B) − n. Note that h(X) /∈ {a, b}; otherwise we have either a ≺ b or b ≺ a
which implies that n cannot cover both a and b, a contradiction. As h(X) ∈ (A ∪B)− n, we
also conclude that h(X) ≺ n. Thus, a ≺ h(X) ≺ n and b ≺ h(X) ≺ n which means that n does
not cover a nor b, a contradiction.

We now show that n cannot be covered by a and b. Suppose for the sake of contradiction
that n is covered by both a and b in PH,h. This means there are hyperedges A, B ∈ E such that
{n, a} ⊆ A, {n, b} ⊆ B, h(A) = a and h(B) = b. By the definition of hyperfect elimination
order, it follows that there is a hyperedge X ∈ E such that {a, b} ⊆ X ⊆ (A∪B)− n. Note that
if h(X) ∈ A, then we must have h(X) = a. Indeed, if h(X) ̸= a, then we would have a ≺ h(X)
and h(X) ≺ a as h(A) = a and h(X) ∈ A, a contradiction. Symmetrically, if h(X) ∈ B, then we
must have h(X) = b. It follows that h(X) ∈ {a, b}. Hence, we either have a ≺ b or b ≺ a, which
implies that n cannot be covered by both a and b, a contradiction.

Combining these observations, we obtain that n covers at most one element and is covered by
at most one element in PH,h. By iterating this argument for Hn−1, we conclude that H has the
unique parent-child property.

(⇒) Suppose that H has the unique parent-child property, and suppose for the sake of
contradiction that H is not in hyperfect elimination order. Without loss of generality, suppose
that there are hyperedges A, B ∈ E with n ∈ A∩B and two distinct vertices a ∈ A−n, b ∈ B−n
such that

no hyperedge X ∈ E satisfies {a, b} ⊆ X ⊆ (A ∪B)− n. (6)
We construct an acyclic orientation h of H such that n covers at least two elements in PH,h.
To do so, recall that a permutation π of [n] induces an acyclic orientation hπ by defining
hπ(X) := argmaxi∈X π−1(i), and that π is a linear extension of PH,hπ .

Let R := (A ∪ B) \ {a, b, n} and S := [n] \ (A ∪ B), and note that R, S, {a}, {b}, {n} is a
partition of [n]. Consider the permutation π on [n] defined by

π−1(r) < π−1(a) < π−1(b) < π−1(n) < π−1(s) (7)

for all r ∈ R and s ∈ S, and let h := hπ be the acyclic orientation induced by π. We claim that
n covers both a and b in PH,h. First note that a, b ≺ n, as h(A) = h(B) = n. Furthermore,
there can be no x ∈ [n] \ {a, b} with a ≺ x ≺ n or b ≺ x ≺ n, as π is a linear extension of PH,h.
We conclude that n covers b. Furthermore, n covers a unless b covers a. However, if b covers a,
then by (7) there must be a hyperedge X ∈ E with {a, b} ⊆ X ⊆ (A ∪ B) − n and h(X) = b,
contradicting (6). This completes the proof. □

Note that in the case of graphs in perfect elimination order, the proof of Lemma 4 used the
fact that the neighbors of n are always totally ordered in PD (whose transitive reduction is TD).
This property is not true for hypergraphs in hyperfect elimination orders. Consider for instance
the hypergraph H = ([4], {12, 123, 1234}), which is in hyperfect elimination order. If we consider
the acyclic orientation h such that h(12) = h(123) = 1 and h(1234) = 4, we have that 2 and 3
are incomparable in PH,h.

3.4. Generation algorithm.

3.4.1. Generation of acyclic orientations of hypergraphs. Using Lemma 10, we can describe a
simple recursive algorithm generating a Hamilton path in the flip graph on acyclic orientations
of a hypergraph in hyperfect elimination order; see Figure 12. This algorithm generalizes the
Savage-Squire-West construction for chordal graphs [SSW93] described in Section 1.3.
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Figure 12. Gray code of acyclic orientations of a hypergraph H in hyperfect elimination
order. The levels of the tree correspond to the induction steps. At each step the figure
shows the acyclic orientation h of H, and the corresponding poset PH,h and permutation πh.
The notation j ▽ indicates a pair flip (i, j) where i is the unique child of j in PHj ,hj

by
Lemma 10. Similarly, j △ indicates a pair flip (j, i) where i is the unique parent of j
in PHj ,hj

.

We consider a hypergraph H = ([n], E) in hyperfect elimination order, and proceed by
induction on n. The base case n = 0 is trivial. For n ≥ 1, suppose we have a Hamilton path in
the flip graph on acyclic orientations of Hn−1. Every acyclic orientation hn−1 ∈ AOHn−1 can be
extended to an acyclic orientation h ∈ AOH in two ways:
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• for all A ∈ E such that n ∈ A, we define h(A) := n, in which case n is maximal in PH,h;
• consider a permutation π ∈ ext(PHn−1,hn−1) and for all A ∈ E such that n ∈ A, let h(A) :=

argmaxi∈A−n π−1(i), in which case n is minimal in PH,h.
Furthermore, we can get from the former to the latter, by iteratively flipping n with the unique
vertex it covers in this order, until there is no such vertex and n becomes minimal in PH,h.
Conversely, we can move n up by iteratively flipping n and the unique vertex that covers it until
n becomes maximal in PH,h. We can therefore replace any acyclic orientation in the Hamilton
path in the flip graph on AOHn−1 by a sequence of acyclic orientations in which vertex n either
moves down from maximal to minimal in PH,h, or up from minimal to maximal. These sequences
can be concatenated to yield a Hamilton path in the flip graph on AOH, in which n ‘zigzags’
alternately up and down in PH,h.

3.4.2. Algorithm J for acyclic orientations of hypergraphs. The recursive algorithm described
above can be cast as a special case of Algorithm J in the Hartung-Hoang-Mütze-Williams
framework [HHMW22].
Lemma 11. Let H = ([n], E) be a hypergraph in hyperfect elimination order. For an orientation
h ∈ AOH, let hn−1 be its restriction to Hn−1. With any acyclic orientation h ∈ AOH we
associate a permutation πh ∈ Sn as follows: If n = 0 then πh := ε, and if n ≥ 1 we consider
three cases:

(i) if the vertex n is maximal in PH,h, then πh := cn(πhn−1);
(ii) if the vertex n is minimal in PH,h, then πh := c1(πhn−1);

(iii) otherwise, πh := ci(πhn−1), where i is the position in πhn−1 of the unique vertex that covers n
in PH,h.

Then the map AOH → Sn : h 7→ πh is injective, and
ΠH := {πh | h ∈ AOH} (8)

is a zigzag language of permutations.
If the vertex n is isolated in PH,h, then it is both maximal and minimal, in which case we

use the encoding stated under (i), and then the special condition (z2) in the definition of zigzag
languages applies. The definition of the mapping h 7→ πh is illustrated in Figure 12. Lemma 11
can be proved straightforwardly by induction; we omit the details.

Note that by definition, we have πh ∈ ext(PH,h). Therefore, the language ΠH defines a set of
representatives for the equivalence classes of permutations in Sn.
Lemma 12. When running Algorithm J with input ΠH as defined in (8), then for any two
permutations πh, πh′ that are visited consecutively, the corresponding acyclic orientations h
and h′ of H are adjacent in the flip graph on AOH.

To prove Lemma 12, we introduce the following lemma from [MM21]. We say that a jump of
a value j in a permutation π ∈ Sn is clean, if for every k = j + 1, . . . , n, the value k is either to
the left or right of all values smaller than k in π.
Lemma 13 ([MM21, Lemma 24 (d)]). For any zigzag language Ln ⊆ Sn, all jumps performed
by Algorithm J are clean.

Furthermore, for proving Lemma 12 we establish the following auxiliary lemma.
Lemma 14. Let H = ([n], E) be a hypergraph in hyperfect elimination order, and let Hν = ([ν], Eν)
for some ν ∈ [n]. Let π′ be obtained from πhν by a clean right jump of the value j = πhν (i) by d
steps. Suppose that for all a ∈ {πhν (i + 2), . . . , πhν (i + d)} there is no hyperedge A ∈ Eν with
j, a ∈ A and hν(A) = a, and either i + d = ν, or for b := πhν (i + d + 1) we have b > j or there
is a hyperedge A ∈ Eν with j, b ∈ A and hν(A) = b. Then the jump in πhν is minimal, we have
π′ ∈ ΠHν and the acyclic orientation h′ ∈ AOHν obtained from hν by the pair flip (j, πhν (i + 1))
satisfies π′ = πh′.
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Proof. We proceed by induction on ν. The result is clear if ν = 0 or ν = 1, so we assume
that ν ≥ 2. We distinguish two cases.

Case 1: j = ν. Let π̂ := p(πhν ) = p(π′) ∈ ΠHν−1 . By definition, we have that πhν = ci(π̂)
and πhν (i + 1) covers ν in PHν ,hν . Recall that by Lemma 11 the mapping hν 7→ πhν is a bijection
between AOHν and ΠHν and that for every A ∈ Eν we have

hν(A) = argmax
x∈A

π−1
hν

(x).

Since πhν (i + 1) covers ν in PHν ,hν , by Lemma 8 we can define h′ : Eν → [ν] as the acyclic
orientation that is obtained from hν by the pair flip (ν, πhν (i + 1)). Using the definition (4), we
therefore obtain

h′(A) =
{

ν if hν(A) = πhν (i + 1) and ν ∈ A,

hν(A) otherwise.
(9)

We aim to show that π′ is a linear extension of PHν ,h′ . Let x, y ∈ [ν] such that x is covered
by y in PHν ,h′ . As x is covered by y, there exists a hyperedge X ∈ Eν with x, y ∈ X and
h′(X) = y.

We first consider the case y ≠ ν. In this case we have h′(X) = hν(X) = y. Hence, x ≺hν y
and consequently π−1

hν
(x) < π−1

hν
(y). If x ≠ ν, then we trivially have π−1

h′ (x) < π−1
h′ (y). It remains

to consider the case x = ν. We define

C ′ := {πhν (i + 2), . . . , πhν (i + d)},
C := {πhν (i + 1)} ∪ C ′,

Note that y ≠ πhν (i + 1), otherwise the definition (9) would imply h′(X) = x and consequently
y ≺h′ x. Furthermore, from the assumption that for all a ∈ C ′ there is no hyperedge A ∈ Eν

with ν, a ∈ A and hν(A) = a, we obtain that y /∈ C ′. Combining these two observations shows
that y /∈ C, and therefore we have π−1

h′ (x) < π−1
h′ (y), as desired.

We now consider the case y = ν. There are two possible subcases. If πhν (i + 1) ∈ X, then
by the definition (9) we have hν(X) = πhν (i + 1) and consequently π−1

hν
(x) ≤ i + 1, implying

that π−1
h′ (x) < π−1

h′ (y). If πhν (i + 1) /∈ X, then we have h′(X) = hν(X) = y, and consequently
π−1

hν
(x) < i, implying that π−1

h′ (x) < π−1
h′ (y) as well.

We have shown that π′ is a linear extension of PHν ,h′ . We now use the assumption that either
i + d = ν, or for b := πhν (i + d + 1) there is a hyperedge A ∈ Eν with ν, b ∈ A and hν(A) = b
(the case b > j = ν is impossible). In the first case ν is maximal in PHν ,h′ . In the second case
we have h′(A) = hν(A) = b and therefore ν ≺h′ b. As ν = j and b are at neighboring positions
in π′, we see that b = πhν (i + d + 1) covers ν in PHν ,h′ . Combining these observations shows
that the jump in πhν is minimal, we have π′ ∈ ΠHν and the acyclic orientation h′ obtained from
hν by the pair flip (j, πhν (i + 1)) satisfies π′ = πh′ .

Case 2: j < ν. Note that p(πhν ) and p(π′) differ in a right jump of the value j. As the
jump is clean by assumption, we have that π−1

hν
(ν) = π′−1(ν) ∈ {1, ν}. In fact, we may assume

that π−1
hν

(ν) = π′−1(ν) = ν, as the other case is analogous. By induction, the jump in p(πhν ) is
minimal, we have p(π′) ∈ ΠHν−1 and the acyclic orientation h′ : Eν−1 → [ν− 1] of Hν−1 obtained
from hν−1 by the pair flip (j, πhν−1(i + 1)) = (j, πhν (i + 1)) satisfies p(π′) = πh′ ∈ ΠHν−1 . It
follows that the jump in πhν is also minimal.
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Moreover, we define

ĥ(A) :=
{

ν if ν ∈ A,

h′(A) otherwise,

=


ν if ν ∈ A,

j if ν /∈ A, hν−1(A) = πhν (i + 1) and j ∈ A,
hν−1(A) otherwise,

=
{

j if hν(A) = πhν (i + 1) and j ∈ A,
hν(A) otherwise,

From the last line of this equation we see that ĥ is obtained from hν by the pair flip (j, πhν (i+1)).
Furthermore, as π′ = cν(πh′) we conclude that π′ = πĥ ∈ ΠHν . □

Proof of Lemma 12. Let h, h′ ∈ AOH, j = πh(i) and d be such that πh and πh′ differ in a
minimal jump of the value j by d steps. By Lemma 13 we can assume that the jump is clean.
Furthermore, we assume that the jump is a right jump, as the other case follows the same ideas.
By Lemma 14 applying the pair flip (j, πh(i + 1)) to h yields an acyclic orientation h′′ ∈ AOH
such that πh′′ is obtained from πh by a minimal right jump of j. It follows that h′′ = h′, and the
lemma is proved. □

Combining Theorem 1, Lemma 11, and Lemma 12 yields our first main result.

Theorem 15. For every hypergraph H = ([n], E) in hyperfect elimination order, Algorithm J with
input ΠH as defined in (8) generates a sequence of permutations πh1 , πh2 , . . ., where h1, h2, . . . ∈
AOH such that h1, h2, . . . is a Hamilton path in the flip graph on acyclic orientations of H, or
equivalently, on the skeleton of the hypergraphic polytope Z(H).

3.5. Application to building sets and nestohedra. In what follows, we use the terminol-
ogy of Postnikov [Pos09], although the notion of building set goes back to De Concini and
Procesi [DCP95].

3.5.1. Acyclic orientations of building sets and nestohedra. A hypergraph B = (V, E) is a building
set if

(i) E contains all singletons {v} for v ∈ V ;
(ii) for every pair A, B ∈ E with A ∩B ̸= ∅ we have A ∪B ∈ E .

A building set is connected if V ∈ E .
A remarkable property of acyclic orientations of building sets is that the transitive reduction

of the corresponding posets are forests.

Lemma 16 ([Pos09, Thm. 7.4], [BBM19, Prop. 3.3]). If B is a building set, then
(i) the hypergraphic polytope Z(B) of B is simple;

(ii) the flip graph on AOB is regular;
(iii) for every acyclic orientation h ∈ AOB, the poset PH,h is a forest.

The hypergraphic polytope Z(B) of a building set B is called a nestohedron [Pos09]. The
forests corresponding to acyclic orientations of AOB are called B-forests (or B-trees if B is
connected).

3.5.2. Chordal building sets. We follow Postnikov, Reiner, and Williams [PRW08]2 and say that a
building set B = ([n], E) is a chordal building set if and only if for any A = {i1 < i2 < · · · < ir} ∈ E
and s ∈ [r], we have {i1 < i2 < · · · < is} ∈ E .

2The original definition is actually reversed, but we need this one for consistency with our definition of perfect
elimination order in chordal graphs.
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The point of considering chordal building sets is the following direct connection between
chordality and hyperfect elimination orders.
Lemma 17. A building set is chordal if and only if it is in hyperfect elimination order.
Proof. We first observe that for building sets, condition ((i)) for the hyperfect elimination order
reduces to the case where A = B. Indeed, if A, B ∈ E both contain n, then A ∪B ∈ E .

(⇒) Consider a chordal building set B = ([n], E). We need to verify conditions ((i)) and ((ii))
of the hyperfect elimination order. Condition ((i)) is satisfied, since for any A ∈ E such that
n ∈ A, we have A− n ∈ E from the chordality of B, and A− n fulfills the requirements of X in
condition ((i)). It remains to observe that if B is chordal, then so is Bn−1.

(⇐) Consider a building set B = ([n], E) in hyperfect elimination order. We only need to
prove that condition ((i)) implies that for any A ∈ E with n ∈ A, we have A− n ∈ E . Suppose
for the sake of contradiction that every hyperedge X ∈ E contained in A−n has size strictly less
than |A−n|. Consider such a hyperedge X of maximum size, a vertex a ∈ X, and another vertex
b ∈ (A− n) \X. Applying condition ((i)) on a and b yields another hyperedge X ′ ∈ E contained
in A− n that contains both a and b. Since H is a building set, we must have X ∪X ′ ∈ E , and
this set is larger than X, a contradiction. Therefore, we have A− n ∈ E . The rest follows by
induction on Bn−1. □

Nestohedra of chordal building sets are called chordal nestohedra [PRW08]. By combining
Lemma 17 and Theorem 15, we therefore obtain new Hamilton paths on chordal nestohedra.
Theorem 18. For every chordal building set B = ([n], E), Algorithm J with input ΠB as defined
in (8) generates a sequence of permutations πh1 , πh2 , . . ., where h1, h2, . . . ∈ AOB such that
h1, h2, . . . is a Hamilton path in the flip graph on acyclic orientations of B, or, equivalently, on
the skeleton of the chordal nestohedron Z(B).
3.5.3. Graphical building sets and elimination trees. For a graph G = (V, E), we let B(G) := (V, E)
be the hypergraph such that

E := {U ⊆ V | G[U ] is connected}.
Clearly, E contains all singletons {v}, v ∈ V . Also, if two subsets induce a connected subgraph
of G and have a nonempty intersection, then their union also induces a connected subgraph.
Therefore, B(G) is a building set, called the graphical building set of G.

An elimination tree of a connected graph G = (V, E) is an unordered rooted tree T obtained
by removing a vertex v of G which becomes the root of T , and by recursing on the connected
components of G− v, whose elimination trees become the subtrees of v in T . An elimination
forest of a (not necessarily connected) graph G is a set of elimination trees, one for each
connected component of G. An elimination forest of a graph G = ([n], E) can be produced from
a permutation on [n], by choosing to remove at each step the vertex that has the leftmost position
in the permutation. Two elimination forests differ by a rotation if there exist two permutations
producing them that differ by a single adjacent transposition. We refer to Figure 10 for an
example of rotation and to [CMM22] for more details.

The graph associahedron of G is the hypergraphic polytope Z(B(G)). The vertices of Z(B(G))
are in one-to-one correspondence with the elimination forests of G, and its skeleton is the
rotation graph on the elimination forests of G; see [CD06, Pos09, PRW08, MP16]. Combining
this characterization with (5) and Lemma 9, we obtain the following.
Lemma 19. Acyclic orientations of a graphical building set B(G) are in one-to-one correspon-
dence with the elimination forests of G, and the flip graph on the acyclic orientations of B(G) is
isomorphic to the rotation graph on the elimination forests of G.

This statement is illustrated in Figure 10, showing an example of a rotation between two
elimination trees of a graph, and the corresponding pair flip in the acyclic orientations of the
building set.
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Lemma 20 ([PRW08]). A graphical building set B(G) is chordal if and only if G is in perfect
elimination order.

Note that not all chordal building sets are graphical. For instance, the hypergraph ([n], {[i] |
i ∈ n}) is a chordal building set but is not graphical. (The corresponding nestohedron is called
the Stanley-Pitman polytope [SP02].)

Combining Lemma 20 and Lemma 17, we obtain the following.
Corollary 21. A graphical building set B(G) is in hyperfect elimination order if and only if G
is in perfect elimination order.

This confirms our earlier claim that our Gray codes for acyclic orientations of hypergraphs in
hyperfect elimination order, as given in Theorem 15, generalize the known Gray codes for elimi-
nation forests on chordal graphs described recently by Cardinal, Merino, and Mütze [CMM22].

4. Acyclic reorientation lattices

In this section, we consider order-theoretic properties of the set of all acyclic orientations of a
graph and the existence of Hamilton paths and cycles in lattices defined from acyclic orientations.
In particular, we address a question due to Pilaud [Pil22, Problem 51] stated as Problem 1 in
Section 1.6.2. In order to make sense of this question, we first define classes of acyclic digraphs
and the lattices that are defined from their acyclic reorientations.

4.1. Acyclic reorientation lattices of families of acyclic digraphs. Given an acyclic
digraph D, an acyclic reorientation of D is an acyclic digraph obtained by flipping the orientation
of some arcs of D. The set of all acyclic reorientations of D can be ordered by containment
of the sets of arcs that are flipped w.r.t. D; see Figure 8 (a). We denote this poset by ARD.
Pilaud [Pil22] gave necessary and sufficient conditions on D for ARD to be a lattice. When
those conditions are satisfied, we refer to ARD as the acyclic reorientation lattice of D.

4.1.1. Acyclic reorientation lattices of vertebrate digraphs. We use the term oriented tree to
refer to a digraph whose underlying undirected graph is a tree, and oriented forest to refer
to a collection of disjoint oriented trees. Following Pilaud [Pil22], we say that a digraph D is
vertebrate if the transitive reduction of every induced subgraph of D is an oriented forest. It is
easy to see that any vertebrate digraph must be acyclic; see (1).
Theorem 22 ([Pil22, Thm. 1]). The poset ARD of acyclic reorientations of a digraph D is a
lattice if and only if D is vertebrate.
4.1.2. Acyclic reorientation lattices of peo-consistent digraphs. A digraph D is peo-consistent if
its vertices can be labeled 1, . . . , n, such that either n = 1 or the following three conditions are
satisfied:

(i) the vertex n is a source or a sink of D,
(ii) the vertex n is simplicial in the underlying undirected graph of D,
(iii) the digraph D − n is peo-consistent.

In the following, we often denote a peo-consistent digraph D with the corresponding labeling
of its vertices by 1, . . . , n as D = ([n], A). Hence a peo-consistent digraph is an orientation of
a chordal graph obtained by iteratively adding each vertex in perfect elimination order as a
source or a sink in the digraph induced by its predecessors in the order. Since the underlying
undirected graph of a peo-consistent digraph D can be any graph in perfect elimination order, it
has the unique parent-child property by Lemma 4. The peo-consistent digraphs form a natural
class of vertebrate digraphs; see (1) and Figure 11 (d).
Lemma 23. Every peo-consistent digraph is vertebrate.

The converse of Lemma 23 does not hold, i.e., not every vertebrate digraph is peo-consistent;
see Figure 11 (c).
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Proof. We proceed by induction on the number of vertices, and suppose that the statement
holds for all graphs on less than n vertices. Observe that if D = ([n], A) is a peo-consistent
digraph, then so is any of its induced subgraph. Hence from the induction hypothesis, we only
need to prove that the transitive reduction TD of D is an oriented tree. Consider the transitive
reduction TD−n of D− n. We claim that TD is obtained by adding the vertex n as a new leaf to
TD−n, with either a single incoming arc or a single outgoing arc. Indeed, since the vertex n is
simplicial, its neighbors must form a directed path in TD−n. And since n is either added to D
as a source or a sink, there is a single new arc in the transitive reduction, which connects it to
either its first or last neighbor in the directed path, respectively. Therefore, TD is an oriented
tree, as required. □

4.1.3. Acyclic reorientation lattices of skeletal digraphs. We say that a digraph D is filled if for
any directed path v1 → · · · → vk in D, if the arc v1 → vk belongs to D, then all arcs vi → vj ,
1 ≤ i < j ≤ k, also belong to D. A digraph is called skeletal if it is both vertebrate and filled.
An alternative definition of a skeletal digraph D is that D is obtained from an oriented forest
by replacing some directed paths by acyclic cliques. The motivation for introducing skeletal
digraphs is the following result due to Pilaud.

Theorem 24 ([Pil22, Thm. 3]). The poset ARD of acyclic reorientations of an acyclic digraph D
is a semidistributive lattice if and only if D is skeletal.

We now prove that the class of skeletal digraphs refine that of peo-consistent digraphs; see (1).

Lemma 25. Every skeletal digraph is peo-consistent.

The converse of Lemma 25 does not hold, i.e., not every peo-consistent digraph is skeletal; see
Figure 11 (b).

Proof. It suffices to show that in every skeletal digraph D, one can find a source or sink that is
simplicial in the underlying undirected graph, i.e., whose neighborhood in D is a clique. We
refer to such a vertex as a terminal vertex. If a terminal vertex v exists, then we can remove it
and iterate the same argument on the remaining digraph D − v, which is also skeletal. In fact,
we proceed to prove that every skeletal digraph D has at least two terminal vertices.

We consider a connected skeletal digraph D and its transitive reduction T := TD, which is an
oriented tree. We first argue that we can assume without loss of generality that every source
or sink has degree exactly 1. Indeed, suppose that this is not the case. Then we partition the
arc set of T into a collection T of subtrees, such that in every subtree, every source or sink has
degree exactly 1, and moreover every arc of D joins two vertices from the same subtree in T .
Specifically, for each source v of out-degree d > 1 in T , we split the arc set of T into d subtrees
connected to v, assigning all arcs in the same connected component of T − v together with the
arc that connects this component to v to the same subtree; see Figure 13 (a). We repeat this for
every source of out-degree > 1, and we proceed similarly for each sink of in-degree > 1. Suppose
that we have |T | = k trees after this partitioning stage. If we can find two terminal vertices
in D[T ′] for every T ′ ∈ T , i.e., in the subgraph of D induced by the subtree T ′, then at least
2k − (2k − 1) = 2 of those vertices will also be terminal vertices in D. This is because D is
obtained from gluing together the graphs D[T ′], T ′ ∈ T , in a tree-like fashion. So for the rest of
the proof we assume without loss of generality that sources and sinks of D have degree exactly 1.

Let S0 be the set of sources and S1 the set of sinks of D. We denote by M the set of all
vertices of D that are neither in S0 nor in S1; see Figure 13 (b). In other words, every vertex
in M has at least one in-neighbor and at least one out-neighbor. We observe that v ∈ S0 ∪ S1
is a terminal vertex if its neighborhood in D induces a directed path in T . Indeed, since D is
filled, v must simplicial in the underlying undirected graph, and hence v is a terminal vertex.

On the other hand, consider a vertex v ∈ S0 that is not a terminal vertex; see Figure 13 (c1).
Then the neighbors of v in D induce an oriented subtree T (v) of T rooted at v, all arcs of which
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Figure 13. Illustration of the proof of Lemma 25.

are oriented away from v. As v is not a terminal vertex, T (v) is not a single directed path, but
it has a branch vertex b(v) ∈ M with out-degree at least 2 in T (v). We denote by P (v) one
pair of out-neighbors of b(v) in T (v) (pick two arbitrarily if there are more than two), which by
definition are also out-neighbors of v in D.

Consider a vertex x ∈ M and all sources v1, v2, . . . , vℓ ∈ S0 that have x as their common
branch vertex, i.e., that satisfy b(v1) = b(v2) = · · · = b(vℓ) = x; see Figure 13 (d1). We observe
that we must have ℓ ≤ d+(x)− 1. Indeed, if ℓ > d+(x)− 1, then the transitive reduction of the
subgraph induced by v1, v2, . . . , vℓ and the vertices in P (v1), P (v2), . . . , P (vℓ) in D contains a
cycle, no arc of which is transitive, contradicting the fact that D is vertebrate; see Figure 13 (d2).

Symmetrically, we can consider a vertex v ∈ S1 that is not a terminal vertex, and define a
corresponding branch vertex b(v) ∈M ; see Figure 13 (c2). Then similarly, for a vertex x ∈M ,
at most d−(x)− 1 vertices from S1 can have x as their common branch vertex.

We now apply a counting argument. We have

|S0| = 1 +
∑

x∈M

(d−(x)− 1) and |S1| = 1 +
∑

x∈M

(d+(x)− 1).

Suppose without loss of generality that |S0| ≥ |S1|, and first consider the case |S0| = |S1|. From
the previous observations and the equalities above, we can have at most |S1|−1 = |S0|−1 branch
vertices b(v) for the vertices v ∈ S0, so one such vertex must be a terminal vertex. Similarly,
we can have at most |S0| − 1 = |S1| − 1 branch vertices b(v) for the vertices v ∈ S1, and one
such vertex must also be a terminal vertex. We therefore obtain two terminal vertices. On the
other hand, if |S0| > |S1|, then we can have at most |S1| − 1 ≤ |S0| − 2 branch vertices b(v) for
the vertices v ∈ S0, and at least two of them must be terminal vertices. Hence in all cases, we
obtain two terminal vertices, as claimed. □

In fact, there exist chordal graphs, no orientation of which is skeletal. An example is the
complete k-sun, defined as the graph that is obtained from a 2k-cycle on the vertices v1, . . . , v2k

by adding an additional edge between every pair of vertices v2i and v2j , for every i ̸= j ∈ [k].
The transitive reduction of the complete graph on v2, v4, . . . , v2k is a path, and one can argue
that one of the vertices v2i+1 joins two vertices in distance strictly larger than one along that
path. Then this vertex v2i+1 cannot have out-degree 2 or in-degree 2, as this would violate
the filled property, and it cannot have out-degree and in-degree 1, as this would violate the
vertebrate property. As a consequence of this observation, if D is skeletal then its underlying
undirected graph does not contain a complete k-sun as induced subgraph. Farber [Far83] proved
that a chordal graph is strongly chordal if and only if it contains no induced complete k-sun
(called trampoline there). Therefore, if D is skeletal, then its underlying undirected graph is
strongly chordal.
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4.2. Quotients of acyclic reorientation lattices.

4.2.1. Lattice congruences. Recall the terminology introduced in Section 2.1. We consider an
equivalence relation ≡ on elements of a lattice L. For an element x ∈ L, we denote by [x]≡ the
equivalence class of ≡ to which x belongs. An equivalence relation ≡ on L is a lattice congruence
if it respects joins and meets, i.e., if

(x ≡ x′ and y ≡ y′) =⇒ (x ∨ y ≡ x′ ∨ y′ and x ∧ y ≡ x′ ∧ y′).
For a lattice congruence ≡, the lattice quotient L/≡ is the poset on the set of the equivalence
classes of ≡, where for any two equivalence classes X, Y , we have X < Y if and only if there
is an x ∈ X and a y ∈ Y such that x < y in L. We will need the following well-known lemma,
which is a direct consequence of the definition of lattice congruences.

Lemma 26. For any lattice congruence ≡ of a finite lattice L, and any element x ∈ L, the
equivalence class [x]≡ is an interval of L.

The definition of a lattice congruence gives rise to so-called forcing rules. These rules state
that if some pair of elements of a lattice are congruent, then so must be some other pairs.
We now state two forcing rules that we need in the following; see Figure 14. A diamond is a
four-element poset ({a, b, c, d}, <) with a < b < d and a < c < d and no other cover relations. A
hexagon is a six-element poset ({a, b, c, d, e, f}, <) with a < b < d < f and a < c < e < f and
no other cover relations.

a

b

d

c

a

b

e

c

d

f

Figure 14. Forcing rules in a lattice congruence: diamond rule (left) and hexagon rule
(right). Edges indicate cover relations, and bold edges indicate that the two elements
belong to the same equivalence class. The arrows indicate implications.

Lemma 27. Let ≡ be a congruence of a lattice L.
Diamond rule: For every diamond sublattice {a, b, c, d} of L with a < b < d and a < c < d,

we have a ≡ c⇔ b ≡ d.
Hexagon rule: For every hexagon sublattice {a, b, c, d, e, f} of L with a < b < d < f and

a < c < e < f , we have a ≡ c⇔ d ≡ f and (a ≡ c and d ≡ f)⇒ (b ≡ d and c ≡ e).

Proof. The statements are derived by elementary applications of the definition of lattice con-
gruences. For diamonds, we have a ≡ c ⇒ a ∨ b ≡ c ∨ b ⇒ b ≡ d. Symmetrically, we have
b ≡ d⇒ b ∧ c ≡ d ∧ c⇒ a ≡ c.

For hexagons, we again apply the definition of a lattice congruence as follows: a ≡ c⇒ a∨ b ≡
c∨ b⇒ b ≡ f . As equivalence classes are intervals, we also have b ≡ d and d ≡ f . Symmetrically,
from d ≡ f we obtain d ∧ e ≡ f ∧ e⇒ a ≡ e and hence a ≡ c and c ≡ e. □

In what follows, we consider quotients ARD/≡ of the acyclic reorientation lattice ARD of an
acyclic digraph D.

We emphasize that the diamond and hexagon rule stated in Lemma 27 are necessary, but
may not be sufficient to completely define the forcing relations for congruences of ARD. It is
known that such local forcing rules are sufficient whenever the lattice ARD is polygonal [Rea16b,
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Thm. 9-6.5], which is the case if and only if it is semidistributive [Rea16b, Thm. 9-3.8 and
9-6.10]. Hence from Lemma 24, ARD is polygonal if and only if D is skeletal, and in that case
the two rules in Lemma 27 completely characterize forcing relations in congruences of ARD.
Note that starting from Section 4.3, we will only assume that D is peo-consistent, and not
necessarily skeletal, so the diamond and hexagon rule are necessary, but may not be sufficient to
characterize all forcing relations in a congruence (but our proof works regardless).

4.2.2. Quotientopes. Given a skeletal digraph D, Pilaud [Pil22] realizes any lattice quotient
of ARD as a polytope, called a quotientope. Previously, the notion of quotientope has been
used for the polytopal realization of lattice quotients of the weak order on permutations in the
same manner [PS19, PPR21]. Recall that the weak order on permutations is ARD when D is
an acyclic complete graph. The cover graph of a lattice quotient is exactly the skeleton of the
corresponding quotientope. Therefore, Problem 1 is equivalent to asking whether the skeleta of
these quotientopes admit a Hamilton cycle.

4.3. Algorithm. We now give an algorithm to construct Hamilton paths in the cover graphs of
quotients of acyclic reorientation lattices of peo-consistent digraphs.

4.3.1. Restrictions, rails, ladders, and projections. We introduce some notations that will be
useful for inductive reasonings. For the rest of this paper let D = ([n], A) be a peo-consistent
digraph. For an acyclic reorientation E ∈ ARDn−1 , we denote by c(E) the acyclic reorientation
of D ∈ ARD obtained from E by adding the last vertex n as a source or as a sink, according to
how it appears in D. Similarly, we write c̄(E) for the acyclic reorientation of D obtained from E
by adding the last vertex n as a source if it is a sink in D, or as a sink if it is a source in D,
hence oppositely to how it appears in D. Given a lattice congruence ≡ on ARD, we define the
restriction ≡∗ as the relation on ARDn−1 induced by all acyclic reorientations of D in which no
arc incident with n is reoriented with respect to D, i.e., for any two acyclic reorientations E
and F in ARDn−1 we have E ≡∗ F ⇔ c(E) ≡ c(F ).

Lemma 28. For every lattice congruence ≡ of ARD, the restriction ≡∗ is a lattice congruence
of ARDn−1.

Proof. This follows straightforwardly from the definition of lattice congruence and restriction
and the observation that for any two acyclic reorientations E and F in ARDn−1 , we have
c(E) ∨ c(F ) = c(E ∨ F ) and c(E) ∧ c(F ) = c(E ∧ F ). □

A rail in the acyclic reorientation lattice ARD is a maximal subposet of ARD induced by
all acyclic reorientations of D that agree on the orientations of all the arcs in Dn−1, i.e., that
differ only in the orientation of the arcs incident with n. For a reorientation E ∈ ARDn−1 , we
denote the corresponding rail in ARD by r(E); see Figure 15. The minimum element of the
rail r(E) is c(E), the maximum element is c̄(E), and the number of elements on the rail equals
the number of arcs incident with n in D (i.e., the degree of n). The number of rails in ARD is
equal to |ARDn−1 |, and these rails form a partition of ARD into chains of the same size.

Lemma 29. For every lattice congruence ≡ of ARD, every equivalence class X of ≡, and every
rail r of ARD, the intersection X ∩ r is an interval in r.

Proof. From Lemma 26, we know that X is an interval of ARD. Since every rail r is a chain
of ARD, its intersection with X must be an interval in r. □

A ladder is the subposet of ARD induced by a pair of rails r(E) and r(F ) for which E, F ∈
ARDn−1 differ in a flip of a single arc, i.e., E and F are in cover relation in ARDn−1 ; see
Figure 15. We denote this ladder by ℓ(E, F ). The cover graph of a ladder consists of two
paths belonging to the rails, and of additional cover edges that we call stairs. We will need the
following property of ladders, which explains the chosen name.
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Figure 15. Illustration of rails and ladders. A sublattice of ARD is shown on the left
(reoriented arcs w.r.t. D are highlighted), with the encoding of acyclic reorientations
by permutations given by Lemma 5 shown on the right. A rail and a ladder and are
highlighted.

Lemma 30. For any ladder ℓ(E, F ), where E, F ∈ ARDn−1 , the first and last pair of reorienta-
tions in both rails forms a stair, and the interval between any two successive stairs in the ladder
is either a diamond or a hexagon.

Proof. As E and F differ in a flip of some arc, c(E) and c(F ) are both acyclic reorientations
of D that differ in a flip of the same arc. Similarly, c̄(E) and c̄(F ) are both acyclic reorientations
of D that differ in a flip of the same arc. Consequently, (c(E), c(F )) is the first stair of the
ladder ℓ(E, F ), and (c̄(E), c̄(F )) is the last stair of the ladder.

Now consider any stair (E′, F ′) of this ladder and denote by a the arc of D that has a distinct
orientation in E′ and F ′. Furthermore, let E′′ ∈ r(E) and F ′′ ∈ r(F ) be the reorientations that
cover E′ and F ′ in their respective rails. We then consider two cases.

The first case is when E′′ and F ′′ are obtained from E′ and F ′, respectively, by flipping the
same arc b. In that case, E′′ and F ′′ clearly differ in a flip of the single arc a, and form the next
stair (E′′, F ′′) in the ladder. Hence the two successive stairs form a diamond.

The second case is when E′′ is obtained from E′ by flipping an arc b, and F ′′ is obtained
from F ′ by flipping another arc c ̸= b. Then the pair (E′′, F ′′) is not a stair. Since E′′ ∈ r(E)
and F ′′ ∈ r(F ), it must be the case that b and c are both incident to the vertex n. We assume
without loss of generality that the vertex n is a sink in D, which means that the arcs b and c are
incoming to n in E′ and F ′. Since n is a simplicial vertex, the other two endpoints of b and c
must be adjacent. And it must be the case that arc a connects these two endpoints of b and c,
as otherwise one of E′′ or F ′′ would not be acyclic. So the three arcs a, b, c form a triangle.

We claim that arc c can be flipped in E′′ to obtain the next reorientation E′′′ ∈ r(En−1).
Indeed, suppose for contradiction that flipping c creates a cycle. Then either this cycle does
not use a and must also be present in F ′′ (as it cannot use b), or it uses arc a, but then there
already is a shorter cycle in E′′ that uses b instead of c, a. This proves the claim. Since we can
flip arc c in E′′, this must yield the next reorientation E′′′ on the rail r(E).
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Similarly, the arc b can be flipped in F ′′ to obtain the next reorientation F ′′′ ∈ r(F ). Now E′′′

and F ′′′ only differ by a flip of the arc a, and hence must form the next stair of the ladder. In
this case, the interval induced by the two successive stairs in the ladder is a hexagon.

By applying this reasoning starting from the first stair on the ladder ℓ(E, F ) and ending with
the last stair, we obtain that the only stairs are the pairs identified above, which completes the
proof. □

From the proof above we see that each ladder has at most one hexagon formed by two
consecutive stairs. More specifically, a ladder ℓ(E, F ) for E, F ∈ ARDn−1 consists of a single
hexagon and diamonds if and only if the vertex n is incident to both endpoints of the arc a in
which E and F differ, and otherwise the ladder has only diamonds. For example, in Figure 15,
the ladder ℓ(F, F ′) is of the first type, and the ladder ℓ(F ′, E) is of the second type.

Given a set X ⊆ ARD, we define the projection p(X) := {En−1 | E ∈ X}. The following
lemma is a crucial ingredient for our algorithm, and it is proved by repeated applications of
Lemma 27.

Lemma 31. For every lattice congruence ≡ of ARD and every equivalence class X of ≡, the
projection p(X) is an equivalence class of ≡∗. In particular, for any two equivalence classes X, Y ,
we either have p(X) = p(Y ) or p(X) ∩ p(Y ) = ∅.

Proof. For the sake of contradiction suppose that there is an equivalence class X of ≡ for
which p(X) is not an equivalence class of ≡∗. Pick some acyclic reorientation from p(X) ⊆
ARDn−1 , and let Y be its equivalence class of ≡∗. As Y ≠ p(X) we must have p(X) \ Y ̸= ∅ or
Y \ p(X) ̸= ∅.

We first consider the case p(X) \ Y ̸= ∅. In this case there must be E, F ∈ X that are in
cover relation in ARD with E ≡ F such that p(E) = En−1 ∈ p(X) \Y and p(F ) = Fn−1 ∈ Y , in
particular En−1 /∈ Y . This means that in the ladder ℓ(En−1, Fn−1), the endpoints E and F of the
stair (E, F ) are congruent. By using Lemma 30 and repeatedly applying Lemma 27, it follows
that the endpoints of every other stair of the ladder must be congruent as well, in particular the
endpoints c(En−1) and c(Fn−1) of the first stair. Consequently, we have c(En−1) ≡ c(Fn−1) and
therefore En−1 ≡∗ Fn−1, a contradiction to the fact that En−1 /∈ Y and Fn−1 ∈ Y .

We now consider the case Y \ p(X) ̸= ∅. In this case there must be E, F ∈ Y that are in cover
relation in ARDn−1 with E ≡∗ F such that E ∈ Y \ p(X) and F ∈ p(X), in particular E /∈ p(X).
This means that in the ladder ℓ(E, F ), the endpoints E and F of the first stair (c(E), c(F )) are
congruent. By using Lemma 30 and repeatedly applying Lemma 27, it follows that the endpoints
of every other stair of the ladder must be congruent as well. Consequently, since there is a
stair (E′, F ′) with F ′ ∈ X (as p(F ′) = F ∈ p(X)), we must have E′ ∈ X as well and therefore
p(E′) = E ∈ p(X), a contradiction to the fact that E /∈ p(X). □

Lemma 32. For every lattice congruence ≡ of ARD, either for every E ∈ ARDn−1 there are two
distinct equivalence classes of ≡ containing c(E) and c̄(E), or for every rail r(E), E ∈ ARDn−1 ,
all reorientations on that rail belong to the same equivalence class.

Proof. By the forcing rules described in Lemma 27, if the reorientations of some rail r(E),
E ∈ ARDn−1 , are pairwise congruent, then so are the reorientations of every rail r(F ), F ∈
ARDn−1 , that forms a ladder ℓ(E, F ) with r(E). Repeatedly applying this observation shows
that in this case all reorientations on every rail are congruent. Otherwise, every rail intersects
with at least two equivalence classes of ≡. From Lemma 26, we know that every equivalence
class of ≡ intersects each rail r(E), E ∈ ARDn−1 , in an interval, hence the minimum c(E) and
maximum c̄(E) must belong to distinct equivalence classes, as claimed. □

4.3.2. Selection of representatives and encoding as a zigzag language. As mentioned before,
D = ([n], A) is assumed to be a peo-consistent acyclic digraph throughout. For any congruence ≡
of the acyclic reorientation lattice ARD, we say that R ⊆ ARD is a set of representatives for
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the equivalence classes ARD/≡ if and only if for every equivalence class X ∈ ARD/≡, we have
|X ∩R| = 1.

We now define a set of representatives RD. If D is empty, then we define RD := ∅. Otherwise,
we consider the set RDn−1 ⊆ ARDn−1 of representatives for the restriction ≡∗ of ≡ on Dn−1.
For every acyclic reorientation E ∈ RDn−1 , we consider the rail r(E) in ARD. By Lemma 32
there are two possible cases. If for every E ∈ ARDn−1 there are two distinct equivalence classes
of ≡ containing c(E) and c̄(E), then we define a set Rr(E) for all E ∈ RDn−1 as follows. For
each equivalence class X ∈ ARD/≡ such that X ∩ r(E) ̸= ∅, we pick exactly one element
from X ∩ r(E) to be included in the set Rr(E). In particular, we always pick c(E) and c̄(E). We
then define

RD :=
⋃

E∈RDn−1

Rr(E). (10a)

Otherwise, by Lemma 32 for every rail r(E), E ∈ ARDn−1 , all reorientations on that rail belong
to the same equivalence class. For each E ∈ RDn−1 we select for the set RD the reorientation
that consists of adding the vertex n to E as a sink, i.e., we define

RD :=
{
{c(E) | E ∈ RDn−1} if n is a sink in D,
{c̄(E) | E ∈ RDn−1} if n is a source in D.

(10b)

In order to apply Algorithm J, we interpret the representatives for ARD/≡ as a zigzag
language of permutations. Recall that in Lemma 5 we defined a map from acyclic orientations
of a graph in perfect elimination order to permutations. We reuse this definition here, and with
any reorientation E of D (as D is peo-consistent, 1, . . . , n is a perfect elimination ordering of
the underlying undirected graph), we associate the permutation πE , and we define

ΠD := {πE | E ∈ RD}. (11)
Lemma 33. For every lattice congruence ≡ of ARD, the set RD defined in (10) is indeed a set
of representatives for ARD/≡. Furthermore, the set ΠD defined in (11) is a zigzag language of
permutations satisfying condition (z1) if (10a) holds and condition (z2) if (10b) holds.
Proof. We argue by induction on n. The statement trivially holds for n = 0. For the induction
step, suppose that RDn−1 is a set of representatives for ARDn−1/≡∗ and that ΠDn−1 is a zigzag
language of permutations. Observe that ΠDn−1 = {p(πE) | πE ∈ ΠD}. Hence, in order to show
that ΠD is a zigzag language, we only need to show that either condition (z1) or (z2) as stated in
Section 1.7.2 is met. Consider the two cases (10a) and (10b) in the inductive definition of RD.

In the first case, by Lemma 31 and the induction hypothesis, for each equivalence class X
of ARD, the projection p(X) has exactly one element in common with RDn−1 . Hence, X has a
nonempty intersection with exactly one rail r(E) for some E ∈ RDn−1 . By construction, we then
have |Rr(E) ∩X| = 1 and consequently |RD ∩X| = 1 by the definition (10a). It follows that RD

is a set of representatives for ARD/≡. Moreover, by construction, for every E ∈ RDn−1 , the
reorientations c(E) and c̄(E) are in Rr(E) and consequently also in RD. This implies that c1(πE)
and cn(πE) are in ΠD, i.e., ΠD satisfies condition (z1).

In the second case, by Lemma 31 every equivalence class X of ARD satisfies X =
⋃

E∈X∗ r(E).
By the induction hypothesis, every equivalence class of ARDn−1 has exactly one element in
common with RDn−1 . Therefore, for RD as defined by (10b), each equivalence class of ARD has
exactly one element in common with RD. It follows that RD is a set of representatives forARD/≡.
Furthermore, in this case we have ΠD = {cn(πE) | E ∈ RDn−1} = {cn(πE)|πE ∈ ΠDn−1}, i.e.,
ΠD satisfies condition (z2). □

4.3.3. Algorithm J for quotients of acyclic reorientation lattices.
Lemma 34. When running Algorithm J with input ΠD as defined in (11), then for any two
permutations πE , πF that are visited consecutively, the corresponding equivalence classes [E]≡
and [F ]≡ form a cover relation in the quotient ARD/≡.
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Proof. We proof the lemma by induction. The statement is vacuously true for n = 0. For the
induction step we assume that it holds for the input ΠDn−1 .

By Lemma 33, ΠD is a zigzag language of permutations. Furthermore, if (10a) holds, then it
satisfies condition (z1), so the permutations in ΠD are generated in the sequence J(ΠD) defined
in (2a). Observe that all permutations in #„c (πE) or #„c (πE), where E ∈ RDn−1 ⊆ ARDn−1 ,
correspond to acyclic reorientations that lie on the rail r(E) =: (E1, . . . , Ed) = (c(E), . . . , c̄(E)).
If πEi , πEj , where 1 ≤ i < j ≤ d, are visited consecutively, then by the definition of the
representatives Rr(E) there is an integer s with i ≤ s < j such that

Ei ≡ Ei+1 ≡ · · · ≡ Es ̸≡ Es+1 ≡ Es+2 ≡ · · · ≡ Ej ,

so [Ei]≡ and [Ej ]≡ form a cover relation in ARD/≡. Moreover, if πE and πF , where E, F ∈
RDn−1 ⊆ ARDn−1 , are visited consecutively in J(ΠDn−1), then transitioning from the last
permutation of #„c (πE) to the first permutation of #„c (πF ), or from the last permutation of #„c (πE)
to the first permutation of #„c (πF ), corresponds to moving from c(E) to c(F ), or from c̄(E)
to c̄(F ). Consequently, as [E]≡∗ and [F ]≡∗ form a cover relation in the quotient ARDn−1/≡∗

by induction, we obtain with the help of Lemma 31 that [c(E)]≡ and [c(F )]≡, and also [c̄(E)]≡
and [c̄(F )]≡ form a cover relation in the quotient ARD/≡.

On the other hand, if (10b) holds, then the zigzag language ΠD satisfies condition (z2), so
the permutations in ΠD are generated in the sequence J(ΠD) defined in (2b). In this case, the
claim follows immediately by induction. □

Combining Theorem 1, Lemma 33, and Lemma 34 yields our second main theorem. Note that
by Lemma 25, Theorem 35 below applies in particular to skeletal digraphs D, thus addressing
Problem 1.

Theorem 35. For every peo-consistent digraph D and every lattice congruence ≡ of ARD,
Algorithm J with input ΠD as defined in (11) generates a sequence πE1 , πE2 , . . . of permutations
from RD, where E1, E2, . . . ∈ ARD such that [E1]≡, [E2]≡, . . . is a Hamilton path in the cover
graph of the lattice quotient ARD/≡.

By the remarks after Lemma 5, the minimum D of the acyclic reorientation lattice ARD is
encoded by the identity permutation πD = idn, which by Theorem 1 can be used for initialization
in Algorithm J, if and only if the vertex i is a sink in Di for all i ∈ [n].
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