Item response theory may account for unequal item weighting and individual-level measurement error in trials that use PROMs: a psychometric sensitivity analysis of the TOPKAT trial
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Abstract

Objectives: To apply item response theory as a framework for studying measurement error in superiority trials which use patient-reported outcome measures (PROMs).

Methods: We reanalyzed data from the The Total or Partial Knee Arthroplasty Trial, which compared the Oxford Knee Score (OKS) responses of patients undergoing partial or total knee replacement, using traditional sum-scoring, after accounting for OKS item characteristics with expected a posteriori (EAP) scoring, and after accounting for individual-level measurement error with plausible value imputation (PVI). We compared the marginalized mean scores of each group at baseline, 2 months, and yearly for 5 years. We used registry data to estimate the minimal important difference (MID) of OKS scores with sum-scoring and EAP scoring.

Results: With sum-scoring, we found statistically significant differences in mean OKS score at 2 months ($P = 0.030$) and 1 year ($P = 0.030$). EAP scores produced slightly different results, with statistically significant differences at 1 year ($P = 0.041$) and 3 years ($P = 0.043$). With PVI, there were no statistically significant differences.

Conclusion: Psychometric sensitivity analyses can be readily performed for superiority trials using PROMs and may aid the interpretation of results. © 2023 The Author(s). Published by Elsevier Inc. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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1. Introduction

Pragmatic randomized controlled trials (RCTs) provide high-quality evidence that aligns closely to real-world practice. They are important for health service policy development [1] in initiatives like the National Institute for Health and Care Excellence (NICE) Technology Appraisal Programme in the United Kingdom, and the Comparative Effectiveness Research Initiative in the United Kingdom.
States [2]. Patient-reported outcome measures (PROMs) are often used as the primary endpoint in pragmatic RCTs. These instruments aim to measure health from the perspective of the patient [3–5]. However, interpretation of these instruments in RCTs and observational studies may be challenging.

Whilst trialists commonly account for uncertainty in the sampling of participants or the effect of a range of bias parameters, two specific characteristics of PROMs that may be associated with further uncertainty are often not addressed directly.

1. Ordinal PROM sum scores are often treated as continuous data. In the simplest unweighted summation form, it is implicitly assumed that the response option for each item is interval-scaled and contributes equally to the latent construct measurement. However, patients may not weight items equally when they complete PROMs. Furthermore, one aspect of interest may have a disproportionate number of associated items, leading to implicit weighting.

2. The scores obtained from PROMs will contain some measurement error. This is where a PROM response does not perfectly represent a patient’s true state. Most trial analyses will aggregate scores within trial arms and accept that some portion of the observed score variance is caused by measurement error.

Item response theory (IRT) provides a framework for exploring the impact of individual item characteristics, and accounting for measurement error at the level of the individual. This may be useful for addressing these areas of uncertainty.

Item response theory models the relationship between item responses and the underlying latent construct [6,7]. In IRT, a given response pattern across a set of items can be caused by a distribution of latent construct levels, with varying likelihood. For example, there is a distribution of potential levels of knee function that might have given rise to a particular combination of item responses in a knee function PROM. For the purposes of trial analysis, a single point in this distribution is usually reported as the person’s level of knee function. A popular approach to this, used by modern PROM systems such as the Patient-Reported Outcomes Measurement Information System (PROMIS), is expected a posteriori (EAP) scoring [8]. The EAP score is the weighted mean of all plausible latent construct measurements (Fig. 1).

Expected a posteriori scoring accounts for unequal weighting of items and their response options and provides continuous, rather than ordinal or interval, measurement (two respondents with a given sum score may have different EAP scores if their response pattern differs). But EAP scoring does not account for differing levels of measurement precision. Some measurements will be made with a high level of precision (the observed response pattern is unlikely to arise from different knee function levels) and other measurements will be made with a low level of precision (the observed response pattern could be explained by many other knee function levels). Measures typically exhibit high measurement precision at medium construct levels and low measurement precision at the extremes. Plausible value imputation (PVI) is a technique that accounts for these differences in measurement precision [6,9].

In PVI, multiple datasets are generated where latent construct (for example, knee function) measurements are randomly drawn from the distribution of plausible values (Fig. 1). The statistical analysis is then performed on each dataset independently, and results pooled. This is similar in principle to multiple imputation for missing data, but here we treat the latent construct level as “missing.”

Simulation studies have suggested that IRT techniques such as EAP scoring and PVI might have a role in identifying and mitigating bias that is introduced to trial analyses when a PROM does not function as expected [10,11]. For example, when the assumption of equal item weighting is not supported by the observed measurement properties of the instrument, or when individual-level measurement error is high.

In this paper, we illustrate the use of EAP and PVI for psychometric sensitivity analyses by comparing these techniques to traditional sum-scoring using data from a landmark RCT that compared two types of knee replacement (the The Total or Partial Knee Arthroplasty Trial [TOP-KAT] study) [3].
2. Methods

2.1. The TOPKAT trial

The TOPKAT trial, published in 2019, was a pragmatic, multicentre, superiority RCT that compared the clinical effectiveness of total vs. partial knee replacement in patients with medial compartment osteoarthritis [3]. Between January 18, 2010, and September 30, 2013, a total of 528 patients across 27 UK sites were randomly allocated in a 1:1 ratio to either receiving a partial or total knee replacement. The primary outcome measure was the Oxford Knee Score (OKS), calculated through sum-scoring, 5 years after randomization. The trial was powered to detect a 2.0 point minimal important difference (MID) in OKS sum score with 80% power at a 5% significance level, assuming a standard deviation of 10.0 points. The trial found no significant difference in OKS sum-score between arms (adjusted mean difference of 1.04 in favor of partial knee replacement, 95% confidence interval (CI) -0.42 to 2.50, \( P = 0.159 \)), but recommended partial knee replacement, mainly for health economic reasons.

2.2. The Oxford Knee Score

The OKS was developed in 1998 specifically to measure knee replacement outcomes [12]. It contains 12 items, each with 5 response options (all scored 0 to 4). The official total sum-scores range from 0 to 48, with a higher score reflecting a better clinical state.

While the OKS was initially developed with sum-scoring, (the approach officially endorsed by the instrument’s developers), an IRT model (specifically, a graded response model) describing the relationship between item responses and the latent construct (knee health) has recently been developed, based on the responses of over 350,000 patients undergoing elective primary knee replacement included in the NHS PROMs registry [manuscript under review with JCE].
demonstrated strong evidence that the assumptions of IRT (unidimensionality, monotonicity, measurement invariance, and local independence) were met by the OKS when used to measure knee replacement outcomes in the NHS. For any given OKS response pattern (with or without missing data), EAP scores and plausible latent construct distributions can now be generated with an online conversion tool [manuscript under review with JCE].

2.3. Sum-score analysis

First, we analyzed OKS responses in the TOPKAT trial using conventional methods. To do this, we used a mixed-effects linear model. The dependent variable was the OKS sum-score. The fixed effects were gender, age, and an interaction term comprising treatment allocation and time point. Patients’ study numbers were included as random effects (random intercepts). Based on this model, marginal means were estimated for the OKS sum-score in both groups at baseline, 2 months, and 1, 2, 3, 4, and 5 years. We compared marginalized means pairwise by timepoint using the emmeans R package (version 1.7.5), and a Tukey adjustment for multiple comparisons [13], to identify any statistically significant differences in OKS sum-score between trial arms over the follow-up period. This differs from the original TOPKAT analysis, which compared OKS scores at 5 years, without a multiplicity adjustment.

The principal analysis of the original TOPKAT study controlled for baseline OKS score. In our EAP and PVI analyses (described below) we have altered the scoring of the OKS, and so to ensure a fair comparison, we did not include baseline OKS score in any of our models.

2.4. Expected a posteriori analysis

Next, we repeated the analysis using EAP scoring, based on the scale’s IRT model and a standard normal prior. We generated these scores using the mirt package (version 1.36.1) in R [14]. Item response theory models produce EAP scores on a continuous logit (z-score) scale, which has no theoretical upper or lower limit, but is limited empirically by the minimally and maximally scoring OKS response sets [15]. The area of this logit scale measured empirically by the minimally and maximally scoring OKS response sets [15]. The area of this logit scale measured by the OKS ranges from approximately $\mathbf{-4}$ to $\mathbf{4}$. It is reasonable to analyse these logit scores without further scaling, but for the comparison with sum-scoring, we performed a linear transformation to align the mean and standard deviation of baseline sum-scores and EAP scores (across both treatment arms). This took the form

$$\tilde{\theta}^* = \frac{\tilde{\theta} - \mu}{\sigma},$$

where $\tilde{\theta}^*$ is the transformed EAP score, $\tilde{\theta}$ is the untransformed EAP score (the z-score), $\sigma$ is the standard deviation of all baseline sum-scores, and $\mu$ is the mean of all baseline sum-scores. We made no changes to the mixed-effects model, other than replacing sum-scores with scaled EAP scores.

2.5. Plausible value imputation analysis

We then repeated the analysis using PVI. For each patient, at each time point, we randomly drew 25 plausible latent construct measurements (logit z-scores) from the normal approximation to the posterior distribution (Fig. 1). The mean of this distribution is the EAP score, and the standard deviation is the standard error of measurement. We obtained EAP scores and standard errors of measurement from the mirt package, but these are also available from the model’s online calculator [manuscript under review with JCE].

We transformed plausible values in the same manner as EAP scores, performed the mixed-effects analysis on each set of draws, then pooled model parameters using Rubin’s rule [16].

2.6. Minimal important difference

To understand what differences in OKS IRT scores should be considered meaningful, we calculated MID estimates using publicly available data from the NHS PROMs program [17]. This national audit collects preoperative and 6-month postoperative OKS scores for patients undergoing knee replacement in NHS England. We used data collected between 1st April 2012 and 31st March 2020, estimated to represent approximately 50% of procedures undertaken during this period [18]. At follow-up, patients were also asked an anchor question: “Overall, how are the problems now in the knee on which you had surgery, compared to before your operation?” The response options to this question were: “Much worse”, “A little worse”, “About the same”, “A little better”, and “Much better”. We defined the MID as the difference in mean postoperative scores between the groups who responded “About the same” and “A little better”. We first estimated the MID using sum-scores, and then re-estimated the MID using scaled EAP scores (for consistency, these were scaled using the linear transformation described above, with the mean and standard deviation of baseline sum-scores in the TOPKAT trial). We did not apply PVI when estimating the MID as, by definition, the pooled estimate of multiple posterior distribution draws will tend toward the EAP score as the number of draws increase.

3. Results

3.1. TOPKAT sensitivity analyses

The full results of the TOPKAT trial, including sample characteristics, missing data, and attrition and crossover rates, have been published in detail previously [3].
Table 1 and Figure 2 present the marginal mean OKS scores for each treatment group, at each time point, calculated with each mixed-effects model. The mean baseline OKS sum-score across both trial arms (used for EAP scaling) was 18.9 and the standard deviation was 7.1.

At the 0.05 level, Tukey-adjusted \( P \)-values suggested statistically significant differences in the mean sum-score between groups at 2 months and 1 year. When EAP scoring was applied, we found statistically significant differences at 1 and 3 years (Table 1 and Fig. 2).

When we used PVI to account for individual-level measurement error, there were no statistically significant differences between the groups at any time point. For each comparison in the PVI analysis, \( P \)-values were larger, and CIs were broader, than in the EAP analysis. At the \( p \leq 0.05 \) two-sided 5% significance level, the statistically significant differences between groups found at 2 months and 1 year (sum-scoring) or 1 year and 3 years (EAP scoring) but not once individual-level measurement error was accounted for through PVI.

Table 1. Marginal mean OKS scores and Tukey-adjusted \( P \) values comparing treatment groups at each time point, with each scoring system; 95% confidence intervals (CIs) are presented in brackets.

<table>
<thead>
<tr>
<th></th>
<th>Baseline</th>
<th>2 months</th>
<th>1 year</th>
<th>2 years</th>
<th>3 years</th>
<th>4 years</th>
<th>5 years</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sum scoring</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean TKR score</td>
<td>18.9 [17.8, 20.1]</td>
<td>29.0 [27.8, 30.2]</td>
<td>34.8 [33.6, 36.0]</td>
<td>36.2 [35.0, 37.4]</td>
<td>35.9 [34.7, 37.1]</td>
<td>36.2 [35.0, 37.4]</td>
<td>36.7 [35.4, 37.9]</td>
</tr>
<tr>
<td>( P ) value</td>
<td>0.785</td>
<td>0.030</td>
<td>0.030</td>
<td>0.114</td>
<td>0.066</td>
<td>0.158</td>
<td>0.369</td>
</tr>
<tr>
<td><strong>EAP scoring</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean PKR score</td>
<td>18.8 [17.7, 19.8]</td>
<td>28.6 [27.5, 29.7]</td>
<td>34.0 [33.0, 35.1]</td>
<td>34.9 [33.8, 36.0]</td>
<td>35.0 [33.9, 36.1]</td>
<td>34.9 [33.8, 36.1]</td>
<td>34.9 [33.8, 35.9]</td>
</tr>
<tr>
<td>Mean TKR score</td>
<td>18.9 [17.8, 19.9]</td>
<td>27.1 [26.0, 28.2]</td>
<td>32.5 [31.4, 33.5]</td>
<td>33.6 [32.6, 34.7]</td>
<td>33.4 [32.3, 34.5]</td>
<td>33.8 [32.7, 34.9]</td>
<td>34.1 [33.1, 35.2]</td>
</tr>
<tr>
<td>( P ) value</td>
<td>0.902</td>
<td>0.058</td>
<td>0.041</td>
<td>0.103</td>
<td>0.043</td>
<td>0.153</td>
<td>0.370</td>
</tr>
<tr>
<td><strong>PVI</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean PKR score</td>
<td>18.8 [17.7, 19.9]</td>
<td>28.6 [27.5, 29.8]</td>
<td>34.0 [32.9, 35.2]</td>
<td>35.0 [33.8, 36.2]</td>
<td>35.1 [33.8, 36.3]</td>
<td>35.0 [33.8, 36.2]</td>
<td>34.9 [33.6, 36.1]</td>
</tr>
<tr>
<td>Mean TKR score</td>
<td>18.9 [17.7, 20.0]</td>
<td>27.1 [25.9, 28.3]</td>
<td>32.5 [31.3, 33.7]</td>
<td>33.6 [32.4, 34.8]</td>
<td>33.4 [32.2, 34.6]</td>
<td>33.8 [32.6, 35.0]</td>
<td>34.1 [32.9, 35.4]</td>
</tr>
<tr>
<td>( P ) value</td>
<td>0.939</td>
<td>0.059</td>
<td>0.063</td>
<td>0.112</td>
<td>0.059</td>
<td>0.162</td>
<td>0.424</td>
</tr>
</tbody>
</table>

PKR, partial knee replacement; TKR, total knee replacement; EAP, expected a posteriori; PVI, plausible value imputation.

Fig. 2. Marginal mean OKS score and 95% confidence intervals (CIs) at each time point in the TOPKAT trial, calculated through sum-scoring, expected a posteriori (EAP) scoring and plausible value imputation (PVI).
rounding the adjusted mean group estimates, and larger individual level. In this study, PVI resulted in broader CIs sur-

**3.2. Minimal important difference**

The NHS PROMs program dataset contained 348,031 complete postoperative OKS response sets, paired to an anchor question response. The median age band of the sample was 70 to 79 years, and 57% of respondents were female.

Table 2 demonstrates the distribution of OKS scores (sum-scores and scaled EAP scores) for respondents endorsing each anchor question response. The difference in mean postoperative sum-score between those responding “About the same” and “A little better” was 5.1, and the mean difference in scaled EAP score was 4.4. The variance in EAP scores was smaller than the variance in sum-scores for every category.

**4. Discussion**

This study has applied IRT-based EAP scoring and PVI to the primary outcome measure of an existing high-quality pragmatic RCT. As well as demonstrating that it is feasible to do this retrospectively, (and without any barrier to doing so prospectively in future), this study also demonstrates several reasons why this may be a useful additional analytical strategy for trialists to consider.

Theoretically, the use of IRT scoring in RCTs and the quantification of measurement error through PVI accommodates the naturally unequal weighting of PROM items and responses in the minds of patients, provides potentially more granular scoring by accounting for item response patterns (rather than simply the sum of item responses), and allows measurement error to be accounted for on the individual level. In this study, PVI resulted in broader CIs surrounding the adjusted mean group estimates, and larger $P$ values in the pairwise comparison of OKS scores between trial arms. CI width can be considered an indicator of group measurement precision in the broader estimation sense. If we were to accept that this strategy truly captures individual-level measurement error, this finding might reduce our confidence in the apparent early differences between partial and total knee replacement which were identified in the original sum score analysis, and with EAP scoring.

The results of these psychometric sensitivity analyses were not dramatically different to the results of the original trial, and the use of PVI had a greater impact on the CIs surrounding the marginalized means than on the means themselves. This may reflect a high level of construct validity for the OKS, and simulation studies have shown similar results when PVI is applied to high-quality PROMs used in depression [9]. Nevertheless, other simulations have shown that with some PROMs, the use of sum-scoring can lead to substantial bias in the setting of longitudinal RCTs [10], and psychometric sensitivity analyses might have a greater impact in trials like these, which use PROMs with a poorer construct validity.

Trialists depend on PROM developers to produce accurate, reliable, and precise instruments that can identify meaningful differences between trial arms. In addition to the possibility of EAP and PVI scoring, a typical IRT analysis will test whether a PROM meets other prerequisites for high quality measurement, for example that items which measure experientially unrelated health constructs are not combined to produce composite scores, and that the measurement properties of items do not differ significantly between population subgroups. Ideally, the psychometric properties of a PROM, including IRT modeling and assumption testing, would be explored before that PROM was used in an RCT, but most trial funders do not explicitly mandate minimum construct validity standards that a PROM must meet before it is included in an RCT. In many cases, the most appropriate PROM will not have undergone IRT validation. In these circumstances, IRT assumption testing and modeling could be conducted retrospectively with all available trial data, and in future, there may be a role for these types of analyses as part of a trial’s pilot study.

Our work may have implications for RCT sample size calculations. Accounting for measurement error with PVI is likely to decrease precision and increase sample size requirements. When this is not accounted for, trials may be at risk of underpowering. Standard error of measurement in PROM response sets is related to the number of items, the number of response options, the targeting of the PROM, and the proportion of missing responses. Shorter and poorly targeted questionnaires with fewer response categories and a high proportion of missing responses will produce less precise latent construct measurements than long questionnaires with many well-targeted response categories and a low proportion of missing responses [19].

In this study, we estimated the sum-score MID of the OKS as 5.1 and the transformed EAP score MID as 4.4. These should be compared cautiously as the scales on which they are measured are not the same. The limits of the OKS sum-score are 0 and 48, while the transformed EAP scores derived from the lowest and highest possible

<table>
<thead>
<tr>
<th>Sample size</th>
<th>Much worse</th>
<th>A little worse</th>
<th>About the same</th>
<th>A little better</th>
<th>Much better</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean sum-score (standard deviation)</td>
<td>14.9 (8.2)</td>
<td>20.9 (7.8)</td>
<td>23.5 (8.0)</td>
<td>28.6 (7.6)</td>
<td>39.3 (6.7)</td>
</tr>
<tr>
<td>Mean scaled EAP score (standard deviation)</td>
<td>14.3 (7.6)</td>
<td>20.5 (6.6)</td>
<td>22.6 (6.7)</td>
<td>27.0 (6.4)</td>
<td>36.3 (6.5)</td>
</tr>
</tbody>
</table>
response patterns are -5.19 and 46.77. The EAP score gradations are continuous while the sum-score gradations are not equidistant. In these analyses, sum-score differences can be interpreted with reference to the sum-score MID and EAP differences with reference to the EAP-derived MID. In this study, sum-score analyses showed between-group differences smaller than the sum-score MID and EAP score analyses showed between-group differences smaller than the EAP MID. This has not changed the interpretation of the trial results—differences in the mean OKS score between groups did not exceed the estimated threshold for clinical importance. A responder analysis [20] could be undertaken to compare the proportion of patients reporting a meaningful improvement in each trial arm. While comparisons of group means illustrate the average health gains in each trial arm, responder analyses aim to provide information about the likelihood of patients experiencing meaningful benefit from each intervention. For simplicity and consistency with the original TOPKAT publication, and due to limitations in responder analyses [21], we have not performed this here, but in future, psychometric sensitivity analyses may play a role in both approaches to measuring the comparative impact of an intervention.

It is possible that EAP scoring could result in smaller MID estimates, due to the additional granularity of continuous EAP scoring (with complete response sets, an individual can achieve 49 possible OKS sum-scores, but over 244 million different EAP scores) [manuscript under review with JCE]. Smaller MIDs could increase sample size requirements for RCTs and comparative observational studies, and the impact of IRT on MID estimates deserved further investigation.

There are limitations to this study, and to psychometric sensitivity analyses more generally. Firstly, IRT modeling is only appropriate for PROMs that meet four assumptions: unidimensionality, monotonicity, local independence, and measurement invariance [22]. Item response theory and factor analyses have demonstrated that the OKS items combine to produce a single monotonic scale (some authors have suggested two highly correlated constructs, representing pain and function [23], but the vast majority of item covariance is explainable by a single knee health score) [manuscript under review with JCE]. And while at any given level of knee health, men report less difficulty kneeling than women, the measurement properties of the 12 items combined do not meaningfully differ by age or gender [manuscript under review with JCE]. In such cases, where IRT assumptions have been met and model fit demonstrated, it is reasonable to apply EAP scoring and PVI. But in many cases, PROMs will not demonstrate these properties.

Secondly, PVI involves assumptions about the distribution of plausible measurements, based on the IRT model. It is possible that the PVI analysis conducted in this study has underestimated measurement error in the TOPKAT trial. By randomly drawing measurements from the response sets’ posterior distributions, we have captured the measurement error described by the IRT model under the assumption that the model perfectly describes the relationship between item responses and latent construct levels. This does not necessarily capture the true error. An extension to PVI, which might capture the uncertainty of both the model and the measurement relative to the model is full Bayesian modeling [9]. In this framework, IRT model parameters themselves are drawn from a plausible distribution before they are used to compute the plausible distribution of latent construct measurements. At present, full Bayesian modeling is seldom applied to health measurement, but it may be highly appropriate for IRT modeling in RCTs where models are based on smaller sample sizes.

It is possible that PVI protects from type-1 error, or alternatively that it increases risk of type-2 error, and it is likely to be more impactful in superiority trials that demonstrate a small but statistically and clinically significant difference between arms. Concerns may arise in early phase trials, where “signal” of a potential effect for a new intervention is being sought and the intervention still requires optimization. There, the potential loss of relative precision from using PVI could prematurely halt a direction of meaningful scientific development. However, this scenario should not be the case for pragmatic trials, where real-world impact of an existing intervention is being evaluated. For this reason, we chose to explore PVI in a pragmatic way, rather than an explanatory RCT. Pragmatic RCTs are likely to influence health service policy change, and minimizing type-1 error when the trial results may lead to the reallocation of significant health service resource may be desirable. More work is required to understand when psychometric sensitivity analyses may be most useful, but we would suggest this is likely to be in situations where a PROM has not been developed with contemporary psychometric techniques, as this may have a relatively higher impact on the precision and interpretability of trial findings.

In this study, we use $P$ values as a nominal marker and to align with the primary TOPKAT trial analysis. There are problems with the use of $P$ values, which provide no information on the probability of the alternative hypothesis being true. In future, psychometric sensitivity analyses could be explored within alternative estimation frameworks [24].

Here, we retrospectively applied IRT and PVI to a completed trial. In theory, these techniques could be applied prospectively in the primary analysis of future RCTs, after researchers have confirmed that their PROM meets the assumptions of IRT [manuscript under review with JCE]. However, given the potential limitations discussed, using PVI as a secondary sensitivity analysis may be more appropriate. We would advocate further exploration into the role of psychometric sensitivity analyses for RCTs. Demonstrating that an effectiveness trial’s superiority finding persists when subjected to sensitivity analyses based on alternative measurement assumptions should increase the impact of the study for all stakeholders concerned and support value for society.
5. Conclusion

This study has demonstrated the application of IRT to account for differences in item importance and individual-level measurement error using a trial dataset. Trialists should consider working with psychometricians when planning RCTs that use PROMs, and there may be benefit to performing psychometric sensitivity analyses on existing trial data. Funders, reviewers, and policy makers should be aware of measurement error in PROMs and interpret trial protocols and results with this in mind. Future work is needed to establish the potential benefits of psychometric sensitivity analyses in clinical trials.
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