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A B S T R A C T 

We present a homogeneously selected sample of 15 779 candidate binary systems with main sequence primary stars and orbital 
periods shorter than 5 d. The targets were selected from TESS full-frame image light curves on the basis of their tidally induced 

ellipsoidal modulation. Spectroscopic follow-up suggests a sample purity of 83 ± 13 per cent. Injection-reco v ery tests allow us 
to estimate our o v erall completeness as 28 ± 3 per cent with P orb < 3 d and to quantify our selection effects. 39 ± 4 per cent of our 
sample are contact binary systems, and we disentangle the period distributions of the contact and detached binaries. We derive 
the orbital period distribution of the main-sequence binary population at short orbital periods, finding a distribution continuous 
with the lognormal distribution previously found for solar-type stars at longer periods, but with a significant steepening at P orb � 

3 d, and a pile-up of contact binaries at P orb ≈ 0.4 d. Companions in the period range of 1–5 d are an order of magnitude 
more frequent around stars hotter than ≈ 6250 K (the Kraft break) when compared to cooler stars, suggesting that magnetic 
braking shortens the lifetime of cooler binary systems. Ho we ver, the period distribution in the range 1–10 d is independent of 
temperature. We detect resolved tertiary companions to 9.0 ± 0.2 per cent of our binaries with a median separation of 3200 au. 
The frequency of tertiary companions rises to 29 ± 5 per cent among the systems with the shortest ellipsoidal periods. This large 
binary sample with quantified selection effects will be a powerful resource for future studies of detached and contact binary 

systems with P orb < 5 d. 

Key words: binaries: close – binaries: general – catalogues – stars: statistics – binaries: eclipsing – binaries: spectroscopic. 
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 I N T RO D U C T I O N  

inary star systems, particularly those with short orbital periods, play 
umerous important roles in astrophysics, such as the progenitors 
f merged stars, cataclysmic v ariables, se veral types of supernova 
xplosions, and gra vitational-wa ve-detected merging neutron stars 
nd black holes, to name just a fe w. Ho we v er, the comple x evo-
utionary processes that lead from an initial main-sequence pair to 
hose final stages remain poorly understood (Iv anov a et al. 2013 ;
houri et al. 2022 ). A necessary first step for understanding the
hysics and evolution of binaries in their many astrophysical roles is
o characterize the observed binary population. 

.1 Characterizing binary populations 

he re vie w by Moe & Di Stefano ( 2017 ) dre w upon a number
f samples of binary stars, the largest of which was a study of
54 FGK-type stars with a total of 168 confirmed companions 
Raghavan et al. 2010 ). Combining these samples, and correcting 
ach to account for their selection effects, Moe & Di Stefano ( 2017 )
 E-mail: mjgreenastro@gmail.com 

o
s  

2023 The Author(s) 
ublished by Oxford University Press on behalf of Royal Astronomical Society 
haracterized the binary population in terms of companion frequency, 
rbital period, mass ratio, and eccentricity. They found that the 
ompanion frequency increases significantly with primary star mass, 
rom 0.50 ± 0.04 for solar-type stars to 2.1 ± 0.3 for O-type primary
tars. The orbital period distribution of FGK binary systems can be
pproximated by a lognormal distribution centred on a period of 
10 5 d. A follow-up work by Moe, Kratter & Badenes ( 2019 ) also

howed that the frequency of binary companions typically increases 
ith decreasing metallicity. 
More recently than the Raghavan et al. ( 2010 ) sample, larger

amples of binary systems have been selected using large-scale 
urv e ys. F or binary systems with long orbital periods and wide orbital
eparations, a sample of 1.1 million resolved binary systems with a
 50 au was selected from Gaia , and subsets characterized by El-
adry & Rix ( 2018 , 2019 ), and El-Badry et al. ( 2019 ), and El-Badry,
ix & Heintz ( 2021 ). A sample of 392 resolved triple systems was
lso selected from Gaia by Tokovinin ( 2022 ). Hartman, L ́epine &
edan ( 2022 ) examined a sample of resolved K + K binaries, and

ound at least 40 per cent to be hierarchical triple systems with an
nresolved inner binary. 
Large samples of unresolved binary systems, with a diversity 

f orbital period ranges, have been selected from photometric, 
pectroscopic, and astrometric surv e ys. Data Release 3 of the Gaia

http://orcid.org/0000-0002-0948-4801
http://orcid.org/0000-0002-3569-3391
http://orcid.org/0000-0001-9298-8068
http://orcid.org/0000-0002-6871-1752
mailto:mjgreenastro@gmail.com
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1 The ellipsoidal effect is typically the most significant for binaries consisting 
of main sequence or giant stars, but note that, in the case that one of the stars 
is a luminous, compact object such as a white dwarf or hot subdwarf, the 
reflection effect will often be stronger than the ellipsoidal. 
2 Note that a number of simplifying assumptions are present in this approx- 
imation. Note also that, for contact binary systems, the true relation is quite 
different. 
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urv e y presented orbital solutions for approximately 87 000 eclipsing
inaries with orbital periods � 200 d, 220 000 spectroscopic binaries
ith orbital periods � 2000 d, and 170 000 astrometric binaries with
rbital periods � 10 000 d, with some o v erlap between the samples
Bashi et al. 2022 ; Gaia Collaboration 2022 ; Halbwachs et al. 2022 ;
hahaf et al. 2022 ). Hwang ( 2023 ) searched for resolved tertiary
ompanions (with separations of 10 3 –10 4 au) to Gaia binary systems
nd found that the frequency of companions was significantly
nhanced for eclipsing inner binaries, and reduced for astrometric
nner binaries, relative to the general stellar population. 

Spectroscopically, the binary population has been explored with
he Apache Point Observatory Galactic Evolution Experiment
APOGEE), a part of the Sloan Digital Sky Survey (SDSS). The
requency of binary companions was explored as a function of the
ocation of the primary star on the Hertzsprung–Russel diagram
Badenes et al. 2018 ), and a sample of 20 000 binaries was compiled
ith orbital periods � 20 000 d (Price-Whelan et al. 2020 ). Binarity
as found to decrease as the primary star e volves of f the main

equence, in a way that is consistent with binary systems ceasing
o appear as binaries at the point of contact between the component
tars. APOGEE data have also been used to explore the dependence
f binarity on both metallicity and the abundance of α-elements
Mazzola et al. 2020 ), and to characterize the subset of binaries and
igher order systems that are double lined in the APOGEE spectra
El-Badry et al. 2018 ; Kounkel et al. 2021 ). 

Samples of eclipsing binary systems include 2878 eclipsing
inaries from the Kepler surv e y (Pr ̌sa et al. 2011 ; Kirk et al. 2016 ),
50 000 eclipsing binaries from the Optical Gravitational Lensing
xperiment (OGLE; Soszy ́nski et al. 2016 ), 4584 eclipsing binaries

rom the Transiting Exoplanet Surv e y Satellite ( TESS ; Pr ̌sa et al.
022 ), 35 000 eclipsing binaries from the All Sky Automated Search
or SuperNovae (ASAS-SN; Rowan et al. 2022 ), and 3879 eclipsing
inaries from the Zwicky Transient Facility (ZTF; El-Badry et al.
022a ). 
If the completeness of a sample is low (either o v erall, or in

articular regions of parameter space), then uncertainties in the
election function will dominate our understanding of the underlying
opulation. Quantifying the selection effects of a sample is rarely a
imple matter. In particular, machine learning methods or by-eye
nspection are widely used during the classification of variable stars.
or both of these methods, it is not trivial to quantify the selection
fficiency or to verify whether any parameter-dependent selection
ffects were introduced in the process. 

For most of the samples discussed above, there have so far been
nly a few attempts to quantify or correct for the selection functions.
longside the ZTF sample of eclipsing binary systems, El-Badry

t al. ( 2022a ) presented injection-reco v ery tests that allowed them to
econstruct the underlying period distribution. Kirk et al. ( 2016 ) and

oe et al. ( 2019 ) approximated the selection function of the Kepler
ample of eclipsing binary systems at short periods as proportional
o ( R 1 + R 2 )/ a , where R 1 and R 2 refer to the component stellar
adii and a to the orbital separation; ho we v er, the y acknowledged
hat at short periods, the presence of ellipsoidal modulation may
ntroduce further selection effects that were not modelled. There is
hus a considerable advantage to selection methods that are relatively
omplete and whose selection functions are easy to model. 

.2 Ellipsoidal modulation 

 relatively under-utilized method by which close binary systems
ay be identified is to search for their ellipsoidal modulation. Binary

ystems with small orbital separations ( a � 15R � for two Sun-like
NRAS 522, 29–55 (2023) 
tars) show a number of photometric signatures that reveal their
inary nature. Assuming that the binary does not eclipse, the strongest
f these signatures is usually the ellipsoidal modulation, which results
rom the tidal deformation of each of the two stars by the gravity of
he other (Kopal 1959 ; Morris 1985 ). Other photometric signatures
ill include the reflection of each star’s light from the surface of the
ther, and the relativistic Doppler beaming of the light due to the
elocities of the stars (Rybicki & Lightman 1979 ; Morris & Naftilan
993 ). 1 

These photometric signals – BEaming, Ellipsoidal modulation,
nd Reflection (collectively, BEER) – can be predicted with rea-
onable accuracy based on the component stellar properties and a
elatively small number of assumptions (Morris & Naftilan 1993 ;
ucker, Mazeh & Alexander 2007 ; Faigler & Mazeh 2011 ; Gomel,
aigler & Mazeh 2021a ). In combination, these signatures present a
seful tool by which close binaries can be selected from a photometric
urv e y. Because the selection criteria are relatively simple and
ell understood, it is not too challenging to reco v er the selection

fficiency as a function of binary parameters, and hence reconstruct
he underlying population from which the sample was selected. 

There are se veral dif ferences between the characteristics of an
llipsoidal selection strategy and those of a search for eclipses. First,
nly a small fraction of binaries eclipse (e.g. ≈25 per cent for two
un-like stars with orbital period P orb = 2 d). A much greater fraction
f close binaries show a detectable ellipsoidal signals ( ≈85 per cent
or a TESS light curve of the same binary with magnitude G =
2). Secondly, the selection biases are somewhat different to an
clipsing binary search. For a binary system with primary radius
 1 , the probability of an eclipse is approximately 2 proportional to
 1 P orb 

−2/3 sin i . Ellipsoidal modulation, in contrast, always occurs
probability of one), but the amplitude of the ellipsoidal signal is
pproximately proportional to R 

3 
1 M 

−1 
1 P orb 

−2 sin 2 i . An ellipsoidal
ample can therefore achieve a significantly greater completeness
han that of an eclipsing sample at short orbital periods ( � 3 d), but
ts sensitivity will rapidly decrease towards longer orbital periods. 

The greatest disadvantage of an ellipsoidal surv e y in comparison
o an eclipsing surv e y is that it is more susceptible to contamination
rom photometrically similar variables, such as certain pulsators or
onfigurations of star spots; ho we ver, with careful selection it is
ossible to create a sample with a high purity, as we demonstrate in
ection 4 . 
There have been several previous photometric searches for el-

ipsoidal binaries. Faigler et al. ( 2013 , 2015 ), Faigler & Mazeh
 2015 ), and Tal-Or, Faigler & Mazeh ( 2015 ) analysed light curves
rom Kepler and CoRoT , from which they identified 70 binaries
ith luminous companions, primarily main sequence-main sequence

MS–MS) binaries; four main sequence–white dwarf (MS–WD)
inaries; and one planet. Rowan et al. ( 2021 ) analysed light curves
rom ASAS-SN and selected a sample of 369 candidate ellipsoidal
inaries with a priority on purity. Soszy ́nski et al. ( 2016 ) identified
5 405 candidate ellipsoidal binaries from the OGLE surv e y, from
hich Gomel et al. ( 2021c ) selected 136 candidate main sequence-
lack hole (MS–BH) and main sequence–neutron star (MS–NS)
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inaries. These searches have typically focused on the prospect 
f disco v ering non-accreting MS–BH and MS–NS binaries. Such 
inaries are expected to exist, but only a few discoveries have been
laimed, and several of those claims are disputed (Liu et al. 2019 ;
hompson et al. 2019 ; El-Badry & Quataert 2020 ; Rivinius et al.
020 ; El-Badry & Quataert 2021 ; Jayasinghe et al. 2021 ; El-Badry
t al. 2022b , 2023 ; Mazeh et al. 2022 ; Shenar et al. 2022 ). In this
ork, we concentrate on what can be learned about the o v erall
inary population characteristics from the BEER signatures of a 
arge sample of MS–MS ellipsoidal binaries. 

.3 Contact binary systems 

t orbital periods shorter than a day, many binary systems exist in a
onfiguration where either one or both stars o v erfill their Roche lobe.
ontact binaries 3 typically have FGK stellar types and orbital periods 
lose to 8 h. They come into contact at short periods and evolve to
onger periods as a result of phases of mass transfer in alternating
irections. This period change is slow and the systems have a long
 ∼ Myr – Gyr) lifetime, while the temperatures of the two stars
qualize on a relatively short time-scale (see the re vie ws in Eggleton
012 ; Kobulnicky et al. 2022 ). There are a number open questions
n the study of contact binary systems, including their orbital period 
ut-off (Zhang & Qian 2020 ), the relations between orbital period, 
emperature, and mass (P a wlak 2016 ; Jayasinghe et al. 2020 ; Poro
t al. 2022 ), and the frequency of tertiary companions (Kobulnicky 
t al. 2022 ). 

In all of the short-period binary samples cited abo v e, contact
inary systems were either remo v ed from the sample using a by-
ye inspection (e.g. El-Badry et al. 2022a ), classified separately by 
ye (e.g. Kirk et al. 2016 ; Pr ̌sa et al. 2022 ), or diverted to a separate
ample using a machine-learning classification (e.g. Soszy ́nski et al. 
016 ). Ho we ver, gi ven the quite limited success rates of previous
tudies in unambiguously discerning between contact and detached 
inaries based on photometric data alone, any classification method 
hat attempts to separate contact and detached binaries may introduce 
dditional selection effects into the final sample. There is therefore 
alue in a homogeneously selected sample that includes both contact 
nd detached binary systems. 

We take an approach in which both contact and detached binary 
ystems are included in the sample as efficiently as possible, 
hile we handle the two classes differently on a statistical level 
hen correcting for their respective selection effects. We propose a 
robabilistic classification for each target based on simulated light 
urves, b ut lea ve to future users of the sample the option to perform
heir own classifications, if preferred. 

.4 Ellipsoidal sample 

e present a sample of 15 779 candidate, ellipsoidal, MS–MS 

inaries that show BEER-like signatures in their TESS light curves. 
he sample is made publicly available alongside this paper. In 

his work, we also perform a preliminary analysis in which we 
ttempt to disentangle contact and detached binary systems, and 
stimate the orbital period distribution, the frequency of companions 
 In this work, we adopt the terminology ‘contact’ binaries for systems where 
oth stars fill their Roche lobes, ‘semidetached’ for systems where one star 
lls its Roche lobe, and ‘detached’ for systems where neither star fills its 
oche lobe. We consider all of these systems to be subtypes of ellipsoidal 
inaries. 

t  

m  

s  

m  

o  

f  

f  
s a function primary stellar mass, and the frequency of tertiary
ompanions. 

The layout of the paper is as follows. In Section 2 , we describe the
rigin and quality filtering of our input TESS lightcurves. Section 3
resents the BEER algorithm used to select our candidates. Section 4
escribes spectroscopic follow-up obtained for a subset of targets to 
nsure the validity of the sample. In Section 5 , we perform injection-
eco v ery tests to explore the completeness and selection functions
f the sample. Section 6 discusses the handling and classification of
ontact binary systems in our sample. Section 7 derives the physical
roperty distributions of the sample and the implied distributions 
f the underlying population, after correcting for selection effects. 
n Section 8 , we discuss our sample and results and compare
hem to the existing literature. We summarize our conclusions in 
ection 9 . 

 TESS DATA  

he TESS (Ricker et al. 2014 ) recorded, in the first 2 yr of its
peration, full-frame images with a cadence of 30 min, in addition
o higher cadence light curves for a small subset of high-priority
argets. The TESS footprint is divided into sectors, each of which is
bserved for 27.4 d (continuously except for a 16-h downlink gap
alfway through the observations). Approximately, 60 per cent of 
he sky was observed in at least one TESS sector during the first
 yr of observations, with the sectors having significant o v erlap
owards the ecliptic poles. TESS sectors 1–13 are in the southern
cliptic hemisphere, and sectors 14–26 are in the northern ecliptic 
emisphere. 
We used separate reduction pipelines to generate light curves 

rom the full-frame images for the northern and southern ecliptic 
emispheres. In the southern hemisphere, we used the ELEANOR 

ackage (Feinstein et al. 2019 ) with default parameters to generate
ight curves for all targets with TESS magnitude T < 13.5. In
he northern ecliptic hemisphere, the absence of downloadable 
LEANOR ‘postage stamps’ made large-scale reduction using that 
ethod difficult. Instead, we used the publicly available light curves 

enerated by the Quick-Look Pipeline group (QLP; Huang et al. 
020a , b ). The QLP targets also have a limiting magnitude of T <

3.5. The detrending performed during the QLP reduction process 
lters all periodic signals longer than 0.3 d, which remo v es most
EER signals from the light curves. Therefore, we use the raw, un-
etrended light curves that are also publicly available. As a result
here are more systematic effects present in these light curves than in
ur ELEANOR reductions, but these are satisfactorily remo v ed by the
etrending that we apply during our selection process (described in 
ection 3.2 ). Across the whole sky this provided us with light curves
or 8975 643 targets, of which approximately one-third are visible in
ultiple sectors. 
To the abo v e targets we applied several additional filters. Giants

nd subgiants cannot be contained within a binary system at this
eriod range (e.g. Eggleton 1983 ) but, as single-star pulsators, they
an be a major source of contamination. In order to ensure that giants
nd subgiants were excluded from the sample, we applied a cut in
he Gaia colour-magnitude diagram, found by fitting a spline to the

ain sequence, and removing all sample stars > 1.5 mag abo v e the
pline (see Fig. 1 ). Note that binary systems will be systematically
ore luminous than isolated main sequence stars by up to a factor

f 2, and we therefore ensured that systems shifted upwards by this
actor will not be remo v ed by our cut. As Gaia data are important
or some of our analysis, we also applied the following Gaia quality
MNRAS 522, 29–55 (2023) 
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M

Figure 1. Left: A colour–magnitude diagram of stars within 100 pc, from Gaia (Gaia Collaboration 2022 ). We plot a spline fit to the main sequence (red dashed 
line) and the cut applied to remo v e subgiants and giants (red solid line), which is offset by 1.5 mag, as described in Section 3.2 . Right: Target density in our 
sample (contours) compared to a magnitude-selected background sample of stars from Gaia (grey dots). The upper side of the envelope of stars in our sample is 
caused by the subgiant cut shown in the left-hand panel. The locus of the sample is somewhat vertically offset abo v e that of the main sequence (see discussion 
in Section 7.3 ). 
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Table 1. The parameters p j used to calculate the o v erall score of a 
binary, and the scaling constants k j associated with each parameter. Each 
parameter and constant should be applied to one of the scoring functions 
shown in equations ( 10 ) and ( 11 ). The final column of this table describes 
whether to use the function from equation ( 10 ) or ( 11 ). 

Name of score p j k j Eq. 

Ellipsoidal SNR a 2c / σ a 2c 4 10 
a 1 or a 3 SNR max( a 1 / σ a 1 , a 3 / σ a 3 ) 4 10 
Model χ2 

BEER 20 11 
Power spectrum max(PS)/mean(PS) 200 10 
Alarm Alarm statistic 1000 11 
High ellipsoidal a 2c 7 11 
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4 http:// www.pas.rochester.edu/ ∼emamajek, version number 2021/03/02. 
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hecks (Babusiaux et al. 2018 ). 

parallax over error > 10 , 

phot g mean flux / phot g mean flux error > 50 , 

phot rp mean mag / phot rp mean mag error > 20 , 

phot bp mean flux / phot bp mean flux error > 20 , 

phot bp rp excess factor < 1 . 3 + 0 . 06 × bp rp 2 ) , 

phot bp rp excess factor > 1 . 0 + 0 . 015 × bp rp 2 ) , 

visibility periods used > 8 , 

astrometric chi2 al / 

( astrometric n good obs al − 5) 

< 1 . 44 × max (1 , exp ( −0 . 4 × ( phot g mean mag − 19 . 5))) . 

(1) 

For each target, the contamination by nearby stars was estimated
y retrieving all Gaia sources within 5 arcmin, estimating their TESS
agnitudes from their Gaia magnitudes and colours (after correcting

or extinction), and then using an assumed Gaussian point-spread
unction with an FWHM of 23 arcsec for each star. The contamination
atio was estimated only at the centre of light for the target in question,
nd no attempt was made to account for discrete pixels. Estimates of
ontamination made in this way are generally lower limits, because
a) the contamination fraction will typically be larger when summing
 v er a sev eral-pix el aperture than at the point location of the target,
b) the TESS point spread function is typically broader near the
dges of the field of view than at the centre, and (c) our estimates
o not account for light from unresolved outer companions, which
re typically not detected by Gaia at separations less than 1 arcsec
El-Badry et al. 2019 ). For targets that also appeared in the TESS
andidate Target List (CTL), we verified that the contamination

ractions estimated in this manner were generally consistent with
hose estimated by Stassun et al. ( 2019 ). Any target with an estimated
ontamination greater than 50 per cent was remo v ed. 

After these selection filters, we were left with light curves for
 301 148 stars (of which approximately 30 per cent spanned multiple
ectors of observations). In Table 2 , we list all 8975 643 initial TESS
argets and highlight the subset of 4 301 148 that passed the selection
NRAS 522, 29–55 (2023) 
lters listed abo v e. The user may repeat our process with stricter or
ess-strict filters if desired. 

For luminous binary systems, the light from the secondary star
an bias photometric estimates of the primary mass and radius. We
herefore did not use the mass and radius estimates available from
he TESS Input Catalogue (TIC; Stassun et al. 2019 ). We considered,
nstead, the TIC temperature estimates, which are based on the colour
f the target, to be somewhat more reliable, as the colour of the binary
tar should be less affected by the secondary light than the o v erall
agnitude, and we adopted the TIC temperature as the primary star

f fecti ve temperature. Primary star mass and radius were estimated
rom the temperature by interpolation of the solar-metallicity main-
equence models tables of Pecaut & Mamajek ( 2013 ). 4 There
re considerable uncertainties in the deri v ation of these masses
nd radii (resulting from unknown photometric contamination and
etallicity), and we adopt for them a large fractional uncertainty of

0 per cent. 

 BEER  A L G O R I T H M  

e processed each light curve using the BEER algorithm (Mazeh
t al. 2010 ; Faigler & Mazeh 2011 ; Mazeh et al. 2012 ; Faigler

art/stad915_f1.eps
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Table 2. The results of the BEER analysis of all input TESS light curves, including the assigned score, the measured amplitudes, and the χ2 

of the best-fitting model. We include the first ten targets as an example, and for brevity, we exclude the uncertainties; the full table (including 
uncertainties) may be found via the Centre de Donn ́ees astronomiques de Strasbourg (CDS) and on Zenodo (DOI: 10.5281/zenodo.7750121). 

TIC ID RA (deg) Dec. (deg) Score a 1 c a 2 c a 3 c a 1 s a 3 s χ2 

671 218.750233466797 −28.8705020752408 0.0 − 0 .00526 − 0 .00187 0 .00159 − 0 .00086 0 .00193 0.37 
813 218.771943117848 −28.6426153121805 0.0 0 .00026 − 0 .00029 0 .00019 0 .00074 0 .00027 0.88 
826 218.777186363537 −28.6178633065608 0.0 0 .00001 − 0 .00007 0 .00004 0 .00012 − 0 .00006 0.22 
834 218.828665786114 −28.6060830157426 0.0 − 0 .00115 − 0 .00190 0 .00013 0 .00070 0 .00006 0.24 
846 218.786672155155 −28.5800240972002 0.0 0 .00105 − 0 .00104 − 0 .00022 0 .00127 − 0 .00044 1.78 
873 218.749900122974 −28.5201929634215 0.0 − 0 .00011 − 0 .00035 − 0 .00028 0 .00011 − 0 .00005 0.06 
972 218.842356181595 −28.3787741345186 0.0 − 0 .00084 − 0 .00040 0 .00014 0 .00085 0 .00006 0.81 
1129 218.734585493562 −28.1547448331321 0.0 − 0 .00083 − 0 .00095 − 0 .00026 − 0 .00055 − 0 .00020 0.35 
1170 218.732389366934 −28.1043097546334 0.0 − 0 .00034 − 0 .00003 − 0 .00004 − 0 .00023 − 0 .00008 0.64 
1178 218.736595772979 −28.0938861637931 0.0 − 0 .00012 − 0 .00027 − 0 .00006 0 .00009 0 .00013 0.45 
continued... 
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t al. 2013 ; Tal-Or et al. 2013 ; Faigler & Mazeh 2015 ; Faigler et al.
015 ; Tal-Or et al. 2015 ; Engel et al. 2020 ; Gomel et al. 2021a , b ;
omel et al. 2021c ). In this section, we first set out the equations by
hich an ellipsoidal binary can be described, and then describe 

he process of selecting ellipsoidal binary candidates using the 
lgorithm. 

.1 The BEER equations 

or a binary system in a circular orbit 5 in which both stars are
uminous, the combined BEER signal may be approximated with the 
orm 

( φ) = 

(
a 1 , ell + a ref 

)
cos (2 πφ) + a 2 , ell cos (4 πφ) 

+ a 3 , ell cos (6 πφ) + a beam 

sin (2 πφ) , (2) 

here φ is the orbital phase (defined such that the photometric 
rimary is at its furthest distance from Earth at integer values of
) and each value a represents the amplitude of one component of

he BEER signal. 
The reflection amplitude is related to the physical properties of the 

ystem by 

 ref = −
( 

f 1 αref, 2 

(
R 2 

a 

)2 

− f 2 αref, 1 

(
R 1 

a 

)2 
) 

sin i 

≈ −56 514 sin i 

(
M 1 + M 2 

M �

)−2 / 3 (
P orb 

day 

)−4 / 3 

×
( 

f 1 αref , 2 

(
R 2 

R �

)2 

− f 2 αref , 1 

(
R 1 

R �

)2 
) 

ppm , (3) 

here f 1 and f 2 are the relative flux contribution of the primary and
econdary stars in the observed band such that f 1 + f 2 = 1; R 1 and
 2 are the radii of the two stars; M 1 and M 2 are their masses; αref,1 

nd αref,2 are their albedos; P orb is the orbital period; i is the orbital
nclination with respect to the observer; and ppm stands for parts
er million (Morris & Naftilan 1993 ; Mazeh et al. 2010 ). While it is
ossible for the reflection effect to be offset in phase due to rotation,
or instance in hot Jupiters (Faigler et al. 2013 ), the component stars
n our binary systems are likely to be tidally locked and therefore we
eglected this possible offset. 
 Eccentric orbits are somewhat more complicated, see Engel et al. ( 2020 ). 

 , 

) 
The Doppler beaming amplitude can be approximated as 

 beam 

= −4 

(
f 1 αbeam , 1 

K 1 

c 
− f 2 αbeam , 2 

K 2 

c 

)

≈ −2830 sin i 

(
M 1 + M 2 

M �

)−2 / 3 (
P orb 

day 

)−1 / 3 

×
(

f 1 αbeam , 1 

(
M 2 

M �

)
− f 2 αbeam , 2 

(
M 1 

M �

))
ppm , (4) 

here αbeam,1 and αbeam,2 characterize the efficiency of Doppler 
eaming from the two stars, and are a function of stellar temperature
nd surface gravity with values of order unity; K 1 and K 2 are the
adial velocity semi-amplitudes of the two stars; and c is the speed of
ight (Rybicki & Lightman 1979 ; Loeb & Gaudi 2003 ; Zucker et al.
007 ; Mazeh et al. 2010 ). 
The ellipsoidal modulation contributes a signal at several har- 
onics of the orbital period, the strongest of which is the second

armonic. The first harmonic is approximated by 

 1,ell ≈
( 

f 1 αe1,1 
M 2 

M 1 

(
R 1 

a 

)4 

− f 2 αe1,2 
M 1 

M 2 

(
R 2 

a 

)4 
) 

× (
4 sin i − 5 sin 3 i 

)
≈ 3194 

(
4 sin i − 5 sin 3 i 

)(M 1 + M 2 

M �

)−4 / 3 (
P orb 

day 

)−8 / 3 

×
( 

f 1 αe1,1 
M 2 

M 1 

(
R 1 

R �

)4 

− f 2 αe1,2 
M 1 

M 2 

(
R 2 

R �

)4 
) 

ppm , (5) 

hile the second harmonic is approximated by 

 2,ell ≈ −
( 

f 1 αe2,1 C 1 
M 2 

M 1 

(
R 1 

a 

)3 

+ f 2 αe2,2 C 2 
M 1 

M 2 

(
R 2 

a 

)3 
) 

sin 2 i 

≈ −13 400 sin 2 i 

(
M 1 + M 2 

M �

)−1 (
P orb 

day 

)−2 

×
( 

f 1 αe2,1 C 1 
M 2 

M 1 

(
R 1 

R �

)3 

+ f 2 αe2,2 C 2 
M 1 

M 2 

(
R 2 

R �

)3 
) 

ppm

(6
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Figure 2. Phase-folded TESS light curve of TIC 115471382, a typical 
ellipsoidal binary system in our sample. Light grey points show the individual 
data, black points show the phase-binned mean data, and the red curve is the 
best-fitting BEER model. The light curve is dominated by the second-order 
ellipsoidal modulation (equation 6 ), with a difference in the height of the 
maxima due to Doppler beaming (equation 4 ) and a difference in the depths 
of the minima caused by the reflection effect and the first-order ellipsoidal 
modulation (equations 3 and 5 ). TIC 115471382 was confirmed to be a binary 
system by spectroscopic follow-up observations detailed in Section 4 . 
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nd the third harmonic amplitude is approximately 

 3,ell ≈ −
( 

f 1 αe3,1 
M 2 

M 1 

(
R 1 

a 

)4 

− f 2 αe3,2 
M 1 

M 2 

(
R 2 

a 

)4 
) 

sin 3 i 

≈ −3194 sin 3 i 

(
M 1 + M 2 

M �

)−4 / 3 (
P orb 

day 

)−8 / 3 

×
( 

f 1 αe3,1 
M 2 

M 1 

(
R 1 

R �

)4 

− f 2 αe3,2 
M 1 

M 2 

(
R 2 

R �

)4 
) 

ppm . (7) 

hese approximations are the low-order terms of the expansion in
orris & Naftilan ( 1993 ). In each of the abo v e, αe 1, 1 and similar

onstants are functions of the ef fecti ve temperature and surface
ravity of the rele v ant star with values of order unity, and C 1 and C 2 

re correction factors that depend on the Roche lobe filling factor of
he rele v ant star, as calculated by Gomel et al. ( 2021a ). 

An example TESS light curve of a BEER binary is shown in Fig. 2 ,
ompared to a best-fitting BEER model described by equations ( 2 )–
 7 ). 

.2 Candidate selection 

he candidate selection algorithm consisted of three stages, as further
etailed below. First, each light curve was detrended and fit with a
hree-harmonic sinusoidal model. Secondly, an attempt was made to
nd a set of physical binary parameters that were consistent with

he amplitudes of the harmonic model. Finally, the quality of the
andidate was assessed against a range of criteria, and an o v erall
core was assigned. 

.2.1 Three harmonic model 

n the first stage, it was necessary to estimate the orbital period.
 Lomb–Scargle periodogram (Lomb 1976 ; Scargle 1982 ) was
erived from the light curve across a grid of frequencies from
NRAS 522, 29–55 (2023) 
.1 to 12 cycles per day with a step size of 0.001 cycles per day.
he five most prominent periods were selected, while insisting

hat selected peaks be separated by at least 0.02 cycles per day.
or a BEER binary, either the orbital period or the period of

he ellipsoidal modulation (half the orbital period) may be more
ignificant; therefore, for each of the five selected periods, we
onsidered both that period itself and twice that period to be candidate
rbital periods, for a total of ten orbital periods considered per
inary. 
At each of these trial orbital periods, the detrending and the

armonic fit were simultaneously applied, as in Mazeh et al. ( 2010 ).
he detrending remo v ed an y linear trend, as well as filtering a comb
f frequencies with a step size of 1/2 T where T is the time-span
f the data, up to a maximum frequency equal to one-quarter the
roposed orbital frequency. The harmonic fit consisted of three sine
nd three cosine functions, at the proposed orbital period and the
rst two harmonics. Each half-sector of the light curve was treated
eparately, and the uncertainties on the measured amplitude of each
armonic were inflated until the measurements between half-sectors
ere consistent with each other. In this way, variable amplitudes
ere given larger uncertainties. For targets which have light curves

rom multiple TESS sectors available, any proposed orbital frequency
hich was not consistent to within 0.008 cycles per day across all

ectors was discarded. 
A phase offset was applied to the harmonic fit such that the

mplitude of the second-harmonic sine term became zero (Faigler &
azeh 2011 ). There will al w ays be two phase offsets which are

uitable, and we considered both, resulting in twenty sets of three-
armonic models for each candidate (two phase offsets for each of
he 10 trial orbital periods). The resulting three-harmonic models had
he form 

( φ) = a 1c cos (2 πφ) + a 2c cos (4 πφ) + a 3c cos (6 πφ) 

+ a 1s sin (2 πφ) + a 3s sin (6 πφ) , (8) 

here each a is a measured amplitude. This matches the form of
quation ( 2 ). 6 

.2.2 Physical model 

n the second stage of candidate selection, we attempted to find a
hysical set of binary parameters that can describe the measured
mplitudes of a 1c , a 2c , and a 1s . Note that these physical parameters
ere not adopted as the definitive description of the target, even if

he target was selected as an ellipsoidal binary candidate; this stage
f the process was used only to select against targets for which no
easonable physical description was possible. 

A Levenberg–Marquardt algorithm was used to converge our
hysical BEER model (equations 2 –7 ) on the measured amplitudes.
he parameters that we allowed to vary were M 1 , R 1 , M 2 , sin i , and the
lbedos of the two stars ( αref, 1 and αref, 2 ). The ef fecti ve temperature
f the primary, T eff, 1 , was taken from the TIC. The parameters R 2 and
 eff, 2 were calculated under the assumption that the secondary was a
ain sequence star. Other α constants in the BEER equations were

nterpolated from a grid of theoretical values using T eff , M , and R for
he star in question. 
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For each trial set of parameters, a χ2 
BEER statistic that includes 

everal priors was calculated by 

2 
BEER = 

(
a ref + a 1,ell − a 1c 

σa 1c 

)2 

+ 

(
a 2,ell − a 2c 

σa 2c 

)2 

+ 

(
a beam 

− a 1s 

σa 1s 

)2 

+ 

(
exp ( | log ( M 1 /M 1,can ) | ) − 1 

σM 1,can /M 1,can 

)2 

+ 

(
exp ( | log ( R 1 /R 1,can ) | ) − 1 

σR 1,can /R 1,can 

)2 

+ ( exp ( | log ( sin i/ ( π/ 4)) | ) − 1 ) 2 + 

(
max ( αref,1 , αref,2 ) 

1 . 5 

)2 

+ 

(
R 1 

R RL,1 

)20 

+ 

(
R 2 

R RL,2 

)20 

, (9)

here a constants represent the various amplitudes defined in 
quations ( 2 )–( 8 ), σ a 1c and similar are the uncertainties on the
orresponding measurements, M 1,can and R 1,can are the canonical ( T eff -
erived) mass and radius of the primary star, and R RL,1 and R RL,2 are
he Roche lobe radii of the two stars. The terms involving M 1 , R 1 , and
in i are symmetric about the canonical value in logarithmic space. 
he sin i and αref terms pull the solution towards mean values ( π/ 4
nd 0, respectively) with loose uncertainties. The final two terms 
ith high powers were intended to strongly select against models in 
hich either star extends significantly beyond its Roche lobe. 
During this fitting process, we placed lower limits on the uncer- 

ainties of the measured amplitudes, to account for the possibility 
f these uncertainties being underestimated. Uncertainties on a 1c 

nd a 2c were forced to be at least 10 per cent of the measured
mplitude. We have previously found that empirical measurements of 
oppler beaming are less reliable than measurements of reflection or 

llipsoidal modulation, perhaps due to the typically lower amplitude 
f the Doppler beaming signal, and confusion with other physical 
ffects such as the O’Connell effect (O’Connell 1951 ; Knote et al.
022 ). We therefore forced the uncertainty on a 1s to be at least 50
er cent of the measured amplitude. As a result, Doppler beaming 
laced only a very weak constraint on the physical values assigned 
o each binary. 

For each target, the fitting process described abo v e was applied
o each of the twenty sets of a 1c , a 2c , and a 1s values that were
erived from each light curve. The trial orbital period and phase 
ffset which had the lowest value of χ2 

BEER were selected and others
ere discarded. 

.2.3 Scoring 

n the third stage of candidate selection, each light curve was assigned 
 score between 0 and 1 to describe its quality as a candidate. The
 v erall score was the product of several component scores, each for
 particular criterion, similar to the method described by Tal-Or et al.
 2015 ). Each component score takes one of the following forms: 

 j = exp 
(−p j /k j 

)
, (10) 

 j = 1 − exp 
(−p j /k j 

)
, (11) 

or a parameter p j and a calibration constant k j which we adjusted
anually until the desired selection was achieved. This function 
as chosen due to its simple form (requiring only one calibration 

onstant per parameter) and because the function varies smoothly as 
 function of p j . 
In Table 1 , we show the parameters p j that were used to calculate
cores and the values of k j associated with each. Note that a 2 1 =
 

2 
1c + a 2 1s , and similarly for the other scores. The SNR scores demand
hat there be a significant signal at the ellipsoidal period and at either
he orbital period or the third harmonic. The model score demands
hat there exist a physical model able to describe the light curve. The
ower spectrum score insists that the ellipsoidal signature be strong 
elative to the rest of the power spectrum (PS), by comparing the
eak height to the mean of the power spectrum (where the mean is
alculated while excluding the orbital period and its harmonics). The 
larm statistic penalizes any correlation among the residuals of the 
ight curve after subtracting the harmonic model (Tamuz, Mazeh & 

orth 2006 ). The high-ellipsoidal score selects against any target 
ith an unphysically high amplitude ( � 1 mag), in order to exclude

ome classes of pulsators. In addition to these score calculations, any
arget with a 1 > a 2 or a 3 > 0.3 a 2 was given a score of zero, as these
egions of parameter space are difficult to fill with true ellipsoidal
inaries and therefore such targets are likely to be contaminants. In
able 2 , we list the score assigned to each target analysed, as well as

he measured amplitudes and χ2 . 
Once each target was given a score, it was necessary to set a score

hreshold with which to select candidates. After examining a large 
umber of light curves by eye, and spectroscopically following up 
 number of targets (Section 4 ), we found that a threshold of 0.6
rovides a reasonably pure sample, and we adopted this threshold 
or the analysis performed in the later sections of this work. If a user
refers a higher completeness at the expense of a lower purity, they
ay wish to select their own sample from Table 2 using a lower score

hreshold. 
In Section 4 , we justify a further cut in terms of orbital period and

llipsoidal amplitude, to remo v e a region of parameter space which is
ominated by contaminants which are not spectroscopically variable. 
t the end of this selection process, using 0.6 as the score threshold,

here were 15 779 remaining targets in the sample. These targets
re listed in Table 3 . We describe the properties of these targets in
ections 6 and 7 . 

 SAMPLE  VA LI DATI ON  A N D  C O N TA M I NA N T S  

e validated the purity of our sample by measuring radial velocities
RVs) for a subset of targets. RVs were obtained using spectroscopic
ollo w-up observ ations with the Las Cumbres Observ atory Global
elescope network (LCOGT; Brown et al. 2013 ). 

.1 LCOGT spectroscopy 

e obtained spectroscopic follow-up of 107 ellipsoidal binary candi- 
ates using the Network of Robotic Echelle Spectrographs (NRES). 
RES instruments are fibre-fed, high-resolution ( R ≈ 53000) echelle 

pectrographs with a wavelength coverage of 3800–8600 Å. They 
re mounted on a number of 1 m telescopes at multiple observing
ites: the Cerro Tololo Observatory in Chile, the Wise Observatory 
n Israel, the McDonald Observatory in USA, and the Sutherland 
bservatory in South Africa (though note that due to technical issues,

he Sutherland NRES instrument was not operational during our 
bservations). 
The 107 targets were selected to co v er a range of values of orbital

eriod, ellipsoidal amplitude, ef fecti ve temperature, and BEER score. 
ur goal was to observe each candidate o v er at least three epochs.

n some cases further epochs were obtained for targets where a
lear classification was not initially possible (e.g. due to poor phase
MNRAS 522, 29–55 (2023) 
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Table 3. The ellipsoidal binary candidates selected for our sample, including the measured orbital periods. T eff is obtained from the TIC. We also 
include the estimated probability that the target is a contact binary, calculated in the manner described in Section 6 . We include the first ten targets as 
an example, and for brevity we exclude certain columns; the full table (including uncertainties) may be found in the online material of this journal, via 
CDS, or on Zenodo (DOI: 10.5281/zenodo.7750121). 

TIC ID RA (deg) Dec. (deg) Score T eff (K) T (mag) P orb (days) t 0 (JD) P (contact) 

364768528 299.581489449 52.5925656957 1.0 7587 9.96 1.219320 2458722.2188 0.0 
293064485 35.2282187466 46.7774506004 1.0 7556 11.22 1.094631 2458804.3839 0.0 
120000024 334.480075709 36.0811779216 1.0 5403 11.83 0.656783 2458751.1638 0.0 
384999832 137.241007929698 −59.0433494717591 1.0 7581 12.41 1.249790 2458569.3510 0.0 
372446253 150.893429551377 −66.4014609259132 1.0 8225 11.25 1.340175 2458597.6791 0.0 
388183492 57.1335831977116 −78.422825032229 1.0 6510 12.57 0.711983 2458461.5786 0.0 
408041054 77.5181566060557 8.93139469888493 1.0 6752 11.96 1.238186 2458451.6889 0.0 
279283191 313.900656501 47.5481513602 1.0 7676 10.34 0.957464 2458739.2164 0.0 
351899015 346.763084691 41.7430121839 1.0 5850 12.10 0.693679 2458750.0374 0.0 
470123809 330.313374443 79.7406960591 1.0 7270 9.70 0.982388 2458925.6142 0.0 
continued... 
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o v erage). In a minority of cases, only two epochs were observed,
ither due to poor weather conditions or scheduling constraints. 

Each spectrum was reduced using the automated NRES-BANZAI
ipeline. 7 We made use of the NRES orders co v ering wav elengths
150–5280, 5580–5660, 6100–6180, and 6360–6440 Å, which were
elected due to their inclusion of strong, narrow stellar lines and the
bsence of telluric lines. The RV of the target at each epoch was
easured using the SPectroscopic vARiabiliTy Analysis package

 SPARTA ; Shahaf et al. 2020 ), 8 by cross-correlation with a PHOENIX
emplate spectrum (Husser et al. 2013 ). The T eff , surface gravity
log g ), and metallicity used for the template spectrum were taken
rom the TIC, with metallicity assumed to be solar if no TIC value
as available. A rotational broadening was applied to the template

pectrum. In some cases, an initial guess for the rotational broadening
f v r sin i = 0.86(2 πR 1 )/ P orb was sufficient (implying tidally induced
orotation, as is generally expected in such short-period systems).
n other cases, v r was adjusted manually until the broadening was
imilar to that of the primary star. A single template w as al w ays used,
lthough we note that in some cases a second luminous component
f the target was visible as a second peak in the cross-correlation
unction (CCF). The RV was taken to be the peak of the CCF for
ach epoch. 

Once RV measurements were obtained, an orbital solution was
ound using a Markov Chain Monte Carlo (MCMC) method
F oreman-Macke y et al. 2013 ). The photometric orbital period and
hase were used as priors. The best-fitting RV amplitude K 1 and its
ncertainties were taken to be the median of the distribution and half
he difference of the 16th and 84th percentiles. 

Each target was examined to ensure that the cross-correlation and
est-fitting K were of good quality. Each target was then classified as
ither RV variable or not RV variable, based on whether a significant
V shift between epochs was detected. A number of targets were
ifficult to classify, mostly in cases where rotational broadening of
he spectral lines prevented a clean RV measurement. These targets
ere classified into a separate cate gory, ‘unsure’. Fiv e further targets
ere not classified as insufficient data were obtained (these are not

ncluded in the ‘unsure’ category). 
The full list of spectroscopic targets is presented in Table A1 . Of

he 93 classified targets which have a BEER score greater than 0.6, 47
re RV variable, 36 are not, and 10 are unclear. Of the RV variable
NRAS 522, 29–55 (2023) 
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argets, 12 have two visible spectroscopic components. A further nine
argets with scores in the range 0.4–0.6 were observed, of which three
ere classed as RV variable (two of those were double-lined), four
ere classed as not RV variable, and two were unclear. 
In Fig. 3 , we plot the measured radial velocity amplitudes of each

COGT target. In the right-hand panel, we plot the K -amplitude as
 function of photometric ellipsoidal amplitude for LCOGT targets
nd for a set of simulated binary systems, assuming a reasonable
istribution of sin i and q . The simulation is described in Section 5 .
or the majority of LCOGT targets classed as not RV variable, the
pper limit on the K -amplitude is 1–2 orders of magnitude lower
han would be expected for their ellipsoidal amplitude. It is therefore
ifficult to understand the non-detection of radial velocity variations
s resulting from a small sin i in these systems. 

Additional measured properties of the LCOGT targets, and of the
ample as a whole, are plotted in Fig. 4 . As the bottom panel of Fig. 4
hows, the majority of observed targets which were not RV variable
an be isolated to one region of parameter space: having short periods
nd low ellipsoidal amplitudes. We conjecture that these targets are
ome form of non-binary contaminant, whose nature we discuss in
he following section. The cut 

log ( a 2 [mmag] ) > −2 log ( P orb [days] ) + 0 . 3 , (12) 

hown in Fig. 4 , remo v es 33 targets, of which 3 were classed as
ariable, 27 as not variable and 3 as unclear. 

Throughout the rest of this work, the cut in equation ( 12 ) was
pplied to our sample. Following this cut, 15 779 ellipsoidal binary
andidates remained in the sample. Of the 60 LCOGT targets that
assed this cut and had a BEER score greater than 0.6, 44 were classed
s RV variable, 9 were not RV variable, and 7 were unclear. Excluding
argets that were classified as unclear, we therefore estimate a sample
urity of 83 ± 13 per cent, assuming Poisson uncertainties. 

.2 The nature of the contaminants 

he nature of the contaminants discussed in the previous section,
hose targets falling below the cut in equation ( 12 ), is unclear.
lthough the amplitudes of photometric variability are lower than

hose of the confirmed ellipsoidal binaries, the light curves of these
ontaminants are otherwise remarkably similar to true ellipsoidal
inaries, with similar harmonic ratios a 1 / a 2 and a 2 / a 3 . Their spectral
ypes are FGK, similar to the ellipsoidal binary candidates that lie
bo v e the proposed cut at the same period range. Note, ho we ver,
hat the candidates abo v e the cut show a correlation between orbital
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Figure 3. Left: The measured radial velocity K -amplitude of each target observed using LCOGT, or 3 σ upper limits for targets classed as not variable. The 
dashed line shows the expected K -amplitude for an example binary system with a 1.4 M � primary star, q = 0.5, and sin i = 0.86. Right: Comparison of the 
RV K -amplitudes and the photometric ellipsoidal amplitudes of all LCOGT targets, with 3 σ upper limits for non-RV variable targets. Grey points show the 
amplitude distribution of a simulated set of binary systems. Many of the upper limits on non-variable targets are significantly lower than expected for their 
photometric ellipsoidal amplitudes. 
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eriod and temperature (as will be discussed in Section 7.6 ), while
he candidates below do not. 

The targets remo v ed by this cut can be separated into two
opulations on the basis of their spectroscopic broadening. In Fig. 5 ,
e plot the velocity broadening values published in Gaia Data 
elease 3 (Gaia Collaboration 2022 ) for targets abo v e and below

he cut in equation ( 12 ). LCOGT targets are highlighted where such
 measurement was available from the catalogue. While targets abo v e
he cut have approximately the rotational broadening expected for a 
idally locked star, the majority of targets below the cut show a lower
otational broadening. 

We discuss the targets remo v ed by the cut in equation ( 12 ) as
wo categories: those with the expected rotational broadening and 
hose without. The broadened stars possibly include some genuine 
llipsoidal binaries whose photometric amplitude was reduced by an 
nusually face-on inclination. Ho we ver, note that such an inclination 
ould also reduce vsin i . More likely, the broadened stars may be

otating stars with star spot configurations that happen to mimic an 
llipsoidal signature. 

The majority of targets remo v ed by the cut in equation ( 12 )
ave lo w v alues of rotational broadening (we refer to these stars as
unbroadened’ for brevity, although we note that many do still have 
 statistically significant measurement of broadening). A possible 
nterpretation of the unbroadened, non-RV variable targets below 

he cut is that they are triple systems, in which the photometric
llipsoidal signal is diluted by a brighter third body. The stationary 
hird body would also dominate the spectroscopy of the system, 

asking any RV signature. An assumed mean dilution factor of 
10 (based on the vertical offset of the red and blue distributions

n Fig. 4 ) would require that the third body is 2.5 mag brighter in
he T band than the combined flux of the inner binary. If the third
ody is F -type then the inner binary may consist of K -type stars,
hile if the dominant star is of G - or K -type, the inner binary
ust be of M-type or later. Note that even in the case that all

nbroadened targets below the amplitude cut are triple systems, 
he amplitude cut is still justified on the grounds of purity, as a
ignificant fraction of the targets below the line are strongly rotation- 
lly broadened and therefore more likely to be rotating single star
ontaminants. 
9
An alternate suggestion for the non-broadened contaminants may 
e that the photometric signature arises from some form of low-
mplitude pulsation. As we discuss in the following section, it is
ifficult to distinguish between these two propositions using the 
pectroscopic data in hand. 

.3 Searching for triple systems among LCOGT data 

e used a two-dimensional cross-correlation method (TODCOR; 
azeh & Zucker 1994 ; Zucker & Mazeh 1994 ; Zucker 2003 ),

s implemented by the software package SAPHIRES , 9 to search for
pectroscopic signatures of triple systems in the LCOGT spectra 
rom our sample, among both the RV-variable and the non-RV- 
ariable targets. The TODCOR method produces a two-dimensional 
ap of the CCF between the target spectrum and two template

pectra, in which the axes are the velocities of the primary and
econdary template ( v 1 and v 2 ). Our primary PHOENIX template
atched the template used in the one-dimensional analysis, while 
 secondary template of T eff = 5000K, log g = 4 (a K3-type star),
nd solar metallicity was used for all targets. The o v erall flux ratio,
 2 / f 1 , between the secondary and primary templates at a central
avelength of 6500 Å was allowed to vary between zero and one

o produce the best cross-correlation value, while between spectral 
rders the flux ratio was adjusted according to the wavelength of
ach order, proportional to the ratio between two blackbodies with 
he temperatures of the templates used. The same spectral orders 
ere used as in the one-dimensional analysis. 
In Fig. 6 , we sho w se v eral e xamples of cross-sections through

he two-dimensional TODCOR cross-correlation maps along the v 2 
xis, at the optimal value of v 1 . The first two cases show typical
xamples of double-lined binary systems, in which the two RV- 
ariable components with similar amounts of Doppler broadening 
re resolved. 

The latter four cases show a somewhat different configuration: one 
omponent is narrow and stationary, while the second is broadened 
nd RV variable. It is difficult to understand these two components
MNRAS 522, 29–55 (2023) 
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Figure 4. Properties of 93 targets with score > 0.6 that were observed with 
LCO spectroscopic follow-up. Nine targets with BEER scores < 0.6 have not 
been plotted. The upper panel plots BEER score, the middle panel shows 
primary T eff from TIC, and lower panel shows the second-order ellipsoidal 
amplitude, all as a function of orbital period. Coloured points indicate targets 
observed with LCOGT, coloured according to whether or not they showed 
RV variability, while grey points show the other targets in our sample (before 
applying the cut in equation 12 ). The cut in equation ( 12 ) is shown as a 
dashed line in the lower panel, which separates the lower left region populated 
primarily by targets that are not RV variable. 
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Figure 5. The rotational velocity ( v rot sin i ) of our sample from Gaia Data 
Release 3. Only targets with Gaia broadening measurements are shown (8500 
tar gets). Red tar gets are below the amplitude cut in equation ( 12 ), and grey 
targets are abo v e. LCOGT targets are also plotted, using the same colour 
scheme as Fig. 4 . The dashed line shows the expected rotational velocity for 
a 1.4 M � star that is tidally locked and viewed edge-on. There is a separation 
between the two populations, with the majority of those below the cut showing 
significantly lower rotational broadening. 
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s belonging to main-sequence stars in the same binary system:
he similar strength of their contributions to the CCF implies their
uminosity must be similar, while the very different radial velocity
mplitudes of the two components would imply an extreme mass
atio if the stars are in orbit around each other at the ellipsoidal
eriod. 
We suggest that these four targets are examples of unresolved

riple systems, in which the broad component originates from one
tar of the inner binary and the narrow component originates from
he third body. We also note that three of these four targets (excluding
NRAS 522, 29–55 (2023) 
IC 309235372) have unusually small ellipsoidal amplitudes, lying
ither below or very close to the amplitude cut applied in equation
 12 ). These reduced amplitudes are consistent with the presence of
ux dilution by a third body. We inspected the TODCOR maps and
ross-sections of all 107 targets observed using LCOGT, but found
nly these four candidates with this appearance. 
We investigated the range of flux ratios in which triple systems

ith this appearance would be detectable. In the top panel of Fig. 7 ,
e show the CCF for an example unbroadened, non-RV-variable

arget. To this, we add hypothetical templates representing one star
ithin the inner binary, with a range of flux ratios. Each template
ad T eff = 4500 K , was velocity broadened by 100 km s −1 , and was
edshifted by 100 km s −1 . The flux ratio f 1 / f 3 was again defined
t a central wavelength of 6500 Å, and adjusted between spectral
rders as before. As our inspection of the TODCOR maps was
erformed manually with no quantifiable criteria, it is difficult to
recisely quantify the critical detectability threshold. Ho we ver, we
an approximately say that a triple with a flux ratio of 0.3 between
he broadened inner binary and the stationary third component would
e likely detectable, while a flux ratio of 0.1 would not be detectable.
On this basis, we performed a first-order Monte Carlo estimate of

he fraction of unresolved, tertiary-dominated triple systems in which
he inner binary would be detected spectroscopically. The mass of the
ertiary object was drawn from the distribution of masses in the input
et of TESS light curves. The mass ratio between the most massive
tar of the inner binary and the tertiary ( M 1 / M 3 ) was drawn from
 uniform distribution between 0.1 and 1. The G -band magnitudes
f both stars were then estimated by the Pecaut & Mamajek ( 2013 )
ables, and the flux ratio calculated. If the detection threshold is
omewhere between f 1 / f 3 = 0.1 and 0.3, we might expect ≈25–
0 per cent of tertiary-dominated triples to be detected as such by
ur LCOGT spectroscopy. 
Among our LCOGT targets were four detected triple systems,

nd 10 unbroadened, non-RV variable targets which were suggested
n the previous section as possible tertiary-dominated triples. We
herefore conclude that an interpretation in which some, most,
r all of the unbroadened , low-amplitude contaminants (which

art/stad915_f4.eps
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Figure 6. Example cross-sections along the v 2 axis of TODCOR cross-correlation maps of selected targets, each at several epochs. The first two targets are 
double-lined binary systems with varying degrees of rotational broadening. The other four targets exhibit a broadened, moving, spectral component and a narrow, 
stationary, spectral component. As discussed in the text, we suggest these as candidate unresolved triple systems. 
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re themselves approximately one third of all the low-amplitude 
ontaminants) in Fig. 4 are tertiary-dominated triple systems is 
onsistent with the current data. Ho we ver, with current data we
annot confirm this hypothesis. Neither can we ascertain what 
raction may be some other form of contaminant. With the relatively 
mall sample size of our LCOGT targets, it is difficult to say 
ore. 
With TODCOR, we also investigated the possibility that among 

ur LCOGT targets are a different form of triple system: triples in
hich the inner binary is photometrically dominant. These systems 

re much easier to detect spectroscopically, because the hypothetical 
hird spectral component is narrow relative to the broadened inner 
inary. In the bottom panel of Fig. 7 , we show the TODCOR
CF for an example double-lined binary system. To this, we added 
ypothetical templates representing the third object, with a range 
f flux ratios. Each template had T eff = 4500K, and was not
elocity broadened or redshifted. We find that even a third body
hat contributes 5 per cent of the total light should be marginally
etectable, and one which contributes 10 per cent will be easily
etectable. 
We repeated the previous Monte Carlo estimation, this time 

rawing M 1 from the mass distribution of our sample, and assuming
 uniform mass ratio distribution of M 3 / M 1 between 0.1 and 1.
aking the critical flux ratio to be between f = 0.05 and f = 0.1, we
stimate that ≈40–50 per cent of all binary-dominated triples should 
e detectable as such spectroscopically. Given again that only four 
riple systems were spectroscopically identified as triples, out of the 
otal 47 RV-variable targets, we conclude that only a small fraction
MNRAS 522, 29–55 (2023) 
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Figure 7. Cross-sections along the v 2 axis of the TODCOR cross-correlation 
map of TIC 154067797 (abo v e) and TIC 143043815 (below). In both panels, 
the black lines show the CCF of the raw data alone. The red lines show the 
CCF after the addition of a broadened third body with v rot sin i = 100 km s −1 

and a flux ratio f relative to the original flux of the target. The panel abo v e 
replicates a triple system with a dominant outer body and a less luminous, 
broadened inner binary. The panel below replicates a triple system with a 
dominant inner binary and a less luminous, unbroadened outer body. In this 
way we ascertain the approximate flux ratio range in which a triple system 

can be detected spectroscopically. 
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f our sample can conceal low-mass, unresolved third bodies. The
mplications of this will be discussed in Section 8 . 

 COMPLETENESS  O F  T H E  SAMPLE  

n order to infer from our sample the properties of the un-
erlying population of short-period binary systems, it is nec-
ssary to understand how the selection efficiency of our sam-
le varies as a function of the various input parameters. We
xplored this using a series of injection-reco v ery simulations.
or each injection-recovery test, a sample of simulated binary

ight curves was generated by drawing properties from preset
istributions. 
First, for each simulated binary, a random base light curve was

elected from the list of all input light curves. By using a true TESS
ight curve as the base for each simulated light curve, we replicate the
oise profile and any instrumental effects induced by TESS , as well as
ny correlated noise which may be present due to underlying stellar
NRAS 522, 29–55 (2023) 
 ariability. Ho we ver, note that we do not allow for the possibility
hat stellar variability may correlate with binarity. 

The properties ( T eff , M 1 , R 1 ) of the star which was the source
f the base light curve were adopted as those of the primary star
n the simulated binary. The orbital inclination was chosen from a
eometric distribution. Two parameters whose true distributions are
ot known are P orb and the mass ratio ( q = M 2 / M 1 ). A value of P orb 

as drawn from a uniform distribution between 0 and 5 d. Several
istributions of q were tested, as detailed later in this section, with
he simplest being a uniform distribution. Primary and secondary
tellar albedos were drawn from a uniform distribution between
 and 0.3, but were not found to have a significant impact on
etectability. Using these adopted values, a BEER signature was
alculated using equations ( 2 )–( 7 ) and added to the selected base light
urve. 

We also wanted to account for selection effects due to any eclipses
hat a binary might show. Deep eclipses will be selected against by our
lgorithm, introducing selection effects that depend on parameters of
nterest such as P orb and q . Therefore, we combined each simulated
ight curve with the predicted eclipse profile for the simulated binary,
f any, generated using the package ELLC (Maxted 2016 ). 

This process was repeated until 30 000 simulated light curves
ere generated. Any simulated binary for which either primary or

econdary star would be Roche-lobe filling was thrown out. The set
f light curves generated in this manner were passed through the
election algorithm described in Section 3.2 . Through this process,
e replicate any selection effects introduced as a result of our
rocedure. 
For a uniform input distribution of q , the fraction of simulated

inaries that were selected (with a BEER score greater than 0.6) is
hown in the corner-plot in Fig. 8 . The strongest dependences of
election efficiency are on P orb and M 1 , with shorter-period systems
nd higher mass primaries being preferentially selected (as expected
rom equation 6 ). There is also a dependence on mass ratio and orbital
nclination, again as expected. The parameter ‘flux RMS’ in Fig. 8
hows the RMS of the light curve before the simulated binary was
dded, and includes shot noise, TESS systematic lightcurve artefacts,
nd any variability from stellar activity. The o v erall completeness of
ur sample under these assumptions, respectively for periods shorter
han 1, 2, 3, and 5 d, respectively, is 58.1 ± 1.2, 40.4 ± 0.6, 28.2 ± 0.4,
nd 16.6 ± 0.2 per cent. 

In order to test the impact of the unknown q distribution on the
ompleteness, further injection-reco v ery tests were performed with
arious plausible distributions of q , including a uniform distribution
f q ; a distribution which was uniform for q < 0.95, with a ‘twin peak’
robability enhancement for q > 0.95 parametrized by F twin = 0 . 29
Moe & Di Stef ano 2017 ); a brok en power -law distrib ution with
 break = 0.3, γ small = 0.3, and γ large = −0.6 (Moe & Di Stefano
017 ); a similar power-law distribution, combined with a twin
eak of F twin = 0 . 29; and a uniform distribution multiplied by a
almquist correction to replicate a selection bias in fa v our of high-
ass companions. The latter can be justified as follows: binaries
ith high-mass companions are intrinsically brighter due to the flux

ontribution from the secondary star, and will therefore be o v er-
epresented in a magnitude-limited sample (the Malmquist bias).
he Malmquist correction that we used was 

 Malm 

( q) ∝ 1 + q 3 . 5 (13) 

hich was derived from an assumption that the secondary star has
uminosity ∝ M 

3 . 5 
2 and that the number of visible targets goes as the

quare of the distance within which they are visible (the latter is a
easonable assumption for distances � 300 pc). 
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Figure 8. The fraction of simulated binaries that were selected as candidates by our algorithm, as a function of binary system parameters. The plots along the 
diagonal show the selection function for each parameter, with other parameters marginalized o v er. The two-dimensional histograms show the selection efficiency 
in the phase space of each pair of parameters. Lastly, the one-dimensional histograms along the bottom ro w sho w the initial distribution of each parameter in the 
simulated population (in other words, before selection effects have been applied). 
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10 We first confirmed that, for detached binaries, PHOEBE and equations ( 2 )–( 7 ) 
produce consistent amplitudes. 
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In Fig. 9 , we show the one-dimensional selection efficiency as
 function of period for each of the q distributions that were
imulated. We find that the q distribution does not have a strong
ffect on selection efficiency. The scatter of selection efficiency 
etween different input distributions is of order a few per cent. 
e adopt a relati vely conserv ati ve uncertainty of 10 per cent on

ll estimates of the selection efficiency, to account for the un- 
nown distribution of mass ratios. We therefore revise the pre- 
ious completeness estimates to 58 ± 6, 40 ± 4, 28 ± 3, 
nd 17 ± 2 per cent for periods less than 1, 2, 3, and 5 d,
espectively. 

Our sample also contains a significant number of contact binaries 
see Section 6 for further discussion of these targets). As equations 
 2 )–( 7 ) are not valid for binary systems that are beyond Roche-
obe filling, we repeat the completeness simulations for the case 
f contact binaries. We generate contact binary lightcurves using 
he software package PHOEBE (Prsa & Zwitter 2005 ; Pr ̌sa et al.
016 ). 10 Because the parameter distributions for contact binaries 
re somewhat different, we calculate reasonable orbital periods and 
ass ratios using equations 1, 2, and 9 of Gazeas ( 2009 ), using

he primary mass of the randomly-selected input light curve, and 
etting the temperature of both stars equal to the main-sequence 
emperature of the primary star. We then confirm that the resulting
arameters describe a physically-realistic contact binary using the 
nternal checks of PHOEBE . 1 500 light curves were generated in this
ay. The resulting selection efficiency as a function of period is

lso shown in Fig. 9 . The lower selection efficiency of simulated
ontact binary when compared to detached binaries arises from a 
ombination of factors. First, equations ( 2 )–( 7 ) are not valid for
ontact binary systems, and therefore it is less likely that a physical
MNRAS 522, 29–55 (2023) 
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Figure 9. Selection efficiency of the BEER algorithm as a function of orbital 
period, measured using injection-reco v ery tests with a variety of mass-ratio 
distributions. The distributions are described in the text. 
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olution to those equations exists to describe the observed light curve.
econdly, contact binary systems are more likely to display eclipses,
hich affect selection in a complex manner (described in more detail
elow). Thirdly, for a large fraction of contact binaries, the BEER

lgorithm fails to accurately measure the orbital period (the equal
clipse depth leads to P orb /2 being selected instead); those targets
re then remo v ed by the a 1 > a 2 cut described in Section 3.2 . 

The selection efficiency of a binary system is also affected by the
otential presence of, and morphology of, eclipses. To investigate
his, we used the package ELLC to estimate the depth of eclipses
n our previously described simulated populations of detached and
ontact binary systems. 

For the detached binary systems, approximately 20 per cent of the
imulated binaries show eclipses, and 7 per cent show eclipses which
re deeper than 0.2 × the total light. We find that eclipses shallower
han ≈0.2 × the total light do not notably decrease the selection
f ficiency. Indeed, shallo w eclipses may increase the selection
fficienc y, as the y effectiv ely increase the apparent amplitude and
ence make the photometric signature easier to detect. Across the
opulation, 17 per cent of the non-eclipsing targets, 30 per cent of
argets with eclipses shallower than 0.2 × the total light, and 8 per cent
f targets with eclipses deeper than 0.2 × the total light were selected.
verall, we can estimate that the fraction of detached binary systems

hat were remo v ed from our sample due to their eclipses is �
 per cent. 
Of the contact binary systems in the simulated population,

0 per cent show eclipses. For contact binaries, we do not find
hat an eclipse of any depth increases the selection efficiency. The
 v erall selection efficiency of non-eclipsing contact binary systems is
3 per cent, and that of eclipsing contact binary systems is 40 per cent.
verall, we can estimate that ≈20 per cent of all contact binary

ystems that would otherwise have been detected were missed due
o the presence of eclipses. 

.1 Comparison to Gaia spectroscopic binaries 

or a further test of the completeness of our sample, we cross-match
ur candidates with the Gaia Data Release 3 catalogue of single-
ined spectroscopic binaries. We use the high-quality catalogue of
ashi et al. ( 2022 ), who used a comparison with publicly available

pectra to remo v e man y spurious Gaia binary candidates. We adopt
heir suggested quality score threshold of 0.587. 
NRAS 522, 29–55 (2023) 
We cross-matched the input 4 301 148 TESS targets from which
ur sample was drawn with the Bashi et al. ( 2022 ) catalogue, in order
o establish which binary systems were available to be detected by
ur algorithm. Out of the detectable systems, we reco v ered 64 ± 16,
6 ± 4, 19 ± 2, and 8.3 ± 0.7 per cent for orbital periods less than
, 2, 3, and 5 d, respectively. These numbers are of a similar order to
he completeness estimates based on simulated binary systems. 

Note that the reco v ery rate relative to another sample is not the
ame as completeness: it also depends on the completeness of the
omparison sample. Our reco v ery rate of the Gaia spectroscopic
inaries can be understood as the ratio between our completeness
unction (approximately ∝ P 

−2 
orb ) and that of the spectroscopic sample

roughly ∝ P 

−1 / 3 
orb ). As a result, our reco v ery rate relative to the

pectroscopic sample decreases with increasing orbital period at
 steeper rate than does our completeness estimate based on our
imulations. 

 C O N TAC T  BI NARI ES  

s already noted abo v e, equations ( 2 )–( 7 ) can be applied to detached
nd semi-detached binaries, but not to contact binaries, and as such
ontact binaries must be treated somewhat differently. It is therefore
mportant to determine the fraction of contact binary systems at
ach orbital period. Several previous works (e.g. Rucinski 1997a , b ,
998 ; Pojmanski 2002 ; Rucinski 2002 ; P aczy ́nski et al. 2006 ) hav e
istinguished between contact and detached eclipsing binaries by
omparison of their measured harmonic amplitudes. While we note
hat not all of the binaries in our sample are eclipsing, we nevertheless
nd a similar method to be ef fecti ve using a 2 and the third harmonic
mplitude a 3 . 

In the left-hand panels of Fig. 10 , we plot the a 2 amplitude
nd the ratio R 23 = a 2 / a 3 of simulated light curves generated
or detached, semidetached, and contact binaries, as described in
ection 4 . For each simulated population, we consider only simulated
inary systems that were selected as candidates by our algorithm for
onsistency with the true sample. Detached and contact binaries tend
o concentrate in different regions of amplitude space, separated by
he line 

log ( R 23 ) = 0 . 65 − 0 . 5 log ( a 2 ) , (14) 

lthough each population has some members that cross that line. 
Because both the simulated populations of detached and contact

inaries o v erlap the line in equation ( 14 ), we cannot confidently
etermine for each target whether it is a contact or detached binary.
o we v er, in an y giv en period range it is possible to estimate what

raction of targets are in contact, by comparison of the fraction
f targets that lie abo v e the line in equation ( 14 ) to the expected
raction for a purely detached or a purely contact population. The
ight panels of Fig. 10 show the measured amplitudes of our real
ample in comparison to the same line. At short periods, a significant
raction of our sample lies abo v e the line, suggesting that a high
raction of targets are contact binaries. At long periods, the amplitude
istribution of our sample matches closely with that of the simulated
etached sample. The top panel of Fig. 11 shows, for the real sample
nd both simulated data sets, the fraction of targets that lie abo v e
he line of equation ( 14 ) as a function of orbital period. Within each
eriod bin, the fraction of targets that are contact binaries can be
ound by solving the equation 

 real = f cb F contact + (1 − f cb ) F detached (15) 

here f cb is the fraction of targets in the sample that are contact
inaries, and F real , F contact , and F detached are, respectively, the fractions
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Figure 10. R 23 = a 2 / a 3 as a function of a 2 for several sets of simulated light curves (left) and for the real sample (right). The simulated light curves were 
generated as described in Section 5 . The top row shows short-period systems, while the bottom row shows longer orbital periods. The dashed line shows the cut 
in equation ( 14 ), which approximately separates the detached and contact populations from each other. 
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f the real targets, the simulated contact binaries, and the simulated 
etached binaries that lie abo v e the line in equation ( 14 ). The
ncertainty on f cb in each bin is estimated using Poisson statistics
n the numbers of simulated and real binary systems in that 
in. 
The resulting contact binary fraction decreases with increasing 

rbital period, as expected (Fig. 11 ). The fraction as a function of
rbital period can be approximated by the function 

 cb ( P orb ) = −5 . 0 log ( P orb ) − 1 . 0 , (16) 

n the period range in which this function returns a value between
 and 1. Note that, as a result of the Gazeas ( 2009 ) parameter
elationships used, our simulated contact binary sample contains 
ery few systems with orbital periods longer than 0.6 d, and as such
e are unable to estimate the contact binary fraction at orbital periods

onger than this. Fig. 11 shows that the real sample does not quite
ehave like the simulated, detached binary sample even at longer 
rbital periods. This might be explained by some contact binary 
ontribution (or other contamination) on the level of 10 per cent at
onger orbital periods. Indeed, some ∼20 per cent of contact binary
ystems are expected to have orbital periods of 0.6–1.0 d (Jayasinghe
t al. 2020 ). 

By multiplying the estimated contact binary fraction by the orbital 
eriod distribution of our sample, we estimate that our sample 
ontains 5200 ± 500 contact binaries, or 39 ± 4 per cent of the
ample. 
MNRAS 522, 29–55 (2023) 
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Figure 11. Top: The fraction of light curves with R 23 greater than the cut 
in 14 as a function of orbital period, for our real sample and for simulated 
light curves of detached and contact binary systems. Below: The fraction of 
the real sample which must be contact binary systems as a function of orbital 
period, in order to reproduce the curve of the real sample in the top figure. 
The dotted grey line shows an approximation to the contact binary fraction 
described in equation ( 16 ). 
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On an individual level, a probability that a particular target is
n contact or detached can be estimated based on its position in
mplitude and period space, by comparison with the simulated light
urves. Around each target, we drew a spheroid with logarithmic
adii of 0.1 dex in the a 2 and R 23 planes and 0.025 dex in the P orb 

lane. If fewer than 20 total simulated light curves were included in
hat spheroid, the radii were scaled up in integer multiple steps, up to
 factor of 5, until at least 20 simulated light curves were included;
f there were still fewer than 20 simulated light curves included after
he factor of 5 increase in radius, then no probability was calculated.
or each target, the probability that it is a contact system was then
stimated by 

 ( contact ) = 

n ( contact ) 
N( contact ) 

n ( contact ) 
N( contact ) + 

n ( detached ) 
N( detached ) 

, (17) 

here N and n , respectively, refer to the total number of simulated
ight curves, and the number of simulated light curves inside
he described spheroid, for contact and detached simulations as
ndicated. This procedure was repeated for all targets in the selected
ample, and the estimated probabilities are included in a column in
able 3 . 

 SAMPLE  PROPERTIES  

ith the ellipsoidal binary sample we have constructed, and
he selection effects that we have estimated based on follow-up
pectroscopy and simulations, we now proceed to e v aluate the
NRAS 522, 29–55 (2023) 
tatistical properties of the short-period binary population, both
he observed one and the underlying one, after accounting for the
bserv ational ef fects. 

.1 Companion frequency 

ur sample contains a total of 15 779 ellipsoidal binary systems, out
f an initial 4 301 148 TESS targets that were analysed by our BEER

ode. The frequency of confirmed ellipsoidal companions among
hese input targets is therefore 0.0037 ± 0.0006, where an uncertainty
f 17 per cent is used because of the estimated purity of 83 per cent. 
The o v erall frequenc y of companions to main-sequence stars

n the period range P orb < 3 d can be estimated by correcting our
requency of detected companions for the selection effects that were
easured in Section 5 . As described in that section, the strongest

election effect is relative to orbital period. We divide our sample
nto period bins (the same bins used in Section 7.5 ), and within each
in correct the number of systems by the period-dependent selection
fficiency. In this manner, we estimate that the o v erall frequenc y
f companions to main-sequence stars in the period range P orb < 3 d
s 0.010 ± 0.002, where the uncertainty is a combination of the
stimated 17 per cent impurity and the 10 per cent uncertainty on the
orrection for selection efficiency. 

If we divide the sample at P orb = 0.6 d so as to separate the contact
inaries from the rest of the sample, we find a corrected companion
requency of 0.0036 ± 0.007 in the period range of 0.2–0.6 d and
.007 ± 0.002 in the period range of 0.6–3.0 d. 
It is common to consider companion frequency per logarithmic

eriod interval, f log P = d N /dlog P (see e.g. Moe & Di Stefano 2017 ;
l-Badry et al. 2022a ). Expressed in this manner, our sample o v erall
as f −0.7 < log P < 0.5 = 0.0079 ± 0.0015. Dividing this frequency at a
eriod of 0.6 d gives f −0.7 < log P < −0.2 = 0.0076 ± 0.0015 for periods
f 0.2–0.6 d, and f −0.2 < log P < 0.5 = 0.0080 ± 0.0015 for periods of
.6–5.0 d. 

.2 Amplitudes 

ig. 12 shows the harmonic amplitudes a 1 , a 2 , and a 3 versus P orb 

or our sample. The diagonal line shows the cut that was applied
n Section 4 to remo v e a significant number of (likely) non-binary
ontaminants. A discontinuity in amplitudes (and a bimodal period
istribution) can be seen between the contact binary systems at short
rbital periods and the detached binary systems at longer orbital
eriods. Targets with a 2 � 100 mmag are likely to be eclipsing binary
ystems (Gomel, Faigler & Mazeh 2021b ). 

.3 Magnitude 

he TESS T -band apparent magnitude distributions of our sample are
hown in Fig. 13 . 93 per cent of targets in our sample have magnitudes
n the range 10 < T < 13.5. 

Our sample shows a bias towards brighter magnitudes when
ompared to the input target list, most likely due to the lower signal-
o-noise ratio (SNR) of fainter targets. Our sample has a factor of 10
ore stars in the T = 13–13.5 mag bin than the T = 10–10.5 mag bin,
hile for the input sample the same ratio is 15. 
In the right-hand panel of Fig. 1 , abo v e, we showed a Gaia -based

olour–magnitude diagram of our BEER sample, compared to a
olume-selected sample of background stars. Our selected sample
as an approximately similar colour distribution to a magnitude
elected background sample (once giants and subgiants are remo v ed).
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Figure 12. The distribution of measured amplitudes as a function of orbital period for our selected targets. The dashed line in the second panel shows the cut 
applied in equation ( 12 ). A separation in amplitude-period space can be seen between contact and detached binary systems. 

Figure 13. The distribution of magnitudes in our sample, compared to the 
magnitude distribution of the TESS light curves from which our sample was 
selected. Some magnitude dependence can be seen in the selection process. 
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several primary mass bins (coloured lines), showing that brighter targets are 
detected to larger distances. The dashed line shows an approximate Galactic 
distribution of stars, as described in the text. Incompleteness effects are 
present among low-mass stars at distances � 300 pc. 
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Our sample is offset towards brighter magnitudes relative to a 
agnitude-selected background sample. At most colours, the offset 

f the centre of the sample is approximately 0.8 mag. By comparison,
 twin-mass binary system is expected to be 0.75 mag brighter 
han a single main-sequence star. A companion of lower mass will 
ave a smaller effect on the magnitude, but will push the binary
ystem towards redder colours, contributing to an apparent vertical 
ffset. For a minority of targets in our sample, the apparent vertical
f fset relati ve to the main sequence is as much as 1.4 mag, perhaps
uggestive of the presence of a triple or higher order system, or
erhaps evidence that a minority of primary stars hav e be gun to
 volve of f the main sequence. We note that selection ef fects to wards
igher SNR and larger radii will also contribute to this offset. 

.4 Distance 

he distribution of distances to the targets in our sample, as calculated 
rom their Gaia Data Release 3 parallaxes, is shown in Fig. 14 . For
omparison, we also calculate the expected distribution following the 
rescription of Pretorius et al. ( 2007 ), approximating the Galaxy as an 
xisymmetric disc with a scale height of 300 pc, without accounting
or halo, bulge, spiral structure or thick disc. 

Distance selection effects are present in our sample for distances 
 300 pc. Targets with lower mass primary stars are more vulnerable

o these selection effects, as demonstrated in Fig. 14 . 

.5 Orbital period 

n Fig. 15 , we show the orbital period distribution for our sample.
e correct the period distribution by the selection function derived 

n Section 5 , to approximate the true period distribution of the
nderlying population. At short periods, we apply two forms of 
orrection for the selection efficiency. The first, shown by the dash–
otted line in Fig. 15 , was calculated under the assumption that all
arget binary systems are detached. The second, shown by the solid
ine, combines our estimated selection efficiencies for detached and 
MNRAS 522, 29–55 (2023) 
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Figure 15. The orbital period distribution of our sample, shown with linear (left) and logarithmic (right) period bins and axes. The vertical axes show the 
number of targets detected (left) and the frequency of companions within the analysed TESS light curves (right). The dashed line shows the raw distribution 
of our sample, while the solid line shows the distribution corrected for selection effects (taking into account the estimated contact binary fraction), and the 
dash–dotted line shows the correction assuming all targets are detached binary systems. The orbital period distribution is approximately uniform on a linear 
scale between orbital periods of 1 and 3 d. 

Figure 16. The separated orbital period distributions of contact and detached 
binary systems, after correcting for selection effects in the manner described 
in the text. The period-dependent contact binary fraction is estimated using 
equation ( 16 ). 
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ontact binary systems, assuming that the fraction of binary systems
hat are in contact varies with period in the way calculated in Section 6
specifically, using the approximation in equation 16 ). 

The o v erall period distribution of the underlying population has a
eak centred on P orb ≈ 0.3 −0.4 d, presumably a ‘pile-up’ of contact
inary systems, and is approximately flat at periods P orb > 1 d. 
We also attempt to separate the period distributions of contact

nd detached binary populations by multiplying our approximation
f the period distribution of the underlying population (Fig. 15 )
y the approximation of the contact binary fraction (equation 16 ).
he separated period distributions of the two populations are shown

n Fig. 16 . The peak at P orb < 1 d is entirely dominated by contact
inaries. Following the approximation in equation ( 16 ), we do not
nd any contact binaries with orbital periods longer than 0.6 days;
o we ver, as discussed in Section 6 , there are likely to be some contact
inaries present at orbital periods 0.6–1.0 d that are not replicated by
ur simulations, perhaps at a level of a few per cent of the detached
opulation. 
NRAS 522, 29–55 (2023) 
.6 Primary stellar temperature 

n Fig. 17 , we show the distribution of temperatures of the pho-
ometric primary stars of our sample at P orb > 1 d. At these orbital
eriods the sample is dominated by detached binary systems. In the
ower panel of Fig. 17 , we show the frequency of companions in
he period range 1–5 d as a function of primary star temperature.
s in the previous section, we correct the primary star tempera-

ure distribution of our sample by the selection efficiency of our
lgorithm as a function of temperature (Section 5 ), so as to approx-
mate the primary star temperature distribution of the underlying
opulation of ellipsoidal binaries. We show both corrected and
ncorrected distributions, as well as the temperature distribution
f the set of input TESS targets from which our sample was
elected. 

We find that companions are more than an order of magnitude
ore common among stars with T eff > 8000 than with T eff < 6000,

ven after correcting for selection effects. We discuss this in further
etail in Section 8 . 
In Fig. 18 , we plot the TIC ef fecti ve temperature of the photometric

rimary star as a function of orbital period for all targets in
ur sample. Two distinct populations can be seen. Targets with
rbital periods in the range of 0.3–0.6 d have approximately solar
emperatures, and show a correlation between temperature and orbital
eriod. The slope of the correlation at short periods does not exactly
eplicate the expected slope for Roche-lobe filling primary stars.
argets with orbital periods P orb � 0.6 d have a temperature distribu-

ion centred on 6000–8000 K and show no correlation with orbital
eriod. 
F or demonstrativ e purposes, on the same figure we also plot

n example line of constant ellipsoidal amplitude, calculated from
quation ( 6 ) with the approximations M ∝ R 

0.8 and T eff ∝ M . Any
rtificial trends introduced by a selection bias towards binaries with
tronger ellipsoidal amplitudes should follow this diagonal. Since
he observed correlation at short periods has a significantly different
radient, we conclude that it is not artificially introduced. 
A similar period–luminosity relationship is known for contact

inaries (P a wlak 2016 ; Jayasinghe et al. 2020 ). We also examined the
amples of ellipsoidal binaries selected from ASAS-SN (Rowan et al.
021 ) and OGLE (Soszy ́nski et al. 2016 ; Gomel et al. 2021c ), cross-
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Figure 17. Top: The TIC T eff distribution of our binary sample ( P orb = 1 −5 d) 
compared to the temperatures of all TESS targets from which the sample was 
selected. We plot both the distribution of our sample itself (red, dashed) and 
the distribution corrected for selection effects (red, solid). Five targets from 

the sample with temperatures outside of the plotted range have been excluded. 
Bottom: Companion frequency among the analyzed TESS light curves, as a 
function of TIC T eff . Again, the dashed line shows the companion frequency 
calculated from our raw sample, and the solid line includes a correction for 
selection effects. There is a significant step in the companion frequency at 
T eff ∼6000 −7000K. 
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Figure 18. The distribution of TIC ef fecti ve temperatures in our sample as a 
function of orbital period. The shaded grey region shows the approximate 
parameter space in which the primary star will experience Roche lobe 
o v erflow (RLOF) in an equal-mass binary system. The dotted line shows 
an example diagonal on which any equal-mass main-sequence binary system 

will have the same ellipsoidal amplitude. Selection effects dependent on 
amplitude will be parallel to this line. At orbital periods longer than 0.6 d, 
there is little visible correlation between period and T eff . 
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atching both samples with the TIC to find primary temperatures. 
lthough both samples have a relatively small number of systems in 

his period range, a similar distribution was found in temperature- 
eriod space. 

 DISCUSSION  

.1 Comparison to TESS eclipsing binary sample 

r ̌sa et al. ( 2022 ) have also presented a sample of 4584 photometri-
ally selected binary systems from the first 2 yr of TESS . Although
ocused on eclipsing binary systems, that sample also included a 
umber of ellipsoidal binary systems, and so it is reasonable to 
 xpect some o v erlap between that sample and the present sample.
his can be used to explore the completeness and selection effects 
f the two samples. 
The Pr ̌sa et al. ( 2022 ) sample was drawn from only the targets

hich were observed by TESS with short cadence (during the first 2
r, a cadence of 2 min), not from the full-frame images used for our
ample. Short-cadence data from the first 2 yr of TESS is available for
ome 230 000 targets. This gives their sample an occurrence rate of
.021, as opposed to our occurrence rate of 0.0037 (Section 7.1 ). The
ifference in occurrence rate can be partially explained by the larger
eriod range of the Pr ̌sa et al. ( 2022 ) sample, but even at short periods
he occurrence rate of the Pr ̌sa et al. ( 2022 ) sample is significantly
igher. 
A number of cuts were applied during our sample selection 

rocess, including on magnitude, Gaia data quality, contamination, 
nd colour–magnitude position (Section 3.2 ). Of the 230 000 targets
hort-cadence TESS targets from which the Pr ̌sa et al. ( 2022 ) sample
as drawn, some 150 000 (64 per cent) survive our cuts. Of these

argets, 605 (0.41 ± 0.1 per cent) were selected for our ellipsoidal
ample, comparable to the 0.39 ± 0.01 per cent selection rate of our
ull ellipsoidal sample from the entire TESS data set. Of the 4854
argets in the Pr ̌sa et al. ( 2022 ) eclipsing binary sample, 2881 survive
he same quality cuts, chiefly remo v ed by the colour–magnitude cut.

There is an o v erlap of 264 targets between our ellipsoidal sample
nd that of Pr ̌sa et al. ( 2022 ). Therefore, the o v erall complete-
ess of our sample against the TESS eclipsing binary sample is
.2 ± 0.6 per cent, and the completeness of that sample against ours
s 43.6 ± 2.7 per cent. As was previously observed, the completeness
f our ellipsoidal binary sample is a strong function of orbital period.
elative to the eclipsing binary sample, our completeness is 21 ± 2,
7 ± 1, 15 ± 1, and 12 ± 1 per cent for periods shorter than 1, 2, 3,
nd 5 d, respectively. 

Pr ̌sa et al. ( 2022 ) use a ‘morphological coefficient’ parameter,
riginally defined by Matijevi ̌c et al. ( 2012 ), to classify the mor-
hology of a light curve. The parameter continuously varies between 
approximately) 0 and 1, where values close to zero imply widely
etached stars with little ellipsoidal modulation and values close to 
ne imply contact binaries or purely ellipsoidal lightcurves. 
As might be expected, the completeness of our sample relative 

o the sample of Pr ̌sa et al. ( 2022 ) shows a strong dependence on
he morphological parameter, as shown in Fig. 19 . If we consider
nly targets with a morphological parameter greater than 0.9, our 
ompleteness relative to Pr ̌sa et al. ( 2022 ) becomes 57 ± 7 per cent. 

It is worth noting that, for morphological values close to 1, the
ight curves of targets in Pr ̌sa et al. ( 2022 ) may be close to purely
MNRAS 522, 29–55 (2023) 
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Figure 19. The completeness of our ellipsoidal sample relative to the TESS 
eclipsing binary sample of Pr ̌sa et al. ( 2022 ). Our completeness depends 
strongly on the orbital period and the morphological coefficient, which 
parametrizes the shape of the light curve (high values implying that ellipsoidal 
modulation dominates o v er eclipses). 

Figure 20. A comparison of the orbital period distribution of our sample 
with several eclipsing binary samples, as summarized in Table 4 . Between 
one and three days our period distribution is similar to those of other samples. 
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Table 4. The eclipsing binary samples shown in Fig. 20 , where N is the 
number of systems in the sample. The temperature range shown is the 5–
95 per cent range. 

Surv e y N T eff (K) Ref. 

Kepler EBs 2876 4600–7900 Kirk et al. ( 2016 ) 
TESS EBs 4584 3400–9500 Pr ̌sa et al. ( 2022 ) 
ZTF EBs 3879 4000–5400 El-Badry et al. ( 2022a ) 
This work 15 779 4900–9400 –

Figure 21. The orbital period distribution (in terms of companion frequency 
per logarithmic bin) of the binary star population, as estimated from our 
sample in red, and from the Raghavan et al. ( 2010 ) sample by Moe & Di 
Stefano ( 2017 ) in black. 
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inusoidal. Among purely sinusoidal light curv es, we hav e previously
ound that contamination by pulsating variables is relatively common
Tal-Or et al. 2015 ; Gomel et al. 2019 ), and so we applied a filter to
emo v e such targets from our sample (as described in Section 3.2 ). By
ross-matching the sample of Pr ̌sa et al. ( 2022 ) with our amplitude
easurements listed in Table 2 we find that, for 20 per cent of their

argets with morphological parameters greater than 0.8, we only
easure a significant ( > 3 σ ) signal at the ellipsoidal frequency ( a 2 ),

ot at a 1 or a 3 , suggesting a light curve close to purely sinusoidal. A
urther 10 per cent of Pr ̌sa et al. ( 2022 ) targets with morphological
arameters greater than 0.8 fall below the cut in amplitude-period
pace that we describe in equation ( 12 ), below which we found that
he majority of targets are not RV variable. 

.2 P eriod distrib ution compared to other samples 

n Fig. 20 , we compare our corrected period distribution with the
eriod distributions of eclipsing binary samples from Kepler , TESS ,
nd ZTF (Kirk et al. 2016 ; Pr ̌sa et al. 2022 ; El-Badry et al. 2022a ).
NRAS 522, 29–55 (2023) 
etails of these samples are given in Table 4 ; note that each sample
as a somewhat different range of T eff . We corrected the form of each
clipsing sample for completeness. El-Badry et al. ( 2022a ) found for
he ZTF sample that the probability of detection is dominated by
he probability of eclipse ( ∝ P 

−2 / 3 
orb ) at short periods, while at longer

eriods the eclipse duty cycle also becomes significant (also ∝ P 

−2 / 3 
orb ,

eading to a combined effect ∝ P 

−4 / 3 
orb ). We corrected the El-Badry

t al. ( 2022a ) sample using these two power laws, taking P orb =
 d to be the transition between the two. For Kepler and TESS , as
he window of observations in both surv e ys is significantly longer
han the orbital periods considered, we assume a ∝ P 

−2 / 3 
orb selection

unction at P orb > 1 d. At shorter orbital periods, the Kepler and TESS
amples are dominated by ellipsoidal and contact binary systems
ather than eclipsing binaries, and the selection function becomes
nclear. For simplicity, we assume a constant selection efficiency for
 orb < 1 d for those two samples. 
As Fig. 20 shows, in the period range 1–3 d the shape of our

istribution agrees reasonably well with those of all three eclipsing
inary samples. (Note that we do not compare the absolute levels
f the distributions, i.e. the binary frequency, which we have scaled
rbitrarily in the figure.) At shorter periods, the presence of the
ontact binary peak distinguishes our sample from the eclipsing
inary samples (in which contact binary systems were deliberately
elected against). Our sample does not extend to longer orbital
eriods, but we note that for P orb > 3 d the three eclipsing binary
amples di verge some what from each other, perhaps due to further
election effects that are uncorrected (or perhaps a true difference
rising from their different primary mass ranges). 

In Fig. 21 , we show the f log P distribution measured by Moe & Di
tefano ( 2017 ) based on the Raghavan et al. ( 2010 ) sample, compared
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o the f log P distribution of our sample. In both cases, the distribution
as been corrected by the estimated completeness. It should be noted 
hat the two samples have not been handled in a consistent way: in the
 v aluation by Moe & Di Stefano ( 2017 ), white dwarf companions and
ow-mass companions (those with q < 0.1) were remo v ed, something
hat is not possible from our sample with the current data. Our sample
lso contains a number of A-type stars, which were excluded from
he Raghavan et al. ( 2010 ) sample. Despite these caveats, there is a
ood continuity between the two distributions, given that our period 
istribution has a binary frequency value at a period of three days
hat is similar to that of the 1–10 d bin of the Moe & Di Stefano
 2017 ) distribution. 

The gradient of orbital periods in our sample appears steeper than 
he slope toward longer periods of the Moe & Di Stefano ( 2017 )
istribution. We consider several possible interpretations of this 
teeper gradient. If the steep gradient of our sample is real, it suggests
he presence of some physical process that decreases the companion 
requency at P orb ≈1 d relative to P orb ≈3 d. A natural interpretation
ould be magnetic braking, which (as discussed in Section 8.3 ) is

ikely to be a significant source of angular momentum loss among 
inary systems with orbital periods of a few days. 
Alternatively, we could hypothesize some physical mechanism 

hat enhances the companion frequency at periods of P orb ≈3 d 
elative to P orb ≈1 d. It has been suggested that Kozai–Lidov tidal
nteractions with a tertiary companion may cause a pile-up in binary 
rbital periods peaked at 2–3 d (F abryck y & Tremaine 2007 ). We
iscuss in Section 8.4 that at least 9.5 ± 0.2 per cent of our sample,
nd possibly a much greater fraction, have tertiary companions. In 
rder to explain the steep gradient of our sample by tidal interactions,
he majority of our sample would require third components that 
emain undetected. 

We also consider plausible systematic errors in our completeness 
orrection or sample selection. Given the agreement between our 
eriod distribution and the eclipsing samples plotted in Fig. 20 , such
ystematic errors are unlikely, but still worth discussing. The steep 
radient could be induced by period-dependent systematic error in 
ur completeness correction, or by a period-dependent contamination 
n our sample. A systematic error in our completeness correction 
ould be caused by the presence of a period-dependent selection 

ffect that we do not account for; for instance, a significant increase
n stellar variability as orbital period decreases. In order to reconcile 
ur gradient with that of Moe & Di Stefano ( 2017 ), our selection
unction at P orb = 1 d must be underestimated by approximately a
actor of two relative to the selection function at P orb = 3 d. Given
hat stellar activity typically saturates at P orb � 3 d (e.g. Wright et al.
011 ), such a steep drop in completeness is difficult to explain from
tellar variability . Similarly , period-dependent contamination can 
nly explain the steep gradient if the contamination rate at P orb ≈3 d
s close to 50 per cent, which is difficult to reconcile with the LCOGT
adial velocity observations presented in Section 4 . 

Overall, we conclude that the steep drop in systems with decreas- 
ng orbital period in the range of 1–3 d is most likely the result of

agnetic braking. 

.3 Primary temperature and magnetic braking 

n Section 7.6 , we showed an order-of-magnitude step change in the
requency of companions as a function of primary stellar temperature. 

e note that Bashi et al. ( 2022 ) also commented on an apparent
eficiency of binary systems in the Gaia spectroscopic binary sample 
ith P orb � 5 d and M 1 � 1.3M � ( T eff � 6300 for main sequence
rimaries), although it should be considered that the completeness 
f the Gaia spectroscopic sample is currently not well characterised. 
 correlation between multiplicity and primary star mass (and hence 

emperature) is a well-known feature of binary star populations (e.g. 
oe & Di Stefano 2017 ), but the scale of this step change is worthy

f further discussion. 
The dramatic increase in companion frequency occurs at approx- 

mately the Kraft break ( T eff ≈ 6250 K , Kraft 1967 ; Jayasinghe
t al. 2020 ; Avallone et al. 2022 ). Stars hotter than the Kraft break
av e thin conv ectiv e zones that cannot support a magnetized wind,
hile stars cooler than the Kraft break do exhibit a magnetized 
ind. Therefore, stars cooler than the Kraft break experience greater 

ngular momentum loss due to magnetic braking. 
It is reasonable to interpret this step change in binary frequency

s a result of magnetic braking. Cooler systems with more efficient
agnetic braking will naturally lose angular momentum faster than 

otter systems. Angular momentum lost from the rotating component 
tars will be replaced from the orbit by tidal forces, causing the binary
ystem to spiral inwards. The result will be to shorten the lifetime
f binary systems with primary stars cooler than 6250 K which have
rbital periods of a few days, leading to the observed deficiency of
ompanions to cool primary stars within our period range. 

El-Badry et al. ( 2022a ) explored magnetic braking in their
clipsing binary sample and found that the period distribution does 
ot follow that predicted by a canonical magnetic braking laws, 
ut is instead more consistent with a model in which magnetic
raking ‘saturates’ at short rotation periods. Note that this does not
ecessarily imply that magnetic braking does not occur at all, only
hat its dependence on rotation period is weaker at short periods
han at longer periods. The exact strength of the dependence at short
eriods is difficult to disentangle from the unknown birth period 
istribution of the population. El-Badry et al. ( 2022a ) searched also
or any change in the orbital period distribution at the boundary
etween fully and partially conv ectiv e M dwarfs ( ∼3400 K), but did
ot find any significant change; previous works had suggested that 
agnetic braking may turn off below that boundary. 
In Fig. 22 , we plot the period distribution of our sample, separated

nto systems with primary stars hotter and cooler than the Kraft break.
ny system with a detected, resolved third body (Section 8.4 ) was

emo v ed, although this did not make any significant difference to the
eriod distribution. Completeness corrections were applied using the 
njection-reco v ery tests previously described, with the same temper- 
ture cuts applied. The corrected period distributions are markedly 
ifferent for the two populations, being approximately flat with linear 
rbital period for the hotter systems and going approximately as 
 orb 

−2 for the cooler systems. Ho we ver, it should be noted that the
ooler distribution is dominated by contact binaries at P orb < 1 d, and
as only a handful of systems per period bin for P orb > 2 days, the
atter making it especially vulnerable to any systematic issue with 
he correction for selection effects. In the lower panel, we compare
he period distribution of our cool subsample with the cool systems
n the previously-discussed eclipsing binary samples. 11 All samples 
part from ours agree that the period distribution is approximately 
at for P orb > 1 d, suggesting indeed that our cool subample is made
nreliable by its small sample size at P orb � 2 d. 
The TESS eclipsing binary sample of Pr ̌sa et al. ( 2022 ) co v ers

 similar temperature range to our sample, but has a greater repre-
entation of cool systems at long periods, making it ideal for the
omparison of period distributions across the Kraft break. In Fig. 23 ,
MNRAS 522, 29–55 (2023) 
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M

Figure 22. Top: The period distribution of binaries in our sample with 
primary T eff > 7000 K or T eff < 6000 K. They appear markedly different. 
Bottom: As Fig. 20 , but limited to only binary systems with a primary 
temperature in the range of 4800–6000 K (note also that here the x -axis 
is linear). Apart from our sample, all agree that the period distribution is flat 
for P orb � 1 d. It therefore seems likely that the small number of systems per 
bin in our cool subsample has made it unreliable for P orb � 1.5 d. 
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Figure 23. As the upper panel of Fig. 22 , but applied to the TESS 
eclipsing binary sample of Pr ̌sa et al. ( 2022 ). Their period distributions are 
approximately flat at short periods for both hot and cool binary systems, with 
a marginal suggestion of a divergence towards P orb � 3 d. 
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e plot the period distribution of that sample, likewise separated
nto hot and cool subsets. A rough correction for completeness was
pplied, as described in Section 8.2 . For both subsets of that sample,
he period distribution is approximately consistent with flat for P orb �
 d. There is some marginal evidence that the period distributions
i verge to wards longer orbital periods, but gi ven the crudeness of
he correction for selection effects, it is unclear if this divergence is
ignificant. 

Overall, the sharp change in binary frequency coincident with the
raft break is highly suggestive that magnetic breaking is shortening

he lifetimes of short-period binary systems with primaries cooler
han the Kraft break. Ho we ver, there is no strong evidence of any
hange in the period distribution between systems that are hotter and
ooler than the Kraft break, with a number of independent samples
ll showing the same distribution that is constant with linear orbital
eriod. It may be that the weak dependence between the efficiency
f saturated magnetic braking and orbital period, as shown by El-
adry et al. ( 2022a ), means that the mechanism reduces the o v erall
umber of cooler binaries without significantly changing their period
istribution. Alternatively, it may be that magnetic braking still
NRAS 522, 29–55 (2023) 
ccurs in the hotter systems, with the same dependence on orbital
eriod as for cooler systems, but a weaker o v erall strength. 

.4 Triple systems 

 number of previous works have shown that most, perhaps all,
hort-period binary systems have tertiary companions, and that the
robability of a third object being present is strongly anticorre-
ated with the binary orbital period (e.g. Tokovinin et al. 2006 ;
okovinin 2014 ; Laos, Stassun & Mathieu 2020 ; Hwang 2023 ).
wo explanations for this trend have been put forward. First, tidal

nteractions with the tertiary object o v er the lifetime of the system
ay play a role in driving the inner binary towards shorter orbital

eriods, via a mechanism known as Kozai Cycles with Tidal Friction
KCTF; Kozai 1962 ; Lidov 1962 ; Mazeh & Shaham 1979 ; Kisele v a,
ggleton & Mikkola 1998 ; F abryck y & Tremaine 2007 ; Naoz &
 abryck y 2014 ; Borko vits et al. 2022 ). Alternatively, it may be that
ynamic interactions in the initially unstable triple during the pre-
ain sequence phase, combined with energy dissipation with the

urrounding protostellar disc, are responsible for the short inner
rbital periods (often termed ‘dynamical unfolding’; Bate, Bonnell &
romm 2002 ; Bate 2009 , 2012 ; Moe & Kratter 2018 ; Tokovinin &
oe 2020 ; Borkovits et al. 2022 ). A population synthesis model by
oe & Kratter ( 2018 ) predicted that ∼60 per cent of close binaries

 P orb < 10 d) form via the dynamical unfolding channel, 30 per cent
ia the KCTF channel (15 per cent during the pre-main sequence
nd 15 per cent during the main sequence), and 10 per cent by
ther mechanisms. A re vie w of these mechanisms and the rele v ant
mpirical constraints can be found in Offner et al. ( 2022 ). 

A full investigation into the presence of triple systems among
ur targets will be the subject of a follow-up paper, but we present
 preliminary discussion here. Triple systems may be divided into
wo cate gories: resolv ed (meaning that the third object is spatially
esolved from the inner binary) and unresolved. Unresolved triple
ystems may be further divided by whether the tertiary star is brighter
r fainter than the combined light of the inner binary system. 
We searched for resolved tertiary companions to our binary

andidates by cross-matching our sample with the catalogue of
esolved proper-motion companions in Gaia (El-Badry et al. 2021 ).

e found that 1416 of our targets have a resolved companion
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Figure 24. Frequency of resolved tertiary companions to our binary candi- 
date systems from El-Badry et al. ( 2021 ) as a function of the orbital period of 
the inner binary. The dashed line shows the frequency of resolved companions 
among the input TESS targets from which our sample was selected. The 
frequency of companions is significantly ele v ated at short orbital periods, but 
not significantly greater than the value for single stars at inner orbital periods 
� 1 d. 
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9.0 ± 0.2 per cent, assuming Poisson uncertainties). In Fig. 24 , 
e show the tertiary frequency as a function of inner orbital period.
inary systems with shorter inner orbital periods are more likely to 
av e resolv ed tertiary companions, as high as 29.5 ± 0.2 for systems
ith P orb � 0.3 d. 
The resolved triples have a range of separations > 200 au, with a
edian separation of 3200 au. It should be noted that these separation

istances are the projection on the sky of the separation vector at the
poch of Gaia Data Release 3, not the orbital semimajor axis of
he third body. The majority of these separation distances imply a 
imescale of tidal interactions which is longer than the Hubble time, 
ut it should be noted that this may not have been true at earlier times
n the history of the binary. 

It is interesting to make a comparison with the simulations of
oe & Kratter ( 2018 ). Of the formation channels of short-period

inary systems modelled by Moe & Kratter ( 2018 ), this cross-match
s most sensitive to those which formed via KCTF interactions during 
he main sequence lifetime of the binary, which are predicted to 
ave tertiary separations of 200–5000 au. Our measured frequency 
f triple objects, 9.0 ± 0.2 per cent, is comparable to the ∼15 per cent
redicted by Moe & Kratter ( 2018 ). 
To understand the baseline frequency of resolved companions, 

e also cross-matched the input set of 4 301 148 TESS targets
rom which our sample was drawn with the catalogue of El-Badry
t al. ( 2021 ). Among those input targets, 6.08 ± 0.01 per cent have
esolved companions. Therefore, the frequency of resolved tertiary 
ompanions to binary candidates in our sample is enhanced by a 
actor of 1.48 ± 0.03 relative to field TESS stars. Furthermore, as can
e seen in Fig. 24 , this excess is almost entirely driven by the targets
ith the shortest inner binary orbital periods. For inner binaries with 
eriods longer than ≈0.6 d, the frequency of resolved companions is
ot significantly ele v ated abo v e the baseline value for single stars. 
This enhancement factor is significantly lower than the 2.28 ± 0.10 
easured by Hwang ( 2023 ). Ho we ver, the comparison is not

ecessarily valid: note that Hwang ( 2023 ) applied corrections for
eparation-dependent incompleteness which we have not applied. In 
ddition, the blending cut applied in Section 2 may have introduced 
urther selection effects, and resolved companions may have been 
issed if they are faint or if they fail the Gaia parallax quality cuts

pplied by El-Badry et al. ( 2021 ). We also note that the majority of the
etected tertiary companions to the Tokovinin et al. ( 2006 ) sample
ave orbital separations � 1000 au, and therefore are in many cases
elow the resolution limit of El-Badry et al. ( 2021 ) for our targets.
 full study of the pre v alence of resolved tertiary companions to our

argets will be the subject of a future paper. 
In Section 4 , we used the LCOGT spectroscopic data obtained for a

ubset of targets to search for unresolved triples, and place constraints
n their existence. We showed that only a minority (4 out of 47) of
he spectroscopically observed targets in the final sample showed 
vidence for both an RV-variable inner binary and a stationary third
bject. We estimated that an unresolved, unbroadened triple star can 
nly be hidden if its luminosity in the observed band is � 5 per cent
hat of the inner binary. For an inner binary of 6000 K stars, this
mplies that a hidden tertiary must be cooler than ≈4500 K; if the
nner binary is of 5000 K, the hidden tertiary object must be cooler
han ≈3800 K. With current data it is difficult to pro v e or dispro v e
he presence of hidden tertiary objects of this nature. We additionally
ote that many triple systems in which the outer body dominates may
e entirely remo v ed from the sample by the dilution of the ellipsoidal
agnitude, but it is difficult to distinguish these triple systems from

ow-amplitude pulsating stars. 

 C O N C L U S I O N S  

e have presented a comprehensive analysis of 15 779 ellipsoidal 
inary systems with orbital periods P orb < 5 d. Our sample was
elected on the basis of their TESS full-frame image light curves.
his sample offers some of the most detailed insight to date into the
roperties of short-period, main-sequence, binary systems. 
The sample has an estimated purity of 83 ± 13 per cent on the

asis of spectroscopic follow-up that was obtained for a subset of
argets. Using injection-reco v ery tests of synthetic light curves, we
stimate an o v erall completeness of 58 ± 6, 40 ± 4, 28 ± 3, and
7 ± 2 per cent of all binary systems with main sequence primaries
nd orbital periods shorter than 1, 2, 3, and 5 d, respectively. These
njection-reco v ery tests also allow us to quantify, and correct for, the
election effects of the sample as a function of the physical properties
f the binary systems. 
30–50 per cent of the targets in our sample are contact binary

ystems, which are the dominant class of binary system in our sample
or P orb < 0.6 d. The contact binaries in our sample appear to be
ypical, with FGK-type primary stars and a correlation between P orb 

nd T eff . 
We hav e e xplored the P orb and primary- T eff distributions of our

ample, in both cases correcting for the selection effects of the
ample. The detached binary systems in our sample have stellar 
ypes of AFGK, reflecting a combination of the magnitude-limited 
election of our sample and the correlation between primary mass and 
ompanion frequency. We find that companions with orbital periods 
n the range 1–5 d are an order of magnitude more common around
tars with temperatures hotter than the Kraft break than around cooler
tars. The period distribution shows a contact binary pile-up at P orb �
.6 days, and a uniform companion frequency as a function of orbital
eriod in the range 1–3 d. The period distribution and companion
requency of this sample are consistent with the short-period end 
f the Moe & Di Stefano ( 2017 ) lognormal distribution at orbital
eriods of 3 d, while breaking from that distribution for shorter orbital
eriods. On the basis of the orbital period and ef fecti ve temperature
istributions, we suggest that magnetic braking significantly shortens 
MNRAS 522, 29–55 (2023) 
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he lifetimes of detached binary systems with P orb � 3 d and T eff 

 6250 K, sending them to the contact binary pile-up at ∼0.4 d.
o we ver, we note that there is no clear change in the distribution of
rbital periods among systems with T eff � 6250 K, only an o v erall
eduction in their number. 

We detected probable third bodies bound to 9.0 ± 0.2 per cent
f our sample, using the catalogue of resolved companions by
l-Badry et al. ( 2021 ). These have a median on-sky separation
f 3200 au. Resolved tertiary companions are significantly more
ommon (29 ± 5 per cent) among the shortest-period binaries
 P orb < 0.3 d) than among the entire sample. We also investigated
he possibility of unresolved tertiary companions to our binary
ystems. Third components were detected spectroscopically in only a
inority of targets for which LCOGT follow-up is available. Cooler

hird components may be hidden if the temperature difference is
 1000 K. Dilution from a photometrically dominant third body may

lso remo v e some triples from our sample. It is clear that third
odies are common around short-period binary systems, and that
heir occurrence has a connection to the orbital period of the inner
inary. Ho we ver, with the current data it is difficult to place a strong
onstraint on their frequency. 

The sample of ellipsoidal binary systems is publicly available in
he online material associated with this paper. This large, homoge-
eously selected sample with quantified selection effects will be a
owerful resource for future studies of detached and contact binary
ystems with P orb < 5 d. 
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Table A1. The properties of 107 targets observed with LCOGT. We present the properties measured from the RV measurements: the largest difference 
in R V ( 	 R V) and its significance, and the best-fit velocity semi-amplitude ( K 1 ). We also show the approximate v rot sin i of the primary star; the same 
value of v rot sin i was applied to the template spectrum before cross-correlation.Lastly, we show whether the target was classified by eye as RV variable 
or not, and whether the companion star was also visible in the spectrum (in both cases, classifications are Y [yes], N [no], and? [unsure]). A further 
five targets at the bottom of the table were not classified, either because not enough epochs were obtained, because the data were of insufficient S/N, or 
because a nearby star caused the target to be mis-acquired. 

TIC ID Score P orb [d] K 1 σK 1 	 RV 	 RV/ σ	 RV ≈v rot sin i Num. obs. RV variable? Double lined? 

10049311 0.63 0.29 103.4 5.8 46.6 135.8 1 3 Y Y 

398732845 0.92 0.32 5.3 1.0 7.1 36.7 1 5 Y ? 
237915523 0.43 0.33 115.6 20.9 93.8 31.2 141 3 Y ? 
296449358 0.78 0.34 11.6 1.2 14.2 12.4 100 3 Y N 

21442712 0.78 0.35 28.6 2.6 70.2 48.1 117 4 Y N 

202442617 0.64 0.35 136.8 51.7 99.6 28.9 121 2 Y N 

842442957 0.75 0.35 – – – – 200 3 Y ? 
143043815 0.95 0.36 108.5 1.1 166.2 121.2 96 3 Y Y 

124103001 0.74 0.37 131.5 37.6 68.8 16.2 133 2 Y ? 
398984915 0.62 0.38 22.5 1.8 35.2 12.5 80 3 Y Y 

35654635 0.81 0.46 16.1 3.5 25.3 5.8 158 3 Y N 

146349192 0.72 0.46 10.1 89.6 4.4 0.8 250 2 Y ? 
149583965 0.91 0.46 19.7 5.2 12.5 17.1 60 3 Y N 

232971368 0.90 0.46 12.7 1.0 21.3 47.2 50 3 Y Y 

460028598 0.63 0.47 4.9 1.0 7.2 4.6 100 4 Y N 

298079609 0.93 0.50 164.2 3.0 100.2 116.0 111 5 Y N 

404509526 0.84 0.52 70.5 15.1 74.1 11.2 144 3 Y N 

259860383 0.74 0.53 13.1 0.6 12.4 26.6 50 3 Y N 

80681409 0.84 0.62 13.5 3.9 20.5 40.3 80 2 Y N 

311924137 0.97 0.68 16.5 2.1 20.1 17.1 101 3 Y N 

447158270 0.84 0.75 139.2 20.6 23.5 22.6 100 3 Y N 

262709475 0.82 0.77 12.7 2.8 5.1 9.3 50 3 Y N 

160159932 0.76 0.80 – – – – 150 3 Y N 

278022607 0.99 0.88 20.7 0.9 51.8 47.1 72 3 Y Y 

441516862 0.64 0.93 64.7 1.4 86.3 57.1 100 3 Y N 

314967370 0.78 1.02 7.2 1.1 10.9 11.0 63 5 Y Y 

153935773 0.84 1.04 – – – – – 1 Y Y 

149473467 0.67 1.09 – – – – 100 2 Y N 

86016254 0.62 1.12 13.1 1.6 18.8 15.9 100 3 Y N 

115471382 0.95 1.15 48.3 16.9 21.8 10.3 97 2 Y N 

290598943 0.78 1.26 – – – – 73 3 Y ? 
89060881 0.92 1.27 40.8 0.3 30.2 203.1 30 3 Y N 

77450928 0.61 1.50 11.2 0.3 20.6 48.5 50 3 Y N 

198507635 0.78 1.57 132.5 1.3 204.7 176.0 80 2 Y Y 

429152903 0.67 1.64 53.0 1.9 23.0 32.0 80 3 Y N 

150144415 0.96 1.76 30.6 10.5 15.0 99.3 25 2 Y N 

309235372 0.84 1.78 85.0 46.9 34.2 33.9 30 2 Y N 

192327982 0.80 1.84 40.1 14.5 9.4 14.0 51 2 Y N 

170673562 0.67 2.00 56.7 26.0 47.9 168.7 33 2 Y N 

385194219 0.64 2.13 31.1 0.4 54.7 77.2 50 3 Y N 

443116817 0.61 2.26 5.7 1.1 2.6 8.2 32 3 Y N 

409827235 0.68 2.29 43.3 16.3 12.0 45.3 26 2 Y ? 
125135715 0.84 2.34 42.0 0.3 71.6 280.0 32 3 Y N 

29019282 0.74 2.77 53.9 0.7 93.1 276.6 50 3 Y N 

117667585 0.80 2.80 – – – – 24 2 Y Y 

201740952 0.52 2.81 75.5 0.4 105.0 229.1 28 3 Y Y 

435872531 0.40 2.99 85.0 0.6 156.7 140.3 32 3 Y Y 

451247360 0.69 3.05 96.7 0.6 155.2 296.7 33 6 Y Y 

147940462 0.81 4.92 93.5 0.2 160.5 670.6 29 3 Y Y 

103802691 0.80 5.28 28.9 0.6 64.3 311.4 14 2 Y Y 

137505701 0.73 0.22 0.6 1.8 1.4 2.1 100 3 N N 

154067797 0.82 0.24 6.2 0.3 0.1 0.6 1 2 N N 

93282548 0.78 0.27 0.1 4.6 0.5 0.7 100 2 N N 

1175440578 0.94 0.27 0.0 0.1 0.1 1.2 1 2 N N 

206717075 0.80 0.28 0.0 0.1 0.1 1.8 15 3 N N 

7211118 0.45 0.29 – – – – 215 3 N N 

82376749 0.95 0.29 0.0 0.2 0.6 3.7 5 5 N N 

185978221 0.83 0.29 0.0 0.0 0.0 0.6 1 3 N N 

127132146 0.79 0.32 0.1 1.1 5.5 2.7 100 6 N N 
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Table A1 – continued 

TIC ID Score P orb [d] K 1 σK 1 	 RV 	 RV/ σ	 RV ≈v rot sin i Num. obs. RV variable? Double lined? 

232222475 0.70 0.32 0.1 0.4 0.2 3.6 0 3 N N 

388354171 0.74 0.32 0.2 0.4 0.2 1.6 1 3 N N 

405625148 0.76 0.32 0.7 3.0 0.1 1.9 5 2 N N 

68740846 0.61 0.33 2.7 4.9 0.4 0.7 50 2 N N 

331606386 0.47 0.34 2.4 1.6 1.1 2.6 0 3 N N 

24733359 0.76 0.38 0.1 0.5 1.2 2.3 80 3 N N 

335720078 0.84 0.38 0.1 0.2 0.1 0.4 15 3 N N 

142783998 0.74 0.39 74.7 62.2 1.3 5.5 1 8 N N 

452955107 0.91 0.39 0.1 1.1 1.3 3.4 50 3 N N 

177441091 0.63 0.43 6.0 68.0 17.0 5.2 100 3 N N 

95473305 0.84 0.45 0.0 0.1 0.1 0.7 1 3 N N 

364018117 0.80 0.46 0.6 3.1 2.7 2.1 80 3 N N 

131239334 0.97 0.57 19.5 2.0 0.1 1.9 1 2 N N 

221680497 0.61 0.69 4.3 40.4 13.0 2.0 134 2 N N 

466577705 0.64 0.71 3.2 7.1 14.7 2.6 200 3 N N 

250579138 0.88 0.72 0.1 0.4 0.4 1.4 1 3 N N 

112931015 0.95 0.73 0.0 0.0 0.0 0.7 1 3 N N 

316333039 0.69 0.83 0.2 0.1 0.3 2.2 10 3 N N 

302828509 0.69 0.91 0.5 6.2 2.0 2.2 85 3 N N 

68936604 0.76 1.03 0.0 0.1 0.0 0.7 1 3 N N 

214529076 0.80 1.07 1.2 29.6 16.4 3.1 116 3 N N 

131004153 0.88 1.11 0.1 0.3 0.1 2.1 1 3 N N 

169970903 0.96 1.19 4.0 8.9 15.6 4.4 78 3 N N 

391422697 0.62 1.39 0.0 0.3 0.4 0.9 41 3 N N 

299885950 0.72 1.52 0.6 2.0 3.4 3.0 49 3 N N 

168706700 0.70 1.59 13.1 18.9 4.6 1.2 150 3 N N 

93315603 0.66 1.68 0.0 0.1 0.2 2.4 1 6 N N 

3989045 0.57 1.90 6.4 7.3 0.0 0.1 48 2 N N 

273313746 0.90 2.08 0.2 5.2 3.3 1.6 80 3 N N 

326792846 0.43 2.14 2.7 1.6 4.2 2.6 100 4 N N 

462548160 0.75 2.28 1.1 0.5 2.8 3.6 60 3 N N 

193558725 0.75 0.27 89.9 39.1 62.1 8.0 200 2 ? ? 
231725602 0.42 0.29 711.9 59.3 97.8 12.4 267 2 ? ? 
294052459 0.91 0.39 6.4 7.1 42.3 6.9 150 3 ? ? 
346315955 0.67 0.51 93.0 16.0 74.2 12.7 100 3 ? ? 
427606080 0.49 0.54 23.4 2.8 26.1 9.8 250 3 ? ? 
432761278 0.94 0.64 9.0 31.5 21.1 3.5 118 4 ? ? 
264594607 0.79 0.82 356.3 9.3 143.0 15.8 150 3 ? ? 
642625967 0.84 1.28 18.7 2.3 35.4 9.1 74 3 ? ? 
254876862 0.74 1.30 118.7 80.5 118.6 18.8 74 2 ? ? 
74051493 0.86 1.34 111.3 13.2 196.0 16.7 71 3 ? ? 
390535698 0.73 1.76 14.8 10.9 13.8 3.1 46 3 ? ? 
356209335 0.77 2.02 35.5 5.2 130.6 15.9 80 2 ? ? 
8547649 0.95 0.35 – – – – – 1 – –
22877676 0.82 0.35 – – – – – 1 – –
374842122 0.94 0.42 – – – – – 2 – –
37654547 0.89 1.00 – – – – – 3 – –
245035219 0.77 1.27 – – – – – 1 – –
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